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Abstract 
 

Faulty manufactured alternators lead to commercial and safety concerns when 

installed in vehicles. Alternators have a major role in the Electrical Power 

Generation System (EPGS) of vehicles, and a defective alternator will lead to 

damaging of the battery and other important electric accessories. Therefore, fault 

detection and diagnosis of alternators can be implemented to quickly and 

accurately determine the health of an alternator during end of line testing, and not 

let faulty components leave the manufacturer. 

The focus of this research is to develop a Model Based Fault Detection and 

Diagnosis (FDD) strategy for detecting alternator faults during end of line testing. 

The proposed solution uses Extended Kalman Smooth Variable Structure Filter 

(EK-SVSF) to detect common alternator faults. A solution using the Dual Extended 

Kalman Filter (DEKF) is also discussed. The alternator faults were 

programmatically simulated on alternator measurements. The experimental results 

prove that both the EK-SVSF and DEKF strategies were very effective in alternator 

modeling and detecting open diode faults, shorted diode faults, and stator 

imbalance faults.     
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Chapter 1 Introduction 

1.1 Overview 

The automotive industry continues to reduce cost of mass production while 

increasing throughput and revenue. Although this practice is profitable, it yields a 

percentage of improperly manufactured products. Faulty parts are more expensive 

to replace once they are already installed and can potentially endanger lives. It is 

crucial for only properly manufactured parts to make their way into vehicles. In 

attempt to ensure this, manufactures acquire pass or fail algorithms for end of line 

testing on finished products. This rudimentary limit checking approach requires 

operators to discard failed parts as it would cost more to spend man hours trying 

to manually diagnose and resolve the issue. This is especially apparent in the area 

of automotive alternator production. 

Alternator end of line testing could benefit from the advantages of Model Based 

Fault Detection and Diagnosis (FDD) strategies. Model based FDD is a process 

where the condition of a system can be monitored for potential faults by comparing 

experimental and simulated outputs. The result of the Model Based FDD has more 

sophisticated and comprehensive information about the detected fault. This 

powerful tool can detect and diagnose the fault to give the operator knowledge of 

how to fix the product. Faulty products that used to be discarded for loss can be 

fixed and remain within profit margins.  
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In general terms, FDD scheme should minimize additional sensors and when 

possible use existing signals from testers to determine and diagnose faults. It is 

important for the FDD algorithm to remain computationally feasible especially for 

end of line testing, to report faults in a timely manner (about 3-5 seconds, refer to 

Section 7.1). Additionally, it must be sophisticated enough to clearly differentiate 

between various types of alternator faults. In this study, a model based FDD 

approach was developed and implemented for end of line testing for a 12V, 140A 

three phase Lundell alternator using the D&V Electronics Ltd ALT-198 machine. A 

mathematical model of the alternator was developed and its parameters were 

determined through experimentation and by using Genetic algorithm optimization. 

Parameter estimation theory was introduced to track changes in a select set of 

system parameters. The residual evaluation and parameter estimation FDD 

methods were validated by simulating fault conditions on an alternator. The 

combination of the Extended Kalman Filter and Smooth Variable Structure Filter 

has not been previously attempted to estimate or perform fault detection and 

diagnosis on a Lundell alternator system. 

1.2 Introduction to Alternators 

The automotive industry uses Lundell alternators to charge the battery and to 

power the electrical system (radio, electric wipers, and other accessories) when 

the engine is running. Alternators were first used in vehicles during World War II to 

power radio equipment, it was not until the 1960s that alternators were in nearly all 

consumer cars. Alternators are a type of synchronous generator, meaning they 
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convert mechanical energy into electrical energy using principles of 

electromagnetic induction. Given rotation from the prime mover, the induced 

voltage follows a sinusoidal pattern depending on how the flux is aligned with the 

magnetic field. This cyclic phenomenon generates AC power as the alternator’s 

output. This AC power must be converted to DC power, as the electronics within 

the vehicle need a constant power supply. A full-wave bridge rectifier, shown in 

Figure 1-1, is used to achieve this conversion.  

 

Figure 1-1 the effect of diode bridge rectifier [1] 

The automotive alternator uses field windings to magnetize the rotor as opposed 

to the use of permanent magnets. This solution results in lower production cost 
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and ability to regulate the alternator’s output. The alternator is equipped with an 

Automatic Voltage Regulator (AVR) to ensure that voltage output remains constant 

regardless of speed and load from vehicle accessories. The AVR maintains the 

output power by controlling the field current supplied to the rotor. An example of a 

modern automotive alternator is shown in Figure 1-2.      

 

Figure 1-2: Diagram of the modern alternator [2] 

1.3 Research Objectives 

The objectives of this research is to develop a robust automotive alternator model 

for detecting and diagnosing faults in end-of-line testing using the D&V Electronics 

Ltd ALT-198 machine. These objectives are divided into two major categories, 

namely  
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(i) the development of an accurate model and  

(ii) (ii) the development of a model based FDD strategy.  

Each objective carries a collection of challenges and novel solutions. 

1.3.1 Automotive Alternator Model Objectives 

Synchronous generator modelling is usually done in Finite Element Analysis (FEA) 

programs, such as ANSYS. Although this method is very powerful, it is not 

computationally feasible for end-of-line testing. Furthermore, the alternator 

specifications needed for a successful FEA analysis is rarely available to the tester 

operator. Therefore, the difficult challenge is to create an alternator model that uses 

only measurements collected by the ALT-198 to generate an accurate simulation 

for any Lundell alternator in a timely manner. The proposed solution is to make 

assumptions on the governing equations for FEA of an alternator to reduce 

computational complexity of the model and simulate signals not measured by the 

tester. 

This practice significantly affects the accuracy of the simulation. To eliminate this 

uncertainty nonlinear state estimation techniques such as the Extended Kalman 

Filter (EKF) and the Smooth Variable Structure Filter (SVSF) were used to increase 

accuracy and robustness of the proposed model. Important unknown signals, such 

as the alternator rotor angle and phase currents, were derived by innovative 

manipulation of existing sensor signals in the post-processing of experiments. As 

mentioned earlier in this section, each alternator has different specifications, 
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therefore the model parameters must be tuned accordingly. A genetic algorithm 

script was introduced to automatically find the best suited parameters for each 

individual alternator.  The proposed solution yielded a +/-2.3% error between the 

simulated and experimental data.  

1.3.2 Model Based Fault Detection and Diagnosis 

This objective is to create a strategy that uses modern FDD methods to accurately 

diagnose faults in a timely manner. This strategy should have a high success rate 

with minimal false positives. The capability of the FDD strategy to detect and 

diagnose must be tested against common alternator faults. 

An FDD strategy has been developed to detects alternator faults that are 

responsible for the bulk of alternator failures. Residual evaluation techniques are 

used to detect faults by monitoring error signals between experimental and 

simulated data. The faults are diagnosed by using parameter estimation, a novel 

approach that utilizes the EKF and the SVSF to track fault sensitive parameters as 

states within a Lundell alternator system. These “artificial states” change 

dramatically in the presence of a fault and give the operator a clear understanding 

of the fault’s origin. The proposed strategy is able to successfully diagnose stator 

imbalance faults, shorted diode faults, open diode faults, and improper rotor faults 

with the existing sensors on the D&V Electronics ALT-198. 
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1.4 Outline of Thesis 

This thesis is organized as follows: Chapter 2 is the main literature review on 

synchronous generators, automotive alternator modelling. Chapter 3 is the 

literature review on estimation theory, and model based fault detection and 

diagnosis of alternators. Chapter 4 discusses methodologies used in the research 

including parameter tuning methods introduced to determine best model 

parameters for any Lundell alternator, innovative methods used to extract artificial 

measurements, and then estimation theories implemented to track system states. 

In Chapter 5, the experimental results and the performance of the proposed model 

based FDD approaches are analyzed and discussed. The successful diagnosis of 

the selected faults indicates the effectiveness of the proposed methods. Chapter 6 

completes the thesis with conclusions and recommendations for future research. 

Chapter 7 is the appendix where the D&V Electronics ALT-198 and its use in this 

thesis is described.  
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Chapter 2 Fundamentals of Alternator and Modelling 

2.1 AC Generator Background 

It important to understand what an alternator is before modelling and applying fault 

detection methods. An electric machine is a device which converts mechanical 

energy to electrical energy (known as generators) or electrical energy into 

mechanical energy (known as motors). Alternators are a type of electric generator; 

therefore, the discussion of motors will be limited.  

2.1.1 AC Generators 

All generators are composed of two parts, the stator and the rotor. Mechanical 

energy is given to the rotor by a prime mover, while the stator remains still. The 

rotor is an electromagnet made by coiling wire around two or more poles [3]. The 

rotor generates the rotating magnetic field. The stator is the stationary coil in which 

electricity is produced [3].  

 

Figure 2-1 Generator with rotating magnet at rotor and fixed stator coils [4] 
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  The induced currents that flow within electric machines can be either Alternating 

Current (AC) or Direct Current (DC) depending on commutator and winding design. 

In a DC generator, as shown in Figure 2-2, the coil that current flows through 

rotates in a fixed field. One end of the coil attaches to one half of a single rotating 

split ring and the other end of the coil attaches to the other half of the same split 

ring. Brushes connect the split rings (commutator) to an external circuit. With a 

fixed magnetic field, the current is always induced in the same direction [5].  

 

Figure 2-2 DC generator 

In an AC generator, as shown in Figure 2-3, the armature coil is fixed, and the field 

exciters are moving [6]. AC generators have two slip rings, one for each end of the 

armature coil; brushes connect each slip ring to an external circuit. The design of 

the full slip rings results in the armature coil experiencing a rotating magnetic field. 

With a moving magnetic field, the direction of the magnetic field periodically 

changes due to the magnet’s north and south poles, thus current will flow in 

opposite directions creating alternating current [5].  
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Figure 2-3 AC generator 

Both AC and DC machines use principles of Faraday’s law of electromagnetic 

induction. Faraday’s law states, whenever a conductor moves in a magnetic field, 

an electromagnetic force (emf) gets induced in the conductor. The equation for 

Faraday’s law of electromagnetic induction,  

 𝜀 = −𝑁
∆𝜑

∆𝑡
 Equation 2.1.1.1 

demonstrates that the induced emf increases with the number of winding turns as 

well as the rate of change of magnetic flux [7]. The minus sign is to represent that 

the direction of the electromotive force opposes the change in the flux that 

produces the voltage. It is important to note that not all positions during rotation 

induces emf. When the flux is aligned with the magnetic field, then the flux is not 

cutting the field and therefore no emf is induced. When the flux is perpendicular to 

the field, as shown in Figure 2-1, then it cuts the field at a maximum, and therefore, 

the emf is at its highest peak [8]. 
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2.1.2 Field Coils vs Permanent Magnets  

In theory, having a magnet that never loses its magnetization properties 

(permanent magnet) in an electric generator seems very ideal. However, in some 

applications using a permanent magnet is not sustainable. For instance, if 

magnetic field is always constant the induced emf would vary directly with the rate 

of change in magnetic flux; in other words, the speed of the prime mover. This 

would be very difficult to manage in a system that needs a constant voltage at 

every speed. Likewise, permanent magnets are very expensive and can be more 

expensive than the rest of the electric device in some cases. This is why many 

electric machines use field coils instead. Field coils use the principles of Lenz’s 

Law to create a magnetic field, as shown in Figure 2-4. Lenz’s law describes that 

current flow in a loop of wire will generate a magnetic field perpendicular to the 

loop [8]. 

  

Figure 2-4 Lenz's Law 

In order, to excite the field windings an external power source is used and when 

the windings are excited they work in the same manner as the permanent magnet 

shown in Figure 2-3. Using field coils allows for control of the generator’s induced 
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voltage; varying the current in the field winding will vary the magnitude of the 

magnetic field [9]. There are a few drawbacks of using field coils. In order to use 

field coils there needs to be an available external power supply which isn’t always 

possible. Likewise, there needs to be a commutator and brushes to constantly 

excite the field windings during rotation; these components are subject to wear and 

tear. Permanent magnets do not require excitation and do not suffer from this 

issue. Note, both systems still need a commutator and brushes to induce current 

in the external circuit. Lastly, field coils suffer from losses due to magnetizing, such 

as Eddy currents. The most useful advantage of the field coils is the ability to 

control the magnitude of magnetic field, as this is very useful in the automotive 

industry where vehicles are not always driving at constant speed [9].  

2.1.3 Induction Generators and Synchronous 

Generators  

Within the AC generator family there are induction generators and synchronous 

generators. Induction generators are also called asynchronous generators 

because the actual mechanical speed of the prime mover moves at a slightly 

smaller magnitude than the magnetic field. The speed at which the magnetic field 

rotates at is known as the synchronous speed. It is a function of electrical frequency 

(typically 50 or 60Hz) and the number of poles on the rotor. In induction generators 

a rotating magnetic field produced in the stator pulls the rotor to run behind it. If the 

rotor accelerates to the synchronous speed by the prime mover the “slip” (the 

difference between actual speed and synchronous speed) will become zero and 
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therefore the new torque will be zero [10]. If a rotor accelerates to be more than 

the synchronous speed, the slip becomes negative and a rotor current is generated 

in the opposite direction. This generated rotor current produces a rotating magnetic 

field which pushes onto the stator field. This causes a stator voltage which pushes 

current flowing out of the stator winding against the applied voltage. As shown in 

Figure 2-5, the induction generator needs a source of power to produce the rotating 

magnetic field. Reactive power is needed to produce this field; this power usually 

comes from an AC power line (grid) [10]. Then the generator supplies power back 

into the line through Active power. 

 

Figure 2-5 Induction Generator 

Induction generators are mostly used in applications that have access to large 

amounts of reactive power such as wind turbines. They are also effectively used 

to supply additional power to a load in a remote area that is being supplied by a 

weak transmission line [11].  
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Synchronous machines work in the same manner as induction generators 

except the actual mechanical speed of the prime mover moves at the same 

magnitude as the magnetic field. The main difference between them is how they 

excite the armature windings. Synchronous generators can generate reactive 

power (to excite field windings) with the use of an external power supply and 

therefore have the capability to regulate the output voltage, while induction 

generators cannot [12]. However, this can be an advantage, as induction 

generators do not need an external DC excitation nor do they need commutators 

that break over time. Additionally, induction generators are cheaper and do not 

need to be synced to the supply line like synchronous generators do.  

2.2 Structure of an Automotive Alternator  

Considering the given information, it should be clearer what type of electric 

machine an automotive alternator is. The speed of a vehicle is not constant; 

however, the devices within the car need constant DC voltage in order to function 

properly when being powered by the alternator. The possibility of using an 

induction generator was ruled out as they cannot control the output voltage and 

there is no access to a large amount of reactive power within a vehicle. Permanent 

magnets could not be used because of their inability to regulate output voltage as 

well as their high costs. Therefore, permanent magnet synchronous machines 

could not be used for consumer vehicles. With these challenges, automotive 

engineers decided to make automotive alternators as an AC synchronous 
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generator with field windings and the vehicle engine as the prime mover, also 

called Lundell alternators.  

2.2.1 The Three Phase Bridge Rectifier 

Most alternators are 3 phase, meaning current and emf are induced in three sets 

of wires that have many loops (stator windings). This means the alternator runs as 

a 3 phase AC power supply to the accessories within the car. However, the 

accessories within the car need DC to function properly. Therefore, in order to use 

these AC supply components, a 3 phase bridge rectifier must be connected to the 

sets of stator windings to produce a DC output [5]. A bridge rectifier, as shown in 

Figure 2-6, is an array of semiconductor diodes. This is because semiconductor 

diodes are used to allow electrons to flow in one-way only. Thus by having each 

phase attached to two diodes, as shown in Figure 2-6, one diode will block the 

negative end of the wire from flowing while the other diode allows the positive end 

of the wire to flow to the load, creating direct current [13]. 

 

Figure 2-6 3 phase bridge rectifier and its corresponding output signal [14] 
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2.2.2 The Electric Power Generation System 

 For a consumer car the alternator voltage should always be around 14.4V 

(for bigger vehicles the alternator should usually be around 25.6V). This is very 

difficult to do in a regular drive cycle because that would require constant speed 

which is not possible when driving on suburban streets. As explained before the 

synchronous machine’s induced emf is proportional to the speed of the prime 

mover, in this case the engine. Therefore, more voltage is induced when driving on 

the highway than when idling at a stoplight. If the voltage is too low the devices will 

not work properly and if the voltage is too high the devices are at risk of 

overvoltage. This is where the car battery becomes important to what is known as 

the Electric Power Generation System (EPGS). The car battery is used to excite 

the field windings of the alternator. As explained earlier in this section, the 

advantage of using field coils is the ability to control the magnitude of the magnetic 

field that is inducing the current in the stator windings. Therefore, to maintain a 

constant voltage, the excitation voltage (or field voltage) supplied to the alternator 

rotor by the car battery can be controlled to increase or decrease the output 

alternator voltage. The component is the automatic voltage regulator. 

2.2.3 Automatic Voltage Regulator  

The Automatic Voltage Regulator (AVR) controls the field current applied to the 

spinning rotor produced within the alternator. Some AVRs work like an electric 

switch. If no current is applied, then there is no voltage produced by the alternator. 
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So If the alternator voltage drops below a certain voltage (13.5V) the regulator will 

apply current to the field windings. Conversely, when the alternator voltage 

exceeds an upper limit voltage (14.4V) the AVR will stop supplying voltage to the 

field windings [5]. There are more sophisticated systems where a PID controller is 

adapted by the regulator to control the current to the field windings. In this system 

the change in current is smoother versus the system continuously turning on and 

off. 

2.3 Alternator Modelling Techniques 

In this section multiple alternator modelling techniques will be discussed including 

their strengths and caveats. The chosen alternator model must be sophisticated 

enough to capture useful information about the alternator and lightweight enough 

to be integrated into the D&V Electronics tester. The techniques studied include  

1. Finite Element Analysis  

2. 7th order state space model 

3. Non-linear model using flux-current relationships 

4.  The Linear Parameter Varying model 

These are described in the following sections. 

2.3.1 Finite Element Analysis 

Finite Element Analysis (FEA) is one of the most accurate ways of modelling 

any complex engineering system. FEA is an applicable use of Finite Element 
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Method (FEM), a mathematical process of solving a problem by subdividing a 

whole domain into smaller elements [15]. As shown in Figure 2-7, FEA is based 

around Computer Aided Design (CAD) software and allows the user to graphically 

visualize components acting in/on their system. There are 3 stages to any FEA, 

the pre-process, the FEA calculations (either 2D or 3D), and the post-processing.  

 

Figure 2-7 User interface of FEA application called ANSYSTM 

The pre-processing stage entails feeding the software as much detail as 

possible about the desired system, considering the CAD software does not have 

any information yet. Data about the geometry and physical properties of the 

machine’s electrical and magnet circuits are needed. The user must start by 

drawing the machine’s 2 or 3 dimensions within the software (see Figure 2-8). 

Afterward the user must provide specifics about the driving source for the 

simulation, the external coupled circuit it is a part of, which includes boundary 

conditions and fixed potentials [16]. Users must further the knowledge of the 

system by supplying material properties with BH curve data, and setting 

conductivities. 
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Figure 2-8 Part of synchronous machine drawn in an FEA software [1] 

Finally, with the model built the user sets the solver type and simulation 

parameters. This includes the type of solution (linear or non-linear), the size of time 

step, and any geometric movements or specific variables that need to be 

addressed. The system is now prepped to be calculated. 

The focus of this literature review is on synchronous machine, therefore, the 

FEA calculation stage will be discussed in terms of 2D synchronous machine 

modelling. The entire calculation step is automated by the CAD software, including 

the first phase of mesh generation. The meshing process is what gives the Finite 

Element Method its name. The CAD software works to divide the model into a 

series of smaller geometric regions such as triangles or quadrilateral elements in 

the 2D applications (see Figure 2-9). Although this is done by the software, the 

user must still specify options, in the pre-processing stage, including element size 

and number of elements in a region. These are important parameters as they may 
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determine the accuracy of the final solution. After the meshing process the solver 

is initiated. 

 

Figure 2-9 Mesh generation of Figure 2-8 [1] 

The solver performs calculation with the defined system to acquire parameters 

requested for the application. FEM methods for synchronous machines originate 

from the low frequency limits of Maxwell’s equations. The synchronous generator 

is treated as a quasi-static magnetic system, an infinitely slow process that is 

always approximately equilibrium, which is closed and bounded in 2D. It is 

important to understand that magnetic vector potential is usually used for magnetic 

field analysis, as scalar potential cannot include current as the source of the fields. 

To use this approach, the FEA must satisfy Gauss’s law for magnetism and 

Ampere’s circuital law [17]. In addition, electric machines’ stator and rotor core are 

made from saturating iron and therefore the permeability µ is a function of magnetic 
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flux density. Therefore, while finding the solution the FEA must satisfy the following 

equations:  

∇ × 𝐻 = 𝐽, where H is magnetic field strength and J is free current density 

∇ ∙ B = 0 , where B is magnetic flux density 

𝐵 = 𝜇𝐻 , where µ is permeability 

From Maxwell’s equations for potential field the relationship between magnetic flux 

density and magnetic vector potential is given by  𝐵 = ∇ × 𝐴, where A is magnetic 

vector potential. If we rearrange the equations the result is:  

∇ × (
1

𝜇
∇ × 𝐴) = 𝐽 , 

 Assuming Coulomb gauge (a gauge field in which the vector potential has no 

divergence ∇ ∙ 𝐴 = 0) for linear materials the equations reduces to 

−
1

𝜇
∇2𝐴 = 𝐽 , 

This is an example of what equations would be used by the FEA to generate a 

solution for a 2D synchronous generator system [17]. The time it takes to find the 

solution depends on the complexity of the model and mesh, varying anywhere 

between seconds to days to solve.  The approach described could be used to solve 

the open circuit characteristic of the synchronous generator. For each value of the 

field current the flux linkage y is calculated from the finite element solution. The 

phase voltage E is calculated by 𝐸 = 4.44𝑁𝑘𝑤𝑓𝜓, where N is the number of turns 
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per phase winding, kw is a winding coefficient and f is the frequency. With this data 

a relationship between field current vs open circuit voltage can be produced, as 

seen in Figure 2-10. 

 

Figure 2-10 Example of Open Circuit Characteristic Graph 

The FE solution can also be used to find other values such as the characteristic of 

the flux in the air gap, the distribution of the flux density in the air gap, and the 

electromagnetic torque to name a few. Data like this can be extracted by the user 

in the post-processing stage. The solution is displayed in a GUI allowing objects in 

the system to be selected for further calculation. Fields can be evaluated at points, 

along lines, and over areas for 2D configurations. All calculations, such as integral 

fields, use the data stored by the solver from the previous stage.  
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FEA is a very efficient tool when modelling complicated geometries and is used by 

almost all manufacturers to simulate tests that can potentially be harmful to the 

machine. Likewise, FEA programs like ANSYSTM allow embedding of the solver 

within a script inside MATLAB or Simulink. In contrast, the integration setup can be 

slow as for every step MATLAB would have to call the Finite Element solver. For 

instance, in a simulation of a synchronous machine the emf at a phase winding 

changes with every increment in the rotor. Therefore, for every increment in the 

rotor MATLAB must recalculate the solver and process the new data collected. 

This makes it almost impossible to use in real-time. There are methods that allow 

the use of only one solution such as pseudo-rotating superposition where the 

reference point for the conductor is moved in the post-processing stage, instead of 

incrementally rotating the rotor and recalculating a solution. However, in most 

cases a solution like this does not exist or the solution loses accuracy due to 

extrapolation. This is one of the drawbacks of modelling with FEA software. 

Another drawback is the need for a detailed explanation of the system. Only the 

manufacturer has a complete list of all the materials of the machine including their 

properties and BH curve data. In most cases, the manufacturer will not make this 

information public. This makes it very difficult to create an accurate system from 

the perspective of a third party company interested in modelling the machine.  

2.3.2 7th order state space model 

This approach uses state space modelling of synchronous generators to calculate 

the output values of the system. As shown in Figure 2-11, the input to the model 
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would be the field voltage and the output of the model would be the phase currents 

as well as the phase voltages. In Figure 2-11, the current on each line can be 

written as,𝑖𝑎 = 𝑖𝑟1 + 𝑖𝑙1where 𝑖𝑟1 is the current through the resistor and 𝑖𝑙1is the 

current through the inductor. 

 

Figure 2-11 Synchronous generator with inside load [15] 

Working with AC waveforms to calculate the outputs will be very complicated, 

instead it is useful to convert these waveforms to DC signals. To accomplish this, 

Park’s transformation can be applied to the system. As shown in Figure 2-12, 

Park’s transformation converts a three-phase reference frame to a rotating two-

phase reference frame in order to simplify analysis. The two-phase values (on d 

and q axes on Figure 2-12) are achieved by taking the product of the three phase 

values (on a, b and c axes shown on Figure 2-12) and the Park’s transformation 

equation, 

 𝑃(𝜃𝑒) =  √
2

3
(

cos(𝜃𝑒) cos (𝜃𝑒 −
2𝜋

3
)

− sin(𝜃𝑒) − sin (𝜃𝑒 −
2𝜋

3
)

  𝑐𝑜𝑠(𝜃𝑒 +
2𝜋

3
)

   −𝑠𝑖𝑛(𝜃𝑒 +
2𝜋

3
)
) , Equation 2.3.2.1 
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Where 𝜃𝑒 is electrical angle of the rotor [18].  

 

Figure 2-12 Park's transformation reference frames and corresponding current 

values during rotation 

 

 

Figure 2-13 Synchronous machine winding with Park's transformation axes and 
corresponding dampers 

Therefore, to get d-q axis voltage and current the following equations are used, 

 (
𝑣𝑑

𝑣𝑞
) = 𝑃(𝜃𝑒) ∙ (

𝑣𝑎

𝑣𝑏

𝑣𝑐

)  Equation 2.3.2.1 
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 (
𝑖𝑑1

𝑖𝑞1

) = 𝑃(𝜃𝑒) ∙ (
𝑖𝑎1

𝑖𝑏1
𝑖𝑐1

),  Equation 2.3.2.3 

This gives us the relationship, 

(
𝑣𝑑

𝑣𝑞
) =  (

𝑟1 0
0 𝑟1

) ∙ (
𝑖𝑑1

𝑖𝑞1

) ,      Equation 2.3.2.4 

The combination of the previous relationship and the Park’s transformation 

equations leads to the global equation of the synchronous machine in the Park’s 

frame [19], 

 

 

, 

Equation 2.3.2.5 

where mab
 is the mutual induction between “a” (first component in subscript) and 

“b” (second component in subscript), ra is the resistance of component “a”, la is the 

inductance of component “a”, and we is the electrical speed of the rotor, R is the 

resistance matrix and M is the mutual inductance matrix [19]. This equation is then 

rearranged into a state space representation, 
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𝑋̇ = 𝐴. 𝑋 + 𝐵. 𝑢,      Equation 2.3.2.6 

𝑌 = 𝐶. 𝑋 , where      Equation 2.3.2.7 

𝐴 =  −𝑀−1. 𝑅,        Equation 2.3.2.8 

𝐵 =  𝑀−1,       Equation 2.3.2.9 

𝐶 = (
−𝑟1 0 𝑟1 0 0 0 0
0 −𝑟1 0 𝑟1 0 0 0

) , 
     Equation 2.3.2.10 

𝑋 = (𝑖𝑑2
𝑖𝑞2

𝑖𝑑 𝑖𝑞 𝑖𝑓 𝑖𝐷 𝑖𝑄)𝑇 ,      Equation 2.3.2.11 

𝑌 =  (𝑣𝑑 𝑣𝑞)𝑇 , Equation 2.3.2.12 

𝑢 = (0 0 0 0 𝑣𝑓 0 0)𝑇  Equation 2.3.2.13 

This solution proposes quite a few problems for its application in the testing 

industry. Similar to the issues of FEA modelling, this model requires knowledge of 

the mutual inductances that must be provided by the supplier. Likewise, the 

alternator phase currents cannot be directly measure in industry due to limitations 

of the tester and the closed casing of the alternator. These signals would have to 

be derived from another measurable value such as ripple current. In addition, the 

electrical rotor angle must be very accurate to properly use the Park’s 

transformation; any inaccuracy will cascade throughout the other calculations. It 

should be noted that the resistance matrix, R, changes with the electrical speed, 

thus this model is non-linear. Unless the speed is constant throughout the entire 

simulation, there would need to be multiple state space models to represent the 

synchronous machine.  
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2.3.3 Non-Linear Model Using Flux-Current 

Relationships 

The following model encompasses the entire Electric Power Generation 

System (EPGS) as shown in Figure 2-14. EPGS is composed of an alternator, 

battery, and the electronics of the automobile (shown as a current sink in Figure 

2-14). The governing equations of this model use the same IEEE standard for 

modelling synchronous generators in FEM analysis [20]. 

 

Figure 2-14 EPGS model 

 

Figure 2-15. Alternator model with all subsystems 
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The common alternator (seen in Figure 2-15) is composed of multiple 

systems including a 3 phase AC synchronous generator, a 3 phase diode bridge 

rectifier and a voltage regulator. 𝐸𝑎, 𝐸𝑏 , 𝐸𝑐 are induced electromotive forces (EMF) 

of the individual phases and  𝐸𝑓 is the induced EMF of the excitation field. 𝐸𝑎 =

 
𝑑𝜆𝑎

𝑑𝑡
, for all individual phases and field induced voltages where λ is flux linkage of 

the phase. Flux linkage is defined as  

 𝜆𝑎 = −𝐿𝑎𝐼𝑎 − 𝐿𝑎𝑏𝐼𝑏 − 𝐿𝑎𝑐𝐼𝑐 + 𝐿𝑎𝑓(𝜃𝑒)𝐼𝑓  Equation 2.3.3.1 

 𝜆𝑏 = −𝐿𝑏𝑎𝐼𝑎 − 𝐿𝑏𝐼𝑏 − 𝐿𝑏𝑐𝐼𝑐 + 𝐿𝑏𝑓(𝜃𝑒)𝐼𝑓  Equation 2.3.3.2 

 𝜆𝑐 = −𝐿𝑐𝑎𝐼𝑎 − 𝐿𝑐𝑏𝐼𝑏 − 𝐿𝑐𝐼𝑐 + 𝐿𝑐𝑓(𝜃𝑒)𝐼𝑓  Equation 2.3.3.3 

 𝜆𝑓 = 𝐿𝑓𝐼𝑓 − 𝐿𝑓𝑎(𝜃𝑒)𝐼𝑓 − 𝐿𝑓𝑏(𝜃𝑒)𝐼𝑓 − 𝐿𝑓𝑐(𝜃𝑒)𝐼𝑓  Equation 2.3.3.4 

Where 𝐿𝑎 is a self-inductance of the stator related to the three phases, and 𝐿𝑎𝑏, 

𝐿𝑏𝑎, etc are the stator to stator mutual inductances [21]. The stator-rotor mutual 

inductances are described as 

𝐿𝑎𝑓(𝜃𝑒) =  𝐿𝑓𝑎(𝜃𝑒)𝐼𝑓 = 𝑀𝑐𝑜𝑠(𝜃𝑒)       Equation 2.3.3.5 

𝐿𝑏𝑓(𝜃𝑒) =  𝐿𝑓𝑏(𝜃𝑒)𝐼𝑓 = 𝑀𝑐𝑜𝑠(𝜃𝑒 +  𝜑)       Equation 2.3.3.6 

𝐿𝑐𝑓(𝜃𝑒) =  𝐿𝑓𝑐(𝜃𝑒)𝐼𝑓 = 𝑀𝑐𝑜𝑠(𝜃𝑒 −  𝜑)  Equation 2.3.3.7 

Where 𝑀 is the peak stator-rotor mutual inductance, ϕ is the angle between stator 

windings, and  𝜃𝑒 is the phase angle of the alternator. It should be noted that 

relationship between the alternator’s electrical angle and mechanical angular 

displacement, 𝜃𝑚, is  𝜃𝑒 =
𝑝

2
𝜃𝑚, where p is the number of poles of the alternator’s 
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rotor. Assuming a balanced machine, the balance equation for three phase current 

is, 

 𝐼𝑎 + 𝐼𝑏 + 𝐼𝑐 = 0  Equation 2.3.3.8 

The three phase diode bridge rectifier model associates a switching function 

(𝑔𝑎, 𝑔𝑏, 𝑔𝑐) with each of the bridge branches representing the conduction state of 

the diode present in the branch. If the diode is active the switching function is equal 

to 1, otherwise the switching function is equal to 0. With this, the phase voltage can 

be calculated from the alternator output voltage, 𝑉𝑑𝑐 :  

 𝑓𝑎 =
2𝑔𝑎−𝑔𝑏−𝑔𝑐

3
,  Equation 2.3.3.8 

 𝑉𝑎 = 𝑓𝑎𝑉𝑑𝑐  Equation 2.3.3.9 

 𝐼𝑑𝑐 = 𝑔𝑎𝐼𝑎 + 𝑔𝑏𝐼𝑏 + 𝑔𝑐𝐼𝑐  Equation 2.3.3.10 

The automatic voltage regulator (AVR) maintains the alternator output voltage 

across the engine’s operating range. The regulator can be modelled in two unique 

ways. As shown in Figure 2-16, it can be measured as a switch that turns on if the 

alternator output voltage does not exceed the predetermined reference level, 𝑉𝑟𝑒𝑓, 

or turns off when the voltage does exceed this level: 

 𝐼𝑓 𝑉𝑑𝑐 < 𝑉𝑟𝑒𝑓: 𝑉𝑓 = 𝑉𝑑𝑐, 𝐸𝑙𝑠𝑒: 𝑉𝑓 = 0  Equation 2.3.3.11 
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Figure 2-16 AVR model as a switch 

Where 𝑉𝑓 is field voltage. The second method is to model the AVR as a PI 

controller: 

 𝑉𝑓 = 𝐾𝑝(𝑉𝑟𝑒𝑓 − 𝑉𝑑𝑐) + 𝐾𝐼 ∫ (𝑉𝑟𝑒𝑓 − 𝑉𝑑𝑐)
𝑡

𝑡0
𝑑𝑡  Equation 2.3.3.12 

Where 𝐾𝑝 is position gain and 𝐾𝑖 is integral gain [22]. 

With all the information presented, a model for the alternator as a whole can be 

expressed. Assuming all stator windings are equal, all self-inductances are equal 

and all mutual inductances are equal, the model can be simplified: 

For The Phase Windings: 

 𝐸 = 𝑅𝐼 + 𝑉  Equation 2.3.3.13 

 𝐸 =
𝑑

𝑑𝑡
𝜆  Equation 2.3.3.14 

 𝜆 = −𝐿𝐼 + 𝐿𝑓(𝜃𝑒)𝐼𝑓  Equation 2.3.3.15 

 𝑉 = f𝑉𝑑𝑐  Equation 2.3.3.16 

For the Excitation Winding: 
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 𝐸𝑓 = 𝑅𝑓𝐼𝑓 + 𝑉𝑓  Equation 2.3.3.17 

 𝐸𝑓 = −
𝑑

𝑑𝑡
𝜆  Equation 2.3.3.18 

 𝜆𝑓 = −𝐿𝑓
𝑇(𝜃𝑒)𝐼 + 𝐿𝑓𝐼𝑓  Equation 2.3.3.19 

 𝑉𝑓 = ∀𝑉𝑑𝑐, where ∀ is the PI Controller Equation 2.3.3.20 

Where 𝐿𝑓(𝜃𝑒) =  [

𝐿𝑎𝑓(𝜃𝑒)

𝐿𝑏𝑓(𝜃𝑒)

𝐿𝑐𝑓(𝜃𝑒)

], 𝐼 =  [

𝐼𝑎
𝐼𝑏
𝐼𝑐

], 𝑉 =  [

𝑉𝑎

𝑉𝑏

𝑉𝑐

], f =  [

f𝑎
f𝑏
f𝑐

], 𝜆 =  [

𝜆𝑎

𝜆𝑏

𝜆𝑐

], 𝑅 =

[

𝑅𝑠𝑠 0 0
0 𝑅𝑠𝑠 0
0 0 𝑅𝑠𝑠

], and        𝐿 = [

𝐿𝑠 0 0
0 𝐿𝑠 0
0 0 𝐿𝑠

] 

Finally combining the above equations: 

 𝐼̇ = −𝐿−1(𝑅𝐼 + 𝑉) + 𝐿−1(
𝑑

𝑑𝜃𝑒
𝐿𝑓(𝜃𝑒)𝜔𝑒𝐼𝑓 + 𝐿𝑓(𝜃𝑒) 𝐼𝑓̇)  Equation 2.3.3.21 

Similarly, the following can describe the dynamics of the field current 

  𝐼𝑓̇ = −
𝑅𝑓

𝐿𝑓
𝐼𝑓 −

1

𝐿𝑓
𝑉𝑓 +

1

𝐿𝑓
(

𝑑

𝑑𝜃𝑒
𝐿𝑓

𝑇(𝜃𝑒)𝜔𝑒𝐼 + 𝐿𝑓
𝑇(𝜃𝑒)𝐼)̇  Equation 2.3.3.22 

A battery model must also be provided to complete the EPGS model [22]. The 

model can be described by a simple electrical model known as the R-RC circuit 

shown in Figure 2-17. 

 

Figure 2-17 Example of Simple R-RC Circuit Battery Model 



 

33 
 

 

The equations for this model are: 

 𝑉𝐵 = 𝐸0 − 𝑅𝐼𝐵 − 𝑉𝐶0
 Equation 2.3.3.23 

 𝑉̇𝐶0
= −

𝑉𝐶0

𝑅0𝐶0
 Equation 2.3.3.24 

Where 𝐼𝐵 is the battery current that is positive during charging and negative during 

discharging, 𝑉𝐵 is the battery voltage, 𝑅 is the battery internal ohmic resistance, 𝑅0 

is the overvoltage resistance, 𝐶0 is the capacitance and 𝐸0 is the open-circuit 

voltage. It should be noted that the D&V Electronics LTD tester simulate a car 

battery with an infinite DC voltage, and therefore, the SoC is always 100%. 

The block diagram representing the EPGS model can be seen in Figure 2-14. 

Unfortunately, the proposed equations are very complex. The combination of 

nonlinear dynamics from all three subsystems of the alternator makes the design 

of a fault diagnosis scheme very difficult. Linearization is also not a feasible option 

due to the complexity. 

2.3.4 Linear Parameter Varying Model (DC 

Generator Equivalent Model) 

The model presented in 2.3.3 can be simplified to an equivalent mathematical 

linear time-invariant model. Through research, Dr. Scacchioli discovered that the 

AC synchronous generator and diode bridge rectifier could be replaced with an 

equivalent DC generator [21]. An equivalent excitation field and a first-order 
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linearized model based on a DC generation equation demonstrate the input-output 

behaviour of the new system 

  𝐼𝑓̇ = −𝛼𝐼𝑓 + 𝛽𝑉𝑓  Equation 2.3.4.1 

  𝐼𝑑̇𝑐 = −𝛾𝐼𝑑𝑐 + 𝜂𝜔𝑒 + 𝜅𝐼𝑓 − 𝜆𝑉𝑑𝑐  Equation 2.3.4.2 

Where the input signals are engine speed, 𝜔𝑒, field voltage, 𝑉𝑓, and alternator 

voltage, 𝑉𝑑𝑐 [22]. The output signal is the battery current, 𝐼𝑑𝑐. The six parameters 

𝛼, 𝛽, 𝛾, 𝜂, 𝜅, and 𝜆 are determined through system identification. A dataset of tested 

inputs and outputs must be provided for the parameter estimation. The dataset 

must be subdivided into regions based on speed, each region will get a unique 

parameter set [23], [24]. These parameter sets will be stored in a lookup table that 

will be dynamically selected by the engine speed. This method allows the 

equivalent model to successfully reproduce behavior of the nonlinear model. 
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Chapter 3 Fault Detection and Diagnosis  

3.1 Estimation Theory 

With an accurate model in place, the next step is to create a fault detection and 

diagnosis schematic. The faults should be detected during the testing procedure; 

therefore, batch estimation techniques would not be suitable. The estimator for this 

thesis should not need a history of values to be sufficient in detecting and 

diagnosing faults in real time systems. Recursive estimation techniques with 

predictor-corrector functionality are highly regarded for condition monitoring. The 

Kalman Filter (KF), the Extended Kalman Filter (EKF), and the Smooth Variable 

Structure Filter (SVSF) are explored to satisfy these criteria. 

3.1.1 Kalman Filter (KF) 

Published by R.E Kalman in 1960, the Kalman Filter (KF) is a set of equations that 

estimate the states of a process in a two phase method of predicting and updating 

[25]. Applying this process within every time step, the filter attempts to make a 

prediction about what the system will do next. The Kalman Filter is structured as a 

mean squared error minimizer which is very useful for noisy systems especially 

when there is uncertainty about the complete dynamics. Consider a discrete time 

system with noise: 

 𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘 + 𝑤𝑘 Equation 3.1.1.1 

 𝑧𝑘+1 = 𝐻𝑥𝑘+1 + 𝑣𝑘 Equation 3.1.1.2 
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Where 𝑥𝑘+1 is the states of the system, 𝑢𝑘 is the input, 𝑤𝑘 is the process noise and 

𝑣𝑘 is the measurement noise [26]. The noise is considered to be zero mean 

Gaussian distribution 

 𝑝(𝑤)~𝑁(0, 𝑄) Equation 3.1.1.3 

 𝑝(𝑣)~𝑁(0, 𝑅) Equation 3.1.1.4 

Where the process noise covariance Q and measurement noise covariance R are 

assumed to be constant during the process.  

There are two states vectors of the Kalman Filter. The first is the a priori and the a 

posteriori state estimate, 𝑥̂𝑘+1|𝑘 and 𝑥̂𝑘|𝑘 respectively. The second is the a priori 

and posteriori error covariance matrix, 𝑃𝑘+1|𝑘 and 𝑃𝑘|𝑘 respectively. The a posteriori 

state estimate is computed as a linear combination of the a priori estimate, 𝑥̂𝑘+1|𝑘, 

and a weighted difference between an actual measurement 𝑧𝑘+1, and a 

measurement prediction, 𝐻𝑥̂𝑘+1|𝑘, 

 𝑥̂(𝑘 + 1|𝑘 + 1) = 𝑥̂𝑘+1|𝑘 + 𝐾𝑘+1(𝑧𝑘+1 − 𝐻𝑥̂𝑘+1|𝑘)   Equation 3.1.1.5 

Where 𝐾𝑘+1 is a calculated gain (known as the Kalman gain) and is updated at 

every time step. The a posteriori error covariance is defined as 

 𝑃𝑘+1|𝑘+1 = 𝐸(𝑒𝑘+1|𝑘+1𝑒𝑘+1|𝑘+1
𝑇)  Equation 3.1.1.6 

Where 𝒆𝒌+𝟏|𝒌+𝟏 is the error of the previous estimate. As mentioned before, the 

Kalman Filter works in a predictor-corrector fashion. Time update equations project 

forward (in time) the current state and error covariance estimates to obtain the a 
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priori estimates for the next time step. The measurement updates equations are 

for the feedback and incorporate a new measurement into the a priori estimate to 

obtain a better a posteriori estimate. The time update equations are the predictor 

equations while the measurement update equations are the corrector, or update, 

equations; together creating the predictor-corrector algorithm as summarized in 

Figure 3-1. 𝑅 and 𝑄 are system and measurement noise covariance matrices. 

These variables are tuning parameters that are commonly determined manually 

through trial and error, but can be calculated in certain situations [27]. 

 

Figure 3-1 Complete set of equations for the Kalman Filter 

3.1.2 Extended Kalman Filter (EKF) 

Although the Kalman Filter solves the general issue of trying to estimate the state 

of a linear discrete-time controlled process, it does not have the ability to estimate 

states in a nonlinear process. Non-linear estimates can be computed by linearizing 

the estimation around the current estimate using the partial derivatives of the 

process and measurement functions. A Kalman Filter that linearizes about the 

current mean and covariance is referred to as an Extended Kalman Filter or EKF. 
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Adjustments must be made to the Kalman Filter in order to achieve EKF. The EKF 

is a state estimator that only approximates the optimality of Bayes’ rule by 

linearization [28]. The process can no longer be considered a discrete time system 

with noise; instead the process is now governed by the non-linear stochastic 

difference equation (Equation 3.1.2.1), where the current state (𝑘) is computed as 

a non-linear function (𝑓) of the state at the previous time step (𝑘 − 1): 

 𝑥𝑘+1 = 𝑓(𝑥𝑘, 𝑢𝑘, 𝑤𝑘) Equation 3.1.2.1 

And the measurement equation is computed as  

 𝑧𝑘+1 = ℎ(𝑥𝑘+1) + 𝑣𝑘 Equation 3.1.2.2 

Where ℎ is a nonlinear measurement model. With this modification to the governing 

equation and measurement equation, the predictor-corrector equations of the filter 

must be adjusted as well [25]. The a priori state estimation becomes a function of 

the a posteriori states and the inputs: 

 𝑥̂𝑘+1|𝑘 = 𝑓(𝑥̂𝑘|𝑘, 𝑢𝑘) Equation 3.1.2.3 

The a priori estimated error covariance becomes: 

 𝑃𝑘+1|𝑘 = 𝐹𝑘𝑃𝑘|𝑘𝐹𝑘
𝑇 + 𝑄𝑘 Equation 3.1.2.4 

Where 𝑄𝑘 is the process noise covariance matrix and 𝐹𝑘 is a Jacobian matrix 

derived from the partial derivatives of the non-linear function 𝑓: 

 𝐹𝑘 =
𝜕𝑓(𝑥)

𝜕𝑥
⌉
𝑥=𝑥̂𝑘+1|𝑘

 Equation 3.1.2.5 
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The measurement error covariance needed to compute the Kalman gain is defined 

as: 

 𝑆𝑘+1 = 𝐻𝑘+1𝑃𝑘+1|𝑘𝐻𝑘+1
𝑇 + 𝑅𝑘+1 Equation 3.1.2.6 

where 𝑅𝑘+1 is the measurement noise covariance matrix and 𝐻𝑘+1  is a Jacobian 

matrix derived from the partial derivatives of the nonlinear measurement model, ℎ: 

 

 𝐻𝑘+1 =
𝜕ℎ(𝑥)

𝜕𝑥
⌉
𝑥=𝑥̂𝑘+1|𝑘

 Equation 3.1.2.7 

The next step is to compute the Kalman gain:  

 𝐾𝑘+1 = 𝑃𝑘+1𝐻𝑘+1
𝑇𝑆−1

𝑘+1 Equation 3.1.2.8 

and update the a priori estimates to the a posteriori estimates with the EKF gain: 

 𝑥̂𝑘+1|𝑘+1 = 𝑥̂𝑘+1|𝑘 + 𝐾𝑘+1𝑦̃𝑘+1 Equation 3.1.2.9 

Where 𝑦̃𝑘+1 is the measurement error. Finally the a posteriori estimation error 

covariance is computed: 

 𝑃𝑘+1|𝑘+1 = (𝐼 − 𝐾𝑘+1𝐻𝑘+1)𝑃𝑘+1|𝑘 Equation 3.1.2.10 

Where 𝐼 is the identity matrix. The complete set of EKF’s predictor-corrector 

equations are displayed in Figure 3-2. An important feature of the EKF is that the 

Jacobian 𝐻𝑘+1 in the equation for the Kalman gain servers to correctly magnify only 

the relevant components of measurement information. Only portions of the residual 

(𝑧𝑘 − ℎ(𝑥𝑘, 0) that affect the state will contribute to the Kalman gain [28]. Other 
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drawbacks to the EKF include sensitivity to computer precision and computational 

complexity due to matrix inversions. 

 

Figure 3-2 Complete set of equations for the Extended Kalman Filter 

Measurements are susceptible to noise in mechanical systems, making it very 

difficult to track trajectories or system states. This is especially true when 

derivatives are used to estimate system states (such as attempting to retrieve 

acceleration from velocity) and when non-linearity is involved. Applying EKF to a 

non-linear mechanical system would result in better accuracy of estimation. The 

EKF is known for being able to accurately estimate states better than other 

predictor-corrector algorithms [29]. For example, in [30] the author uses an EKF to 

improve the signal to noise ratio from ECG readings. In this thesis, noisy signals 

and modelling error will be fixed with the use of EKF in the same manner. 
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3.1.3  Smooth Variable Structure Filter (SVSF) 

The Smooth Variable Structure Filter or SVSF is another useful predictor-corrector 

system. It was presented in 2007 and follows the same principles as the sliding 

model control (SMC) [31]. SVSF uses a discontinuous switching plane along the 

desired state trajectory, or the sliding surface, to keep the state values along this 

surface and minimize trajectory errors. With this switching action, SVSF can 

provide stability and convergence of estimate to a neighborhood of the actual 

states, given bounded uncertainties and disturbances. SVSF has a quite a few 

unique features that separate it from other filtering strategies. For instance, SVSF 

can be setup to explicitly identify the source of uncertainty within a system [25]. 

Furthermore, instead of implicitly considering the uncertainty, the SVSF uses this 

uncertainty information in its design. This reduces the trial and error required to 

manually tune the uncertainty. These features make SVSF an exceptional tool for 

fault detection and condition monitoring.  

 

Figure 3-3 SVSF diagram [26] 
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As shown in Figure 3-3, there is the actual and estimated trajectory of a single state 

being estimated. The estimated state starts with an initial state value and is 

adjusted by the SVSF predictions until the existence subspace is reached. The 

width of the existence subspace, β, is recalculated at every time step based on the 

state trajectory, uncertainties, noise, and disturbances [29]. Once the estimated 

state reaches the existence subspace, known as the “reachability phase”, it will 

continuously switch back and forth around the true state trajectory within this 

region. The estimation will successfully converge to the existence subspace if the 

a posteriori error decreases with time: 

 |𝑒𝑧,𝑘+1|𝑘+1| < |𝑒𝑧,𝑘|𝑘| Equation 3.1.3.1 

 

Like SMC, the SVSF is subject to high frequency switching from pushing the 

system too hard toward the sliding hyperplane. To fix this problematic “chattering”, 

a smoothing approximation must be introduced (shown in Figure 3-3). The 

smoothing boundary layer width,ψ, is a tuning parameter that must enclose the 

existence subspace such that ψ > β. Similar to the EKF estimation theory, a 

nonlinear process with a linear measurement equation is considered, where the a 

priori state estimate is expressed as 

 𝑥̂𝑘+1|𝑘 = 𝑓(𝑥̂𝑘|𝑘, 𝑢𝑘) Equation 3.1.3.2 

The a posteriori state estimate is computed as  
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 𝑥̂𝑘+1|𝑘+1 = 𝑥̂𝑘+1|𝑘 + 𝐾𝑘+1
𝑆𝑉𝑆𝐹 Equation 3.1.3.3 

Where 𝐾𝑘+1
𝑆𝑉𝑆𝐹 is the SVSF gain, similar to the Kalman gain, and is represented 

as: 

 𝐾𝑘+1
𝑆𝑉𝑆𝐹 = 𝐻−(|𝑒𝑧,𝑘+1|𝑘| + ϒ ∗ |𝑒𝑧,𝑘|𝑘|) ∗ 𝑠𝑎𝑡(

𝑒𝑧,𝑘+1|𝑘

ψ
)  Equation 3.1.3.4 

Where |𝑒𝑘+1|𝑘| and |𝑒𝑘|𝑘| are the absolute values of the priori and the a posteriori 

state estimate error respectively [31]. ϒ is a tuning parameter for the SVSF 

convergence rate that must be between 0 and 1. 𝐻− is the pseudo-inverse of the 

measurement matrix. The SVSF strategy is summarized in Figure 3-4.  

 

Figure 3-4 Complete set of equations for SVSF 

In [31], Dr. Habibi uses SVSF in an aerospace application. A mathematical model 

is derived for an electrohydraulic actuator for the purpose of performing health 

monitoring. For most predictor-corrector filters (such as EKF), health monitoring is 

very challenging. When a fault occurs, it causes abrupt changes in the system 

effecting its dynamic characteristics that cannot accurately be tracked by other 

methods. Engineers try to account for these abrupt changes in other methods by 
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relying heavily on guess and check work [31]. On the other hand, SVSF is robust 

to modelling uncertainty and can guarantee numerical stability further to the 

specification of upper bounds on parametric variations [31]. Although, the SVSF is 

very robust, it lacks in accuracy compared to the EKF. In this thesis, the EKF and 

SVSF are combined together to obtain the accuracy of the EKF and the robustness 

of the SVSF.  

3.2 Fault Detection and Diagnosis Overview 

Estimation of system states is very useful for model based fault detection and 

diagnosis. Faults are deviations in acceptable behavior from at least one 

characteristic property of a system. Estimation theory can be used to detect 

deviations in acceptable behavior as the measurements begin to drift from the 

predicted values of the model. Faults lead to malfunctions or failures of a system. 

Faults are inevitable in assembly line production which is why it is important to scan 

a new part for faults after it is built to make sure it is viable to use. This is especially 

true in the automotive industry where untested faulty alternators and starters are 

placed in cars. D&V Electronics Ltd solves this issue with their automotive system 

testers that have the ability to run and test parts in End-Of-Line testing. Their 

testers solve the issue before the part is sent out of the assembly line, reducing 

expenses and resources wasted. Traditionally testers, such as the ones built by 

D&V Electronics Ltd, accomplished fault detection through the rudimentary 

practice of limit checking. Through advancements in technology and computer 

processing power, more intelligent fault detection systems were created. Now, 
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through model and signal based approaches, faults within a system can be 

detected and diagnosed.  D&V Electronics Ltd’s Sound and Vibration Pro uses a 

signal based approach to pinpoint where the fault is occurring in alternator and 

starter systems. 

3.2.1 Model Based Fault Detection and Diagnosis  

As mentioned in the previous section, fault detection was originally done through 

limit checking. This is a practice where upper and lower limits are manually 

generated for important signals within a system. A part is then considered faulty if 

a signal deviates from these bounds during the test (shown in Figure 3-5). This 

method was adequate for detecting faults, but gave no instruction on where or why 

the fault was occurring. A more sophisticated way would be to express the system 

with mathematical process models and compare the estimated and experimental 

features. This is known as Model Based Fault Detection and Diagnosis (FDD) [32]. 

This method leads to higher diagnosis performance with more fault detection 

success over a larger operating range than limit checking. Likewise, with more 

knowledge about the system there is potential for more types of faults to be 

detected with a quicker detection time. The model based approach does have 

caveats. The knowledge required to build, tune and implement a reliable and 

accurate model of the dynamic system is time consuming. Moreover, the 

computational intensity increases with complexity of the model rendering it 

infeasible for certain applications. Even with this drawback the Model Based FDD 

approach is very effective for the scope of this thesis. Thus, the residual view and 
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parameter estimation approach are studied and implemented as two model based 

FDD methods. 

  

Figure 3-5 Limit checking fault detection 

3.2.1.1 Residual View 

A residual is a signal generated by the comparison between experimental and 

estimated features [32]. Consider the residual, 𝑓(𝑡): 

If 𝑓(𝑡) ≈ 0, then the residual is given a value of 0 (not triggered) 

If 𝑓(𝑡) ≠ 0 then the residual is given a value of 1 (triggered) 

Every residual view system is composed of two parts, the residual generation and 

the residual evaluation. Residual generation is the process of determining the 

effect of a fault on each measured signal of the system. Residuals are created from 

the signals that are sensitive to the faults [33]. There must be a sufficient amount 

of residuals such that every fault is identified by a unique combination of triggered 
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residuals. For example, an overvoltage fault is described as a significantly larger 

alternator voltage. To anticipate this fault a residual is created that compares the 

experimental alternator voltage signal to the model’s estimated signal. Then within 

the fault detection schematic the residual is set to trigger in the event of an 

overvoltage fault; this becomes important in the second stage of the residual view 

method. In the first stage known non-faulty and faulty parts, in this case alternators, 

are used to generate the residuals for the system. In the second stage new 

unknown parts are tested to determine their health; their residual is calculated and 

then evaluated against the FDD schematic. If the residuals do not trigger then the 

part is considered healthy. Conversely, if a fault’s unique combination of triggered 

residuals is discovered then the part is considered unhealthy and is diagnosed as 

the fault that was triggered. Consider the structured residual model presented in 

[22] shown in Figure 3-6.  

Figure 3-6 Fault Detection Diagnosis Schematic and corresponding residuals [22] 

3.2.1.2 Parameter Estimation 

The parameter estimation technique detects and diagnosis faults based on 

deviations in constant parameters of the system. The method requires adaptive 
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filtering such as Kalman Filtering for robustness and accuracy in the presence of 

modelling uncertainty. Essentially, the governing equations of the dynamic model 

are rearranged to compute the value of parameters instead. These “artificial states” 

become a part of the estimation process using measured signals to be computed 

[25]. An estimate of a constant, 𝑘̂, can be compared to that of the correct 

constant,𝑘, value. A fault has occurred if the deviation is above a determined 

threshold. The fault is diagnosed based on which unique set of constant 

parameters deviate. In [25], the resistance of each stator winding becomes an 

artificial measurement for parameter estimation (Equation 3.2.1.2.1).  Under normal 

condition the parameters remain relatively constant as seen in Figure 3-7. In Figure 

3-8, a fault is injected in the phase C resistance and the value drastically changes. 

The injected fault is detected and diagnosed once the parameter estimated value 

is above a pre-determined threshold.    

 𝑟𝑀𝑁𝑎
=

𝑢𝑀𝑁𝑎
− 𝐿

𝑑𝐼𝑎𝑀𝑁

𝑑𝑡
− 𝐾𝑒2𝜔𝑀𝑁

𝐼𝑀𝑁𝑎

 Equation 3.2.1.2.1 
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Figure 3-7 Parameters at normal operating conditions [25] 

 

Figure 3-8 Parameters in the presence of a fault [25] 

 

3.3 Parameter Tuning 

Ideally, the work of this thesis will be used for fault detection and diagnosis of any  

Lundell alternator that is placed in the tester. However, no alternator is made the 

same. Thus, for an accurate simulation every alternator’s parameters must be 
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loaded into the tester. As explained previously, this type of alternator specifications 

is very difficult to obtain from the manufacturer. A parameter tuning approach is 

introduced in order to eliminate the tedious process of contacting the manufacturer 

and manually storing this information. Parameter tuning is an iterative procedure 

that attempts estimating unknown values of a model by manipulating them until the 

error between the model output and experimental output is significantly low. With 

the use of genetic algorithms, new alternator’s parameters can be automatically 

solved and stored within the tester for future simulations. 

3.3.1 Genetic Algorithms 

A genetic algorithm is a method for solving both constrained and unconstrained 

optimizations problems inspired by Charles Darwin’s theory of natural evolution. 

The method imitates the process of natural selection where the fittest individuals 

are selected for reproduction in order to produce offspring of the next generation. 

Very useful to solve problems that are not well suited to standard optimization 

algorithms, including problems in which the objective function is discontinuous, 

non-differentiable, stochastic or highly nonlinear [34]. Essentially, natural selection 

starts with an initial population of an organism. The fittest individuals from the 

population are selected for reproduction and produce then next generation of 

offspring that inherit their parents’ characteristics. Offspring with more fit parents 

will be better than their parents and have a better chance of survival [35]. This 

process iterates and eventually a generation with the fittest individuals will be 

discovered. 
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The process begins with a set of individuals called a population. Each individual 

within the population is a solution to the problem needed to be solved. An individual 

is characterized by a set of parameters known as genes. Genes are joined together 

to create a chromosome, which is a potential solution. Usually binary values are 

used to represent gene values. The hierarchy of the population is shown in Figure 

3-9. The fitness function determines the ability of an individual to compete with 

other individuals. 

  

Figure 3-9: Population, Chromosome, and Genes as defined by [35] 

The fitness function varies per application of the genetic algorithm and must be 

defined by the user. The fitness score is computed for each individual. An 

individual’s fitness score determines how probable it will be reproducing during the 

selection phase. In the selection phase, pairs of individuals are chosen, based on 

their fitness scores, to pass their genes to the next generation’s offspring. This 

segues nicely into the most significant stage of the genetic algorithm, the 

crossover. The crossover point is an integer value that corresponds to a gene index 

within the chromosome. For parents to mate a crossover point is chosen at random 
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from within the genes. Splitting the parent’s chromosome at the specified gene 

index and exchanging their segments leads to the creation of two new offspring for 

the next generation (refer to Figure 3-10). Offspring replace low fitness individuals 

from the current population and become potential parents for the next generation 

[36].  An optional phase in genetic algorithms is the introduction of mutation into 

the genes of new offspring.  

  

Figure 3-10 Creation of offspring by exchange of parent genes around crossover 

point [37].  

  This process randomly flips bits in the chromosome to maintain diversity within 

the population and prevent premature convergence [38]. Once the new population 

is completed, the next generations of individuals experience the same process. 

The genetic algorithm only terminates in two conditions. If the population no longer 

produces offspring which are significantly different in terms of cost function 

evaluation from the previous generation then the population converges and the 

algorithm has provided a set of solutions to the user’s search problem. This 

convergence becomes apparent during the procedure as the average fitness of the 
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chromosomes increases. The algorithm also terminates when it reaches the max 

amount of allocated generations.   
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Chapter 4 Modelling of Alternators 

4.1 Alternator Modelling Components 

The Complex Nonlinear (CN) Model consists of many equations with unknown 

parameters and states. Multiple assumptions must be made in attempt to simplify 

the system. The equations are derived from the principles of electromagnetic 

induction such as Faraday’s law and Lenz’s law. From equation (Equation 2.1.1.1) 

the electromagnetic force is defined as the change in flux linkage. The equations 

(Equation 2.3.3.1) that relate flux linkage and corresponding current consists of 3 

unknown parameters self-inductance, 𝐿𝑠, stator-stator mutual inductance, 𝐿𝑠𝑠, and 

the peak stator-rotor mutual inductance 𝑀. To simplify the complex system it is 

assumed 𝐿𝑠𝑠 is negligible, self-inductances are equivalent, stator resistance are 

equivalent, the three stator phases are exactly 120o separated from each other, 

field voltage (𝑉𝑓) stays constant and field current (𝐼𝑓) throughout the duration of the 

test. The inputs to the model are rotor angular speed (𝜔𝑒) and regulated field 

voltage. The unknown parameters to tune include: 𝐿𝑓, 𝐿𝑠, 𝑀. Unlike the equivalent 

LPV model, the parameters of the CN model stay constant throughout the entire 

speed spectrum of the alternator. This model assumes access to all phase voltages 

(𝑉) and rotor angular displacement (∅𝑚) of the alternator. This is not the case due 

to the closed casing of the alternator and limitations from the tester. Therefore, the 

states to estimate within the system are phase currents (𝐼), diode switching states 

of bridge rectifier (𝐺), phase voltages (𝑉) and rotor angular displacement (∅𝑚). The 
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output of the system is 𝐼𝑑𝑐 which is the dot product of the phase current and the 

diode switching state vectors.  

 

4.1.1 Electrical Rotor Angle Artificial Measurement 

The electrical rotor angular displacement is the most critical to estimate correctly 

because it affects the values of every other state in this model. A slight deviation 

will cause a phase shift in the ripple effect, leading to a large error signal with the 

experimental data even if their averaged signals are equivalent.  

 

Figure 4-1 An offset of 2RPM leads to an error of +/- 1.4V in under 30 seconds of 

simulation 

Electrical angular speed can be calculated with the input mechanical rotor angular 

speed using Equation 4.1.1.1. 
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 𝜔𝑒 = 𝜔𝑚

2𝜋 ∗ 𝑛𝑢𝑚_𝑜𝑓_𝑝𝑜𝑙𝑒_𝑝𝑎𝑖𝑟𝑠

60
 Equation 4.1.1.1 

Where 𝑛𝑢𝑚_𝑜𝑓_𝑝𝑜𝑙𝑒_𝑝𝑎𝑖𝑟𝑠 is the number of pole pairs on the alternator’s rotor. The 

electrical rotor angle is then calculated by integrating electrical angular speed over 

the time step.  

 𝜃𝑒
𝑘+1 = 𝜃𝑒

𝑘 + 𝜔𝑚𝑑𝑡 Equation 4.1.1.2 

Where 𝑑𝑡 is the sampling rate of the alternator tester. As mentioned before, the 

tester is not able to calculate rotor angle or phase values; this leads to 

complications when determining the initial angular displacement of the rotor. The 

initial angular displacement of the rotor cannot be assumed as zero because that 

would require a rotor pole to be perfectly aligned with the phase A stator when the 

test starts. This cannot be guaranteed due to the closed casing of the alternator. 

The alternator current samples at 200 KHz and the angular speed is sampled at 

1200Hz, which means for every 160 samples of current there is only one sample 

of speed. As mentioned before, any slight deviation of angular displacement can 

cause large error. Hypothetically, if the speed changed abruptly the alternator 

current would be affected and the result would be captured by the current 

measurement. However, it is possible the speed measurement would not capture 

this abrupt change. Figure 4-1 demonstrates how a deviation of 2RPM can lead to 

increasing error in a short period of time. A solution must be presented that can 

accurately predict the initial rotor angle and produce a higher sampling speed 

measurement.  
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After careful analysis, a solution was derived from the stator voltage signal 

measured by the tester. As shown in Figure 4-2, the Stator Voltage signal oscillates 

between 0V and 14.2V. This is intriguing because the stator voltage should be a 

cosine wave with an amplitude of 14.2V. Notice how at certain instances, the 

voltage undergoes a great change in magnitude from 0V to 14.2V almost instantly. 

 

Figure 4-2 Stator Voltage measurement from ALT-198 tester 

Through further analysis it was determined that this signal was actually the stator 

voltage with the effect of the diode bridge rectifier. Figure 4-3 demonstrates the 



 

58 
 

instances the phase A turns on in the time domain. 

 

Figure 4-3 derivative of the stator voltage signal demonstrates the instances the 

phase turns on. 

With knowledge of cosine waves, extracting the initial state of 𝜃𝑒 became possible. 

The phase’s diode bridge turns on once every revolution when the phase vector 

goes from negative to positive. Cosine waves first go from negative to positive at 

270o. Therefore, by shifting the sampled data to the first determined phase 

conduction switch, marked in Figure 4-3 as circles, then the initial electrical rotor 

angle can be assumed as 270o. The stator voltage derivative is also used to 

produce a more accurate speed signal. As mentioned previously, the phase’s diode 

bridge only turns on once every revolution, therefore, the distance between each 

conduction switch is approximately 360o. The electrical speed for each revolution 

can be calculated as follows: 
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 𝜔𝑒 =
360𝑜

(𝑡𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑠𝑤𝑖𝑡𝑐ℎ𝑛𝑒𝑥𝑡
− 𝑡𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑠𝑤𝑖𝑡𝑐ℎ𝑐𝑢𝑟𝑟𝑒𝑛𝑡

)
 Equation 4.1.1.3 

Where  𝑡𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑠𝑤𝑖𝑡𝑐ℎ𝑛𝑒𝑥𝑡
 and 𝑡𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑠𝑤𝑖𝑡𝑐ℎ𝑐𝑢𝑟𝑟𝑒𝑛𝑡

 are the times the 

phase’s diode turns on at the next and current electrical revolution respectively. To 

understand the results of the proposed method, the experimental ripple current is 

plotted against the ideal ripple current produced by calculating 3 phase cosine 

waves (section 4.4) using the new angle measurement and summing them with 

Equation 2.3.3.10. Figure 4-4 shows an experimental ripple current and an ideal 

ripple current by combining speed and angle equations (Equation 4.1.1.2) and 

(Equation 4.1.1.3) with the speed signal from the D&V tester. At a constant speed, 

the method yields an RMS error of +/-7.35A or +/-5.29% and a max error of 18.9A 

or 13.60%.  This is less than satisfactory results. 
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Figure 4-4 Experimental Idc vs Ideal Ripple Current using the speed signal from 

the D&V tester. 

Figure 4-5 compares an experimental ripple current and an ideal ripple current 

(section 4.4) by combining speed and angle equations (Equation 4.1.1.2) and 

(Equation 4.1.1.3). At a constant speed, the method yields an RMS error of +/-2.08A 

or +/-1.49% and a max error of 8.16A or 5.87%.  This introduced method produces 

very good results, more than doubling the accuracy of the ideal ripple current 

output.  
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Figure 4-5 Idc Experimental vs Idc Ideal using new initial rotor angle and electrical 

speed 

To further improve the proposed method, a syncing pulse was introduced to 

recalibrate the rotor angle value every revolution. This is easily implemented by 

shifting the rotor angle artificial measurement to a multiple of 360o offset by 270o 

on every instance that the phase conduction state turned on. At a constant speed, 

the method yields an RMS error of +/-1.56A or +/-1.12% and a max error of 5.24A 

or 3.77%, shown in Figure 4-6.  The results of comparison at constant speed are 

summarized in Table 1. 
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Figure 4-6 Experimental Idc vs Ideal Idc using new speed and syncing angle every 

revolution 

At constant speed, the addition of the syncing pulse seems unnecessary as the 

improvement is negligible. 

Table 1 Error at Constant Speed 

 D&V Speed 

Signal 

Stator Derivative 

Speed Signal 

Stator Derivative 

Speed Signal 

with Syncing 

RMS Error % 5.29 1.49 1.12 

Max Error % 13.26 5.87 3.77 
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The syncing pulse plays an important role during larger changes in speed when 

the calculation of speed loses accuracy. Without any type of feedback, the rotor 

angle measurement has trouble returning to its true value even when the speed 

becomes constant again. Figure 4-7 demonstrates the difficulty the proposed non-

synced method experiences under inconsistent speed, resulting in an RMS error 

of 7.01% and max error of 23.58%. 

 

Figure 4-7 Experimental Idc vs Ideal Idc at inconsistent speed without syncing. 

By resyncing the angle every revolution, the estimation of the rotor angle becomes 

a closed loop control with the ability to converge to its true value without introducing 
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any advanced control techniques. Figure 4-8 demonstrates the robustness of the 

proposed synced method under inconsistent speed, resulting in an RMS error of 

1.05% and max error of 4.18%. The results of the inconsistent speed test are 

summarized in Table 2. 

 

Figure 4-8 Experimental Idc vs Ideal Idc at inconsistent with syncing 

Table 2 Error at Inconsistent Speed  

 Stator Derivative 

Speed Signal 

Stator Derivative 

Speed Signal with 

Syncing 

RMS Error % 7.01 1.05 

Max Error % 23.58 4.18 

The improved speed and synced rotor angle measurements are used as inputs to 

other components of the alternator model.  
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4.1.2 3 Phase Voltages 

The phase voltage is assumed to be sinusoidal with amplitude of 𝑉𝑝𝑚𝑎𝑥
 and no DC 

offset. 𝑉𝑝𝑚𝑎𝑥
is the largest phase voltage magnitude and varies depending on the 

alternator’s DC voltage (𝑉𝑑𝑐). The D&V Tester, with aide from the alternator’s AVR, 

keeps 𝑉𝑝𝑚𝑎𝑥
 at the alternator’s rated voltage throughout the entire operating region. 

The states of the phase voltages are calculated using the electrical rotor angle 

(section 4.1.1). Similar to other phase related states, phase A is considered to be 

shifted by 0o, phase B is considered to be shifted by -120o, and phase C is 

considered to be shifted by -240o.  Equations 4.1.2.1, 4.1.2.2, and 4.1.2.3 lead to the 

waveform described in Figure 4-9. 

 𝑉𝑎 = 𝑉𝑝𝑚𝑎𝑥
∗ cos (∅𝑒) Equation 4.1.2.1 

 𝑉𝑏 = 𝑉𝑝𝑚𝑎𝑥
∗ cos (∅𝑒 − 120) Equation 4.1.2.2 

 𝑉𝑐 = 𝑉𝑝𝑚𝑎𝑥
∗ cos (∅𝑒 − 240) Equation 4.1.2.3 

 

Figure 4-9 ideal phase voltages of a synchronous generator, where 𝑉𝑝𝑚𝑎𝑥
= 16 
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4.1.3 The Three Phase Diode Rectifier Bridge 

Within every three phase alternator there is a three phase full bridge rectifier. The 

diode bridge consists of 6 diodes; there is a pair of diodes for each phase, refer to 

Figure 2-6. The diode bridge works to keep the output current positive. To 

accomplish this, a phase’s diode pair must be able to open and close the phase 

signal circuitry. There are complex models that describe how the rectifier 

manipulates the phase currents to produce a DC output. Instead, a Heaviside 

function is utilized to generally satisfy all alternators by reducing computational 

complexity and eliminating the need to tune more model parameters. As shown in 

Figure 4-10, A Heaviside function refers to a piecewise function that has a value of 

zero when negative and a value one when positive [39]. 

 

Figure 4-10 The Heaviside function, also known as Unit Step Function [39] 

 In [40], the conduction state of a diode pair becomes “on” or 1 when 𝐼 ≥ 0, where 

𝐼 is the phase current vector and “off” or 0 when 𝐼 < 0 .  The conduction state 

Heaviside function becomes  

𝐺𝑛 = [
𝐼𝑛 ≥ 0, 1
𝐼𝑛 < 0, 0

] Equation 4.1.3.1 
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Where 𝐺 is the phase conduction state and 𝑛 is the phase index (either A,B,C). A 

normalized phase current vs the phase conduction state is shown in Figure 4-11 

for visualization of on and off switching. 

 

Figure 4-11 phase A voltages and its corresponding conduction state switching  

The conduction states are a critical component to the measurement equation of 

the ripple current model. The simulated ripple current is the dot product of the diode 

conduction states and the phase currents as shown in Equation 4.1.3.1. 

𝐼𝐷𝐶 = 𝐺𝐴𝐼𝐴 + 𝐺𝐵𝐼𝐵 + 𝐺𝐶𝐼𝐶 Equation 4.1.3.1 

 

4.1.4 Field Current 

The governing equations (Equation 2.3.3.21 and Equation 2.3.3.22) for the chosen 

alternator model hold a fundamental problem. The equations are coupled together, 

requiring numerical analysis, such as Newton’s method, to acquire the system’s 
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state values at every iteration. This practice is too computationally demanding and 

is not feasible for the scope of this project. A simplified model of  𝐼𝑓̇ is introduced 

that removes the governing equations dependencies on each other [21]. Dr. 

Scacchioli implements this technique in the Linear Parameter Varying model 

introduced in Section 2.3.4 [21]. Comparing Equation 4.1.4.1 and Equation 2.3.4.1, 

Dr. Scacchioli replaced coefficients 
1

𝐿𝑓
 and −

𝑅𝑓

𝐿𝑓
 with parameters 𝛽 and −𝛼 

respectively [21]. As shown in Figure 4-12, the armature winding circuit is often 

expressed as an equivalent circuit with an inductance, resistance, and adjustable 

resistance controlled by the AVR [41],[42]. In the equivalent circuit model the effect 

of the stator-rotor mutual inductance is eliminated [42]. When the AVR is on the 

adjustable resistance value is zero and the adjustable resistance is an open circuit, 

essentially infinite, when the AVR is off. Therefore, by performing Kirchhoff’s mesh 

analysis on the equivalent circuit the field current reduces to the following equation: 

𝐼𝑓̇ =
1

𝐿𝑓
𝑉𝑓 −

𝑅𝑓

𝐿𝑓
𝐼𝑓 Equation 4.1.4.1 

Similar to the alternator phase voltage, the field voltage of the system remains 

constant throughout the alternator’s operating region from collaborating efforts of 

the D&V Tester machine and the alternator’s AVR. The tester has the capability to 
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detect overvoltage faults, making it safe to apply these assumptions.  

 

Figure 4-12 Field Voltage Equivalent circuit [41] 

The equivalent circuit model was compared to experimental field current data to prove 

its feasibility. As shown in Figure 4-13, the model is able to model the field current 

transient well as the alternator accelerates from 0 RPM to 6000 RPM. The model 

accuracy increases during steady state performance of the alternator. Estimation theory 

could be applied to increase accuracy and robustness of the model.  
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Figure 4-13 Equivalent Circuit Model Field Current  Vs Experimental Field Current as the alternator accelerates from 
0RPM to 6000 RPM 

4.1.5 Summary 

In this Section 4.1, each component’s contribution to the alternator model is 

explained. Due to the capability of the tester and the closed casing of the alternator, 

it is very difficult to extract all needed measurements to implement and tune a 

complete alternator model. To overcome these issues, assumptions were defined 

on model inputs such as phase voltages, field voltage, conduction state of rectifier 

bridge diodes, etc. Likewise, the artificial measurements for electrical rotor angle 

and individual phase currents were derived from existing sensors. Unfortunately, 

the introduction of these solutions has produced uncertainty. A novel approach is 

discussed in Section 4.2 that uses existing advanced estimation theory to eliminate 

modelling error. 
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4.2 Advanced Estimation Theory 

 Simplifying the governing equations (Equation 2.3.3.21 and Equation 2.3.3.22) for the 

alternator FEM model has allowed modelling uncertainty to enter the system. Thus, 

a nonlinear state estimation approach must be applied to the model. This section 

describes estimation methods that combine nonlinear filters to maintain both 

accuracy and robustness.   

4.2.1 EK-SVSF  

Extended Kalman Smooth Variable Structure Filter (EK-SVSF) combines the 

estimation accuracy of EKF while using the robustness of SVSF [25]. It is similar 

to the process of EKF and SVSF except the smoothing boundary layer varies 

(VBL). The VBL is calculated by taking the partial derivative of the a posteriori error 

covariance matrix (from EKF) with respect to the smooth boundary layer term [29].  

VBL is a function of covariance, 𝑆𝑘+1, and a combined error vector, 𝐴𝑘+1 as follows: 

ψ𝑘+1 = (𝐴𝑘+1𝐻𝑘+1𝑃𝑘+1|𝑘𝐻𝑘+1
𝑇𝑆−1

𝑘+1)
−1 Equation 4.2.1.1 

Where 𝑃𝑘+1|𝑘 is a priori error covariance and 𝐻𝑘+1 is the measurement matrix. The 

new boundary layer is recalculated at every iteration and compared to a user 

defined boundary limit, ψ𝑙𝑖𝑚. As depicted in Figure 4-14, within the boundary limit 

the  EKF gain is used to correct the state estimates, conversely, outside the 

boundary limit the SVSF gain is applied instead [29]. This is beneficial as EKF is 

desirable within the existence subspace for its estimation accuracy. Otherwise, 

SVSF must be used to maintain robustness within the system.  
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Figure 4-14 Method of combining Nonlinear Filtering Strategies [29] 

The complete set of EK-SVSF’s predictor-corrector equations are displayed in 

Figure 4-15. 

 

Figure 4-15 Summary of EKSVSF equations 

In the scope of this thesis, the three phase currents are the system states to 

estimate. The sampling rate of the ALT-198 is 200KHz for alternator output values, 

thus, the time step is 5e-6 seconds for the estimation theory.   
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4.2.2 Dual Extended Kalman Filter 

The Dual Extended Kalman Filter (DEKF) is a sophisticated estimation method 

that combines to Extended Kalman Filters. One of the filters is in charge of 

estimating the system states, as usual, and the other is used for weight 

estimation. Note, weights refer to the constant parameters within a model. For 

example, in 𝑦 = 𝑚𝑥 + 𝑏, 𝑚 and 𝑏 would be considered weights. Every time step, 

the two filters work together and use the previous system states, weights and 

measurements to compute the next step’s system states and weights. A depiction 

of this process is shown in Figure 4-16. 

 

Figure 4-16 Visual Depiction of DEKF [43] 

 This method is very computationally expensive as the filters mutually give and 

take data to estimate unknown states and parameters [44]. However, this 

computational complexity leads to the incredible accuracy achievable by the 



 

74 
 

algorithm. The system state estimation is done with a regular EKF approach as 

summarized in Figure 3-2. It is the estimation of the system parameters that 

increases the complexity. Consider the discrete time dynamic system: 

𝑥𝑘 = 𝑓(𝑥𝑘−1, 𝑤) + 𝑝𝑘 Equation 4.2.2.1 

𝑦𝑘 = ℎ(𝑥𝑘, 𝑤) + 𝑚𝑘 Equation 4.2.2.2 

Where 𝑤 is the system parameter vector, 𝑝𝑘 is process noise, and 𝑚𝑘 is 

measurement noise.  The first step it to set the parameter prediction a priori value 

and error covariance priori value: 

𝑤̂𝑘+1|𝑘 = 𝑤̂𝑘|𝑘 Equation 4.2.2.3 

𝑃̂𝑤𝑘+1|𝑘
= 𝑃̂𝑤𝑘|𝑘

+ 𝑅𝑘−1
𝑟  Equation 4.2.2.4 

Where 𝑅𝑘−1
𝑟  is a tunable parameter similar to parameter 𝑄 for regular EKF. The 

EKF gain is calculated as follows: 

𝐾𝑘
𝑤 = 𝑃̂𝑤𝑘+1|𝑘

(𝐶𝑘
𝑤)𝑇[𝐶𝑘

𝑤𝑃̂𝑤𝑘+1|𝑘
(𝐶𝑘

𝑤)𝑇 + 𝑅𝑒]−1 Equation 4.2.2.5 

Where 𝑅𝑒 is a tunable parameter and 𝐶𝑘
𝑤is calculated through a Jacobian Matrix: 

𝐶𝑘
𝑤 ≜ 𝐶

𝜕𝑥̂𝑘+1|𝑘

𝜕𝑤
|
𝑤=𝑤̂𝑘+1|𝑘

 Equation 4.2.2.6 

Where 𝐶𝑘
𝑤 is the change rate of state for system parameter vector at the current 

time step [43]. The gain and priori state error are then used to compute the 

parameter prediction posteriori: 
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𝑤̂𝑘+1|𝑘+1 = 𝑤̂𝑘+1|𝑘 + 𝐾𝑘
𝑤(𝑦𝑘 − 𝐶𝑥̂𝑘+1|𝑘) Equation 4.2.2.7 

Concluding the DEKF procedure for that time step. A summary of DEKF is shown 

in Figure 4-17. 

 

Figure 4-17 Summary of DEKF Equations 

In the scope of this thesis, the three phase currents are states handled by the 

state estimator, and parameters R, L, and M are the parameters handled by the 

parameter estimator . 

4.3 Observability 

Observability is required to monitor states of a system. Sensors are used in an 

attempt to measure/monitor system states. In certain situations, the states are not 

directly accessible and therefore, the output of the system must be observed in an 

effort to estimate the states that are not directly measured. A system is considered 

completely observable if the states can be uniquely extracted from measured 

signals. An observability matrix can be obtained from the state space model. The 



 

76 
 

system is observable if this matrix is of full rank. The rank of a matrix is defined as 

either the maximum number of linearly independent column or row vectors, 

depending which value is smaller. If the system is not completely observable, then 

the unobservable states cannot be monitored and this implies that certain state 

cannot be uniquely extracted from measurements[45]. Consider a linear discrete 

time system with a description in state space: 

 𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘 Equation 4.3.1 

 𝑧𝑘+1 = 𝐶𝑥𝑘+1 + 𝐷𝑢𝑘 Equation 4.3.2 

The observability matrix can be computed as  

 𝑂(𝐻, 𝐴) =  [

𝐻
𝐻𝐴
⋮

𝐻𝐴−1

] Equation 4.3.3 

Where 𝐻 is the measurement matrix. Complete Observability can be concluded if 

the difference of the rank of the observability matrix and the largest dimension of 

matrix 𝐴 is equivalent to 0: 

 𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  {
𝑇𝑟𝑢𝑒, 𝑖𝑓 𝑙𝑒𝑛𝑔𝑡ℎ(𝐴) −  𝑟𝑎𝑛𝑘(𝑂) = 0

𝐹𝑎𝑙𝑠𝑒, 𝑖𝑓 𝑙𝑒𝑛𝑔𝑡ℎ(𝐴) −  𝑟𝑎𝑛𝑘(𝑂) ≠ 0
 Equation 4.3.4 

In certain conditions, partial observability can be acceptable, however, for this 

project it was important to ensure complete observability.  

4.3.1 Nonlinear Observability 

Estimating states within a system requires a completely observable model. This 

becomes more difficult in nonlinear systems when state space matrices are not 
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readily available. The Extended Kalman Filter can be used to overcome this. EKF 

works to compute non-linear estimates by linearizing the estimation around the 

current estimate at every time step (Section 3.1.2) [46]. At each iteration the system 

matrix 𝐴 and the measurement matrix 𝐶 are generated by computing the linearized 

Jacobian matrix of the process, 𝑓(𝑥), and measurement functions, ℎ(𝑥): 

 𝐴𝑘 =
𝜕𝑓(𝑥)

𝜕𝑥
⌉
𝑥=𝑥̂𝑘+1|𝑘

 Equation 4.3.1.1 

 𝐶𝑘+1 =
𝜕ℎ(𝑥)

𝜕𝑥
⌉
𝑥=𝑥̂𝑘+1|𝑘

 Equation 4.3.1.2 

Where the observability of the system can now be computed at each time step 

using equations (Equation 4.3.4). 

4.3.2 Observability of System with Ripple Current 

as Measurement 

Using Equation 2.3.3.21, the linearized system matrix for a single phase at every 

time step becomes 

𝑓(𝑥) = 𝐼𝑘+1 = 𝐼𝑘 + ∆𝑡𝐼𝑘̇ = 𝐼 + −𝐿−1(𝑅𝐼 + 𝑉) + 𝐿−1(
𝑑

𝑑𝜃𝑒
𝐿𝑓(𝜃𝑒)𝜔𝑒𝐼𝑓 + 𝐿𝑓(𝜃𝑒) 𝐼𝑓̇) Equation 

4.3.2.1 

Where ∆𝑡 is the sampling rate. Therefore, 

 𝐴𝑘 =
𝜕𝑓(𝑥)

𝜕𝑥
⌉
𝑥=𝑥̂𝑘+1|𝑘

=
𝜕𝐼𝑘+1

𝜕𝐼
= 1 − ∆𝑡(𝐿−1𝑅)  Equation 4.3.2.2 

The complete system matrix becomes identity, 



 

78 
 

 𝐴𝑘 = [

1 − ∆𝑡(𝐿−1𝑅) 0 0

0 1 − ∆𝑡(𝐿−1𝑅) 0

0 0 1 − ∆𝑡(𝐿−1𝑅)

] Equation 4.3.2.3 

With all phase currents included. Using Equation 4.1.3.1, the linearized 

measurement matrix using only the experimental ripple current is: 

   ℎ(𝑥) =  𝐼𝐷𝐶 = 𝐺𝐴𝐼𝐴 + 𝐺𝐵𝐼𝐵 + 𝐺𝐶𝐼𝐶 Equation 4.3.2.4 

Therefore, 

 𝐶𝑘+1 =
𝜕ℎ(𝑥)

𝜕𝑥
⌉
𝑥=𝑥̂𝑘+1|𝑘

=
𝜕𝐼𝐷𝐶

𝜕𝑥
= [𝐺𝐴 𝐺𝐵 𝐺𝐵] Equation 4.3.2.5 

Where conduction state 𝐺𝑛 can be either 1 or 0. By applying the Equation 4.3.4 it is 

determined that observability matrix for these vectors does not have complete rank 

and is unobservable. This means that the ripple current alone cannot be used to 

estimate the states of the system and EK-SVSF is not possible.  

 

𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑏𝑖𝑙𝑖𝑡𝑦

= 𝑙𝑒𝑛𝑔𝑡ℎ

(

 

[
 
 
 1 − ∆𝑡(𝐿−1𝑅) 0 0

0 1 − ∆𝑡(𝐿−1𝑅) 0

0 0 1 − ∆𝑡(𝐿−1𝑅) ]
 
 
 

)

 

− 𝑟𝑎𝑛𝑘

(

 
 

𝑂

(

 [𝐺𝐴 𝐺𝐵 𝐺𝐵],

[
 
 
 1 − ∆𝑡(𝐿−1𝑅) 0 0

0 1 − ∆𝑡(𝐿−1𝑅) 0

0 0 1 − ∆𝑡(𝐿−1𝑅) ]
 
 
 

)

 

)

 
 

= 𝐹𝑎𝑙𝑠𝑒 

 

Equatio

n 

4.3.2.6 
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4.3.3 Observability of System with Phase Currents 

as Measurements 

The ripple current equation is very nonlinear due to the conduction switching 

states. It is impossible to differentiate the phase currents from this one signal, and 

the process in Section 4.3.2 proved this.  The novel method described in Section 

4.4 generates artificial measurements for all the phase currents changing the 

linearized Jacobian measurement matrix to a much more satisfying result and 

solves the issue of observability: 

 

 𝐶𝑘+1 = [
1 0 0
0 1 0
0 0 1

] Equation 4.3.2.7 

Using the system matrix computed in Equation 4.3.2.3 and the new measurement 

matrix, a new observability matrix can be calculated. With Equation 4.3.4 it is 

determined that the system is completely observable. The artificially calculated 

phase currents can be used to estimate the states of the system with EK-SVSF for 

the alternator model and FDD. 
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𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑏𝑖𝑙𝑖𝑡𝑦

= 𝑙𝑒𝑛𝑔𝑡ℎ

(

 

[
 
 
 1 − ∆𝑡(𝐿−1𝑅) 0 0

0 1 − ∆𝑡(𝐿−1𝑅) 0

0 0 1 − ∆𝑡(𝐿−1𝑅) ]
 
 
 

)

 

− 𝑟𝑎𝑛𝑘

(

 
 

𝑂

(

 [
1 0 0
0 1 0
0 0 1

] ,

[
 
 
 1 − ∆𝑡(𝐿−1𝑅) 0 0

0 1 − ∆𝑡(𝐿−1𝑅) 0

0 0 1 − ∆𝑡(𝐿−1𝑅) ]
 
 
 

)

 

)

 
 

= 𝑇𝑟𝑢𝑒 

 

Equatio

n 4.3.2.6 

4.4 Converting Experimental Ripple Current to Phase 

Currents 

The model’s system states cannot be estimated with only the measured 

experimental ripple current as an output. An unobservable system is not sufficient 

for removing the parametric errors in the model. Likewise, accurate estimation of 

system variables is essential for the FDD method to function properly. To make the 

system achieve full rank, and thus observability, it needs measurements for all 

three phase currents. Due to limitations of the tester and the casing of the 

alternator, this is not possible. Artificial measurements for the system states must 

be derived from the sensors available. Using advanced knowledge of alternators, 

a novel approach is implemented to continuously extract estimated three phase 

current values from the experimental ripple current signal measured by the D&V 

Electronics Tester. This developed algorithm solves the issue of observability that 

is presented by the ripple current described in Section 4.3.2.  
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4.4.1 Theory 

Extracting the three phase currents from the experimental ripple current signal was 

the only feasible method of obtaining observability with the sensors provided in the 

scope of this thesis. This idea was conceived by combining knowledge of 

alternators and modelling equations collected throughout the duration of the 

project. The ripple current is a summation of the three phase currents, but becomes 

nonlinear due to the diode conduction switching function that converts the AC 

signal to a DC signal.  Therefore, a system of equations needs to convert the 

measured DC signal into a three phase AC signal.  

As shown in Figure 4-18, Synchronous generators produce sinusoidal waves 

explained by fundamental principles of electromagnetic inductance. The amount of 

sinusoidal waves, or phases, produced is equivalent to the number of stator 

windings on the machine. The automotive alternator in this project is a synchronous 

generator with three sets of windings and will generate three sinusoidal phases 

when healthy. In the proposed alternator model the three phase currents are 

considered to be cosine waves that are 120o electrically separated from each other 

(see Figure 4-18).     
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Figure 4-18 3 Phase Synchronous Generator [47] 

From Section 4.1.1 it was explained that the model starts from when the first phase 

turns ON at 270o electrical. This was selected because cosine waves cross zero 

with a positive derivative at 270o signaling that the phase is going into a positive 

half cycle.  Conversely, the cosine wave begins a negative half cycle at 90o, 

indicating when the phase turns OFF. It is also important to remember that a cosine 

wave peaks at 0o and 360o. With this information the phases’ diode conduction 

states can be estimated based on their angle instead of their value. The three 

phase conduction states are calculated by adjusting Equation 4.1.3.1 as follows: 

 𝐺𝑛 = [
𝜃𝑛 ≥ 90𝑜 𝐴𝑁𝐷 𝜃𝑛 < 270𝑜 , 0

𝑒𝑙𝑠𝑒, 1
] Equation 4.4.1.1 

Where 𝐺𝑛 is the phase’s diode conduction state, 𝜃𝑛 is the phase’s shifted rotor 

angle, and the values 1 and 0 correspond to the phase beginning ON and OFF 

state respectively. Figure 4-19 displays a cosine wave and its corresponding 

conduction state calculated by angle. Notice, the graph is identical to Figure 4-11 
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where the conduction state was calculated by the phase current value. 

 

Figure 4-19 The conduction state calculated by angle instead of phase value 

In addition to knowing when the phases turn on and off, the phase angles can also 

approximate where the peaks in the experimental ripple current are. There are two 

unique events that produce ripple peaks within the alternator current signal. The 

first event is the result of one ON phase reaching a peak value when one of the 

rotor poles becomes perpendicular to the ON phase’s winding. At this instant, the 

ON phase is independently contributing to the overall ripple current, as the other 

two phases are off. Since the three phases are out of phase by 120o, the other two 

phases are in the negative half cycle and therefore off when the third phase 

reaches its positive peak. Figure 4-20 depicts three cosine waves that are 120o out 
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of phase and their corresponding diode states calculated with Equation 4.4.1.1.

 

Figure 4-20 Three cosine waves 120 degrees out of phase and their corresponding 

conduction states 

Notice at 1800o, the 50th revolution, the “Phase A” cosine wave reaches its peak 

and the other two phases are turned off. This event occurs once a revolution per 

phase with a total of three per revolution for the studied alternator. The second 

event that causes a ripple peak occurs when one phase is off and the other two 

phase signals intersect halfway through their respective positive halfcycles. The 

ripple current is a summation of the three phases; in the instance they intersect 

each phase has a magnitude of half their peak amplitude. Summing the two values 

together equates to the peak amplitude of a single phase. This event would happen 

at 180o in Figure 4-20. Figure 4-21 shows the six ripple peaks that would happen 
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every revolution in a three phase synchronous generator DC output. Now the ripple 

current equation (Equation 4.1.3.1) can be used to extract the three phase current 

signals. 

 

Figure 4-21 Six ripples in every revolution 

The three phase current values cannot be calculated at every iteration as there is 

only one equation for three unknowns (this is what caused the system to be 

unobservable). Instead, an algorithm is implemented that attempts to identify the 

three phase currents’ peak amplitudes every revolution. As explained before, each 

phase has one peak per revolution in a healthy alternator. Since the phases are 

120o out of phase from each other, there will be a peak every 120o caused by a 

ON phase working independently with the other phases turned off. This is 

confirmed in Figure 4-21. Thus, a sample of the ripple current signal is captured 
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every 120o along with the phases’ angle data. Then, with three approximate peak 

values and their corresponding angles, simple linear algebra is used to calculate 

the approximate amplitudes for the phase currents. With three equations and three 

unknowns three phase current peaks are calculated by solving the following 

equations every revolution: 

 [

𝐺𝐴1
𝐼𝐴𝑝𝑒𝑎𝑘

cos (𝜃𝐴1
) 𝐺𝐵1

𝐼𝐵𝑝𝑒𝑎𝑘
cos (𝜃𝐵1

) 𝐺𝐶1
𝐼𝐶𝑝𝑒𝑎𝑘

cos (𝜃𝐶1
)

𝐺𝐴2
𝐼𝐴𝑝𝑒𝑎𝑘

cos (𝜃𝐴2
) 𝐺𝐵2

𝐼𝐵𝑝𝑒𝑎𝑘
cos (𝜃𝐵2

) 𝐺𝐶2
𝐼𝐶𝑝𝑒𝑎𝑘

cos (𝜃𝐶2
)

𝐺𝐴3
𝐼𝐴𝑝𝑒𝑎𝑘

cos (𝜃𝐴3
) 𝐺𝐵3

𝐼𝐵𝑝𝑒𝑎𝑘
cos (𝜃𝐵3

) 𝐺𝐶3
𝐼𝐶𝑝𝑒𝑎𝑘

cos (𝜃𝐶3
)

] = [

𝐼𝐷𝐶1

𝐼𝐷𝐶2

𝐼𝐷𝐶3

] Equation 4.4.1.2 

Where 𝜃𝑚𝑛
 and 𝐺𝑚𝑛

 denotes phase 𝑚’s shifted angle and conduction state at the 

𝑛𝑡ℎ sample of the current revolution respectively. 𝐼𝐷𝐶𝑛
 denotes the 𝑛𝑡ℎ sample of 

the ripple current and 𝐼𝑚𝑝𝑒𝑎𝑘
 denotes the amplitude of 𝑚𝑡ℎphase’s cosine wave of 

the current revolution. The solved amplitudes are used to generate new cosine 

waves for the duration of current electrical revolution. The process is repeated for 

every revolution throughout the entire test in order to capture changes in ripple 

current due to changes in speed or potential faults.  

4.4.2 Extracted Phase Currents Result 

The result of the proposed algorithm is demonstrated in Figure 4-22. 
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Figure 4-22 Experimental Ripple Current Vs the Simulated Phase Currents 

The accuracy of this method can be tested by comparing the experimental ripple 

current to the summation of the three phase currents with Equation 4.1.3.1. Figure 

4-23 compares the experimental data with the simulated ripple current. The 

proposed algorithm functions well and yields an RMS error of +/-1.05% and a max 

error of 4.18%.  
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Figure 4-23 Experimental Current Vs Simulated Ripple Current 

The artificial measurements for the three phase currents prove to be very accurate 

and are viable to use as measurements for estimation. With a completely 

observable system, EK-SVSF can be used for fixing the parametric error of the 

proposed model and will be used for parameter estimation FDD. 
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Chapter 5 Results and Discussion 

5.1 Model Results 

The ideal for this project was to create a model that could be generally used to 

model and perform FDD on any three phase Lundell alternator placed into the 

tester machine. This is why the proposed model is a collection of assumptions and 

simplifications placed on the governing equations used for FEM analysis. However, 

to use this algorithm on any Lundell alternator a system must be in place to extract 

values of the system parameters from a healthy sample. Moreover, generalization 

and lack of information leads to large modelling errors that need to be addressed. 

This section describes a genetic algorithm used to initialize any Lundell alternator 

and the comparison of two advanced estimation theories on the proposed 

alternator model. 

5.1.1 Genetic Algorithm Results 

In this thesis the parameters to estimate are the stator resistance, 𝑅, the stator self 

inductance, 𝐿, and the mutual stator-rotor inductance, 𝑀. The first step was to 

initialize boundaries of the unknown values. Feasible boundaries were successfully 

constructed from knowledge of alternators and literature. Each parameter was 

given an initial estimate within their boundaries. Next the population and generation 

size were initialized to 1000 and 100, respectively. Then, the fitness function, also 

considered an objective function, was selected. For parameter identification the 

objective function is targeted at minimizing the error between the model output and 
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the experimental output. Thus, the chosen objective function was a cumulative sum 

of the squared error between the model phase current, 𝐼, and the experimental 

ideal phase current, 𝐼, shown in Equation 5.1.1.1. 

 𝑚𝑖𝑛 ∫ (𝐼(𝑡) − 𝐼(𝑡))2𝑑𝑡
𝑇

0

 Equation 5.1.1.1 

Initial boundaries and values had to be selected for each parameter before starting 

the genetic algorithm. Parameter R and L were able to be approximately measured. 

All three values (R, L and M) were further validated by comparing their boundaries 

and their final results to the findings of Dr. Scacchioli [22]. Parameter R is related 

to the resistance of the stator winding and should not generate a lot of power loss, 

therefore, the lower boundary was 0 and the higher boundary was decided to be 

0.5. Parameter L is related to the inductance of the stator winding and should be 

within the µH range, therefore, the lower boundary was 5e-7 and the higher 

boundary was decided to be 9e-4. Parameter M is related to the mutual rotor-stator 

inductance of the stator winding and varies widely depending on the alternator, 

therefore, the lower boundary was 0 and the higher boundary was decided to be 

6e-4. In this application, the most fit individuals have the smallest fitness value. 

This procedure is repeated by the total population size every generation. The result 

is an accurate estimation for the unknown parameters within the system.  
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5.2 Final Alternator Model with EK-SVSF 

Figure 5-1 and Figure 5-2 demonstrate the deviance of the proposed unfiltered 

model from the extracted phase current and ultimately the experimental ripple 

current. With no estimation theory, the model yields a RMS error of 5.89% with a 

max error of 15.70% between extracted phase and modelled phase and RMS error 

of 2.66% with max error of 12% between ripple current signals. The tuning 

parameters ϒ, ψ, 𝑃𝑖𝑛𝑖𝑡, 𝑄, and 𝑅 were determined through trial and error:  

ϒ = 0.2, ψ = 50, 𝑃𝑖𝑛𝑖𝑡 = 1𝑒 − 4, 𝑄 = 1𝑒 − 5, 𝑅 = 1𝑒 − 3, 

Each phase received the same parameters to perform EK-SVSF. 

 

Figure 5-1 Extracted Phase Current Vs The Model Phase Current – No Filter 
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Figure 5-2 Experimental Ripple Current Vs Modelled Ripple Current - No Filter 

These results are summarized in Table 3. 

Table 3 Summary of Model vs Experimental - No Filter 

 Extracted Phase 

Current Vs 

Modelled Phase 

Current 

Experimental 

Ripple Current Vs 

Modelled Phase 

Current 

RMS Error % 5.89 2.66 

Max Error % 15.70 12 

Applying estimation theory to the model allows the measured signals to contribute 

to the estimation of the system states. This concept is used to remove 

measurement and process noise from a system. As shown in Figure 5-3 and Figure 
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5-4, implementing EKSVSF on the proposed model significantly increases 

accuracy. Between the extracted phase current and model phase current, the RMS 

error is +/- 1.18% with max error of 1.170%. Comparing the experimental ripple 

current and the simulated model ripple current obtained an RMS errror of 2.3% 

with max error of 5.19%. These results are summarized in Table 4.  

 

Figure 5-3 Extracted Phase Current Vs Modelled Phase Current with EKSVSF 
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Figure 5-4 Experimental Ripple Current Vs Model Ripple Current with EKSVSF 

Table 4 Summary of Model vs Experimental - EKSVSF 

 Extracted Phase 

Current Vs 

Modelled Phase 

Current 

Experimental 

Ripple Current Vs 

Modelled Phase 

Current 

RMS Error % 1.18 2.3 

Max Error % 1.17 5.19 

 

With increased accuracy and robustness, the model can be run on the D&V Tester 

to provide a visual difference between the experimental and estimated results.  An 
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experienced operator can use this visual to determine the health of the alternator 

without the use of any FDD. 

5.2.1 DEKF Ripple Current Estimation Results  

The Dual Extended Kalman Filter (DEKF) was implemented for a comparative 

analysis against the EK-SVSF model. The fundamental difference between the EK-

SVSF and DEKF estimation methods is DEKF’s ability to estimate system 

parameters as well as system states. This advantage allows the model to become 

increasingly more accurate as the system parameters converge to their true value. 

Like the EK-SVSF model, each phase current is modelled individually. Therefore, 

per phase: 

 𝑥 = 𝐼𝑛 Equation 5.1.3.1 

 𝑤 = [𝑅𝑛, 𝐿𝑛] Equation 5.1.3.2 

Where 𝑥 is the system states for estimation, 𝑤 is the system parameters for 

estimation and 𝑛 is the phase. The tuning parameters 𝑄, 𝑅𝑥, 𝑃𝑥𝑖𝑛𝑖𝑡
, 𝑅𝑒, 𝑅𝑟, 𝑃𝑤𝑖𝑛𝑖𝑡

 

were determined through trial and error:  

𝑄 = 1𝑒 − 5, 𝑅𝑥 = 1𝑒 − 3, 𝑃𝑥𝑖𝑛𝑖𝑡
= 1𝑒 − 4, 

𝑅𝑒 = 2𝑒 − 1, 𝑅𝑟 = [
1 0
0 1𝑒 − 5

], 𝑃𝑤𝑖𝑛𝑖𝑡
= [

1𝑒 − 4 0
0 1𝑒 − 4

] 

Figure 5-5 and Figure 5-6 depict the estimation power the DEKF method 

possesses. Between the extracted and model phase current, the RMS error is +/- 

0.097% with max error of 0.489%; comparing the experimental and model ripple 
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currents concluded an RMS errror of 1.11% with max error of 3.96%. These results 

are summarized in Table 5.    

 

Figure 5-5 Estimated Phase Currents - DEKF 

 

Figure 5-6 Experimental Ripple Current Vs Model Ripple Current with DEKF 
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Table 5 Summary of Model vs Experimental – Dual Extended Kalman Filter 

 Extracted Phase 

Current Vs 

Modelled Phase 

Current 

Experimental 

Ripple Current Vs 

Modelled Phase 

Current 

RMS Error % 0.097 1.11 

Max Error % 0.489 3.96 

 

Comparing the results from the Section 5.2, DEKF yields a 107.2% better accuracy 

than the proposed EKSVSF model. Although significant, DEKF’s accuracy comes 

with a large computational cost that makes it unfeasible for End of Line tester and 

the scope of this project. For this reason, the proposed EKSVSF model will be 

implemented on the D&V Tester for modelling and FDD functionality. Table 6 

compares the results from the two proposed estimation methods.  

Table 6 EKSVSF vs DEKF For 3s of Experimental Data 

 Model with EKSVSF Model with DEKF 

RMS Error % 2.3 1.11 

Computation Time (s) 0.495 15.95 
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5.3 Fault Detection and Diagnosis Results 

In terms of alternator electrical faults, the most common include the open diode 

fault, shorted diode fault, and the stator imbalance fault. Section 5.3.1 described 

the potential threat of these faults and their effect on the overall ripple current 

outputted by the alternator. These effects are contained in the artificial extracted 

phase current measurements (see Section 4.4) and consequently will vary the 

estimation of the system parameters. Therefore, to perform the condition 

monitoring, the continuous estimation of system parameters is captured. In this 

research, artificial faults were programmatically simulated based on experimental 

data and knowledge of the faults. Parameter estimation techniques were 

implemented to monitor the variation of parameters 𝑅𝑛 and 𝐿𝑛 on each phase using 

the extracted phase current signals.  

5.3.1 Common Alternator Faults 

It is crucial that alternator faults are diagnosed before the alternator is installed in 

the vehicle. Failure to do so could lead to more problematic failures in the entire 

Electric Power Generation System (EPGS). The capability of the D&V Electronics 

tester has a major impact on the type of alternator faults that can be detected 

considering the addition of sensors is out of the scope for this project. This thesis 

focuses on common alternator faults that can potentially lead to complete failure 

including open phase fault, shorted diode fault, and unbalanced loading fault. A 

healthy alternator’s output is displayed in Figure 5-7 as a reference. 
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Figure 5-7: Healthy alternator's output generated in Simulink 

5.3.1.1 Open Phase Fault 

The most common reason for an open phase fault is a failure of diodes in the three 

phase bridge rectifier. As shown in Figure 5-8, an open diode leads to a loss of a 

phase and the output ripple current will be unbalanced. This results in a large ripple 

in the output voltage and current. With inconsistent voltage and the introduction of 

voltage spikes, the electronic in the system become at risk.  



 

100 
 

 

Figure 5-8 Open Diode Fault output signal. Notice the impact from the loss of phase 

A. Generated in Simulink 

5.3.1.2  Shorted Diode Fault 

The diodes are tasked with turning the phase off once it has dropped below a 

certain threshold. When the phase never turns off then the diode is short-circuited. 

Although similar to the appearance of the open diode fault, this type of diode failure 

is more dangerous to the EPG system of the vehicle. A shorted diode allows AC 

current to infiltrate the electrical system [48]. This AC power creates electrical 

disturbances that can damage electronic modules. In addition, the faulty diode 

allows current to drain out of the battery when the vehicle is stalled (see Figure 

5-9). This introduction of negative power will lead to a dead battery if the vehicle is 

not being driven.  
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Figure 5-9: Shorted Diode Fault alternator output. Generated in Simulink 

5.3.1.3 Unbalanced loading of an alternator 

An alternator is considered unbalanced when there are significantly different peak 

currents in the phases of the alternator. Usually, in a balanced condition, the 

difference in peak phase current varies +/- 5%. Unbalanced loading is a symptom 

to other faults such as varying resistances on the stator windings or varying lengths 

of stator windings. This makes it a helpful indicator of diagnosing a bad alternator. 

Figure 5-10 shows the effects of 10% unbalanced loading on a faulty alternator 

output. Similar to the shorted diode fault, the electrical noise introduced in the ripple 

current can damage the electrical system. 
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Figure 5-10: 10% Unbalanced Loading Fault. Generated in Simulink  

5.3.2 FDD with EK-SVSF Model 

To perform parameter estimation, the monitored parameters must become system 

states. The system states become: 

 𝑥 = [𝐼𝑎, 𝐼𝑏 , 𝐼𝑐, 𝑅𝑎, 𝑅𝑏 , 𝑅𝑐, 𝐿𝑎 , 𝐿𝑏 , 𝐿𝑐] Equation 5.3.1.1 

Note the system now has fewer measurements than states. In order to maintain 

observability, artificial measurements are created for the parameter system states. 

The artificial measurements are calculated using available systems from the D&V 

tester and the extracted phase currents to formulate a full measurement matrix; the 

equations are given as:   

 𝑅𝑎𝑀𝑁
=

−𝑀𝜔𝑒𝑀𝑁
𝐼𝑓𝑀𝑁

𝑠𝑖𝑛𝜃𝑎𝑀𝑁
− 𝑉𝑎𝑀𝑁

− 𝐿
𝑑𝐼𝑎𝑀𝑁

𝑑𝑡
𝐼𝑎𝑀𝑁

 Equation 5.3.1.2 
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𝐿𝑎𝑀𝑁

=
−𝑀𝜔𝑒𝑀𝑁

𝐼𝑓𝑀𝑁
𝑠𝑖𝑛𝜃𝑎𝑀𝑁

− 𝑉𝑎𝑀𝑁
− 𝑅𝑎𝐼𝑎𝑀𝑁

𝑑𝐼𝑎𝑀𝑁

𝑑𝑡

 
Equation 5.3.1.3 

Where 𝑀𝑁 denotes a range of values around the phase currents peak every 

revolution. The artificial measurements are filtered to reduce noise. Unfortunately, 

the artificial measurement of 𝑅𝑛𝑀𝑁
 produced a constant negative value for all three 

phases. This is can be easily explained by the amount of modelling uncertainty 

experienced by the proposed model. It is possible that through the defined 

assumptions and artificial measurements, the value of 𝑅𝑛𝑀𝑁
 has become a lumped 

parameter for other parameters that have been considered negligible, such as 

dampening. Likewise, the resistance values of the alternator is very small making 

it more susceptible to uncertainties. Instead, the absolute value of the 𝑅𝑛𝑀𝑁
 is used 

for fault detection and diagnosis. An example of |𝑅𝑛𝑀𝑁
| is shown in Figure 5-11. 

𝐿𝑛𝑀𝑁
 did not experience the same issue and proves to be a more effective 

parameter to use for fault detection and diagnosis. 
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Figure 5-11 Artificial Measurement |𝑅𝑛𝑀𝑁
|  Before Estimation 

Estimation Theory is now possible as full rank is achieved with the introduction of 

artificial measurements. The tuning parameters for EK-SVSF on the new system 

states were determined through trial and error: 

𝛾 = 0.1, ψ = 2, 

𝑄 = 1𝑒 − 8, 𝑅 = 2𝑒 − 1 

These values were used on all three phases for estimating both 𝑅𝑛𝑀𝑁
 and 𝐿𝑛𝑀𝑁

.  

First observe the estimated parameters in normal conditions. This to develop a 

reference for comparing to the faulty conditions. When the alternator is healthy, the 

estimated system parameters will not vary and each phase’s parameters will be of 
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similar magnitude. Figure 5-12 and Figure 5-13 show 𝑅𝑛𝑀𝑁
 and 𝐿𝑛𝑀𝑁

 under normal 

condition. 

 

Figure 5-12 EKSVSF Estimated 𝑅  - Normal Condition 

 

Figure 5-13 EKSVSF Estimated 𝐿 - Normal Condition 

Now, an open diode fault is simulated onto the experimental data. As mentioned 

previously, the fault is contained in the extracted phase currents and affects the 

calculation of the system parameter states. Figure 5-14 and Figure 5-15 depicts 
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the change in the system parameter states when a Phase A open diode fault is 

introduced to the system. 

 

Figure 5-14 EKSVSF Estimated 𝑅 – Phase A Open Diode Fault 

 

Figure 5-15 EKSVSF Estimated 𝐿 - Phase A Open Diode Fault 

Notice that the Phase A system parameters are significantly larger than those on 

Phase B running under normal condition. An open diode fault causes the effected 

phase to produce no current to the summation of the three phases. Thus, the 



 

107 
 

open circuit causes infinite impedance on the faulty stator winding, making the 

EKSVSF Phase A parameters increase towards infinity. This concludes that an 

open diode fault can be detected and diagnosed by the estimation of phase 

parameters. 

The same process is followed to determine if parameter estimation is suitable for 

FDD on shorted diode faults. Figure 5-16 and Figure 5-17 show the results of the 

system parameter states when introduced to a simulated Phase A shorted diode 

fault. 

 

Figure 5-16 EKSVSF Estimated 𝑅 - Phase A  Shorted Diode Fault 
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   Figure 5-17 EKSVSF Estimated 𝐿 - Phase A Shorted Diode Fault 

Notice that the Phase A system parameters are about twice as large as those on 

Phase B running under normal condition. A shorted diode fault causes the 

effected phase to contribute current to the summation of the three phases even 

when the phase goes negative and the diode is supposed to be shut OFF. Thus, 

the faulty phase vector subtracts from the other two phases and causes their 

peaks to be halved. The proposed model will determine that two phases have 

twice the amount of impedance, making the EKSVSF Phase A parameters seem 

healthy, while Phase B and C parameters double. This phenomenon indicates 

that one of the diodes is shorted. This concludes that a shorted diode fault can be 

detected and diagnosed by the estimation of phase parameters. 

Lastly, a stator imbalance fault is simulated to determine if parameter estimation 

is suitable for FDD on stator imbalance faults. Figure 5-18 and Figure 5-19 show 
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the results of the system parameter states when introduced to a Phase A 10% 

stator imbalance fault. 

 

Figure 5-18 EKSVSF Estimated 𝑅 - 10% Stator Imbalance Phase A 

 

Figure 5-19 EKSVSF Estimated 𝐿 - 10% Stator Imbalance Phase A 

Stator imbalance faults can be caused by a variety of alternator faults that cause 

the phase peaks to be uneven. This makes it a very important fault to detect for. 
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A common reason for stator imbalance is when the stator windings of an 

alternator are not the same length, causing uneven peaks in the ripple current. 

Notice that the introduction of the fault increases the impedance of Phase A 

significantly enough to determine that a stator imbalance has effected the 

system. This slight increase or decrease in impedance, depending how the 

imbalance occurs, is detected by the estimation capability of the SVSF 

component of the filter. The EKSVSF filter uses SVSF when the VBL surpasses a 

boundary and this boundary is tuned to capture the smaller variations caused by 

a stator imbalance fault. This concludes that a stator imbalance fault can be 

detected and diagnosed by the estimation of phase parameters with EKSVSF. 

5.3.3 FDD with DEKF Model 

Initializing FDD for the DEKF model is simpler than the EKSVSF method because 

the parameters 𝑅 and 𝐿 are already calculated at every time step. There is no 

need for additional artificial measurements. Under normal condition the system 

parameters due not vary as shown in Figure 5-20 and Figure 5-21. 
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Figure 5-20 DEKF Estimated 𝑅 - Normal Condition 

 

Figure 5-21 DEKF Estimated 𝐿 - Normal Condition 
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When an open diode fault is introduced to the system on Phase A, the system 

parameters attempt to converge to a new value, shown in Figure 5-22 and Figure 

5-23. 

 

Figure 5-22 DEKF Estimated 𝑅 – Phase A Open Diode Fault 

 

Figure 5-23 DEKF Estimated 𝐿 – Phase A Open Diode Fault 
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The Phase A system parameters converge to a significantly larger number in the 

same manner as the EKSVSF model. Thus, The DEKF model is feasible for 

detecting and diagnosis open diode faults. 

Next, a shorted diode fault is introduced to the system on Phase A. Figure 5-24 

and Figure 5-25 depict the results of the system parameters. 

 

Figure 5-24 DEKF Estimated 𝑅 – Phase A Shorted Diode Fault 
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Figure 5-25 DEKF Estimated 𝐿 – Phase A Shorted Diode Fault 

The Phase B and C system parameters converge to a larger impedance similar 

to the EKSVSF model’s response. Thus, The DEKF model is feasible for 

detecting and diagnosis shorted diode faults. 

Lastly, the DEKF model is given a simulated 10% Phase A stator imbalance 

system to determine feasibility for fault detection and diagnosis. The results, 

shown in Figure 5-26 and Figure 5-27, demonstrate a significant enough 

difference to detect the stator imbalance simulated onto the system, similar to the 

EKSVSF model.   
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Figure 5-26 DEKF Estimate 𝑅 R – 10% Stator Imbalance Phase A 

 

Figure 5-27 DEKF Estimated 𝐿 – 10% Stator Imbalance Phase A 

Notice, that for all faults the DEKF model’s system parameters respond in the 

same fashion as the EKSVSF model. However, the EKSVSF model converges to 

the new value almost instantly, whereas the DEKF model takes up 1 or more 
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seconds to stabilize on the new system parameter values. EKSVSF is much 

faster than DEKF at detecting and diagnosing the fault. Once again, the SVSF 

component gives an advantage for condition monitoring. As soon as the VBL 

escapes from the boundary limit, SVSF is able to adjust to the new value the 

system state parameters are converging to. This quick detection is very useful for 

End of Line detection, as it reduces the amount of time per test and allows the 

assembly to increase productivity. Although the EKSVSF is not as accurate as 

the DEKF, it obtained significantly better accuracy than the alternator model 

without estimation. In addition, the low computation complexity/time and ability to 

detect and diagnose faults quickly make the EKSVSF the perfect candidate to 

implement on the D&V Electronics Alternator testers. 

5.4 Proof of Concept Demonstration Application 

An offline (after testing) demonstration application was developed to prove the 

feasibility of the proposed thesis in industry. The software was developed in 

VB.Net to provide a good graphical user interface. A C++ library was developed 

to optimize the modelling and estimation theory functionality. In addition, parallel 

processing was used to speed up computation time. The program covers the 

entirety of the thesis project without dependency on Matlab including the ability to 

run the genetic algorithm for parameter tuning, compute of the EK-SVSF 

alternator model, and perform the EK-SVSF Fault Detection and Diagnosis.  
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As shown in Figure 5-28, the software consists of a graph and a few buttons. The 

program loads Common Separated Value (CSV) data outputted from the D&V 

Electronics ALT-198 after an alternator has been tested. Once the data is loaded, 

the operator can run the Fault Detection and Diagnosis profile that exists in the 

software. When the profile is completed, the estimated inductance values, 𝐿, are 

plotted and the health of the alternator is displayed on the screen, as shown in 

Figure 5-28. 

 

Figure 5-28 Proposed Demo Application Displaying Stator Imbalance Fault 

One of the objectives of this thesis was to give a tester operator the ability to 

visually determine the health of the alternator without a FDD strategy. A trained 

operator would be able to determine the health of the alternator in Figure 5-28 by 

looking at the deviations in the estimated inductance values. By adding the FDD 
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strategy into the software, the trained operator can be more confident about the 

condition of the alternator during end of line testing. 
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Chapter 6 Concluding Remarks 

6.1 Summary of Thesis 

It is crucial for alternators to be properly manufactured before they way into 

vehicles to ensure quality and safety of the automotive electrical power 

generation system. The objective of this thesis is to create an efficient fault 

detection and diagnosis solution for alternators in end of line testing. In this 

research, a Model-Based Fault Detection and Diagnosis strategy for automotive 

alternators is developed to capture common defects in their manufacturing. The 

proposed method uses advanced estimation theory with measurements made 

available from the D&V ALT198 to successfully model electrical components as 

well as diagnose Open Diode Faults, Shorted Diode Faults, and Stator Imbalance 

Faults.  

Alternator models are usually developed with the use of FEA software, however, 

that technology is too computationally expensive and requires extensive 

information of the alternator that an operator does not possess. The objective is 

to develop a solution that would generally model any Lundell alternator and report 

faults in a timely manner. To initialize the model with reduced operator 

interaction, a genetic algorithm is developed to automatically generate the 

parameters of the model. To meet these requirements, a simplified version of 

FEA governing equations is used to construct the proposed model. In addition, 

algorithms were developed to model the unmeasured electrical rotor angle and 
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three phase rectifier diode bridge. Introducing assumptions and artificial 

measurements into the system created modelling uncertainty that caused large 

modelling errors. To reduce this error, advanced estimation techniques were 

implemented. Due to the closed casing of the alternator and sensor limitations, 

the measurement matrix was not full rank for the model and the system was 

determined unobservable. A novel solution was developed to extract the three 

phase currents from the D&V Electronics alternator output current measurement. 

Using knowledge of the three phases’ interaction with the rectifier bridge, the 

phase current signals were calculated with only 1.12% error. The newly 

generated artificial measurements resulted in full observability and, these were 

used to fix the modelling uncertainty with estimation theory.  

Two estimation theories were considered in this thesis, the EK-SVSF method and 

the DEKF method. The EK-SVSF is a combination of two nonlinear filters that 

guarantees the accuracy of the EKF and the robustness of the SVSF. The EK-

SVSF method reduced the RMS error of the model by 13% and the max error by 

56.8%. The DEKF method uses two EKF to estimate both system state and 

system weights. Every time step, the two filters work together and use the 

previous system states, parameters and measurements to compute the next 

step’s system states and parameters. The DEKF method reduced the RMS error 

of the model by 58.3% and the max error by 67.0%.  

Fault Detection and Diagnosis is a key component to the novelty of this thesis 

project. Defects were discovered based on variations in the system parameters 
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caused by faulty output signals. In this thesis, faults were simulated on 

experimental data collected by the D&V Electronics alternator tester. In terms of 

fault detection and diagnosis, both methods proved successful in detecting and 

diagnosing the common alternator faults previously mentioned. The EK-SVSF 

needed extra artificial measurements in order to perform parameter estimation 

methods for FDD. This method involved rearranging the model equations to 

recalculate the system parameters based on changes in the alternator output 

signal. The DEKF method, did not need any additional calculations as the system 

parameters are already recalculated at every time step. It is important to note that 

the EK-SVSF model converged almost instantly to the new value caused by the 

fault whereas the DEKF method took up to 1 second. The EK-SVSF was found to 

be an excellent indicator of faults when the varying boundary layer would travel 

outside the defined boundary limit. Although the DEKF method is very accurate, it 

is unfeasible for this thesis because of its large numerical complexity, excessive 

computation time, and slow detection of faults. In conclusion, the proposed EK-

SVSF model is accurate for tracking modelling uncertainties and uses advanced 

algorithms to quickly detect and diagnose common alternator faults.  

6.2 Future Research 

Further studies should involve the investigation of an approach to extract more 

information out of the alternator in order to produce a more accurate model with 

less assumptions. In addition, more sensors should be provided to limit the 

amount of artificial measurements needed to ensure complete observability. This 
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would reduce the need for using estimation theory for modelling and would give 

more comprehensive results in the artificial measurements of the parameters 

during Fault Detection and Diagnosis. Other researchers should use this 

proposed model to discover other alternator faults that could be detected by 

variations in the proposed system parameters. Moreover, a signal-based fault 

detection and diagnosis approach could be combined with this research to 

produce a more complete analysis of automotive alternators. Changes should be 

made to optimize the DEKF code and the two EKF should be replaced with two 

EKSVSF to shorten convergence time when detecting faults. Future work could 

include developing a strategy to monitor alternator health in moving vehicles to 

capture faults before they happen. Lastly, it would be very useful to implement 

the same strategy on Belt Starter Generators (BSGs) as car industries move 

towards this new technology.   
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Chapter 7 Appendices 

7.1 D&V Electronics Ltd ALT-198 

The D&V Electronics Ltd.’s ALT-198 is an end of line alternator tester, shown in 

Figure 7-1. The tester has up to about 5 seconds to determine the health of the 

alternator after a experiment finishes. The tester has a built in profile script editor 

for operators to program their own tests in Visual Basic. The ALT-198 has the 

ability to run user-defined tests at speeds up to 12,000 rpm and stores the 

measurements into a CSV file for easy access. The sampling frequencies of the 

measurements vary up to 200,000Hz.  For the purpose of this thesis, custom 

tests were conducted between 2,000 rpm and 7000 rpm to collect essential 

measurements such as speed, alternator current, alternator voltage, stator 

voltages, field current, etc.  
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Figure 7-1 D&V Electronics ALT-198 [39] 

  

7.2 Experimental Setup 

The D&V Electronics Ltd.’s ALT-198, described in Section 7.1, was used to perform the 

experiments in this thesis. A 12V, 140A rated Lundell alternator is fastened into the machine 

and secured by the rotating belt. A clamp is attached to the alternator output pins, and a 

sensor is clipped onto one of the stator windings, shown in Figure 7.2. 
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Figure 7-2 Experimental setup of running alternator test 

Custom tests were developed to retrieve alternator data versus speed over a wide operating 

region (between 2000 RPM and 7000 RPM). Multiple alternator tests were conducted to have data 

for tuning the alternator model, validating the tuned alternator model, and for performing the 

fault detection and diagnosis. Tests for alternator modelling involved tests with varying speed, 

while the tests for fault detection and diagnosis were performed at a constant speed. Two 

alternators were used for the experiments. One was used for tuning, and the other was used for 

validation, as well as the fault detection and diagnosis. The alternators were run 10-15 times to 

prove repeatability of the parameter tuning. The genetic algorithm was also run 20-30 times with 

varying initial values and boundaries to prove it would always converge to approximately the same 

values.  
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