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## Lay Abstract

Caustics are signatures of singularities in a classical geometrical ray theory which are best exemplified by bright lines of focused light, like those at the bottom of a swimming pool or the cusp inside a coffee cup. Caustics also appear in the theories of hydrodynamics and gravitational lensing, and are described by the mathematics of catastrophe theory.

In this thesis we focus on the formation of caustics in dynamics of quantum manybody systems out of equilibrium, determine how they are organized by symmetry, and identify their presence as a type of universality in these systems. Attention is also paid to their existence (or lack thereof) when many-body quantum chaos is present. We make use of an object known as the out-of-time-ordered correlator (OTOC), which we show can yield caustics, and address how care must be taken by identifying 'false flags' of chaos.

## Abstract

We explore the dynamics of integrable and chaotic quantum many-body systems with a focus on universal structures known as caustics, which are a type of singularity categorized by catastrophe theory.

Papers I and II study light cones in quantum spin chains, which we show are caustics and therefore inherits specific functional forms. For integrable systems, the edge of the cone is a fold catastrophe, making the wavefunction locally of Airy form. We also identify the cusp catastrophe in the XY model, thus the secondary light cone is a Pearcey function. Vortex pairs appear in the dynamics, are sensitive to phase transitions, and permit the extraction of critical scaling exponents. In paper II we use a Gaussian wavefront form to distinguish integrable and chaotic models. Writing the wavefront as $\exp \left[-m(x)(x-v t)^{2}+b(x) t\right]$, the scaling of coefficients $m(x)$ and $b(x)$ is the diagnostic. The local Airy function description in free models leads to a power-law $\sim x^{-n / 3}$ scaling, while for the chaotic case the scaling is exponential $\sim \mathrm{e}^{-c x}$.

In Paper III, we study the function $F_{n}(t)=\left\langle(A(t) B)^{n}\right\rangle$, a generalization of the four-point out-of-time ordered correlator (OTOC) $F_{2}(t)$, for an integrable system and show that the function $F_{n}(t)$ can be recast as the return amplitude of an effective timedependent chaotic system, exhibiting signals of chaos such as a positive Lyapunov exponent, spectral statistics consistent with random matrix theory, and relaxation.

In Paper IV we perform a comprehensive investigation of caustics in many-body systems in $(1+1)$ - and $(2+1)$-dimensional Fock space and time. We show how a hierarchy of caustics appear in the dynamics of many-body models, using two- and three-mode Bose-Hubbard models as guiding systems. We show that, in the case of the trimer, high dimensional caustics appear and are organized by the catastrophe $X_{9}$.
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## Introduction

One of the most valued keystones of modern physics is the concept of universality: common signatures of natural phenomena which occur independent of microscopic details. Perhaps the classic and most heavily studied example of universality is the second-order equilibrium phase transition, which gives rise to universal scaling exponents and emergent scaling symmetries. At the heart of each of these universal features is a singularity; correlation lengths, susceptibilities, and relevant time scales diverge as the system is tuned through the transition. In this way, different models, both classical and quantum, can be categorized according to universality classes which obey the same macroscopic behaviour.

Our goal in this thesis is to study universal features in non-equilibrium manybody quantum dynamics. Like in the case of phase transitions, many of the dynamical structures we discuss here also have their origins in a singularity, which in our case will turn out to be an intense focusing of classical trajectories resulting in a caustic. As we will discuss later, a caustic is a universal type of singularity which appears in optics, hydrodynamics, and even astrophysics, and which is described by the mathematics of catastrophe theory. Although caustics have been studied in quantum systems to some degree before, our goal is to examine how they appear in a many-body second-quantized context, in which regime we associate them with the name quantum catastrophes.

In this thesis, we also pay particular attention to the study of an object known as the out-of-time-ordered correlator (OTOC). A generalization of a dynamical twopoint correlation function, the OTOC is a popular tool in systems for studying phase
transitions, but also the onset of scrambling and chaos in many-body quantum systems. In the case of systems with local (in our case, nearest neighbour) interactions, we pay particular attention to the edge of the OTOC, which is itself a caustic. We also demonstrate that generalizations of the OTOC can lead to typical predictors for chaos in completely regular systems, indicating that these types of functions should be treated with some care.

We motivate many of the problems studied in this thesis in the context of experimental trapped ultracold atomic [1] and ionic [2] systems. These types of setups provide a robust testing platform for quantum quenches in many-body quantum systems and quantum simulation, that is, the ability to simulate a model Hamiltonian with another quantum system that is easy to control. Since the first realization of the Bose-Einstein condensate (BEC) in 1995 [3-5], techniques in controlling ultracold atoms have improved dramatically to include the control of multiple condensates trapped in a lattice [1], and spinor condensates [6, 7] with tuneable interactions [8]. For the specific systems we study in this thesis, simulations of dynamics of BoseHubbard $\sqrt{9-12}$ and spin chain [13] models are particularly relevant.

## Overview of this Thesis

This first chapter will attempt to introduce the important topics required for each of the papers in Chapters 2-5 (Papers I-IV, respectively). In Section 1.1, we give a rapid overview of quantum many-body dynamics, starting from the foundations of quantum many-body theory, to the introduction of the types of models relevant to this thesis, including both quantum and classical treatments. We finish the section with a discussion of light cones and how perturbations propagate information in quantum systems. In Section 1.2, we attempt to explain the important theorems of catastrophe theory, including Thom's classification theorem, without a formal mathematical treatment. We show analytically and geometrically where many of the elementary catastrophes (and beyond) come from, and their connection to a physical optics context in the form of diffraction integrals. Finally, Section 1.3 will present an overview of some important concepts of classical and quantum chaos. We introduce the necessary details of random matrix theory, followed by a presentation of the out-of-time-ordered correlator and its applications. We end the chapter with a brief overview of a publication where out-of-time-ordered correlators were used to detect phase transitions in a two-mode Bose-Hubbard system.

Chapters 2-5 will consist of four publications, each featuring a summary and statement by the author on contributions to each work. Chapter 2 (Paper I) applies catas-
trophe theory to quenches in spin chains by identifying the light cone-like structures in theses systems as examples of quantum caustics. A description of these light cones in terms of special functions with associated scaling laws follows. Chapter 3 (Paper II) extends the work of the previous chapter by considering how the structure of light cones is altered by the inclusion of chaos. We verify via a Gaussian wave approximation that the catastrophe nature of the light cone changes in a chaotic system. Chapter 4 (Paper III), addresses signatures of chaos in quantum many body systems from the perspective of a generalized two-time correlation function. Signatures which are typically associated with chaotic systems are shown also appear in integrable systems under certain conditions. Chapter 5 (Paper IV) provides an investigation of higher-dimensional caustics which appear in quenched many-body systems. A demonstration of the formation of corank-2 catastrophes such as the hyperbolic and elliptic umbilics, and their organization within a catastrophe known as $X_{9}$ is presented. In this and previous chapters, we argue that caustics form a type of universality in quantum many-body systems. Chapter 6 presents a final summary, conclusions, and an outlook to future work.

### 1.1 Many-body Quantum Dynamics

The focus of Chapters 25 are either caustics, which we introduce in detail in Section 1.2, or flags of chaos, outlined in Section 1.3. This Section, however, lays the foundations for understanding each of the models and their dynamics. We begin from basic quantum many-body theory, proceed to introduce each model individually, along with quantum and mean-field equations of motion and finish with a discussion of quantum light cones (a quantum speed limit).

### 1.1.1 Many-body Quantum Theory

A standard formulation of many-body quantum mechanics begins with the many-body wavefunction $\Psi\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}, t\right)$ which is governed by the time-dependent Schrödinger equation 14, 15,

$$
\begin{equation*}
\left[-\frac{\hat{\hbar}^{2}}{2 m} \sum_{i=1}^{N} \nabla_{i}^{2}+\sum_{i<j}^{N} U\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)+\sum_{i=1}^{N} V\left(\mathbf{x}_{j}\right)\right] \Psi=\mathrm{i} \hbar \frac{\partial \Psi}{\partial t} \tag{1.1}
\end{equation*}
$$

where we assume that the interaction between particles is at most two-body $(\hat{U})$, and the wavefunction is subject to some external potential $\hat{V}$. There exist very few
exact analytic solutions to this equation. Even for a single electron, the solution of the Hydrogen atom with a stationary proton is considered a triumph, while the only slightly more complicated Helium atom requires approximation methods. Nearly all N -body problems therefore require some form of approximation, for example relying on $U$ to be reduced to contact interactions and localized wavefunctions (the tightbinding approximation), and mean-field theory.

Under so-called first quantization, which involves the study of the many-body wavefunction directly, variables and coordinates are promoted to the status of operators [16]. For example, in the position representation,

$$
\begin{align*}
& E \rightarrow \hat{H}=\mathrm{i} \hbar \frac{\partial}{\partial t}  \tag{1.2}\\
& \mathbf{p} \rightarrow \hat{\mathbf{p}}=-\mathrm{i} \hbar \nabla  \tag{1.3}\\
& \mathbf{x} \rightarrow \hat{\mathbf{x}}=x \tag{1.4}
\end{align*}
$$

while the Poisson bracket is replaced with a commutator 158,

$$
\begin{equation*}
\{x, p\}_{P} \rightarrow \frac{1}{\mathrm{i} \hbar}[\hat{x}, \hat{p}] \tag{1.5}
\end{equation*}
$$

where the commutator is defined to be $[\hat{A}, \hat{B}] \equiv \hat{A} \hat{B}-\hat{B} \hat{A}$.
In order to develop an intuition for the models studied in this thesis, we shall briefly review the idea of second quantization. This treats quantum many-body systems in terms of quantum fields and elevates the wavefunction to an operator-valued function, which we call a 'field operator' [16, 17,

$$
\begin{equation*}
\Psi(\mathbf{x}) \rightarrow \hat{\Psi}(\mathbf{x}) \tag{1.6}
\end{equation*}
$$

The field operator $\hat{\Psi}(\mathbf{x})$ annihilates a particle at the point $\mathbf{x}$ while its Hermitian conjugate $\hat{\Psi}^{\dagger}(\mathbf{x})$ creates a particle at $\mathbf{x}$. In the case of bosonic particles, the field operators obey,

$$
\begin{equation*}
\left[\hat{\Psi}(\mathbf{x}), \hat{\Psi}^{\dagger}(\mathbf{y})\right]=\delta(\mathbf{x}-\mathbf{y}) \tag{1.7}
\end{equation*}
$$

This formalism was introduced by Jordan and Wigner [18]. For Fermionic particles, the anticommutator is required,

$$
\begin{equation*}
\left\{\hat{\Psi}(\mathbf{x}), \hat{\Psi}^{\dagger}(\mathbf{y})\right\}=\delta(\mathbf{x}-\mathbf{y}) \tag{1.8}
\end{equation*}
$$

where $\{\hat{A}, \hat{B}\}=\hat{A} \hat{B}+\hat{B} \hat{A}$ (note the lack of subscript to distinguish from the Poisson bracket). In order to understand how to construct a many-body theory, we consider
a the representation,

$$
\begin{align*}
& \hat{\Psi}(\mathbf{x})=\sum_{m} \hat{a}_{m} \psi_{m}(\mathbf{x})  \tag{1.9}\\
& \hat{\Psi}(\mathbf{x})=\sum_{m}^{m} \hat{a}_{m}^{\dagger} \psi_{m}^{*}(\mathbf{x}) \tag{1.10}
\end{align*}
$$

where $\left\{\psi_{m}\right\}$ is an orthonormal basis of single-particle wavefunctions, or modes. The operators $\hat{a}_{m}^{(\dagger)}$ destroy (create) a particle in state $m$ with amplitude $\psi_{m}^{(*)}(x)$. We can also define an occupation number operator $\hat{N}_{m} \equiv \hat{a}_{m}^{\dagger} \hat{a}_{m}$ which counts the number of particles in mode $m$.

The next step is to represent one-body operators such as the kinetic energy operator $\hat{T}=\sum_{i} \hat{p}_{i}^{2} / 2 m$ and the external potential $\hat{U}=\sum_{i} U\left(\hat{x}_{i}\right)$ and note that these types of operators are simply sums of operators acting on each particle $i$, so that $\hat{O}_{1}=\sum_{i} \hat{o}_{i}$. The representation of such operators in a general basis is (see Appendix A for a proof),

$$
\begin{equation*}
\hat{O}_{1}=\sum_{i j}\langle i| \hat{o}|j\rangle \hat{a}_{i}^{\dagger} \hat{a}_{j} \tag{1.11}
\end{equation*}
$$

where we have dropped the subscript on $\hat{o}$ since each single-particle operator is identical. Similarly, for a two-body operator,

$$
\begin{equation*}
\hat{O}_{2}=\sum_{i j k \ell}\langle i j| \hat{o}|k \ell\rangle \hat{a}_{i}^{\dagger} \hat{a}_{j}^{\dagger} \hat{a}_{k} \hat{a}_{\ell} \tag{1.12}
\end{equation*}
$$

One can invert the relationships from Eqs. (1.9)-1.10 to rewrite the Hamiltonian in second-quantized form,

$$
\begin{align*}
\hat{H} & =\int \mathrm{d} \mathbf{x} \mathbf{d} \mathbf{y} \hat{\Psi}^{\dagger}(\mathbf{x})\langle\mathbf{x}| \hat{H}|\mathbf{y}\rangle \hat{\Psi}(\mathbf{y})  \tag{1.13}\\
& =\int \mathrm{d} \mathbf{x} \hat{\Psi}^{\dagger}(\mathbf{x})\left[-\frac{\nabla^{2}}{2 m}+V(\mathbf{x})\right] \hat{\Psi}(\mathbf{x})+\int \mathrm{d} \mathbf{x} \mathbf{y} \mathbf{y} \hat{\Psi}^{\dagger}(\mathbf{x}) \hat{\Psi}^{\dagger}(\mathbf{y}) U(\mathbf{x}, \mathbf{y}) \hat{\Psi}(\mathbf{x}) \hat{\Psi}(\mathbf{y}) \tag{1.14}
\end{align*}
$$

Particularly important are potentials of the form $U(\mathbf{x}, \mathbf{y})=U(\mathbf{x}-\mathbf{y})$ (e.g. the Coulomb potential). We can also write the Hamiltonian in its representation using creation/annihilation operators directly,

$$
\begin{equation*}
\hat{H}=\sum_{i<j}\langle i| \hat{T}|j\rangle \hat{a}_{i}^{\dagger} \hat{a}_{j}+\sum_{i}\langle i| \hat{V}|i\rangle \hat{a}_{i}^{\dagger} \hat{a}_{i}+\sum_{i j k \ell}\langle i j| \hat{U}|k \ell\rangle \hat{a}_{i}^{\dagger} \hat{a}_{j}^{\dagger} \hat{a}_{k} \hat{a}_{\ell} \tag{1.15}
\end{equation*}
$$

This form of the Hamiltonian is widely studied as the tight-binding representation of an interacting Hamiltonian [17] (we have neglected the spin indices $\sigma, \sigma^{\prime}$ from common definitions of Eq. 1.15 when studying e.g. electrons, as they only serve to
add to the complexity of the model, and we will not be using them in this thesis). The name 'tight binding' arises from when the operators $\hat{a}_{i}^{\dagger}$ create Wannier states, which approximate localized wavefunctions and are tightly bound to lattice positions in a condensed matter system.

### 1.1.2 Two-Mode Bose-Hubbard Model

As it currently stands, Eq. 1.15 is still quite complicated, since each matrix element involves integrals over many wavefunctions in states $i, j, \ldots$ etc. A particularly common approximation in the tight-binding model assumes that the sites are separated by large enough distances that the wavefunction overlap is small between sites [16, 17] and that the rate of tunnelling is exponentially suppressed as the distance between sites increases, leading to the Hubbard Model,

$$
\begin{equation*}
\hat{H}=-T \sum_{\langle i j\rangle} \hat{a}_{i}^{\dagger} \hat{a}_{j}+\sum_{i} \epsilon_{i} \hat{N}_{i}+U \sum_{i} \hat{N}_{i}^{2} . \tag{1.16}
\end{equation*}
$$

In this definition, we have therefore assumed that $\langle i j| \hat{U}|k \ell\rangle=U \delta_{i j k l},\langle i| \hat{V}|i\rangle=\epsilon_{i}$, and set $\langle i| \hat{T}|j\rangle=T$ provided $i$ and $j$ are nearest neighbours, denoted $\langle i j\rangle$.

Chapters 4 and 5 study the two- and three-mode Hubbard models, respectively, such that the operators $\hat{a}_{i}^{(\dagger)}$ correspond to bosonic degrees of freedom. In these papers, the physical systems in mind correspond to trapped Bose-Einstein condensates (BEC) which either have access to different spatially separated modes (like the Wannier states), or internal modes of a single trapped BEC (for example, a spinor condensate). At low temperatures and in dilute systems, we approximate the interatomic potential with a contact interaction of the form [19,

$$
\begin{equation*}
U(\mathbf{x}, \mathbf{y})=g \delta(\mathbf{x}-\mathbf{y}) . \tag{1.17}
\end{equation*}
$$

In doing so, the short-wavelength degrees of freedom have been eliminated in favour of an effective interaction under the assumption that the typical distance between bosons is much larger than the interaction range. The interaction strength is $g=\frac{4 \pi \hbar^{2} a}{m}$ (in three dimensions), where $m$ is the atomic mass and $a$ is the s-wave scattering length which can sometimes be tuned via Feshbach resonance to give attractive or repulsive interactions.

For the two- and three-mode models, we also truncate the field operator expansions at the appropriate order. In the two-mode model, let us suppose that the modes correspond to BEC modes which occupy left $(L)$ and right $(R)$ wells of a double-well potential, and so we truncate at second-order:

$$
\begin{equation*}
\hat{\Psi}_{2}(\mathbf{x})=\hat{a}_{L} \psi_{L}(\mathbf{x})+\hat{a}_{R} \psi_{R}(\mathbf{x}) \tag{1.18}
\end{equation*}
$$

The energy eigenstates of the non-interacting double-well system are symmetric $\psi_{s}(\mathbf{x})=$ $\frac{1}{\sqrt{2}}\left[\psi_{L}(\mathbf{x})+\psi_{R}(\mathbf{x})\right]$ and antisymmetric $\psi_{a}(\mathbf{x})=\frac{1}{\sqrt{2}}\left[\psi_{L}(\mathbf{x})-\psi_{R}(\mathbf{x})\right]$ combinations [20], however the left/right picture is more useful for the scenario we consider. Inserting this into the Hamiltonian (1.14) using the contact interaction gives,

$$
\begin{equation*}
\hat{H} \approx \epsilon_{L} \hat{a}_{L}^{\dagger} \hat{a}_{L}+\epsilon_{R} \hat{a}_{R}^{\dagger} \hat{a}_{R}-J\left(\hat{a}_{R}^{\dagger} \hat{a}_{L}+\hat{a}_{L}^{\dagger} \hat{a}_{R}\right)+U\left(\hat{a}_{R}^{\dagger} \hat{a}_{R}^{\dagger} \hat{a}_{R} \hat{a}_{R}+\hat{a}_{L}^{\dagger} \hat{a}_{L}^{\dagger} \hat{a}_{L} \hat{a}_{L}\right) \tag{1.19}
\end{equation*}
$$

where,

$$
\begin{align*}
\epsilon_{L / R} & =\int \mathrm{d} \mathbf{x} \psi_{L / R}^{*}(\mathbf{x})\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{x})\right] \psi_{L / R}(\mathbf{x})  \tag{1.20}\\
J & =-\int \mathrm{d} \mathbf{x} \psi_{L / R}^{*}(\mathbf{x})\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{x})\right] \psi_{R / L}(\mathbf{x})  \tag{1.21}\\
U & =g \int \mathrm{~d} \mathbf{x}\left|\psi_{L / R}(\mathbf{x})\right|^{4} . \tag{1.22}
\end{align*}
$$

We have ignored interaction terms in 1.22 which include cross terms of $\psi_{L / R}(\mathbf{x})$, since we expect that the overlap of the wavefunctions in different modes to be very small 20,21, and have assumed that the interaction energy is well-independent. By making use of the identity $\hat{N}=\hat{a}_{L}^{\dagger} \hat{a}_{L}+\hat{a}_{R}^{\dagger} \hat{a}_{R}$, defining the half-number-difference operator $\hat{n} \equiv\left(\hat{a}_{R}^{\dagger} \hat{a}_{R}-\hat{a}_{L}^{\dagger} \hat{a}_{L}\right) / 2$, the imbalance or tilt $\Delta \epsilon=\epsilon_{R}-\epsilon_{L}$, and neglecting terms which only provide a constant shift in energy,

$$
\begin{equation*}
\hat{H}_{2}=U \hat{n}^{2}-J\left(\hat{a}_{R}^{\dagger} \hat{a}_{L}+\hat{a}_{L}^{\dagger} \hat{a}_{R}\right)+\Delta \epsilon \hat{n} \tag{1.23}
\end{equation*}
$$

A convenient representation of the two-mode Bose-Hubbard Hamiltonian (1.23) involves replacing the bosonic operators with $S U(2)$ spin operators, called the Schwinger boson representation 22, 23],

$$
\begin{align*}
& \hat{S}_{x}=\frac{1}{2}\left(\hat{a}_{R}^{\dagger} \hat{a}_{L}+\hat{a}_{L}^{\dagger} \hat{a}_{R}\right)  \tag{1.24}\\
& \hat{S}_{y}=\frac{1}{2 \mathrm{i}}\left(\hat{a}_{R}^{\dagger} \hat{a}_{L}-\hat{a}_{L}^{\dagger} \hat{a}_{R}\right)  \tag{1.25}\\
& \hat{S}_{z}=\frac{1}{2}\left(\hat{a}_{R}^{\dagger} \hat{a}_{R}-\hat{a}_{L}^{\dagger} \hat{a}_{L}\right) \tag{1.26}
\end{align*}
$$

noting that the $S U(2)$ relation $\left[\hat{S}_{\alpha}, \hat{S}_{\beta}\right]=\mathrm{i} \epsilon^{\alpha \beta \gamma} \hat{S}_{\gamma}$, with $\alpha, \beta, \gamma \in\{x, y, z\}$ and $\epsilon^{\alpha \beta \gamma}$ is the completely antisymmetric tensor, holds. In this representation, the two-mode Bose-Hubbard model becomes a model of spins of total angular momentum $S=N / 2$ and quantum number $m_{s}$ such that spin states can be written as,

$$
\begin{equation*}
\left|S, m_{s}\right\rangle=\frac{1}{\sqrt{\left(S+m_{s}\right)\left(S-m_{s}\right)}}\left(\hat{a}_{R}^{\dagger}\right)^{S+m_{s}}\left(\hat{a}_{L}^{\dagger}\right)^{S-m_{s}}|0\rangle \tag{1.27}
\end{equation*}
$$

such that $\left|S, m_{s}\right\rangle$ are the simultaneous eigenstates of $\hat{S}_{z}$ and $\boldsymbol{S}^{2}=\hat{S}_{x}^{2}+\hat{S}_{y}^{2}+\hat{S}_{z}^{2}$. We define the critical parameter $\Lambda \equiv U N / 2 J$, and write the Hamiltonian scaled by the hopping energy,

$$
\begin{equation*}
\frac{\hat{H}_{2}}{J}=\frac{2 \Lambda}{N} \hat{S}_{z}^{2}-2 \hat{S}_{x}+\frac{\Delta \epsilon}{J} \hat{S}_{z} \tag{1.28}
\end{equation*}
$$

This Hamiltonian takes the form of an infinite-range Ising model with a transverse field via,

$$
\begin{equation*}
\hat{S}_{\alpha}=\frac{1}{2} \sum_{i} \hat{\sigma}_{\alpha}^{i} \tag{1.29}
\end{equation*}
$$

where $\hat{\sigma}_{\alpha}^{i}$ are Pauli operators acting only on site $i$.
The Hamiltonian $\hat{H}_{2}$ describes a bosonic Josephson junction (BJJ) 21, (so-named since it consists of two weakly-coupled macroscopically quantum states, like a superconducting Josephson junction), which has been realized experimentally both by using spatially linked BECs $9-11,24,25$ formed by splitting a single condensate or by internal spin states of a single BEC [26] using ${ }^{87} \mathrm{Rb}$ atoms. The BJJ has also been more recently realized [27] using two spatial modes of an ${ }^{39} \mathrm{~K}$ atomic condensate. In addition to analogues of ac and dc Josephson effects [24], the BJJ also displays a phenomenon known as macroscopic quantum self-trapping [20, 28, 29], where a population imbalance between the wells is maintained, provided the initial number difference between the wells is above a critical value.

By tuning $\Lambda$, the system described by $\hat{H}_{2}$ can be brought to different regimes 30 :
(i) Rabi $(\Lambda \ll 1)$ : Tunnelling term $\hat{a}_{R}^{\dagger} \hat{a}_{L}+\hat{a}_{L}^{\dagger} \hat{a}_{R}$ dominates, atoms display nearly single-particle harmonic oscillations
(ii) Josephson $\left(1 \ll \Lambda \ll N^{2}\right)$ : Neither term dominates, relatively rich dynamics.
(iii) Fock $\left(N^{2} \ll \Lambda\right)$ : Number-difference term $\hat{n}^{2}$ dominates, eigenstates are approximately Fock states, $\hat{n}|n\rangle=n|n\rangle$

Furthermore, when $\Delta \epsilon=0$, the system undergoes a $\mathbb{Z}_{2}$ symmetry-breaking quantum phase transition $\left[32,33\right.$ below $\Lambda_{c}=-1$ (attractive interactions), where the bosons 'select' a well to occupy macroscopically. It should be noted that self-trapping is different from the symmetry-breaking transition, since it occurs for $\Lambda>0$ (repulsive interactions).

### 1.1.3 Bose-Hubbard system coupled to an atomic quantum dot

The system studied in Paper III makes use of the model in Eq. 1.28), coupled to a trapped atomic quantum dot (AQD). In such a system, we require that the AQD be
distinguishable from the BEC atoms, and so we need to introduce a new field operator $\hat{\Phi}$ which we also truncate to two modes,

$$
\begin{equation*}
\hat{\Phi}=\hat{d}_{u} \phi_{u}(\mathbf{x})+\hat{d}_{d} \phi_{d}(\mathbf{x}) \tag{1.30}
\end{equation*}
$$

where now the two levels are labelled according to the up $(u)$ and down $(d)$ states of the two-level AQD. The AQD operators can be rewritten using an $S U(2)$ Schwinger representation, where since $N=1$ the operators are simply the Pauli spin operators,

$$
\begin{align*}
& \hat{\sigma}_{x}=\frac{1}{2}\left(\hat{d}_{u}^{\dagger} \hat{d}_{d}+\hat{d}_{d}^{\dagger} \hat{d}_{u}\right)  \tag{1.31}\\
& \hat{\sigma}_{y}=\frac{1}{2 \mathrm{i}}\left(\hat{d}_{u}^{\dagger} \hat{d}_{d}-\hat{d}_{d}^{\dagger} \hat{d}_{u}\right)  \tag{1.32}\\
& \hat{\sigma}_{z}=\frac{1}{2}\left(\hat{d}_{u}^{\dagger} \hat{d}_{u}-\hat{d}_{d}^{\dagger} \hat{d}_{d}\right) \tag{1.33}
\end{align*}
$$

In its second-quantized form, the action of the AQD amounts to a coupling of the Hilbert spaces of the condensate and the dot, hence the end result is that operators which couple condensate-dot degrees of freedom therefore take the form $\hat{S}_{i} \otimes \hat{\sigma}_{j}$. In the case of an AQD whose states couple only to the hopping energy of the bosons, the Hamiltonian becomes,

$$
\begin{align*}
\hat{H}_{D} & =\frac{2 \Lambda J}{N} \hat{S}_{z}^{2}-2 J \hat{S}_{x}+\Delta \epsilon \hat{S}_{z}+\beta \hat{S}_{x} \hat{\sigma}_{z}-\Delta \frac{\left(1+\hat{\sigma}_{z}\right)}{2}  \tag{1.34}\\
& =\frac{k_{z}}{N+1} \hat{S}_{z}^{2}-\alpha_{x} \hat{S}_{x}+\alpha_{z} \hat{S}_{z}+\beta \hat{S}_{x}\left(1+\hat{\sigma}_{z}\right)-\Delta \frac{\left(1+\hat{\sigma}_{z}\right)}{2} \tag{1.35}
\end{align*}
$$

where in the second line we have redefined $\alpha_{x}=2 J-\beta$ and $\alpha_{z}=\Delta \epsilon$ in order to establish consistency with Paper III. The imbalance between the AQD modes is,

$$
\begin{equation*}
\Delta=\int \mathrm{d} \mathbf{x} \phi_{u}^{*}(\mathbf{x})\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{x})\right] \phi_{u}(\mathbf{x})-\int \mathrm{d} \mathbf{x} \phi_{d}^{*}(\mathbf{x})\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{x})\right] \phi_{d}(\mathbf{x}) \tag{1.36}
\end{equation*}
$$

while the new coupling parameter is given by,

$$
\begin{align*}
\beta= & \int \mathrm{d} \mathbf{x} \psi_{R / L}^{*}(\mathbf{x}) \phi_{u}^{*}(\mathbf{x})\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{x})\right] \phi_{u}(\mathbf{x}) \psi_{L / R}(\mathbf{x}) \\
& -\int \mathrm{d} \mathbf{x} \psi_{R / L}^{*}(\mathbf{x}) \phi_{d}^{*}(\mathbf{x})\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{x})\right] \phi_{d}(\mathbf{x}) \psi_{L / R}(\mathbf{x}) \tag{1.37}
\end{align*}
$$

Similar Hamiltonians have been studied which model an impurity atom or ion 3135 embedded in the condensate, where interaction terms such as $\hat{S}_{z} \sigma_{z}$ and bare $\sigma_{z}$ terms exist. By including these terms, the integrability of the system is broken, and the impurity interactions will act as a weak source of chaos in the system [32] (See Section 1.3.4. By only including the terms proportional to $\hat{\sigma}_{z}$ and $\hat{S}_{x} \hat{\sigma}_{z}$ (see Section 1.3.4,
no energy is allowed to exchange between the BEC and the AQD, thus the model remains completely regular.

In the model we consider in Paper III, rather than an impurity embedded in the BEC, a closer picture might be that the AQD sits between the wells, such that it has negligible interaction energy between the modes $\psi_{L / R}$, but can affect the tunnelling rate. A similar setup was studied in Ref. [36], where an experiment was proposed such that a single ${ }^{+} \mathrm{Yb}$ ion acting as a two-level system can act as a control switch for the tunnelling of the BEC across the junction.

### 1.1.4 Three-mode Bose-Hubbard model

In Paper IV, we study the Bose-Hubbard model with three modes. The inclusion of the extra mode adds a great deal of complexity to the dynamics, as we shall soon see. In this case, we truncate the field expansion at the third mode,

$$
\begin{equation*}
\hat{\Psi}_{3}(\mathbf{x})=\hat{a}_{1} \psi_{1}(\mathbf{x})+\hat{a}_{2} \psi_{2}(\mathbf{x})+\hat{a}_{3} \psi_{3}(\mathbf{x}) \tag{1.38}
\end{equation*}
$$

which we insert into Eq. (1.14) again using the contact interaction, assuming that the modes $\psi_{i}(\mathbf{x})$ are each localized in one of three potential wells which can be written as a linear superposition of the hopping eigenmodes of the non-interacting system 37, much like in the double-well. This time, there are far more cross terms, which we again assume are negligible due to small overlap. We have a resulting three-mode Hamiltonian,

$$
\begin{align*}
\hat{H}_{3}= & -K_{L}\left(\hat{a}_{1}^{\dagger} \hat{a}_{2}+\hat{a}_{2}^{\dagger} \hat{a}_{1}\right)-K_{R}\left(\hat{a}_{2}^{\dagger} \hat{a}_{3}+\hat{a}_{3}^{\dagger} \hat{a}_{2}\right)-K_{X}\left(\hat{a}_{3}^{\dagger} \hat{a}_{1}+\hat{a}_{1}^{\dagger} \hat{a}_{3}\right)  \tag{1.39}\\
& +\frac{U}{2} \sum_{i=1}^{3} \hat{n}_{i}\left(\hat{n}_{i}-1\right)+\sum_{i=1}^{3} \epsilon_{i} \hat{n}_{i}
\end{align*}
$$

where now,

$$
\begin{align*}
\epsilon_{i} & =\int \mathrm{d} \mathbf{x} \psi_{i}^{*}(\mathbf{x})\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}\right] \psi_{i}(\mathbf{x})  \tag{1.40}\\
K_{i j} & =-\int \mathrm{d} \mathbf{x} \psi_{i}^{*}(\mathbf{x})\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}\right] \psi_{j \neq i}(\mathbf{x})  \tag{1.41}\\
U & =2 g \int \mathrm{~d} \mathbf{x}\left|\psi_{i}(\mathbf{x})\right|^{4} \tag{1.42}
\end{align*}
$$

where now the hopping amplitudes correspond to $K_{L} \equiv K_{12}=K_{21}, K_{R} \equiv K_{23}=K_{32}$, and $K_{X} \equiv K_{13}=K_{31}$. The factor of 2 in the definition of $U$ is simply to fit with existing literature 38 . 45 . Unlike the dimer, the trimer has the capacity to model different well geometries by adjusting hopping strengths. The two geometries we will
primarily be interested in are the triangular case $\left(K_{L}=K_{R}=K_{X}\right)$, and the linear trimer $\left(K_{L}=K_{R}\right.$ with $\left.K_{X}=0\right)$. Through a Schwinger-type map, there exists an $S U(3)$ representation of the three-mode model [23, 46, 47], which is given by,

$$
\begin{align*}
\hat{Q}_{1} & =\frac{1}{2}\left(\hat{a}_{1}^{\dagger} \hat{a}_{1}-\hat{a}_{2}^{\dagger} \hat{a}_{2}\right)  \tag{1.43}\\
\hat{Q}_{2} & =\frac{1}{3}\left(\hat{a}_{1}^{\dagger} \hat{a}_{1}+\hat{a}_{2}^{\dagger} \hat{a}_{2}-2 \hat{a}_{3}^{\dagger} \hat{a}_{3}\right)  \tag{1.44}\\
\hat{J}_{k} & =\mathrm{i}\left(\hat{a}_{k}^{\dagger} \hat{a}_{j}-\hat{a}_{j}^{\dagger} \hat{a}_{k}\right)  \tag{1.45}\\
\hat{P}_{k} & =\hat{a}_{k}^{\dagger} \hat{a}_{j}+\hat{a}_{j}^{\dagger} \hat{a}_{k} \tag{1.46}
\end{align*}
$$

where $k=1,2,3$ and $j=(k+1) \bmod 3+1$, for which the Hamiltonian (1.39) (for $\epsilon_{i}=0$ ) can be succinctly written,

$$
\begin{equation*}
\hat{H}_{3}=-K_{L} \hat{P}_{2}-K_{R} \hat{P}_{3}-K_{X} \hat{P}_{1}+\frac{U}{4}\left(4 \hat{Q}_{1}^{2}+3 \hat{Q}_{2}^{2}\right) \tag{1.47}
\end{equation*}
$$

however we will only be making use of the boson representation in Paper IV.
The Bose-Hubbard trimer has been studied theoretically in a wide variety of settings, including as a model for adiabatic passage [38, 48 50], where a coherent transfer of particles is achieved between left and right wells (in the system's linear configuration) while the population in the center well remains exponentially suppressed. In the triangular geometry, particles have the ability to 'flow' in a closed loop, and for this reason the trimer has also been studied as a minimal model for a superfluid circuit $44,51,52$. The three-mode model is also the shortest chain which exhibits signals of chaos $41,42,53,54$, becoming nonintegrable for $U \neq 0$.

### 1.1.5 Quantum Equations of Motion

The dynamics of the BH dimer and trimer in the basis of Fock states can be calculated via a set of coupled differential equations. We begin with the dimer and write a general state in the Fock basis,

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{n} C_{n}(t)|n\rangle \tag{1.48}
\end{equation*}
$$

where $\hat{n}|n\rangle=n|n\rangle$ are the eigenstates of the number difference operator $\hat{n}$, and the time dependent coefficients $C_{n}(t)$ are generically complex. The Fock basis here only needs a single index $n$ when we assume total particle number is conserved. We insert
this expansion into the time-dependent Schrödinger equation,

$$
\begin{align*}
\mathrm{i} \hbar \frac{\partial}{\partial t} \sum_{n} C_{n}(t)|n\rangle= & {\left[U \hat{n}^{2}-J\left(\hat{a}_{R}^{\dagger} \hat{a}_{L}+\hat{a}_{L}^{\dagger} \hat{a}_{R}\right)+\Delta \epsilon \hat{n}\right] \sum_{n} C_{n}(t)|n\rangle }  \tag{1.49}\\
= & \sum_{n} C_{n}(t)\left[U n^{2}|n\rangle-J\left(\sqrt{\frac{N^{2}}{4}+\frac{N}{2}-n^{2}-n}|n+1\rangle\right.\right.  \tag{1.50}\\
& \left.\left.+\sqrt{\frac{N^{2}}{4}+\frac{N}{2}-n^{2}+n}|n-1\rangle\right)+\Delta \epsilon n|n\rangle\right]
\end{align*}
$$

We then assert that the relationship between the right- and left-hand sides must hold true for all members of the sum since the eigenfunction expansion must be unique. Thus, term-by-term,
$\mathrm{i} \hbar \frac{\partial}{\partial t} C_{n}(t)=\left(U n^{2}+\Delta \epsilon n\right) C_{n}(t)-J\left[C_{n-1}(t) \sqrt{\frac{N^{2}}{4}+\frac{N}{2}-n^{2}+n}+C_{n+1}(t) \sqrt{\frac{N^{2}}{4}+\frac{N}{2}-n^{2}-n}\right]$

We will be referring to the set of $N+1$ coupled differential equations, and their three-mode counterparts, as the Raman-Nath equations for the dimer. This is due to their resemblance with the original Raman-Nath equations [55] for the dynamical diffraction of light. In fact, under circumstances when $n \ll N$, we can approximate the square root terms,

$$
\begin{equation*}
\sqrt{\frac{N^{2}}{4}+\frac{N}{2}-n^{2}+n} \stackrel{N \gg 1}{\approx} \frac{N}{2}, \tag{1.52}
\end{equation*}
$$

assuming that the dynamics are dominated by states where the wells are macroscopically occupied, set $\Delta \epsilon=0$, and change variables to $C_{n} \rightarrow(-\mathrm{i})^{n} C_{n}$ to recover a set of equations equivalent to Raman and Nath's original set. Unless otherwise noted, we will not be approximating the full Raman-Nath equations given by Eq. 1.51.

In the case of the BH dimer, one can alternatively numerically diagonalize the Hamiltonian and use the eigenstates to find the dynamics. The Raman-Nath equations do, however, allow for a time-dependent Hamiltonian without the need of diagonalization at each time step, so the optimal method is situationally dependent. Exact diagonalization is usually much harder for spin chains with local interactions which has a Hilbert space of size $2^{N}$, whereas for the all-to-all situation represented by the BH dimer the Hilbert space has size $N+1$. Practically speaking, this means that in the dimer, system sizes can be of the order $N \sim 10^{4}$ bosons before they are as slow or memory-intensive as an Ising model even with $N=16$ spins.

For the Bose-Hubbard trimer, we can again derive a set of Raman-Nath equations in the exact same way, however the number of coupled differential equations is
increased. We begin as before by taking a general time-dependent Fock state,

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{n_{2}, n_{X}} C_{n_{1}, n_{X}}(t)\left|n_{2}, n_{X}\right\rangle \tag{1.53}
\end{equation*}
$$

where now we have selected $n_{X} \equiv n_{1}-n_{3}$ to be the number difference between wells 1 and 3. Inserting this into the time-dependent Schrödinger equation,

$$
\begin{align*}
\mathrm{i} \hbar \sum_{n_{2}, n_{X}} \frac{\partial}{\partial t} C_{n_{2}, n_{X}}(t)\left|n_{2}, n_{X}\right\rangle= & -K_{L}\left(\hat{a}_{1}^{\dagger} \hat{a}_{2}+\hat{a}_{2}^{\dagger} \hat{a}_{1}\right)-K_{R}\left(\hat{a}_{2}^{\dagger} \hat{a}_{3}+\hat{a}_{3}^{\dagger} \hat{a}_{2}\right)-K_{X}\left(\hat{a}_{3}^{\dagger} \hat{a}_{1}+\hat{a}_{1}^{\dagger} \hat{a}_{3}\right)  \tag{1.54}\\
& \left.+\frac{U}{2} \sum_{i=1}^{3} \hat{n}_{i}\left(\hat{n}_{i}-1\right)+\sum_{i=1}^{3} \epsilon_{i} \hat{n}_{i}\right] \sum_{n_{2}, n_{X}} C_{n_{2}, n_{X}}(t)\left|n_{2}, n_{X}\right\rangle
\end{align*}
$$

The diagonal terms are fairly straightforward,

$$
\begin{align*}
\hat{n}_{1}^{2}\left|n_{1}, n_{3}\right\rangle & =\frac{1}{4}\left(N-n_{2}+n_{X}\right)^{2}\left|n_{1}, n_{3}\right\rangle  \tag{1.55}\\
\hat{n}_{2}^{2}\left|n_{1}, n_{3}\right\rangle & =n_{2}^{2}\left|n_{1}, n_{3}\right\rangle  \tag{1.56}\\
\hat{n}_{3}^{2}\left|n_{1}, n_{3}\right\rangle & =\frac{1}{4}\left(N-n_{2}-n_{X}\right)^{2}\left|n_{1}, n_{3}\right\rangle \tag{1.57}
\end{align*}
$$

while the hopping terms are slightly more complicated,

$$
\begin{align*}
\left(\hat{a}_{1}^{\dagger} \hat{a}_{2}+\hat{a}_{2}^{\dagger} \hat{a}_{1}\right)\left|n_{2}, n_{X}\right\rangle= & \frac{1}{\sqrt{2}} \sqrt{n_{2}\left(N-n_{2}+n_{X}+2\right)}\left|n_{2}-1, n_{X}+1\right\rangle  \tag{1.58}\\
& +\frac{1}{\sqrt{2}} \sqrt{\left(N-n_{2}+n_{X}\right)\left(n_{2}+1\right)}\left|n_{2}+1, n_{X}-1\right\rangle \\
\left(\hat{a}_{2}^{\dagger} \hat{a}_{3}+\hat{a}_{3}^{\dagger} \hat{a}_{2}\right)\left|n_{2}, n_{X}\right\rangle= & \frac{1}{\sqrt{2}} \sqrt{\left(N-n_{2}-n_{X}\right)\left(n_{2}+1\right)}\left|n_{2}+1, n_{X}+1\right\rangle  \tag{1.59}\\
& +\frac{1}{\sqrt{2}} \sqrt{n_{2}\left(N-n_{2}-n_{X}+2\right)}\left|n_{2}-1, n_{X}-1\right\rangle \\
\left(\hat{a}_{3}^{\dagger} \hat{a}_{1}+\hat{a}_{1}^{\dagger} \hat{a}_{3}\right)\left|n_{2}, n_{X}\right\rangle= & \frac{1}{2} \sqrt{\left(N-n_{2}+n_{X}\right)\left(N-n_{2}-n_{X}+2\right)}\left|n_{2}, n_{X}-2\right\rangle \\
& +\frac{1}{2} \sqrt{\left(N-n_{3}-n_{X}\right)\left(N-n_{2}+n_{X}+2\right)}\left|n_{2}, n_{X}+2\right\rangle .
\end{align*}
$$

Since again we must ensure that the eigenfunction expansion is unique we equate each term in the sum, which amounts to relabelling terms like,

$$
\begin{equation*}
C_{n_{2}, n_{X}}(t) \sqrt{n_{2}\left(N-n_{2}+n_{X}+2\right)}\left|n_{2}-1, n_{X}+1\right\rangle \rightarrow C_{n_{2}+1, n_{X}-1}(t) \sqrt{\left(n_{2}+1\right)\left(N-n_{2}+n_{X}\right)}\left|n_{2}, n_{X}\right\rangle \tag{1.60}
\end{equation*}
$$

etc. Finally, we make a change of variables, $\delta n_{2} \equiv n_{2}-N / 3$ so that our Fock space variables are centred around the origin, $\left|\delta n_{2}, n_{X}\right\rangle=|0,0\rangle$. Hence our three-mode

Raman-Nath equations are,

$$
\begin{align*}
\mathrm{i} \hbar \frac{\partial}{\partial t} C_{\delta n_{2}, n_{X}}(t)= & -\frac{K_{L}}{\sqrt{2}} \sqrt{\left(\frac{N}{3}+\delta n_{2}+1\right)\left(\frac{2 N}{3}-\delta n_{2}+n_{X}\right)} C_{\delta n_{2}+1, n_{X}-1} \\
& -\frac{K_{L}}{\sqrt{2}} \sqrt{\left(\frac{N}{3}+\delta n_{2}\right)\left(\frac{2 N}{3}-\delta n_{2}+n_{X}+2\right)} C_{\delta n_{2}-1, n_{X}+1} \\
& -\frac{K_{R}}{\sqrt{2}} \sqrt{\left(\frac{N}{3}+\delta n_{2}\right)\left(\frac{2 N}{3}-\delta n_{2}-n_{X}+2\right)} C_{\delta n_{2}-1, n_{X}-1} \\
& -\frac{K_{R}}{\sqrt{2}} \sqrt{\left(\frac{N}{3}+\delta n_{2}+1\right)\left(\frac{2 N}{3}-\delta n_{2}-n_{X}\right)} C_{\delta n_{2}+1, n_{X}+1}  \tag{1.61}\\
& -\frac{K_{X}}{2} \sqrt{\left(\frac{2 N}{3}-\delta n_{2}+n_{X}+2\right)\left(\frac{2 N}{3}-\delta n_{2}-n_{X}\right)} C_{\delta n_{2}, n_{X}+2} \\
& -\frac{K_{X}}{2} \sqrt{\left(\frac{2 N}{3}-\delta n_{2}-n_{X}+2\right)\left(\frac{2 N}{3}-\delta n_{2}+n_{X}\right)} C_{n_{2}, n_{X}-2} \\
& +\frac{U}{4}\left[3 \delta n_{2}^{2}+n_{X}^{2}+\frac{\epsilon_{1}}{2}\left(n_{X}-\delta n_{2}\right)+\epsilon_{2} \delta n_{2}-\frac{\epsilon_{3}}{2}\left(n_{X}+\delta n_{2}\right)\right] C_{\delta n_{2}, n_{X}} .
\end{align*}
$$

The number of coupled differential equations (and thus the size of the Hilbert space) is now $\frac{(N+1)(N+2)}{2}$. The corresponding approximation which assumes that the wells are all macroscopically occupied will approximate each of the square roots as $N / 3$ (again, unless otherwise noted, we will not be making use of this approximation). Fock space for the triple-well is triangular due to particle number conservation, and since six hopping terms are possible, it is visually ideal to tile the full two-dimensional Fock space with hexagons representing individual states with well-defined particle numbers as in Fig. 1.1. In Paper IV, we colour the states according to the amplitude $\left|C_{\delta n_{2}, n_{X}}(t)\right|^{2}$.

### 1.1.6 Mean-field theory

The mean-field theory description of each of the models studied above is approached in the same way. Starting from the Hamiltonians written in the original $\hat{a}_{i}^{\dagger}$ basis, one can use the 'Heisenberg substitution rules' $28,29,57,61$ to replace the bosonic operators with complex numbers,

$$
\begin{equation*}
\hat{a}_{i} \rightarrow \sqrt{N_{i}} \mathrm{e}^{\mathrm{i} \theta_{i}} \quad \hat{a}_{i}^{\dagger} \rightarrow \sqrt{N_{i}} \mathrm{e}^{-\mathrm{i} \theta_{i}} \tag{1.62}
\end{equation*}
$$

where now $N_{i}$ is a real number representing the (classical) number of particles in well $i$, and $\theta_{i}$ is an associated phase.


Figure 1.1: Fock space of the triple-well, where the entire Fock space is triangular due to total particle number conservation and the six possible hopping directions allow us to tile the space with hexagons. Zoomed-in portion is from Paper IV (Ref. [56]).

## Classical two-mode system

After this substitution, it is relatively straightforward to show that the classical limit of the two-mode model can thus be written (for $\Delta \epsilon=0$ ),

$$
\begin{equation*}
\frac{H}{N J} \equiv \mathcal{H}_{2}=\frac{\Lambda}{2} z^{2}-\sqrt{1-z^{2}} \cos \phi \tag{1.63}
\end{equation*}
$$

where, as before $\Lambda=U N / 2 J$, and we have defined the scaled number-difference $z \equiv\left(N_{R}-N_{L}\right) / N$ and the phase difference $\phi=\phi_{R}-\phi_{L}$. The variables $z$ now lies in the range $[-1,1]$, such that each extremal value corresponds to all of the particles in the left and right wells, respectively. The Hamiltonian (1.63) corresponds to a nonrigid pendulum [28], where the number difference $z$ plays the role of an angular momentum, the phase difference $\phi$ becomes the angle of the pendulum, and the length is $\propto \sqrt{1-z^{2}}$. Given that $z$ and $\phi$ are canonically conjugate, one can make use of Hamilton's equations,

$$
\begin{align*}
\dot{z} & =-\frac{\partial \mathcal{H}}{\partial \phi}  \tag{1.64}\\
\dot{\phi} & =\frac{\partial \mathcal{H}}{\partial z} \tag{1.65}
\end{align*}
$$

to therefore find the classical equations of motion for $\mathcal{H}_{2}$,

$$
\begin{align*}
& \dot{z}=-\sqrt{1-z^{2}} \sin \phi  \tag{1.66}\\
& \dot{\phi}=\Lambda z+\frac{z \cos \phi}{\sqrt{1-z^{2}}} \tag{1.67}
\end{align*}
$$

The classical solutions of these equations in various regimes of the Bose-Josephson Junction have been studied in Ref. [25, 29]. By making the approximation $z \ll 1$ (i.e. both wells macroscopically occupied), which corresponds to $\sqrt{1-z^{2}} \approx 1$, we return to the rigid pendulum Hamiltonian,

$$
\begin{equation*}
\mathcal{H}_{P}=\frac{\Lambda}{2} z^{2}-\cos \phi \tag{1.68}
\end{equation*}
$$

This model gives dynamics which are analogous to the Josephson equations [29], and can yield small-amplitude oscillations $\langle\phi\rangle=\langle z\rangle=0$, called "plasma" oscillations.

There exist modes which oscillate around $\langle z\rangle \neq 0$, indicating the onset of macroscopic quantum self-trapping: bosons tend to clump in one well and only perform small oscillations about the original number difference. These exist above the separatrix: the energy contour separating the states where the pendulum oscillates around the bottom and those for which the pendulum swings completely around. Above a critical $\Lambda$, however, there exists motion that is unique to the non-rigid pendulum picture, particularly oscillations about $\langle\phi\rangle=\pi$ but $\langle z\rangle=0$. These trajectories, called $\pi$-oscillations are analogous to a pendulum which is oscillating about its upright position.

Although the rigid pendulum approximation does not allow for $\pi$-oscillation trajectories, one can derive an improvement on the 'potential' term in the pendulum case Refs. [29, 58], by first linearizing Eqs. (1.66)-(1.67) in $z$,

$$
\begin{align*}
& \dot{z}=-\sin \phi  \tag{1.69}\\
& \dot{\phi}=\Lambda z+z \cos \phi \tag{1.70}
\end{align*}
$$

Taking the time derivative of Eq. (1.70) gives $\ddot{\phi}=\Lambda \dot{z}+\dot{z} \cos \phi-z \sin \phi \dot{\phi}$. Inserting $\dot{z}$ and $\dot{\phi}$ and keeping terms of only order less than $z^{2}$ gives,

$$
\begin{equation*}
\ddot{\phi}=-\Lambda \sin \phi-\sin \phi \cos \phi \tag{1.71}
\end{equation*}
$$

which, integrating over $\phi$ gives an effective potential term. Combining the above with the fact that the moment of inertia is $2 / \Lambda$, the effective Hamiltonian which reproduces the $\pi$-oscillations is,

$$
\begin{equation*}
\mathcal{H}_{\pi}=\frac{\Lambda}{2} z^{2}-\frac{1}{2 \Lambda} \cos ^{2} \phi-\cos \phi . \tag{1.72}
\end{equation*}
$$

Compared to $\mathcal{H}_{P}$, this new Hamiltonian has an additional local minimum around $\phi=\pi$, effectively "trapping" systems which do not have enough momentum $z$ to escape. This local minimum only exists for $\Lambda<1$, by tuning to $\Lambda>1$ there are no possible $\pi$-oscillations, however microscopic quantum self trapping is still possible.

## Classical two-mode system with an AQD

The AQD modes can be included identically to the boson modes using the substitution rule above. Since a single two-level system is entirely characterized by two real numbers (i.e. two angles on the Bloch sphere), the mean-field theory of the dot becomes quantitatively exact (32]. From (1.35), we have,

$$
\begin{equation*}
\mathcal{H}_{D}=\frac{2}{N} H=\frac{k_{z}}{2} z^{2}-\alpha_{x} \sqrt{1-z^{2}} \cos \phi+\alpha_{z} z-\frac{\Delta}{N}\left(1+\frac{y}{2}\right)+\beta \sqrt{1-z^{2}} \cos \phi\left(1+\frac{y}{2}\right) \tag{1.73}
\end{equation*}
$$

where now the classical variable $y$ comes from the substitution,

$$
\begin{equation*}
\hat{\sigma}_{z}=\frac{1}{2}\left(\hat{d}_{u}^{\dagger} \hat{d}_{u}-\hat{d}_{d}^{\dagger} \hat{d}_{d}\right) \rightarrow \frac{1}{2}\left(y_{u}-y_{d}\right) \equiv \frac{y}{2}, \tag{1.74}
\end{equation*}
$$

and we can simply call the absent conjugate phase variable $\varphi_{y}$. Hamilton's equations of motion follow,

$$
\begin{align*}
\dot{z} & =-\frac{\partial \mathcal{H}}{\partial \phi}=-\alpha_{x} \sqrt{1-z^{2}} \sin \phi+\beta \sqrt{1-z^{2}} \sin \phi\left(1+\frac{y}{2}\right)  \tag{1.75}\\
\dot{\phi} & =\frac{\partial \mathcal{H}}{\partial z}=k_{z} z+\alpha_{z}+\alpha_{x} \frac{z \cos \phi}{\sqrt{1-z^{2}}}-\beta \frac{z \cos \phi}{\sqrt{1-z^{2}}}\left(1+\frac{y}{2}\right)  \tag{1.76}\\
\dot{y} & =-\frac{\partial \mathcal{H}}{\partial \varphi}=0  \tag{1.77}\\
\dot{\varphi} & =\frac{\partial \mathcal{H}}{\partial y}=\frac{\beta}{2} \sqrt{1-z^{2}} \cos \phi-\frac{\Delta}{2 N} \tag{1.78}
\end{align*}
$$

## Classical three-mode system

For the triple-well, we again replace each boson operator with a corresponding complex number $\hat{a}_{i} \rightarrow \sqrt{N_{i}} \mathrm{e}^{\mathrm{i} \theta_{i}}$, the classical Hamiltonian is,

$$
\begin{align*}
N \mathcal{H}_{3}= & -2 K_{L} \sqrt{n_{1} n_{2}} \cos \left(\theta_{2}-\theta_{1}\right)-2 K_{R} \sqrt{n_{2} n_{3}} \cos \left(\theta_{3}-\theta_{2}\right)  \tag{1.79}\\
& -2 K_{X} \sqrt{n_{3} n_{1}} \cos \left(\theta_{1}-\theta_{3}\right)+\frac{U}{2} \sum_{i=1}^{3} n_{i}\left(n_{i}-1\right)+\sum_{i=1}^{3} \epsilon_{i} n_{i}
\end{align*}
$$

The process of determining the conjugate coordinates is not as simple as in the double-well case. In Ref. [60], Mossman and Jung use as conjugates $\left(\phi_{L}, \phi_{R}, \varphi_{2}\right) \leftrightarrow$ $\left(n_{1}, n_{3}, N\right)$, where $\phi_{L} \equiv \theta_{1}-\theta_{2}$ and $\phi_{R} \equiv \theta_{3}-\theta_{2}$. Therefore, in this coordinate system,

$$
\begin{equation*}
\dot{n}_{1}=-\frac{\partial H}{\partial \phi_{L}} \quad \dot{n}_{3}=-\frac{\partial H}{\partial \phi_{R}} \tag{1.80}
\end{equation*}
$$

(of course $\dot{N}=0$ due to particle conservation).

However, following our quantum analysis want to use $n_{X}$ and $n_{2}$ as our coordinates, and so we must derive the appropriate conjugate phases, which we shall define to be $\phi_{X}$ and $\phi_{C}$, respectively. The remaining classical number coordinate will be $N / 3$, which is of course a constant, meaning its conjugate phase $\Theta$ does not affect the dynamics at all (in fact it does not even appear in the Hamiltonian).

Begin by taking,

$$
\begin{equation*}
\dot{n}_{X}=\dot{n}_{1}-\dot{n}_{3}=-\frac{\partial H}{\partial \phi_{L}}-\left(-\frac{\partial H}{\partial \phi_{R}}\right)=-\left(\frac{\partial H}{\partial \phi_{L}}-\frac{\partial H}{\partial \phi_{R}}\right) \equiv-\frac{\partial H}{\partial \phi_{X}} \tag{1.81}
\end{equation*}
$$

By the chain rule, we can replace the derivatives with respect to $\phi_{L / R}$,

$$
\begin{equation*}
\frac{\partial H}{\partial \phi_{L / R}}=\frac{\partial H}{\partial \phi_{X}} \frac{\partial \phi_{X}}{\partial \phi_{L / R}}+\frac{\partial H}{\partial \phi_{C}} \frac{\partial \phi_{C}}{\partial \phi_{L / R}}+\frac{\partial H}{\partial \Theta} \frac{\partial \Theta}{\partial \phi_{L / R}} \tag{1.82}
\end{equation*}
$$

The derivatives $\left(\frac{\partial H}{\partial \phi_{L}}-\frac{\partial H}{\partial \phi_{R}}\right)$ from Eq. (1.81) must, by definition of the conjugate variable $\Phi_{X}$, not contain any terms with derivatives of the form $\frac{\partial H}{\partial \phi_{C}}$ or $\frac{\partial H}{\partial \Theta}$, and hence $\frac{\partial H}{\partial \phi_{X}}=\frac{\partial H}{\partial \phi_{X}}\left(\frac{\partial \phi_{X}}{\partial \phi_{L}}-\frac{\partial \phi_{X}}{\partial \phi_{R}}\right)$, for which a possible solution is that $\phi_{X} \equiv \frac{1}{2}\left(\phi_{L}-\phi_{R}\right)$. We can double check that this works out via,

$$
\begin{equation*}
\dot{\phi}_{X}=\frac{\dot{\phi}_{L}-\dot{\phi}_{R}}{2}=\frac{1}{2}\left(\frac{\partial H}{\partial n_{1}}-\frac{\partial H}{\partial n_{3}}\right)=\frac{1}{2} \frac{\partial H}{\partial n_{X}}\left(\frac{\partial n_{X}}{\partial n_{1}}-\frac{\partial n_{X}}{\partial n_{3}}\right)=\frac{\partial H}{\partial n_{X}} \tag{1.83}
\end{equation*}
$$

Hence $n_{X} \leftrightarrow \phi_{X}$ are conjugate.
Next, consider,

$$
\begin{equation*}
\dot{n}_{2}=-\dot{n}_{1}-\dot{n}_{3}=\frac{\partial H}{\partial \phi_{L}}+\frac{\partial H}{\partial \phi_{R}} \equiv-\frac{\partial H}{\partial \phi_{C}} . \tag{1.84}
\end{equation*}
$$

Similarly to what we used above, we require that by definition of the conjugate coordinate $\phi_{C}$, all other derivatives of the Hamiltonian with respect to the other angles. Hence $\frac{\partial H}{\partial \phi_{C}}=\frac{\partial H}{\partial \phi_{C}}\left(-\frac{\partial \phi_{C}}{\partial \phi_{L}}-\frac{\partial \phi_{C}}{\partial \phi_{R}}\right)$, for which a solution is $\phi_{C} \equiv-\frac{1}{2}\left(\phi_{L}+\phi_{R}\right)$, we then check,

$$
\begin{equation*}
\dot{\phi}_{C}=-\frac{\dot{\theta}_{L}+\dot{\theta}_{R}}{2}=-\frac{1}{2}\left(\frac{\partial H}{\partial n_{1}}+\frac{\partial H}{\partial n_{3}}\right)=-\frac{1}{2} \frac{\partial H}{\partial n_{2}}\left(\frac{\partial n_{2}}{\partial n_{1}}+\frac{\partial n_{2}}{\partial n_{3}}\right)=\frac{\partial H}{\partial n_{2}} \tag{1.85}
\end{equation*}
$$

since $n_{2}=N-n_{1}-n_{3}$. Hence $\phi_{C} \leftrightarrow n_{2}$ are conjugate coordinates. Since particle number is conserved, there is no need to consider the remaining coordinates, however for completeness, we simply state that they are $N / 3 \leftrightarrow \Theta$, where the angle $\Theta \equiv$ $\theta_{1}+\theta_{2}+\theta_{3}$ does not appear in the Hamiltonian and therefore $\dot{N}=0$.

We can take the classical Hamiltonian (1.79), replace $n_{1}=\left(N-n_{2}+n_{X}\right) / 2$, $n_{3}=\left(N-n_{2}-n_{X}\right) / 2$ and using our new angle coordinates, $\phi_{X}=\left(\theta_{1}-\theta_{2}\right) / 2$
and $\phi_{C}=-\left(\theta_{1}+2 \theta_{2}-\theta_{3}\right) / 2$. We can define a set of normalized number difference coordinates $z_{2}=n_{2} / N$ and $z_{X}=n_{X} / N$ analogous to the double well's $z$. Finally, we shift to the coordinate $\delta z_{2}=z_{2}-1 / 3$ and define $\tilde{U} \equiv U N$,

$$
\mathcal{H}_{3}=-\sqrt{2} K_{L} \sqrt{z_{2}\left(1-z_{2}+z_{X}\right)} \cos \left(\phi_{X}-\phi_{C}\right)-\sqrt{2} K_{R} \sqrt{z_{2}\left(1-z_{2}-z_{X}\right)} \cos \left(\phi_{X}+\phi_{C}\right)
$$

$$
\begin{equation*}
-K_{X} \sqrt{\left(1-z_{2}\right)^{2}-z_{X}^{2}} \cos \left(2 \phi_{X}\right)+\frac{\tilde{U}}{2}\left[3 z_{2}^{2}-2 z_{2}+z_{X}^{2}\right] \tag{1.86}
\end{equation*}
$$

The classical equations of motion for the trimer are therefore,

$$
\begin{align*}
\dot{z}_{X}= & -K_{L} \sqrt{2\left(\frac{1}{3}+\delta z_{2}\right)\left(\frac{2}{3}-\delta z_{2}+z_{X}\right)} \sin \left(\phi_{X}-\phi_{C}\right)-K_{R} \sqrt{2\left(\frac{1}{3}+\delta z_{2}\right)\left(\frac{2 N}{3}-\delta z_{2}-z_{X}\right)} \\
& \times \sin \left(\phi_{X}+\phi_{C}\right)-2 K_{X} \sqrt{\left(\frac{2}{3}-z_{2}\right)^{2}-z_{X}^{2}} \cos \left(2 \phi_{X}\right)  \tag{1.87}\\
\dot{\delta} z_{2}= & K_{L} \sqrt{2\left(\frac{1}{3}+\delta z_{2}\right)\left(\frac{2}{3}-\delta z_{2}+z_{X}\right)} \sin \left(\phi_{X}-\phi_{C}\right)  \tag{1.88}\\
& -K_{R} \sqrt{2\left(\frac{1}{3}+\delta z_{2}\right)\left(\frac{2}{3}-\delta z_{2}-z_{X}\right)} \sin \left(\phi_{X}+\phi_{C}\right)  \tag{1.89}\\
\dot{\phi}_{X}= & \frac{\tilde{U}}{2} z_{X}-K_{L} \frac{\left(\frac{N}{3}+\delta z_{2}\right) \cos \left(\phi_{X}-\phi_{C}\right)}{\sqrt{2\left(\frac{1}{3}+\delta z_{2}\right)\left(\frac{2}{3}-\delta z_{2}+z_{X}\right)}}+K_{R} \frac{\left(\frac{1}{3}+\delta z_{2}\right) \cos \left(\phi_{X}+\phi_{C}\right)}{\sqrt{2\left(\frac{1}{3}+\delta z_{2}\right)\left(\frac{2}{3}-\delta z_{2}-z_{X}\right)}} \\
& +K_{X} \frac{z_{X} \cos \left(2 \phi_{X}\right)}{\sqrt{\left(\frac{2}{3}-\delta z_{2}\right)^{2}-z_{X}^{2}}}  \tag{1.90}\\
\dot{\phi}_{C}= & \frac{3 \tilde{U}}{2} \delta z_{2}-K_{L} \frac{\left(\frac{1}{3}-2 \delta z_{2}+z_{X}\right) \cos \left(\phi_{X}-\phi_{C}\right)}{\sqrt{2\left(\frac{1}{3}+\delta z_{2}\right)\left(\frac{2 N}{3}-\delta n_{2}+n_{X}\right)}}-K_{R} \frac{\left(\frac{1}{3}-2 \delta z_{2}-z_{X}\right) \cos \left(\phi_{X}+\phi_{C}\right)}{\sqrt{2\left(\frac{1}{3}+\delta z_{2}\right)\left(\frac{2}{3}-\delta z_{2}-z_{X}\right)}} \\
& +K_{X} \frac{\left(\frac{2}{3}-\delta z_{2}\right) \cos \left(2 \phi_{X}\right)}{\sqrt{\left(\frac{2}{3}-\delta z_{2}\right)^{2}-z_{X}^{2}}} . \tag{1.91}
\end{align*}
$$

In Paper IV, the classical Hamiltonian and equations are left in terms of $n_{X}$ and $\delta n_{2}$ in an effort to reduce the confusion of too many changes of variables, however there is also some benefit to making contact with the conventions we used previously in the dimer. If one wanted to make the analogy even more explicit, we could scale the Hamiltonian again by some hopping parameter $K_{L / X / R}$, hence defining a three-mode analogue to $\Lambda$.

## Between Mean-Field and Many-Body Theory

Next, we can consider a regime in which we wish to extend the classical theory described above to include wave effects, resulting in an intermediate regime which is a continuized version of the full quantum many-body theory, valid as $N \rightarrow \infty$ (semiclassical regime). To do so, we promote the number difference $z \rightarrow \hat{z}$ and phase difference
$\phi \rightarrow \hat{\phi}$ coordinates to operators obeying $[\hat{\phi}, \hat{z}]=2 \mathrm{i} / N$, hence in this wave theory $N^{-1}$ becomes a parameter which plays the role of $\hbar$. In the phase representation, this means we can make the correspondence,

$$
\begin{align*}
& \hat{\phi} \rightarrow \phi  \tag{1.92}\\
& \hat{z} \rightarrow-\frac{2 \mathrm{i}}{N} \frac{\partial}{\partial \phi} \tag{1.93}
\end{align*}
$$

Let us apply this quantization procedure to Eq. 1.68,

$$
\begin{equation*}
\hat{H}_{P}=-\frac{2 \Lambda}{N^{2}} \frac{\partial^{2}}{\partial \phi^{2}}-\cos \phi \tag{1.94}
\end{equation*}
$$

which is sometimes called the quantum phase model [58,59]. We can apply $\hat{H}_{P}$ to a mean-field wavefunction $\psi(\phi)$, such that the time-independent Schrödinger equation $\hat{H} \psi=E \psi$ can be rearranged to,

$$
\begin{equation*}
\psi^{\prime \prime}+\left(\frac{N^{2}}{2 \Lambda} E+\frac{N^{2}}{2 \Lambda} \cos \phi\right) \psi=0 \tag{1.95}
\end{equation*}
$$

Which is the Mathieu equation [63, Eq. 28.2.1],

$$
\begin{equation*}
y^{\prime \prime}+(a-2 q \cos (2 x)) y=0 \tag{1.96}
\end{equation*}
$$

the solutions to which are even $y=\mathcal{C}(a, q, x)$ and odd $y=\mathcal{S}(a, q, x)$ Mathieu functions. Thus, the wavefunction solutions are a superposition of these,

$$
\begin{equation*}
\psi=C_{1} \mathcal{C}\left(\frac{N^{2} E}{2 \Lambda}, \frac{N^{2}}{2 \Lambda}, \phi\right)+C_{2} \mathcal{S}\left(\frac{N^{2} E}{2 \Lambda}, \frac{N^{2}}{2 \Lambda}, \phi\right) \tag{1.97}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are constants.
Performing a similar quantization procedure on Eq. (1.72), we have,

$$
\begin{equation*}
\hat{H}_{\pi}=-\frac{2 \Lambda}{N^{2}} \frac{\partial^{2}}{\partial \phi^{2}}-\frac{1}{2 \Lambda} \cos ^{2} \phi-\cos \phi \tag{1.98}
\end{equation*}
$$

This has been dubbed the exact quantum phase model [58], and can also be derived by making use of an overcomplete set of 'Bargmann' phase states in the limit of large $N$.

The corresponding Schrödinger equation can be rearranged in the form,

$$
\begin{equation*}
\psi^{\prime \prime}(\theta)+\left[\frac{N^{2}}{4 \Lambda^{2}} \cos ^{2} \theta+\frac{N^{2}}{2 \Lambda} \cos \theta+\frac{N^{2}}{4 \Lambda^{2}}(2 \Lambda E-1)\right] \psi(\theta)=0 \tag{1.99}
\end{equation*}
$$

In this type of differential equation, the potential $V(\theta)$ is sometimes referred to as the trigonometric Razavy potential [62]. In its current form, Eq. 1.99) is a differential equation known as the Whittaker-Hill equation [63, Eq. 28.31.1],

$$
\begin{equation*}
y^{\prime \prime}+\left(A+\frac{c^{2} k^{2}}{2}+B \cos 2 x-c^{2} k^{2} \cos ^{2} 2 x\right) y=0 \tag{1.100}
\end{equation*}
$$

which is also related to the Ince equation [64, 65] through a change of variables, and can thus be solved by Ince polynomials.

### 1.1.7 Spin chains

Models of spin- $\frac{1}{2}$ chains can also be put into a form which mimics a tight-binding model by mapping spin degrees of freedom to fermionic operators using the Jordan-Wigner transformation [16, 18]. The correspondence is relatively simple, an "up" state can be represented by a vacant single-particle state while a "down" state can correspond to a filled state,

$$
\begin{equation*}
|\downarrow\rangle \leftrightarrow|1\rangle=\hat{c}^{\dagger}|0\rangle \quad|\uparrow\rangle \leftrightarrow|0\rangle \tag{1.101}
\end{equation*}
$$

and since the notion of a doubly-occupied state would make no sense in the spin language, we require that the operators are fermionic: $\left\{c_{i}^{\dagger}, c\right\}=\delta_{i j}$. Unfortunately, naively replacing spin operators with linear combinations of $\hat{c}_{i}^{\dagger}$ and $\hat{c}_{i}$ will fail to reproduce the fact that angular momentum operators on different sites commute. Thus, the anti-commutative property of fermionic operators must be countered by a string operator $\mathrm{e}^{\mathrm{i} \pi \sum_{j<i} \hat{c}_{j}^{\dagger} \hat{c}_{j}}$ which counts the fermion occupancy and ensures the system is symmetric under exchange on different sites. Following Sachdev's [66 convention that the down and up states in the $\hat{\sigma}^{x}$ basis correspond to occupied and empty states, respectively, we can then define,

$$
\begin{align*}
& \sigma_{i}^{x}=1-2 c_{i}^{\dagger} c_{i}  \tag{1.102}\\
& \sigma_{i}^{y}=\mathrm{i}\left(c_{i}-c_{i}^{\dagger}\right) \prod_{j<i}\left(1-2 c_{j}^{\dagger} c_{j}\right)=\mathrm{i}\left(c_{i}-c_{i}^{\dagger}\right) e^{i \pi \sum_{j<i} c_{j}^{\dagger} c_{j}}  \tag{1.103}\\
& \sigma_{i}^{z}=-\left(c_{i}+c_{i}^{\dagger}\right) \prod_{j<i}\left(1-2 c_{j}^{\dagger} c_{j}\right)=-\left(c_{i}+c_{i}^{\dagger}\right) e^{i \pi \sum_{j<i} c_{j}^{\dagger} c_{j}} . \tag{1.104}
\end{align*}
$$

This transformation is particularly useful for mapping spin chains into non-interacting fermion models [67], which we will outline here for the transverse-field Ising model (TFIM) (the XY model is outlined in the appendices of Paper I). The TFIM with neareast-neighbour interactions is,

$$
\begin{equation*}
\hat{H}_{\mathrm{TFIM}}=-J \sum_{i} \sigma_{i}^{z} \sigma_{i+1}^{z}-h \sum_{i} \sigma_{i}^{x}, \tag{1.105}
\end{equation*}
$$

where $J$ corresponds to a spin-spin interaction (ferromagnetic for $J>0$ ) and $h$ an applied external field. This Hamiltonian was originally considered by de Gennes 68] in 1963 as a low-energy model of proton modes in $\mathrm{KH}_{2} \mathrm{SO}_{4}$, and was first treated as
a model for magnetism and solved by Pfeuty 69] using the Jordan-Wigner transformation in 1969. By making the replacements (1.102-1.104), we get,

$$
\begin{equation*}
\hat{H}_{\mathrm{TFIM}}=-J \sum_{j}\left(c_{j}^{\dagger} c_{j+1}^{\dagger}+c_{j}^{\dagger} c_{j+1}+c_{j+1}^{\dagger} c_{j}+c_{j+1} c_{j}-2 g c_{j}^{\dagger} c_{j}\right) \tag{1.106}
\end{equation*}
$$

where $g=h / J$. In transforming from Eq. (1.105) to 1.106, many terms have been simplified using identities of fermionic operators, $\left(1-2 c_{j}^{\dagger} c_{j}\right)^{2}=c_{j}^{\dagger} c_{j}^{\dagger}=c_{j} c_{j}=0$, and dropping constant shifts in energy $\propto N$. Now we have a Hamiltonian which is entirely quadratic in fermion operators, however it includes terms which do not conserve fermion number. Since the original model is translation-invariant, momentum becomes a good quantum number. Hence, it is more convenient to work in momentum space by defining,

$$
\begin{equation*}
\tilde{c}_{k}=\frac{1}{\sqrt{N}} \sum_{j} c_{j} e^{-\mathrm{i} k j a} \tag{1.107}
\end{equation*}
$$

where $a$ is the lattice spacing. With this, the Hamiltonian can be written conveniently in matrix form,

$$
\hat{H}_{\mathrm{TFIM}}=J \sum_{k}\left(\begin{array}{cc}
\tilde{c}_{k}^{\dagger} & \tilde{c}_{-k}
\end{array}\right)\left(\begin{array}{cc}
g-\cos (k a) & -\mathrm{i} \sin (k a)  \tag{1.108}\\
\mathrm{i} \sin (k a) & -(g-\cos (k a))
\end{array}\right)\binom{\tilde{c}_{k}}{\tilde{c}_{-k}^{\dagger}}
$$

The final step is to make use of the Bogoliubov transformation 70 (originally developed for the theory of superfluidity with bosonic operators 71, but extended to fermions via BCS theory (72]),

$$
\begin{equation*}
\tilde{b}_{k}^{\dagger}=u_{k} \tilde{c}_{k}^{\dagger}+\mathrm{i} v_{k} \tilde{c}_{-k} \tag{1.109}
\end{equation*}
$$

where the fermionic anticommutation rules $\left\{\tilde{c}_{k}^{\dagger}, \tilde{c}_{k^{\prime}}\right\}=\delta_{k k^{\prime}}$, and $u_{k}=u_{-k}, v_{k}=$ $-v_{-k}$ require that $u_{k}^{2}+v_{k}^{2}=1$, allowing us to define $u_{k} \equiv \cos \left(\phi_{k} / 2\right)$ and $v_{k} \equiv$ $\sin \left(\phi_{k} / 2\right)$. Then, by ensuring the off-diagonal elements of the Hamiltonian vanish in the Bogoliubov basis, we require that $\tan \phi_{k}=\sin (k a) /(\cos (k a)-g)$, and thus,

$$
\begin{equation*}
\hat{H}_{\mathrm{TFIM}}=\sum_{k} \epsilon_{k}\left(\tilde{b}_{k}^{\dagger} \tilde{b}_{k}-\frac{1}{2}\right) \tag{1.110}
\end{equation*}
$$

with $\epsilon_{k}=2 J \sqrt{g^{2}-2 g \cos (k a)+1}$, and the sum over $k$ runs from $-\frac{\pi}{a}$ to $\frac{\pi}{a}-\frac{2 \pi}{N a}$. The resulting Hamiltonian represents free fermions in a 'rotated' operator basis, meaning the corresponding position-space Bogoliubov fermions $\hat{b}_{i}$ can only hop lattice sites and do not interact. Because of the rotation, a direct interpretation of the position space fermions in terms of spin operators is not simple, however we can view them as quasiparticle excitations of the system which travel through the chain. Thus,
perturbing a spin chain at some position $x_{i}$ amounts to the creation of one (or more) quasiparticles $\hat{b}_{i}$ which propagate at a finite velocity and spread information of the perturbation throughout the system.

Before considering an example of dynamics in the system, we note that the Bogoliubov transformation is model-dependent since $u_{k}$ and $v_{k}$ depend implicitly on the interaction and field strengths. The nature of the transformation also requires that the vacuum in the Jordan-Wigner basis also be different from the vacuum in the Bogoliubov basis since,

$$
\begin{equation*}
\tilde{c}_{k}|0\rangle_{\mathrm{JW}}=0, \quad \text { then, } \quad \tilde{b}_{k}|0\rangle_{\mathrm{JW}}=\left(u_{k} \tilde{c}_{k}^{\dagger}+\mathrm{i} v_{k} \tilde{c}_{-k}\right)|0\rangle_{\mathrm{JW}}=u_{k} \tilde{c}_{k}^{\dagger}|0\rangle_{\mathrm{JW}} \neq 0 \tag{1.111}
\end{equation*}
$$

thus one must construct the Bogoliubov vacuum $|0\rangle_{\mathrm{B}}$. In order to do this, choose an ansatz $|0\rangle_{\mathrm{B}}=\left(\alpha_{1}+\alpha_{2} \tilde{c}_{k}^{\dagger} \tilde{c}_{-k}^{\dagger}\right)|0\rangle_{\mathrm{JW}}$ (motivated by the vacuum having zero net momentum), then enforcing $0=\tilde{b}_{k}|0\rangle_{\mathrm{B}}$ gives $\alpha_{2} / \alpha_{1}=\mathrm{i} v_{k} / u_{k}$, hence,

$$
\begin{equation*}
|0\rangle_{\mathrm{B}}=\prod_{k>0}\left(u_{k}+\mathrm{i} v_{k} \tilde{c}_{k}^{\dagger} \tilde{c}_{-k}^{\dagger}\right)|0\rangle_{J \mathrm{~W}}=\prod_{k>0} u_{k} e^{\mathrm{i} \frac{v_{k}}{u_{k}} \tilde{c}_{k}^{\dagger} \tilde{c}_{-k}^{\dagger}}|0\rangle_{\mathrm{JW}} . \tag{1.112}
\end{equation*}
$$

One must take care here, since if the momenta had been selected such that they are in pairs $\pm|k|$ over the entire Brillouin zone, there is a double counting problem which leads to

$$
\begin{align*}
\tilde{b}_{k}|0\rangle_{\mathrm{JW}} & =\left(u_{k} \tilde{c}_{k}-i v_{k} \tilde{c}_{-k}^{\dagger}\right) \prod_{k^{\prime}}\left(u_{k^{\prime}}+i v_{k^{\prime}} \tilde{c}_{k^{\prime}}^{\dagger} \tilde{c}_{-k^{\prime}}^{\dagger}\right)|0\rangle_{\mathrm{JW}}  \tag{1.113}\\
& =\mathrm{i} v_{k} u_{k}^{2} \tilde{c}_{-k}^{\dagger} \prod_{k^{\prime} \neq \pm k}\left(u_{k^{\prime}}+i v_{k^{\prime}} \tilde{c}_{k^{\prime}}^{\dagger} \tilde{c}_{-k^{\prime}}^{\dagger}\right)|0\rangle_{\mathrm{JW}} \neq 0 \tag{1.114}
\end{align*}
$$

If the product is chosen to run only over half the Brillouin zone, $k^{\prime} \in[0, \pi / a)$, then the double counting problem is eliminated.

Before we discuss the dynamics of spin-chains, let us first briefly examine how the procedure outlined above affects more general spin systems. The Heisenberg XXZ model is 16, 23,

$$
\begin{equation*}
\hat{H}_{\mathrm{H}}=-J \sum_{i}\left[\hat{\sigma}_{i}^{x} \hat{\sigma}_{i+1}^{x}+\hat{\sigma}_{i}^{y} \hat{\sigma}_{i+1}^{y}\right]-J_{z} \sum_{i} \hat{\sigma}_{i}^{z} \hat{\sigma}_{i+1}^{z} \tag{1.115}
\end{equation*}
$$

In this case, however there is no transformation which eliminates all fermion interactions, and we are left with 16],

$$
\begin{equation*}
\hat{H}_{\mathrm{H}}=\sum_{k} \omega_{k} \tilde{c}_{k}^{\dagger} \tilde{c}_{k}-\frac{J_{z}}{N} \sum_{k, k^{\prime}, q} \cos (q a) \tilde{c}_{k-q}^{\dagger} \tilde{c}_{k^{\prime}+q} \tilde{c}_{k^{\prime}} \tilde{c}_{k} \tag{1.116}
\end{equation*}
$$

[^0]where now the second sum now indicates that the quasiparticles are interacting. This model remains integrable, however, but must be solved using the Bethe ansatz [73, 74]. In the limit $J_{z}=0$ the model reduces to an XY chain (studied in Paper I with an additional transverse field), the quasiparticles no longer interact, and therefore the system can again be solved using the methods above. In the XY limit, no Bogoliubov transformation is required, and thus this additional step is only necessary in the presence of a transverse field.

The addition of a longitudinal (i.e. in the same direction as the spin-spin interaction) magnetic field term,

$$
\begin{equation*}
\hat{H}_{\mathrm{LTFIM}}=-J \sum_{i} \sigma_{i}^{z} \sigma_{i+1}^{z}-h \sum_{i} \sigma_{i}^{x}-b \sum_{i} \sigma_{i}^{z}, \tag{1.117}
\end{equation*}
$$

breaks the integrability of the TFIM, and similarly with Heisenberg models. This system cannot be solved with either the Jordan-Wigner transformation nor the Bethe ansatz, and is chaotic 75].

### 1.1.8 Light-cones and the Lieb-Robinson Bound

In 1972, Elliot Lieb and Derek Robinson demonstrated [77] that operator growth across quantum systems which obey the Schrödinger equation has a speed limit according to,

$$
\begin{equation*}
\|[\hat{A}(t), \hat{B}]\| \leq c \exp \left[-q\left(\operatorname{dist}(\mathcal{A}, \mathcal{B})-v_{L R}|t|\right)\right] \tag{1.118}
\end{equation*}
$$

This limit is called the Lieb-Robinson (LR) bound. $\hat{A}(t)$ and $\hat{B}$ are operators with local support on $\mathcal{A}$ and $\mathcal{B}$, respectively, $q$ and $c$ are model-dependent constants, $t$ is time, and $v_{L R}$ is the Lieb-Robinson velocity. The operator norm $\|\hat{O}\|$ is defined by,

$$
\begin{equation*}
\|\hat{O}\|=\sup \left[\sqrt{\mid\langle v| \hat{O}^{\dagger} \hat{O}|v\rangle}\right] \tag{1.119}
\end{equation*}
$$

which, for our purposes, is equal to the square root of the largest eigenvalue of $\hat{O}$. The function $\operatorname{dist}(\mathcal{A}, \mathcal{B})$ measures the shortest distance between sets $\mathcal{A}$ and $\mathcal{B}$. For example, in a spin chain, let's say the set $\mathcal{A}$ contains only site $i$, and $\mathcal{B}$ contains the sites $i+5$ through $i+10, \operatorname{dist}(\mathcal{A}, \mathcal{B})=5$. For a relatively lucid proof of the LR bound, see Ref. [76].

The main consequence of Eq. 1.118 is that for systems which have interactions which are sufficiently short range, there is a maximal, non-universal model-dependent, speed at which physical perturbations can propagate, above which they will be exponentially suppressed. The exact nature of what it means to be 'sufficiently' short
ranged was originally an exponential decay of interactions [77], which must result in a linear $t=x / v_{L R}$ bound for this region, or a quantum light cone. Recently, extensions of the LR bound to include long-range inverse-power-law interactions, which can either result in a linear light cone 78 81 or a curved light cone with speed between $t \sim \log x$ and $t \sim x^{\xi}$ 78,82, where $0<\xi<1$, which implies that there is an acceleration of the causal boundary.

When we concern ourselves with models which can be mapped to free-particles with dispersion $\epsilon_{k}$, such as the cases with the Bogoliubov fermions in the TFIM or XY models, then one can straightforwardly calculate $v_{L R}$ by maximizing the group velocity of the quasiparticles [83],

$$
\begin{equation*}
v_{L R}=\max _{k}\left|\frac{\partial \epsilon_{k}}{\partial k}\right| \tag{1.120}
\end{equation*}
$$

This will provide us with a motivation to connect quantum light cones with caustics in Paper I.

Experiments with ultracold atoms and ions have demonstrated the presence of light cones in quantum systems. In Ref. [12], Cheneau et al. demonstrate that a long Bose-Hubbard chain at half-filling can be quenched from the Mott-insulator phase to a superfluid phase, inducing pairwise doublon-holon quasiparticles which propagate through the system as a light cone. Other experiments [13, 84 with ions demonstrate the presence of linear cones, flared non-linear cones, and the absence of cones in as the interactions are tuned to the long-range limit in one-dimensional quantum systems.

### 1.2 Catastrophe theory and caustics

Chapters 2, 3, and 5(Papers I, II, and IV, respectively)are concerned with caustics in the dynamics many-body systems. A caustic is an envelope of classical rays, which, when considering the geometrical theory of light, corresponds to bright regions of intense focusing. Caustics are everyday events, and can be seen as the cusp at the bottom of a cup, as bright lines at the bottom of swimming pools, and rainbows [85]. Caustics have been studied for centuries, with the earliest surviving drawing of a cusp caustic appearing in a journal by Leonardo da Vinci in c. 1508 [86], and even an early (albeit incorrect) attempt to describe a fourfold-cusped caustic later known as 'Leonardo's cross' 87], but we shall come to understand that is the high-order catastrophe $X_{9}$. Non-optical examples include ship's wakes 88 , shock waves and sonic booms [89], and more recently the formation of caustics in a BEC through aberrated lenses 90 and in atom optics experiments 91 . 95 .

In contrast to the cases considered above, we are interested in the existence of caustics as a quantum many-body phenomenon. In the systems we study in Papers I, II, and IV, the caustics exist in Fock space, and the overlying diffraction patterns become true many-body fringes in a fundamentally discrete space. We posit that these caustics are a for of universality in quantum dynamics, whose appearance, structure, and stability are governed by catastrophe theory.


Figure 1.2: da Vinci's caustic drawings [86]. The left drawing corresponds to the earliest known portrayal of a caustic formed by a geometric ray theory of light. The right image features a sketch of a fourfold cusped shape 'Leonardo's cross', formed by light focusing through a bubble.

The mathematical foundations for the categorization of these caustics were laid by René Thom and Vladimir Arnol'd in the late 1960s and early 1970s 97, 98 via catastrophe theory (CT). In general, focusing events can be stable or unstable, and it is the stable ones which are more generic in nature and hence shall be of greater interest to us. Here, we outline the necessary details of CT which we will need to study the systems mentioned in the previous section. The full derivations of many proofs in CT are far beyond the scope of this thesis, however we will present instructive examples while making use of its core results. Most importantly, we will be making use of Thom's theorem, which guarantees universal local forms of functions around a degenerate stationary point. When considering gradient maps, these degenerate stationary points are often sources of singularities, for example, the failure of the WKB approximation around a turning point or at a region of focused classical rays. Finally, building on the work of Thom and Arnol'd, Michael Berry and John

Nye applied CT to physical optics, paving the way for 'catastrophe optics' 85, 99, which ultimately introduces a hierarchy of diffraction patterns which smooth out the catastrophe singularities.

### 1.2.1 Key theorems

For some function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, we say the point $\mathbf{x}^{*}$ is a stationary point of $f$ if,

$$
\begin{equation*}
\left.\nabla f\right|_{\mathbf{x}^{*}}=\left.\frac{\partial f}{\partial x_{1}}\right|_{x_{1}^{*}}=\ldots=\left.\frac{\partial f}{\partial x_{n}}\right|_{x_{n}^{*}}=0 \tag{1.121}
\end{equation*}
$$

The stationary point $\mathbf{x}^{*}$ is a degenerate stationary point if the above is true and,

$$
\begin{equation*}
\operatorname{det}\left[\left.H f\right|_{\mathbf{x}^{*}}\right]=0 \tag{1.122}
\end{equation*}
$$

where the Hessian matrix of $f$ is defined,

$$
\begin{equation*}
H f=\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}} . \tag{1.123}
\end{equation*}
$$

In one dimension $(n=1)$, such a point is typically called a point of inflexion, which occurs when two stationary points (a maximum and a minimum) merge.

## The implicit function theorem

Suppose there exists a function $f(\mathbf{x}): \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$, then [89],
Theorem. For some smooth function $f(\boldsymbol{x}, \boldsymbol{y}): \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$, if $f\left(\boldsymbol{x}_{0}, \boldsymbol{y}_{0}\right)=0$ and $\left.\nabla f\right|_{\left(x_{0}, \boldsymbol{y}_{0}\right)} \neq 0$ (i.e. the Jacobian matrix is invertable), then $f\left(\boldsymbol{x}_{0}, \boldsymbol{y}_{0}\right)$ is locally the graph of a smooth function $y=\tilde{y}(\boldsymbol{x})$.

Practically speaking, the implicit function theorem simply gives the conditions under which one can write $y=\tilde{y}$, meaning that under the appropriate smooth change of variables, one can locally write $f$ as a linear function in a neighbourhood of this point 96]. Furthermore, under this appropriate change of variables, there is only one direction that has a nonzero gradient. Since in physics, the function $f$ typically is represented by an action or potential, the condition $f\left(\mathbf{x}_{0}, \mathbf{y}_{0}\right)=0$ is achieved by a translation of the origin which does not affect the dynamics.

## The Morse lemma

Lemma. For some non-degenerate stationary point $\boldsymbol{x}^{*}$ of the smooth function $f$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}$, there exists a local coordinate system in a neighbourhood of $\boldsymbol{x}^{*}$ such that
$s_{i}\left(\boldsymbol{x}^{*}\right)=0$ and,

$$
\begin{equation*}
f=f\left(\boldsymbol{x}^{*}\right)-s_{1}^{2}-s_{2}^{2}-\ldots-s_{\ell}^{2}+s_{\ell+1}^{2}+\ldots+s_{n}^{2} . \tag{1.124}
\end{equation*}
$$

Also implicitly included is the fact that under the smooth change of variables, the coefficients which would naturally arise from the Taylor series around the stationary point are absorbed into the new coordinates $s_{i}$ such that now each coefficient is simply $\pm 1$. The signs of the coefficients indicates whether the we are in a local maximum $(\ell=n)$, minimum $(\ell=0)$, or saddle $(0<\ell<n)$. Again, in physical problems, $f$ typically represents some potential or action, hence a global coordinate change will effectively set $f\left(\mathbf{x}^{*}\right)=0$.

## The splitting lemma and Thom's theorem

If $\mathbf{x}^{*}$ is a degenerate stationary point, i.e. if $\operatorname{det}\left[\left.H f\right|_{\mathbf{x}^{*}}\right]=0$, then a generalization of the Morse lemma is required.

Lemma. For a smooth function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with $\left.D f\right|_{x^{*}}=0$, and with a Hessian of rank $r$ at $\boldsymbol{x}^{*}$, then under an appropriate smooth change of variables,

$$
\begin{equation*}
f= \pm s_{1}^{2} \pm \ldots \pm s_{r}^{2}+\Phi_{N M}\left(s_{r+1}, \ldots, s_{n}\right) . \tag{1.125}
\end{equation*}
$$

Here, $\Phi_{N M}$ is a 'non-Morse' function.
Essentially, the lemma states that we can take the $r$ coordinates contributing to the non-degenerate part and write them in a quadratic form (this quadratic form is sometimes called 'Morse' form), while moving the $n-r$ coordinates contributing to degeneracy to some as-of-yet unknown function $\Phi_{\mathrm{NM}}$. This allows the important behaviour of the critical point to be studied by only considering $n-r$ variables, rather than all $n$ coordinates.

Finally, Thom's theorem [96, 97] states that at a degenerate critical point, the only structurally stable non-Morse functions are the 'catastrophes' listed in Table 1.1. Each of these contains a catastrophe germ and a perturbation,

$$
\begin{equation*}
\Phi_{\mathrm{NM}}=\Phi_{Q}(\mathbf{s} ; \mathbf{C})=\operatorname{Germ}(\mathbf{s})+\operatorname{Pert}(\mathbf{s}, \mathbf{C}) . \tag{1.126}
\end{equation*}
$$

The catastrophe germ is only a function of the local coordinates $\mathbf{s}$ and contains information about the degree of degeneracy of the stationary point, hence it is the source of the singularity. The perturbation corresponds to terms which together 'stabilize' the catastrophe function, and is a function of both $\mathbf{s}$ and a set of coordinates called 'state
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| Catastrophe | Symbol | Corank | $Q$ | $\Phi_{Q}(\mathbf{s} ; \mathbf{C})$ |
| :---: | :---: | :---: | :---: | :---: |
| Fold | $A_{2}$ | 1 | 1 | $s^{3}+C s$ |
| Cusp | $A_{3}$ | 1 | 2 | $s^{4}+C_{2} s^{2}+C_{1} s$ |
| Swallowtail | $A_{4}$ | 1 | 3 | $s^{5}+C_{3} s^{3}+C_{2} s^{2}+C_{1} s$ |
| Butterfly | $A_{5}$ | 1 | 4 | $s^{6}+C_{4} s^{4}+C_{3} s^{3}+C_{2} s^{2}+C_{1} s$ |
| Hyperbolic <br> Umbilic | $D_{4}^{+}$ | 2 | 3 | $s_{1}^{3}+s_{2}^{3}+C_{3} s_{1} s_{2}+C_{2} s_{2}+C_{1} s_{1}$ |
| Elliptic <br> Umbilic | $D_{4}^{-}$ | 2 | 3 | $3 s_{1}^{2} s_{2}-s_{2}^{3}+C_{3}\left(s_{1}^{2}+s_{2}^{2}\right)+C_{2} s_{2}+C_{1} s_{1}$ |
| Parabolic <br> Umbilic | $D_{5}$ | 2 | 4 | $s_{2}^{4}+s_{1}^{2} s_{2}+C_{4} s_{2}^{2}+C_{3} s_{1}^{2}$ |
| $+C_{2} s_{2}+C_{1} s_{1}$ |  |  |  |  |

Table 1.1: Thom's seven elementary catastrophes, their symbols, and generating functions $\Phi_{Q}(\mathbf{s} ; \mathbf{C})$, organized by corank $n$, and codimension $Q$. This table has been adapted from the Paper IV (Ref. [56|).
variables' $\mathbf{C}$. The process of including the perturbation is called the 'unfolding' of the singularity. The number of state variables is called the codimension of the catastrophe, which we indicate by $Q$, and depends directly on the degree of degeneracy of the non-Morse stationary point. Important note for Papers I and IV: we take a slightly different notation such that the corank is labeled by $n$, since we're not interested in the $r$ extra coordinates.

Thom's theorem is powerful: it states that local to a degenerate critical point, we can approximate a function entirely by a quadratic piece and a universal non-Morse piece which is uniquely determined by the nature of the singularity. It is, however, qualitative in that it does not tell us the exactly which appropriate coordinates to choose from, and that different functions with the same type of singularity will locally be equivalent under this classification [96] (however again, the coordinate transformations may vary). Each catastrophe is given a group-theoretic symbol according to its connection to reflection-generated groups as introduced by Vladimir Arnol'd 98 . We will simply use these symbols as identifiers for catastrophes which do not have widely-accepted names.

The list of seven elementary catastrophes in Table 1.1 was considered by Thom, however, Arnol'd showed it can be extended for higher codimension $Q>5$, higher corank $n-r$ and higher dimension of codomain for $f$ (i.e. for $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ with $m>1)$. Arnol'd classified all non-Morse germs for $Q \leq 10,(Q+m+1) \leq 16$ and $m \leq 2$ 96. We shall only make use of a few of these, however, we list many of them in Table 1.2. For catastrophes beyond $Q=5$, there begin to exist germs which contain an extra parameter which is not a member of the control space $\mathbf{C}$. This extra parameter, called a 'modulus', cannot be scaled away by any smooth change
\(\left.\left.$$
\begin{array}{|c|c|c|}\hline \text { Symbol } & \text { Corank } & \Phi_{Q}(\mathbf{s} ; \mathbf{C}) \\
\hline A_{Q+1} & 1 & s^{Q+2}+\sum_{i=1}^{Q-1} C_{i} s^{i} \\
\hline D_{Q+1}^{ \pm} & 2 & s_{1}^{Q} \pm s_{1} s_{2}^{2}+C_{Q+1} s_{2}^{2}+\sum_{i=2}^{Q-1} C_{i} s_{1}^{i}+C_{1} s_{2} \\
\hline E_{6} & 2 & s_{1}^{3}+s_{2}^{4}+C_{5} s_{1} s_{2}^{2}+C_{4} s_{2}^{2}+C_{3} s_{1} s_{2}+C_{2} s_{2}+C_{1} s_{1} \\
\hline E_{7} & 2 & s_{1}^{3}+s_{1} s_{2}^{3}+C_{6} s_{2}^{4}+C_{5} s_{2}^{3}+C_{4} s_{2}^{2} \\
+C_{3} s_{1} s_{2}+C_{2} s_{1}+C_{1} s_{2}\end{array}
$$ \right\rvert\, \begin{array}{ccc}E_{1}^{3}+s_{2}^{5}+C_{7} s_{1} s_{2}^{3}+C_{6} s_{1} s_{2}^{2}+C_{5} s_{2}^{3} <br>

+C_{4} s_{1} s_{2}+C_{3} s_{2}^{2}+C_{2} s_{1}+C_{1} s_{2}\end{array}\right]\)| $s_{2}^{4}+K s_{1}^{2} s_{2}^{2} \pm s_{1}^{4}+C_{7} s_{2}^{2} s_{1}+C_{6} s_{2} s_{1}^{2}$ |
| :---: |
| $+C_{5}\left(s_{2}^{2}+s_{1}^{2}\right)+C_{4}\left(s_{2}^{2}-s_{1}^{2}\right)$ |
| $+C_{3} s_{2} s_{1}+C_{2} s_{2}+C_{1} s_{1}$ |

Table 1.2: Higher-order catastrophes beyond Thom's seven appearing in Table 1.1. General cuspoids and umbilics are listed as $A_{Q+1}$ and $D_{Q+1}^{ \pm}$, respectively. This table has also been adapted from the Paper IV (Ref. [56|).
of variables and is first found in the $X_{9}$ catastrophe [85, 100 corresponding to the variable $K$. As we shall see, different values of $K$ can lead to structurally distinct sections of the catastrophes.

We note that precise definition of each catastrophe function varies, up to a smooth change of variables, generally according to the author's taste. For example, sometimes catastrophes are defined with different coefficients,

$$
\begin{align*}
& \Phi_{1}=\frac{1}{3} s^{3}+C s  \tag{1.127}\\
& \Phi_{2}=\frac{1}{4} s^{4}+\frac{1}{2} C_{2} s^{2}+C_{1} s \tag{1.128}
\end{align*}
$$

or by a rotation of coordinates, like the Hyperbolic Umbilic, which can also be written,

$$
\begin{equation*}
\Phi_{3}^{\mathrm{H}}=s_{1}^{2} s_{2}+s_{2}^{3}+C_{3} s_{1}^{2}+C_{2} s_{2}+C_{1} s_{1} \tag{1.129}
\end{equation*}
$$

In this thesis we shall use those listed in the Tables $1.1+1.2$, unless otherwise noted.

### 1.2.2 Geometry of catastrophes

In this section, we will examine the structure of each of Thom's elementary catastrophes, with the exception of the butterfly and parabolic umbilic since (i) the general procedure is unchanged, and (ii) they will not be appear for the remainder of the thesis. We will also introduce and examine the high-order catastrophe $X_{9}$. We begin with the cuspoids, which are corank-1 catastrophes whose catastrophe germs are $s^{Q+2}$ with successively higher codimension $Q$.

## Fold

The generating function of the fold is,

$$
\begin{equation*}
\Phi_{1}=s^{3}+C s \tag{1.130}
\end{equation*}
$$

The first derivative gives,

$$
\begin{equation*}
\frac{\mathrm{d} \Phi_{1}}{\mathrm{~d} s}=3 s^{2}+C \tag{1.131}
\end{equation*}
$$

and the second derivative,

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \Phi_{1}}{\mathrm{~d} s^{2}}=6 s \tag{1.132}
\end{equation*}
$$

Solving $\frac{\mathrm{d} \Phi_{1}}{\mathrm{~d} s}=\frac{\mathrm{d}^{2} \Phi_{1}}{\mathrm{~d} s^{2}}=0$ gives a singular point $x=C=0$. The equation (1.131) reveals that the bifurcation set is a single point, $C=0$, which divides the full control space into two regions: a region where two stationary points of the generating function exist $(C<0)$, and a region where no such points exist $(C>0)$, see Fig. 1.3.


Figure 1.3: Geometry of the fold. Snapshots of generating function $\Phi_{1}$ are plotted at three different points over the control space. The stationary points of the generating function coalesce and annihilate at $s=0$ as the point $C=0$ is crossed.

The fold is the simplest and most common catastrophe. Examples of the fold include rainbows, ships' wakes, and as we will discuss in Papers I and II, quantum light cones. In the case of rainbows, classical light rays exist for an observer looking between roughly $40^{\circ}-42^{\circ}$ (depending on the colour) and the ground, while none exist above, where the no rays exist [85]. The ray which marks the fold is called the 'Descartes ray' and is the brightest point in the rainbow.

## Cusp

The cusp generating function is,

$$
\begin{equation*}
\Phi_{2}=s^{4}+C_{2} s^{2}+C_{1} s \tag{1.133}
\end{equation*}
$$

With caustic conditions,

$$
\begin{equation*}
\frac{\mathrm{d} \Phi_{2}}{\mathrm{~d} s}=4 s^{3}+2 C_{1} s+C_{2}=0 \tag{1.134}
\end{equation*}
$$

and,

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \Phi_{2}}{\mathrm{~d} s^{2}}=12 s^{2}+2 C_{1}=0 \tag{1.135}
\end{equation*}
$$

Eq. 1.135 yields the condition $s= \pm \sqrt{C_{2} / 6}$, and inputting into Eq. (1) gives,

$$
\begin{equation*}
C_{1}= \pm \sqrt{\frac{8}{27}}\left(-C_{2}\right)^{3 / 2} \tag{1.136}
\end{equation*}
$$

which gives a cusped curve in the control space, shown in Fig. 1.4. Away from the origin, the curves described by Eq. 1.136 indicate where a pair of stationary points in the generating function coalesce (and hence describe fold lines), and it is only at the highly singular origin $C_{1}=C_{2}=0$ where the fold lines meet and all three stationary points annihilate.


Figure 1.4: Geometry of the cusp. The generating function $\Phi_{2}$ is plotted as insets over the now two-dimensional control space. As the fold lines are crossed, pairs of stationary points of the generating function coalesce and annihilate, leaving a single stationary point outside the cusp. At the cusp point $C_{1}=C_{2}=0$, all three critical points coalesce.

The cusp is readily visible when light is shone onto a semi-cylindrical surface down onto a screen. For example, the reflection off the side of a coffee cup onto the bottom forms a cusp. Inside the cusp, three light rays meet at each point and the region is bright, while the darker outer region only has one light ray hits each point.

## Swallowtail

The swallowtail generating function is,

$$
\begin{equation*}
\Phi_{3}=s^{5}+C_{3} s^{3}+C_{2} s^{2}+C_{1} s \tag{1.137}
\end{equation*}
$$

The process for finding the caustic structure is identical to above, however now we are faced with finding simultaneous solutions to,

$$
\begin{equation*}
\frac{\mathrm{d} \Phi_{3}}{\mathrm{~d} s}=5 s^{4}+3 C_{3} s^{2}+2 C_{2} s+C_{1}=0 \tag{1.138}
\end{equation*}
$$

and,

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \Phi_{3}}{\mathrm{~d} s^{2}}=20 s^{3}+6 C_{3} s+2 C_{2}=0 \tag{1.139}
\end{equation*}
$$

Although these solutions are possible to find analytically, they are cumbersome to write down and offer little insight. The three-dimensional caustic structure is shown in Fig. 1.5 (a). The grey shading is the bifurcation set, which is now a fold surface which is 'pinched' at the bottom by cusp lines. Intersections of the caustic surface with planes of constant $C_{3}$, are also shown for $C_{3}<0(\mathrm{~b})$ and $C_{3}>0$ (c). Crossing any line in the $C_{3}=$ const. plane results in the creation/annihilation of pairs of stationary points in the generating function (insets), while for $C_{3}<0$ there exist two cusp points in the lower-half plane where three stationary points annihilate. Only at the origin $\left(C_{1}=C_{2}=C_{3}=0\right)$ do these cusps and the self-intersection line meet and all four stationary points of $\Phi_{3}$ become degenerate.


Figure 1.5: Geometry of the swallowtail. Panel (a): The full three dimensional caustic surface in the control space. Panel (b): Section of the swallowtail for $C_{3}<0$, with the generating function $\Phi_{3}$ shown as insets. The bifurcation set is shown as a thick black line, clearly showing a pair of cusps in the lower half-plane and a selfintersection in the upper half plane. Panel (c): Similar to panel (b), now with for $C_{3}>0$.

## Hyperbolic and Elliptic Umbilics

The umbilic catastrophes are so-named since at the centre of their classification lies the notion of cubic forms, which describe local curvature near umbilic points: points
on a surface which are locally spherical. A general surface with localized umbilic point at the origin can be written 85,

$$
\begin{equation*}
f(x, y)=\frac{1}{2} K\left(x^{2}+y^{2}\right)+\frac{1}{6}\left(a x^{3}+3 b x^{2} y+3 c x y^{2}+d y^{3}\right)+\ldots \tag{1.140}
\end{equation*}
$$

where the constants $a=f_{x x x}(0,0), b=f_{x x y}(0,0), c=f_{x y y}(0,0), d=f_{y y y}(0,0)$, form what is sometimes called the 'Monge cubic', which describes the local perturbations to the spherical curvature of the surface near the umbilic point. By defining the discriminant 101,

$$
\begin{equation*}
D_{C}=4\left(a c-b^{2}\right)\left(b d-c^{2}\right)-(a d-b c)^{2} \tag{1.141}
\end{equation*}
$$

the umbilic point is elliptic if $D_{C}>0$ and hyperbolic if $D_{C}<0$. If $D_{C}=0$ we encounter a parabolic umbilic point, which is related to a catastrophe we will not study here. The germs of the hyperbolic and elliptic umbilic catastrophes correspond to cubic forms with the appropriate discriminant $D_{C}$ to their classification.

The hyperbolic umbilic catastrophe has the generating function

$$
\begin{equation*}
\Phi_{3}^{\mathrm{H}}=s_{1}^{3}+s_{2}^{3}+C_{3} s_{1} s_{2}+C_{2} s_{2}+C_{1} s_{1} \tag{1.142}
\end{equation*}
$$

where now we have used the superscript " $H$ " to differentiate it from the elliptic umbilic and swallowtail. The caustic surface must now be determined by calculating the firstderivatives,

$$
\begin{equation*}
\frac{\partial \Phi_{3}^{\mathrm{H}}}{\partial s_{1}}=3 s_{1}^{2}+2 C_{3} s_{1}+C_{1}=0 \tag{1.143}
\end{equation*}
$$

and,

$$
\begin{equation*}
\frac{\partial \Phi_{3}^{\mathrm{H}}}{\partial s_{2}}=3 s_{2}^{2}+2 C_{3} s_{2}+C_{2}=0 \tag{1.144}
\end{equation*}
$$

while simultaneously ensuring that the Hessian determinant is zero,

$$
\begin{equation*}
\operatorname{det}\left[\frac{\partial^{2} \Phi_{3}^{\mathrm{H}}}{\partial s_{i} \partial s_{j}}\right]=\left(\frac{\partial^{2} \Phi_{3}^{\mathrm{H}}}{\partial s_{1}^{2}}\right)\left(\frac{\partial^{2} \Phi_{3}^{\mathrm{H}}}{\partial s_{2}^{2}}\right)-\left(\frac{\partial^{2} \Phi_{3}^{\mathrm{H}}}{\partial s_{1} \partial s_{2}}\right)^{2}=4\left(3 s_{1}+C_{3}\right)\left(3 s_{2}+C_{3}\right)=0 . \tag{1.145}
\end{equation*}
$$

The elliptic umbilic generating function is,

$$
\begin{equation*}
\Phi_{3}^{\mathrm{E}}=3 s_{1}^{2} s_{2}-s_{2}^{3}+C_{3}\left(s_{1}^{2}+s_{2}^{2}\right)+C_{2} s_{2}+C_{1} s_{1} \tag{1.146}
\end{equation*}
$$

The corresponding caustic surface is determined by simultaneous solutions to,

$$
\begin{align*}
\frac{\partial \Phi_{3}^{\mathrm{E}}}{\partial s_{1}} & =6 s_{1} s_{2}+2 C_{3} s_{1}+C_{1}=0  \tag{1.147}\\
\frac{\partial \Phi_{3}^{\mathrm{E}}}{\partial s_{2}} & =3\left(s_{1}^{2}-s_{2}^{2}\right)+2 C_{3} s_{2}+C_{2}=0  \tag{1.148}\\
\operatorname{det}\left[\frac{\partial^{2} \Phi_{3}^{\mathrm{E}}}{\partial s_{i} \partial s_{j}}\right] & =4 C_{3}^{2}-36\left(s_{1}^{2}+s_{2}^{2}\right)=0 \tag{1.149}
\end{align*}
$$



Figure 1.6: Geometry of the $D_{4}$ umbilic catastrophes. Panel (a): Full threedimensional hyperbolic umbilic caustic surface. Panel (b): Section of the hyperbolic umbilic with fixed $C_{3}>0$. The caustic is shown as a thick black line, which consists of a cusp and a fold. Insets show contour plots of the generating function $\Phi_{Q}^{H}$, with minima/maxima indicated with red circles and saddle points indicated with blue triangles Panel (c): Full three-dimensional elliptic umbilic caustic surface. Panel (d): Section of the elliptic umbilic with fixed $C_{3}>0$, insets are as in panel (b). Panels (a) and (c) are from Paper IV [56.

Like the swallowtail, we shall make no effort to solve the set of equations for the $D_{4}$ catastrophes, however we can still visualize them. For convenient parametrization of the surfaces, see Refs. [89, 102]. The hyperbolic and elliptic umbilic catastrophe surfaces are shown in Fig. 1.6, panels (a) and (c), respectively. Panel (b) shows a section of the hyperbolic umbilic cut through the surface at fixed $C_{3}>0$ (although it is symmetric for $\pm C_{3}$ ). For corank-2 catastrophes, the generating function $\Phi_{Q}$ becomes two-dimensional, and so now the insets are contour plots where we have labeled the maxima/minima as red circles, and the saddle points are blue triangles. Starting from the bottom of the image, no saddles or local extrema are present. As one crosses the lower fold surface, a local extremum is created plus a saddle point. As one crosses the inner cusp line, a second saddle is created with another extremum
of opposite type so that there is one local minimum, one maximum, and two saddles present inside the cusp. At $C_{1}=C_{2}=C_{3}=0$ (not shown), only the germ is present, and the corresponding surface consists of two pairs of superimposed fold lines meeting at a right angle (no longer a cusp).

A cut through the elliptic umbilic at $C_{3}>0$ (again symmetric for $\pm C_{3}$ ) is shown in panel (d). The contour plots highlight how the overall structure of the elliptic umbilic differs from its hyperbolic cousin. Everywhere outside of the tri-cusped surface, two saddle points can be found. As one crosses into the inner region, a third saddle point is created along with a lone local extremum. In both the hyperbolic and elliptic umbilics, how one chooses to cross the surface affects the way each stationary point is created. Crossing folds, which are planes in 3D catastrophes, extra stationary points are produced such that they arise from doubly-degenerate points, while if one crosses a cusp, which exist as lines in this three-dimensional space, the extra stationary points are produced from a triply-degenerate stationary point.

## The Catastrophe $X_{9}$

The only catastrophe we consider in this thesis which exists beyond Thom's elementary list is known by its group-theoretic symbol, $X_{9}$. In Paper IV, we shall find that this catastrophe acts as an organizing centre for caustics in the three-mode BoseHubbard model.

The generating function is [85],

$$
\begin{align*}
\Phi_{9}^{ \pm}= & s_{2}^{4}+K s_{1}^{2} s_{2}^{2} \pm s_{1}^{4}+C_{7} s_{2}^{2} s_{1}+C_{6} s_{2} s_{1}^{2}+C_{5}\left(s_{2}^{2}+s_{1}^{2}\right) \\
& +C_{4}\left(s_{2}^{2}-s_{1}^{2}\right)+C_{3} s_{2} s_{1}+C_{2} s_{2}+C_{1} s_{1} \tag{1.150}
\end{align*}
$$

As a corank-2 catastrophe, the generating function is still only two-dimensional, however the control space is relatively enormous, with 7 control parameters. The germ,

$$
\begin{equation*}
s_{2}^{4}+K s_{1}^{2} s_{2}^{2} \pm s_{1}^{4} \tag{1.151}
\end{equation*}
$$

contains an additional parameter, the modulus $K$, which cannot be transformed away by any smooth change of variables, thereby increasing the dimensionality to 8 . Because of the sheer size of the space in which the caustic is embedded, a complete analysis is not only laborious, but also impossible to visualize. Thus, we shall examine only three unfoldings of $X_{9}$ with codimension 3 which have practical physical applications, and provide some interesting connections to lower-order caustics.

For the remainder of this section, we shall be concerned with the family $X_{9}^{+}$, which corresponds to the ' + ' choice in Eq. 1.150 . It can be further divided into two
sub-families 85, 100,

$$
\left\{\begin{array}{ll}
{ }^{0} X_{9} & K>-2  \tag{1.152}\\
{ }^{4} X_{9} & K<-2
\end{array} \quad \text { and } K \neq 2\right.
$$

where $K= \pm 2$ is excluded because it gives an unstable singularity. The $K=2$ case is particularly interesting however, and has relevance to physical problems, so we shall also examine it further, even if it cannot be classified as a true catastrophe. Since the method of finding the caustic surfaces is identical to the umbilic cases above, we simply state the generating functions below and will not show the sets of simultaneous equations to be solved for each unfolding.

The first we shall examine is a $K=-6$ partial unfolding, called the 'elliptic' unfolding by Berry 103,

$$
\begin{equation*}
\Phi_{9}^{\mathrm{E}}=s_{2}^{4}-6 s_{1}^{2} s_{2}^{2}+s_{1}^{4}+C_{5}\left(s_{2}^{2}+s_{1}^{2}\right)+C_{2} s_{2}+C_{1} s_{1} \tag{1.153}
\end{equation*}
$$

Like in the case of the umbilics, we show the full three-dimensional caustic surface in Fig. 1.7 (a). This unfolding of $X_{9}$ can be seen as a generalization of the elliptic umbilic catastrophe $D_{4}^{-}$due to an extra saddle point in the generating function. As shown in the centre of panel (b), there are four saddle points surrounding the local extremum in the generating function. As one crosses the fold surfaces from inside to outside, an extremum and a saddle point coalesce and annihilate, while at each cusp line, however, two saddles and the extremum merge as one to form a single saddle. The result in both cases is the same: only three saddle points exist outside the fourfold cusped structure. One should note that at $C_{5}=C_{2}=C_{1}=0$ the singularity only appears fivefold degenerate in this reduced space. Since more unfolding terms would have been possible, it is a singularity of codimension eight. Although we do not identify this particular unfolding in Paper IV, this caustic appears in optics 85, 104 (it is Leonardo's cross 87 ), and it is instructive to notice that the appearance of additional cusps (compared to, say the elliptic umbilic) is a signature of $X_{9}$.

Next, there is the 'hyperbolic' $K=6$ unfolding,

$$
\begin{equation*}
\Phi_{9}^{\mathrm{H}}=s_{2}^{4}+6 s_{1}^{2} s_{2}^{2}+s_{1}^{4}+C_{4}\left(s_{2}^{2}-s_{1}^{2}\right)+C_{2} s_{2}+C_{1} s_{1} . \tag{1.154}
\end{equation*}
$$

Now the full caustic surface is shown in panel (c) of Fig. 1.7. Sections of this unfolding are complicated, shown in panel (d) at fixed $C_{4}$. Outside the entire surface, there is only one minimum in $\Phi_{9}^{\mathrm{H}}$. Crossing the fold line parallel to the $C_{2}$ axis, into the pointed ellipse ('vesica piscis'-like) central section, a new saddle and minimum is created. Inside the small kite-shaped region (shaded, left, in panel (d)) as one crosses the cusp, there are two maxima, one minimum, and two saddles, created either in
pairs or as a triad depending on whether one has crossed the fold surface or cusp line, respectively. Finally there exist long, thin regions (shaded, right) between fold lines which have again two minima and one saddle. This unfolding is seen in Paper IV, when we consider a quench of the Bose-Hubbard trimer with a linear geometry.

The last partial unfolding of $X_{9}$ we consider is the rotationally symmetric $K=2$ case,

$$
\begin{equation*}
\Phi_{9}^{\mathrm{circ}}=s_{2}^{4}+2 s_{1}^{2} s_{2}^{2}+s_{1}^{4}+C_{5}\left(s_{2}^{2}+s_{1}^{2}\right)+C_{2} s_{2}+C_{1} s_{1} \tag{1.155}
\end{equation*}
$$

Fig. 1.7 (e) shows the full caustic surface, from which its alternate name 'spun cusp' becomes clear, since it is a circularly symmetric version of the cusp catastrophe. This is in fact not a 'true' catastrophe since it contains an unstable axial caustic along the $C_{1}=C_{2}=0$ axis. The insets of Fig. 1.7 demonstrate that anywhere along the axial caustic, the function $\Phi_{9}^{\text {circ }}$ contains a local maximum, surrounded by a ring (i.e. an infinite amount, hence why this part of the caustic is sometimes said to have infinite codimension) of local minima, denoted on the figure as a purple ring. Since any perturbation of infinitesimal size will destroy this ring, producing two extrema and one saddle, which are in different locations depending on the perturbation, this cannot represent a 'true' catastrophe since it is unstable.

Although not a member of the $X_{9}$ unfoldings, it is still instructive to treat the $K=2$ case as one, since it has applications in real-world problems where we can sometimes engineer near-perfect symmetry. Furthermore, although a perturbation to $\Phi_{9}^{\text {circ }}$ destroys the axial caustic, it will not so drastically destroy the outer circular cusp, where an extremum and saddle point coalesce. The circular unfolding of $X_{9}$ is highly relevant to caustics formed via the focusing of light by spherical sources, such as water droplets [104], and gravitational lensing [85].

### 1.2.3 Catastrophe properties

## Stability

Catastrophes exhibit structural stability, they can therefore be distorted in many ways without destroying their overall structure. It is for this reason that the $K= \pm 2$ unfoldings of $X_{9}$ are technically excluded from this classification, since it contains an unstable singularity. In a similar vein, other structures such as the line of stationary points generated from $f(x, y)=x^{2}$ are unstable, since any perturbation $\varepsilon y, \varepsilon y^{2}$ etc. for any $\varepsilon$ will immediately destroy the 'valley' of stationary points.

All non-degenerate (i.e. Morse) stationary points are stable, while degenerate (i.e. non-Morse) stationary points are all unstable 105. Take, for example, a one


Figure 1.7: Geometry of three partial unfoldings of $X_{9}$. All insets on the right column are as in Fig. 1.6, contour plots of $\Phi_{9}$, with red circles representing local extrema and blue triangles for saddle points. Panel (a): Caustic surface of the elliptic unfolding ( $K=-6$ ) caustic surface from $X_{9}^{\mathrm{E}}$ Panel (b): Section of the elliptic unfolding caustic at fixed $C_{5}>0$. Panel (c): Caustic surface for the hyperbolic unfolding $X_{9}^{\mathrm{H}}$. Panel (d): Section of the hyperbolic caustic at fixed $C_{4}>0$. Panel (e): Caustic surface for the circular (excluded) unfolding $X_{9}^{\text {circ }}$. Panel (f): Section of $X_{9}^{\text {circ }}$ at fixed $C_{5}<0$. The inset for the contour plot at the axial caustic indicates an unstable ring of minima, indicated by the purple circle. Panels (c) and (e) are from Paper IV (Ref. [56]).
dimensional function $f$ at a non-degenerate stationary point. By the Morse lemma, in some coordinate system we can write it as $f(x)=x^{2}$. Let us then perturb the function by $g(x)=\varepsilon x$. By including the perturbation, the stationary point moves from $x^{*}=0$ to $x^{*}=-\varepsilon / 2$, which is a smooth translation of the stationary point. I.e. for any $\delta>0$, you can select an $\epsilon$ such that $x^{*}<\delta$. Also important is that $x^{*}$ is of the same type, i.e. it remains Morse.

It is by this line of reasoning that the unfolding terms are necessary: catastrophe germs are degenerate stationary points, and hence unstable. A function with a doublydegenerate critical point is $f(x)=x^{3}$. Now a perturbation of $\varepsilon x$ will move the stationary point smoothly to $\pm \sqrt{-\varepsilon / 3}$, however the type has changed: it has split from a single non-Morse point to either two Morse points or zero, no matter the size of $\varepsilon$ and is thus unstable. This point is, however, stable under perturbations of $g(x)=\varepsilon x^{4}$ (and similar higher-order perturbations), since a quick calculation shows that the non-Morse critical point remains at $x=0$, and a new one has been added at $x^{*}=-3 /(3 \varepsilon)$, which is arbitrarily far away and hence not locally relevant.

Catastrophes, which form a family of functions which are tuned by their control parameters, are stable to the kinds of perturbations mentioned above, and extended to arbitrary dimensions. The proof is due to Thom [97], and is beyond the scope of this thesis, but the result of the above analysis still applies. A catastrophe function $f: \mathbb{R}^{n} \times \mathbb{R}^{Q} \rightarrow \mathbb{R}$ is equivalent, in a topological sense, to $f+g: \mathbb{R}^{n} \times \mathbb{R}^{Q} \rightarrow \mathbb{R}$, where $g$ is the perturbation, and hence is stable.

Consider the cusp catastrophe, Eq. 1.133). First, any perturbation of $\varepsilon x^{3}$ is irrelevant since by redefining the origin, one can 'depress' the quartic and eliminate the cubic term by a smooth change of variables. Next, let us consider a quintic perturbation,

$$
\begin{equation*}
\Phi=\varepsilon x^{5}+x^{4}+C_{2} x^{2}+C_{1} x \tag{1.156}
\end{equation*}
$$

For simplicity, let us set $C_{1}=0$ and $C_{2}<0$ so that we lie inside the canonical cusp along the axis (we know any linear perturbation amounts to a translation of $C_{1}$, so this is fine). At lowest order in $\varepsilon$, the stationary points are,

$$
\begin{equation*}
x_{1}^{*}=0 \quad x_{2}^{*}=\sqrt{-\frac{C_{2}}{2}} \quad x_{3}^{*}=-\sqrt{-\frac{C_{2}}{2}} \quad x_{4}^{*}=-\frac{4}{5 \varepsilon} \tag{1.157}
\end{equation*}
$$

We see that $x_{1}^{*}, x_{2}^{*}$, and $x_{3}^{*}$ are all the expected cusp stationary points, of the same type, while the remaining point $x_{4}^{*}$ can again be made arbitrarily far away from any of these points by a small enough perturbation. Hence, the cusp is stable.

## Projections

Another important feature of catastrophes is that those of higher-order tend to include those of lower order. We have already encountered many examples of this in our exploration of the various catastrophe geometries. A generating function of high order can still exhibit locations where a single pair of stationary points coalesce and annihilate, which can give rise to fold lines (in 2D), fold surfaces (in 3D), and so on. Similarly, if anywhere in the control space of a high-order catastrophe, three stationary points coalesce into one, then this becomes a cusp line (3D). In higher dimensions, these would become hypersurfaces of dimension $D-q$ where $D$ is the dimension of control space and $q$ is the dimension of the embedded (i.e. lower-order) catastrophe.

Catastrophes of higher-order are not guaranteed to contain all of those of lower order. The catastrophes $A_{Q+1}$, called the cuspoids, contain one another in succession, and $D_{5}$ (the parabolic umbilic) contains $D_{4}^{ \pm}$. Exiting the elementary catastrophes, however, there are complicated relationships between them which are best visualized in so called 'bordering' or 'abutment' diagrams [85, 96]. A bordering diagram adapted from Nye [85] for $X_{9}$ can be found in Fig. 15 of Paper IV, showing that different families of $X_{9}$ can contain different sub-catastrophes.

### 1.2.4 Wave catastrophes

Historically, the application of catastrophe theory to physical problems has been dominated by optics. In the vicinity of a caustic, a geometric ray theory of light breaks down and the effects of diffraction are required to ensure that the intensity at the caustic is finite. In the late 20th century this sparked the emergence of 'catastrophe optics', spearheaded by Nye [85] and Berry [99, 106], in which catastrophe theory was combined with a classical wave theory of diffraction to describe the wave nature of focusing events. Mathematically, this corresponds to a local description of a wave near a caustic as,

$$
\begin{equation*}
\Psi_{Q}(\mathbf{C} ; \lambda)=\left(\frac{\lambda}{2 \pi}\right)^{n / 2} \int \ldots \int \mathrm{~d} \mathbf{s} \mathrm{e}^{\mathrm{i} \lambda \Phi_{Q}(\mathbf{s} ; \mathbf{C})} \tag{1.158}
\end{equation*}
$$

where $\Phi_{Q}(\mathbf{s} ; \mathbf{C})$ is a catastrophe function which depends on the nature of the focusing event, $n$ is the corank of the catastrophe, and $\lambda$ is the wavelength. We will refer to the integral (1.158) as a diffraction integral which describes a wave catastrophe.

From a quantum-mechanical perspective, one can view Eq. 1.158) as a Feynman path integral,

$$
\begin{equation*}
\Psi\left(x_{0}, x(t) ; t\right)=\sum_{\text {Paths } x(\cdot)} \mathrm{e}^{\mathrm{i} \mathcal{S}[x(\cdot)]} \tag{1.159}
\end{equation*}
$$

where $\mathcal{S}$ is an action functional and the paths $x(\cdot)$ run from $x(0)=x_{0}$ to $x(t)$. From this perspective, the catastrophe function $\Phi_{Q}$ plays the role of an action, and the paths being focused are no longer optical paths, but classical paths which the particle takes through phase space. A WKB approximation of the quantum-mechanical path integral breaks down at a caustic [107, and a semiclassical treatment of the wavefunction necessitates the use of diffraction integrals as a local approximation.

## Canonical diffraction integrals

Here we demonstrate diffraction integrals associated with each wave catastrophe. The special functions described here will correspond to Eq. (1.158) with $\lambda=1$, however we shall see that catastrophe diffraction integrals obey scaling identities which allows us to restore the wavelength.

The wave catastrophe of the fold is described by the Airy function [108],

$$
\begin{equation*}
\operatorname{Ai}(C)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \mathrm{d} s \mathrm{e}^{\mathrm{i}\left(s^{3}+C s\right)} \tag{1.160}
\end{equation*}
$$

which is a solution to the Airy equation,

$$
\begin{equation*}
\frac{\mathrm{d}^{2} y(x)}{\mathrm{d} x^{2}}-C y(x)=0 . \tag{1.161}
\end{equation*}
$$

We plot the Airy function in Fig. 1.8. The caustic is a single point at $C=0$, however we show it as a dotted line for clarity. Due to the fold catastrophe permitting two solutions for $C<0$, this is sometimes called the 'bright' region since it will be where two light rays exist. Conversely, since no solutions exist for $C>0$, this is sometimes called the 'dark' region. The wavefunction on this side is exponentially suppressed, relevant to early-growth behaviour in light cones.

The next wave catastrophe corresponds to the diffraction integral for the cusp, known as the Pearcey function 109

$$
\begin{equation*}
\operatorname{Pe}\left(C_{2}, C_{1}\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} s \mathrm{e}^{\mathrm{i}\left(s^{4}+C_{2} s^{2}+C_{1} s\right)} . \tag{1.162}
\end{equation*}
$$

The Pearcey function is in general complex and hence the simplest wave catastrophe to have both an amplitude and a phase, so we show both in Fig. 1.9. The Pearcey diffraction pattern dresses the classical cusp, which is shown as a black dashed line. This 2D pattern is distinct from, say, a fold extended into a line pattern, which would only give striped Airy fringes rather than the much more complex fringes seen here.

The addition of a phase also introduces us to the notion of dislocations in wave catastrophes which come in the form of phase singularities, i.e. vortices, where the


Figure 1.8: Airy function. The caustic lies at $C=0$, which we have shown as a dotted line.
phase takes all values $\in[0,2 \pi)$ and hence is undefined. Phase singularities appear commonly in optics, for example in Laguerre-Gauss beams [110, in fluid dynamics under rotation, and they even appear in tides as amphidromic points 111]. In order to preserve the single-valuedness of the wavefunction, they occur when the wavefunction has zero amplitude. Furthermore, the phase of the wavefunction winds along a closed contour around these points. For $\Psi=\rho \mathrm{e}^{\mathrm{i} \phi}$,

$$
\begin{equation*}
\oint_{\mathcal{C}} \mathrm{d} \phi=\oint_{\mathcal{C}} \mathrm{dr} \nabla \phi= \pm 2 \pi m \tag{1.163}
\end{equation*}
$$

where $\mathcal{C}$ is some closed contour containing one vortex, and $m$ is the topological charge of the vortex, which counts the number of times the phase winds around. As shown in Fig. 1.9 (b), the Pearcey function is populated with a lattice of vortices, mostly contained within the classical cusp. The vortices come in pairs of opposite phase-winding, and so we call these vortex-antivortex pairs. The phase winding around multiple phase singularities corresponds to the sum of the individual topological charges $m_{i}$ times $2 \pi$, meaning that a closed contour around a vortex-antivortex pair will contain no net phase winding. A pair of vortices from the Pearcey function are shown in Fig. 1.9 (c).

Vortices are subwavelength structures, and hence represent the finest level of structure in a wave catastrophe, smaller than the fringes and the course classical caustic seen at largest scales. In Paper I, we see that second quantization introduces an additional layer of structure for caustics in Fock space. Vortices in second-quantization no longer correspond to phase singularities: the integral 1.163) becomes a sum across sites on a chain and the vortices become 'phase kinks' (similar to dark solitons).

The remaining catastrophe functions we study in this thesis (which we shall not


Figure 1.9: Pearcey function. Panel (a): Amplitude of the Pearcey function. The diffraction pattern dresses the classical cusp (shown as a dashed line). Panel (b): Phase of the Pearcey function. A lattice of vortex-antivortex pairs, indicated as black dots, populate the area between the caustic and line the outside. Panel (c): A sample vortex-antivortex pair drawn from the Pearcey function.
specially list because they do not have specific designations) are all of the form given in Eq. (1.158) with $\lambda \rightarrow 1$. Since they are three-dimensional, it is impossible to properly visualize the entire pattern at once, so we show relevant two-dimensional sections of each. For these three-dimensional diffraction catastrophes, the phase singularities become generalized to lines of vortices, which have been studied in the case of the elliptic [112, 113] and hyperbolic [114] umbilic catastrophes. We will not be concerned with dislocation lines for now, although they present an interesting extension to our present work.

Fig. 1.10 shows diffraction patterns for sections of the umbilic catastrophes. Panels (a) and (b) correspond to sections of the hyperbolic umbilic catastrophe, while panels (c) and (d) are sections of the elliptic umbilic. In every panel, the caustic is shown as a dashed black line, which becomes dressed by an interference pattern. The section shown in panel (a) is along the plane $C_{3}=0$, where two pairs of overlapping fold lines meet at a right angle. This unique section of the elliptic umbilic corresponds to a product of Airy functions, since the cross-term containing $C_{3}$ vanishes [114]. Panel
(b) shows $C_{3}>0$, with the familiar cusp with a Pearcey-like interference pattern surrounded by a fold line which generates additional Airy fringes.

Panel (c) shows the diffraction pattern of the elliptic umbilic in the $C_{3}=0$ plane, also called the focus, since the classical catastrophe is simply a point here (the germ). Like in the hyperbolic case, this triple-forked pattern also corresponds to a unique section of the elliptic umbilic integral which can be decomposed directly in terms of Airy functions [112] (in this case the decomposition also involves Airy's second solution, $\operatorname{Bi}(z)$ ), or a complicated product of 'one-sided Airy functions' 103. In the $C_{3}>0$ unfolding, shown in panel (d), the threefold cusp gives three interfering Pearcey-like diffraction patterns within the caustic.


Figure 1.10: Diffraction integrals for the $D_{4}$ catastrophes. The classical caustics are shown as dashed lines in each image. Panel (a): $C_{3}=0$ plane of the hyperbolic umbilic. Panel (b): $C_{3}=3$ plane, with both the cusp and fold lines separate. Panel (c): Elliptic umbilic focus, corresponding to the $C_{3}=0$ plane. Panel (d): $C_{3}=6$ plane, showing the threefold Pearcey-like interference pattern.

Finally, in Fig. 1.11, we show diffraction patterns for the three sections of $X_{9}$ mentioned above. Panel (a) shows the focus of the elliptic unfolding, from the generating function $\Phi_{9}^{\mathrm{E}}$ with $C_{5}=0$. In this plane, the function becomes a complicated product of 'one-sided Pearcey functions' 103, and appears to have an apparent eightfold symmetry. Panel (b) shows a fully-unfolded $X_{9}^{\mathrm{E}}$ catastrophe diffraction pattern at $C_{5}=12$, which, due to the four cusps, a fourfold version of a Pearcey diffraction
integral is immediately noticeable.
Panel (c) corresponds to the focal plane ( $C_{4}=0$ ) of the hyperbolic unfolding of $X_{9}$, with generating function $\Phi_{9}^{\mathrm{H}}$. This function separates simply into a product of Pearcey functions [103, which is readily seen by a rotating $C_{1}, C_{2}$ coordinates by $\pi / 4$. In panel (d), we show the $C_{4}=7$ plane. The fold lines on the top and bottom give rise to Airy fringes inside, while the outward-facing cusps give rise to Pearcey-like fringes pointing in the $\pm C_{1}$ directions.

Panel (e) shows the focal plane ( $C_{5}=0$ ) of the circular unfolding of $X_{9}$ from $\Phi_{9}^{\text {circ }}$. Apart from the origin, there are no distinguishing features of this focus. After unfolding into the $C_{5}=-14$ plane, we see the circular nature of the caustic, with fringes inside the classical caustic and none outside. Furthermore the unstable axial caustic at $C_{1}=C_{2}=0$ remains the brightest (in this color scheme, it is dark) part of the diffraction catastrophe.

A note on numeric evaluation of these caustics: as one attempts to evaluate the diffraction integrals for systematically higher-order catastrophes, the numerical evaluation of the integrals rapidly becomes more unstable and resource-expensive. For this reason, some of the $X_{9}$ caustic patterns are not as sharply defined as the lower-order caustics.

## Caustics from water droplet lenses

As mentioned earlier in this section, caustics can be seen in many real-world situations. In this section, we will briefly demonstrate how caustics can be viewed relatively simply even with a simple experimental setup. This setup is inspired by the works of Berry, Nye, Marston and collaborators $104,112,115,117$, in which they demonstrate that light shone through a single water droplet can yield visible caustics when projected onto a screen.

A relatively simple setup is demonstrated in Fig. 1.12. A glass slide was covered with electrical tape which has been cut to form a small hole. A water droplet is carefully placed so that it resides entirely in the hole without spilling onto the tape. The shape of the droplet is determined by the shape of the hole (boundary conditions) and the surface tension [104]. In turn, the droplet geometry influences how light is focused as it passes through, therefore acting as a control for the types of caustics one can see. The shape can be further influenced by how the slide is oriented: gravity will distort the droplet shape, but surface tension will keep it attached to the slide. A simple portable laser was carefully arranged such that it shines light through the back of the slide, through the droplet and onto a screen. In the case of Nye [104], the


Figure 1.11: Diffraction integrals for $X_{9}$ catastrophe unfoldings. The classical caustics are shown as dashed lines in each image. Panel (a): $C_{5}=0$ plane of the elliptic unfolding. Panel (b): $C_{5}=12$ plane, showing the full fourfold symmetric Pearcey pattern. Panel (c): Hyperbolic unfolding $C_{4}=0$ focus plane. Panel (d): Hyperbolic unfolding in the $C_{4}=7$ plane. Panel (e): Circular unfolding $C_{5}=0$ plane. Panel (f): Circular unfolding in the $C_{5}=-14$ plane. The central axial caustic continues to dominate the diffraction pattern.
droplets were on the order of $1-8 \mathrm{~mm}$ in size, and caustics were photographed through a microscope. To capture the images in Fig. 1.13 and Fig. 1 of Ref. [56] (Paper IV, Chapter 5), we used a droplet of approximately 1 mm across, however, rather than using a microscope, we place a screen approximately 1 m behind the droplet, from which the patterns can be photographed.


Figure 1.12: Schematic setup for water droplet experiment. The left image shows a glass slide covered in electrical tape, except for a small triangular hole, in which a water droplet is placed. The experimental setup is then shown on the right.

Fig. 1.13 shows three caustics formed using the setup described above using three different laser colours on different droplets. Panel (a) shows a clear Pearcey diffraction pattern, while panel (b) shows an apparent elliptic umbilic catastrophe which has been slightly distorted. The distorted, yet unmistakable interference pattern reinforces the notion that catastrophes are stable to perturbations. Panel (c) shows the distinctive triple fork diffraction pattern, which is indicative of the focus of the elliptic umbilic catastrophe. This experiment demonstrates the genericity of the caustic patterns we have explored above.


Figure 1.13: Caustics generated by water droplet lenses. Each image is from a different droplet, and the colours correspond to different laser colours used in the experiments.

A lens analogy can be extended to the systems we study in Chapter 5 (Paper IV), where the rays correspond to classical paths through Fock space, and the focusing lens becomes the Hamiltonian itself. Each trajectory corresponds to a classical configuration of the many-body problem. In both the double- and triple-well Bose-Hubbard models, unless the interactions are sufficiently attractive, the Hamiltonian discourages particles to all clump in one well and tends to encourage a roughly equal distribution
of particles in each well. This means that classical rays are 'focused' away from the edges and towards the centre of Fock space, leading to the formation of caustics from imperfect focusing events. In each of these cases, one can view the optical axis as time $t$, and the water droplet becomes the local energy surface. We also show that the circular symmetry of the quantum phase model gives rise to the circular unfolding of $X_{9}$ in $(2+1)$-dimensional Fock space and time, but perturbations destroy the circular symmetry and lead to bright patches corresponding to valleys of the local energy surface. Small water droplets evaporate quickly, and thus change the shape of the caustic which is projected onto a screen. This effect has been used to track the shape of the droplet as they evaporate [118], and in the same spirit, caustics formed by quantum many-body systems can in principle be a tool to study the nature of the Hamiltonian.

### 1.3 Measures of Chaos

Chaos corresponds to an extreme sensitivity of a system to its initial conditions: the butterfly effect. A quantitative tool for demonstrating exponential sensitivity to initial conditions, and therefore a diagnostic of classical chaos, is the Lyapunov exponent. Given a dynamical system in $D$-dimensions,

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}}{\mathrm{~d} t}=\boldsymbol{f}(\mathbf{x}) \tag{1.164}
\end{equation*}
$$

with initial condition $\mathbf{x}_{0}$, we consider a second trajectory with an initial condition perturbed by some small amount $\boldsymbol{\delta}$, so that the distance between these two trajectories is $|\boldsymbol{\delta}(t)|$. There exists a Lyapunov exponent defined by [119],

$$
\begin{equation*}
\lambda=\lim _{\substack{t \rightarrow \infty \\ \boldsymbol{\delta}(0) \rightarrow 0}} \frac{1}{t} \ln \frac{|\boldsymbol{\delta}(t)|}{|\boldsymbol{\delta}(0)|} \tag{1.165}
\end{equation*}
$$

In fact, one can consider the linearized motion of the dynamical system around the perturbation,

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{\delta}}{\mathrm{~d} t}=\mathbf{M} \cdot \boldsymbol{\delta} \tag{1.166}
\end{equation*}
$$

where $\mathbf{M}=\partial \boldsymbol{f} / \partial \boldsymbol{x}$ is the Jacobian matrix, to define a set $\lambda_{1}, \ldots, \lambda_{D}$ ordered such that $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{D}$. This set of exponents represents the exponential deviation of trajectories in the direction of the eigenbasis of $\mathbf{M}$ around $\mathbf{x}_{0}$. The individual $\lambda_{i}$ can be positive or negative, but at least one must be zero [119]. For most purposes, however, the definition given in Eq. 1.165) is sufficient because at long enough times,
the spectrum is dominated by the largest exponent, $\lambda_{1}=\lambda$, and this is sufficient to diagnose the exponential sensitivity of trajectories. Related to the exponential sensitivity of chaotic systems is the resulting lack of (quasi)periodicity in the longterm dynamics [120] (of closed systems), however, systems which do exhibit longterm periodic dynamics can also be transiently chaotic, such as in the famous Lorenz system 121.

A naive attempt to extend the notion of exponential sensitivity of initial conditions to quantum systems fails: the unitarity of quantum mechanics ensures that the distance between quantum states is preserved in time. Furthermore, the inherent discreteness of quantum spectra results directly in periodicity in closed quantum systems. For this reason, M. Berry proposed the existence of quantum 'chaology' rather than chaos $[122$ to indicate the study of semiclassical systems whose classical counterparts are chaotic. Modern language surrounding the discussion of chaos in the quantum regime is less prudent than Berry would likely have hoped; the terms 'quantum chaos' and 'quantum chaotic systems' are in widespread use to mean systems which would have fallen under the 'chaology' umbrella. We shall continue the tradition by using these terms interchangeably. Quantum chaos is argued to be the mechanism for thermalization 123, 124, and is therefore a condition for the validity of the Eigenstate Thermalization Hypothesis (ETH).

In this section we shall review signatures of chaos in quantum systems in the following sense: (i) spectra for chaotic systems will follow random matrix theory predictions, and/or (ii) the out-of-time-ordered correlator, which acts as a quantized version of the Poisson bracket, gives 'Lyapunov-like' behaviour. In each case there are exceptions and subtleties, which is a source of a great deal of ongoing research.

### 1.3.1 Random matrix theory

Random matrix theory (RMT) concerns itself primarily with matrices whose elements obey certain probability distributions, and often will use these probability distributions in order to make statements particularly about the eigenvalues of those matrices. In Paper III, we will make use of RMT in order to identify quantities in a regular system which are typically associated with flags of chaos, and so here we present the relevant background details for those flags.

The use of spectral statistics to distinguish regular and chaotic models is rooted in a pair of conjectures. First, the Berry-Tabor conjecture [125], which states that a generic quantum integrable model will have an eigenspectrum spacing distribution which is Poissonian. Second, the Bohigas-Giannoni-Schmit (BGS) conjecture 126 argues that
the spectra of quantum systems with a chaotic classical counterpart have spectral statistics which obey the 'Wigner surmise', and are described by Gaussian ensembles of RMT. In the following section, we shall examine the statistical difference between the spectra of a matrix (which physically might describe a Hamiltonian) whose elements are randomly drawn from a probability distribution and a set of random numbers. Attempts have been made to prove the Berry-Tabor [128] and BGS [129] conjectures, at least in some limiting cases where there exists a clear classical limit, such as the quantum billiard. However it isn't clear how to include models which do not have a definite classical analogue 130,131, such as the Sachdev-Ye-Kitaev model 132 134.

## Wigner and Poisson Statistics

As a motivation, we consider here the example originally considered by E. P. Wigner [135 in order to characterize the spectral statistics of heavy nuclei. A particularly useful reference for the basics of RMT can be found in Ref. [136]. Suppose we have a real, symmetric random matrix,

$$
X=\left(\begin{array}{ll}
x_{1} & x_{3}  \tag{1.167}\\
x_{3} & x_{2}
\end{array}\right)
$$

where the elements are drawn from a Gaussian ensemble $\mathcal{N}\left(\mu, \sigma^{2}\right)$, which comes from the probability distribution,

$$
\begin{equation*}
p_{\sigma}(x)=\frac{1}{\sigma \sqrt{2 \pi}} \mathrm{e}^{-\frac{1}{2}\left(\frac{x-\mu}{\sigma}\right)^{2}} \tag{1.168}
\end{equation*}
$$

with mean $\mu$ and variance $\sigma^{2}$. For this example, suppose $x_{1}, x_{2} \sim \mathcal{N}(0,1)$ and $x_{3} \sim$ $\mathcal{N}(0,1 / 2)$. The eigenvalues $\lambda_{1,2}$ are therefore real because $X$ is a real, symmetric matrix. The goal is to compute the probability density function (PDF) of the spacing $s=\lambda_{2}-\lambda_{1}$ where $\lambda_{2}$ is the largest eigenvalue and $\lambda_{1}$ is the smallest. Since the original entries are random variables, the object $s$ is therefore a random variable.

The eigenvalues of the matrix are,

$$
\begin{equation*}
\lambda_{1,2}=\frac{1}{2}\left[x_{1}+x_{2} \pm \sqrt{\left(x_{1}+x_{2}\right)^{2}-4\left(x_{1} x_{2}-x_{3}^{2}\right)}\right] \tag{1.169}
\end{equation*}
$$

thus,

$$
\begin{equation*}
s=\sqrt{\left(x_{1}-x_{2}\right)^{2}+4 x_{3}^{2}} \tag{1.170}
\end{equation*}
$$

Now, we wish to change variables in our joint PDF from $P\left(x_{1}, x_{2}, x_{3}\right)=p_{1}\left(x_{1}\right) p_{1}\left(x_{2}\right) p_{\frac{1}{2}}\left(x_{3}\right)$ to simply $P(s)$. This can be done by making use of $\int \mathrm{d} \mathbf{x} g(\mathbf{x}) \delta(\mathbf{x}-f(\mathbf{y}))=g(\mathbf{y})$.

Hence,

$$
\begin{align*}
P(s) & =\int_{-\infty}^{\infty} \mathrm{d} x_{1} \mathrm{~d} x_{2} \mathrm{~d} x_{3} p_{1}\left(x_{1}\right) p_{1}\left(x_{2}\right) p_{\frac{1}{2}}\left(x_{3}\right) \delta\left(s-\sqrt{\left(x_{1}-x_{2}\right)^{2}+4 x_{3}^{2}}\right)  \tag{1.171}\\
& =\frac{\pi}{2} s \mathrm{e}^{-\frac{\pi s^{2}}{4}} \equiv P_{W}(s) \tag{1.172}
\end{align*}
$$

The fact that $x_{3}$ had a variance of $1 / 2$ rather than 1 simplified the results dramatically, and the resulting PDF $P(s)$ would have contained a Bessel function. The distribution in Eq. 1.172 is named "Wigner's surmise". Note that for $s \rightarrow 0$, the probability goes to zero, meaning that the odds of finding degeneracies goes to zero, leading to the notion of level repulsion. This is quite striking, since the entries of the matrices themselves are independent, while the eigenvalue spacing is correlated. Note this doesn't mean that it's actually impossible to have matrices with degenerate eigenvalues, but that the set of such objects has measure zero.

For completeness, let us compare with what would occur not with a random matrix, but rather a set of independent and identically distributed random variables. These variables $\left\{\lambda_{1}, \ldots, \lambda_{N}\right\}$ are described by a probability $\mathcal{P}\left(\lambda_{1}, \ldots, \lambda_{N}\right)=$ $p\left(\lambda_{1}\right) p\left(\lambda_{2}\right) \ldots p\left(\lambda_{N}\right)$, meaning that the variables do not depend on one another (since the joint PDF is a product), and they are all governed by the same single-variable PDF, $p(x)$. We now introduce the cumulative distribution function,

$$
\begin{equation*}
F(\lambda)=\int_{-\infty}^{\lambda} \mathrm{d} \lambda^{\prime} p\left(\lambda^{\prime}\right) \tag{1.173}
\end{equation*}
$$

which is the probability that any random variable takes a value smaller than $\lambda$. Let us suppose we have a random variable at a given value $\lambda_{j}=\lambda$ and another at a position $\lambda_{k}=\lambda+s$ with no variables in between. The probability of this event occurring is the simultaneous occurrence of the probabilities $p\left(\lambda_{j}=\lambda\right), p\left(\lambda_{k}=\lambda+s\right)$ and the probability that there is no $\lambda_{i}$ between. Furthermore, if we want this to be true for any of the random variables $\left\{\lambda_{1}, \ldots, \lambda_{N}\right\}$, we sum over $N$. The (conditional) probability of this event is,

$$
\begin{align*}
P\left(s \mid \text { any } \lambda_{i}=\lambda\right) & =\sum_{j} p(\lambda) p(\lambda+s)[1-(F(\lambda+s)-F(\lambda))]^{N-2}  \tag{1.174}\\
& =N p(\lambda) p(\lambda+s)[1-(F(\lambda+s)-F(\lambda))]^{N-2} \tag{1.175}
\end{align*}
$$

where the quantity in the square brackets is the probability that there is no $\lambda_{i}$ in the gap between $\lambda$ and $\lambda+s$ for each of the remaining $N-2$ random variables. Now, we no longer want the condition that any particular variable must sit at $\lambda$, so we
integrate,

$$
\begin{align*}
P_{N}(s) & =\int_{\sigma} \mathrm{d} \lambda P\left(s \text { any } \lambda_{i}=\lambda\right)  \tag{1.176}\\
& =N \int_{\sigma} \mathrm{d} \lambda p(\lambda) p(\lambda+s)[1+F(\lambda)-F(\lambda+s)]^{N-2} \tag{1.177}
\end{align*}
$$

where $\sigma$ is the support (domain) of $p(\lambda)$.
Consider now the case where $\sigma$ is not infinite, such as a restriction on the total maximum energy of a system. Then, as $N$ increases, the typical spacing must shrink since more $\lambda_{i}$ must fit in the same domain. To counter this, we make a local change of variables,

$$
\begin{equation*}
s=\frac{\tilde{s}}{N p(\lambda)} \tag{1.178}
\end{equation*}
$$

which scales away the number of samples from our distribution and the local density of random samples. This process of rescaling the gap is sometimes called 'unfolding' (unconnected to the unfolding of catastrophes), so that the mean level spacing is equal to unity across the spectrum, regardless of the size of $N$, which we will now take to be very large. We can expand the $F\left(\lambda+\frac{\tilde{s}}{N p(\lambda)}\right)$ piece in a Taylor expansion, $F\left(\lambda+\frac{\tilde{s}}{N p(\lambda)}\right) \approx F(\lambda)+\frac{\tilde{s}}{N p(\lambda)} F^{\prime}(\lambda)+\ldots$, and note that $F^{\prime}(\lambda)=p(\lambda)$ which cancels the denominator of the change of variables. The term in the square brackets becomes $\left[1-\frac{\tilde{s}}{N}\right]^{N-2} \stackrel{N \rightarrow \infty}{=} \mathrm{e}^{-\tilde{s}}$. If we also only retain leading order in $p(\lambda+s) \approx p(\lambda)$, we have

$$
\begin{equation*}
P_{N \gg 1}(s) \approx N \int_{\sigma} \mathrm{d} \lambda p(\lambda)^{2} \mathrm{e}^{-\tilde{s}} \tag{1.179}
\end{equation*}
$$

and now we use the rule of change of variables for a $\operatorname{PDF}\left[\tilde{P}(x)=P(y=x) \frac{\mathrm{d} y}{\mathrm{~d} x}\right.$ for some PDF $\tilde{P}$ defined on the domain of $x$ and some other PDF $P$ defined on the domain of $y$ ], giving,

$$
\begin{align*}
\tilde{P}_{N \gg 1}(\tilde{s}) & =P_{N \gg 1}\left(s=\frac{\tilde{s}}{N p(\lambda)}\right) \frac{\mathrm{d} s}{\mathrm{~d} \tilde{s}}=N \frac{1}{N} \int \mathrm{~d} \lambda p(\lambda)^{2} \frac{1}{p(\lambda)} \mathrm{e}^{-\tilde{s}}  \tag{1.180}\\
& =\mathrm{e}^{-\tilde{s}} \equiv P_{P}(\tilde{s}) \tag{1.181}
\end{align*}
$$

where we used $\frac{\mathrm{d} s}{\mathrm{~d} \tilde{s}}=\frac{1}{N p(\lambda)}$ and $\int \mathrm{d} \lambda p(\lambda)=1$. So in the scaling limit of $N \gg 1$, the PDF of the spacing in local units of $N p(\lambda)$ is an exponential.

This so-called "Poissonian" result is strikingly different from the Wigner surmise in the limit of small $s$, indicating that for random matrices spectral repulsion is common and for non-random matrix models, there is no spectral repulsion. While this analytic example only applies directly the $2 \times 2$ example, these results generalize to $N \times N$ matrices with real entries. The Wigner surmise (1.172) applies only to matrices
with real entries drawn from Gaussian distributions. If the matrix is populated with complex entries, then the expression changes somewhat (see the following section for a more general expression). In general the unfolding of the spectrum should be performed if we wish to check to see whether a matrix obeys Poisson or Wigner-Dyson statistics.


Figure 1.14: Panel (a): Wigner surmise, given in Eq. 1.172 is shown as a solid line, while the Poisson distribution from Eq. (1.181) is plotted as a dashed line.

There exist systems which are neither fully chaotic nor completely regular, but are of mixed type in their classical limits. In fact, these types of systems are 'generic' in that they are the more typical case in nature. The level spacing statistics function is therefore an interpolation of the Wigner and Poisson result, which is commonly known as the Berry-Robnik distribution [137],

$$
\begin{equation*}
P_{\mathrm{BR}}(s, q)=\left(q+\frac{1}{2} \pi(1-q) s\right) \exp \left(-q s-\frac{1}{4} \pi(1-q) s^{2}\right) \tag{1.182}
\end{equation*}
$$

where $q \in[0,1]$ is an interpolation parameter between Wigner and Poisson results in the semiclassical regime $(\hbar \rightarrow 0)$. In the small $s$ limit, level repulsion in the chaotic regime follows a linear power, such that $P_{N}(s) \propto s$. However, systems with localized chaotic eigenstates exhibit fractional power-law repulsion between the nearest energy levels $[138-140]$ (localized in the sense that the classically chaotic components occupy less phase space than the regular components). In these cases $P(s) \propto s^{\mathcal{B}}$ with $0<\mathcal{B}<$ 1 , and other measures of level-spacing statistics include the Brody distribution [141],

$$
\begin{equation*}
P_{\mathrm{B}}(s)=(\mathcal{B}+1)\left[\Gamma\left(\frac{\mathcal{B}+2}{\mathcal{B}+1}\right)\right]^{\mathcal{B}+1} s^{\mathcal{B}} \exp \left\{-\left[\Gamma\left(\frac{\mathcal{B}+2}{\mathcal{B}+1}\right)\right]^{\mathcal{B}+1} s^{\mathcal{B}+1}\right\}, \tag{1.183}
\end{equation*}
$$

where $\Gamma(x)$ is the Gamma factorial function, and the Izrailev distribution [142],

$$
\begin{equation*}
P_{\mathrm{I}}(s)=A\left(\frac{\pi s}{2}\right)^{\mathcal{B}} \exp \left[-\frac{1}{16} \mathcal{B} \pi^{2} s^{2}-\left(B-\frac{1}{4} \pi \mathcal{B}\right) s\right] \tag{1.184}
\end{equation*}
$$

where $A$ and $B$ are constants determined by normalization of $P_{\mathrm{I}}(s)$ and $s P_{\mathrm{I}}(s)$. When dealing with diagnostics of chaos and spectral statistics in Paper III, we shall only be concerned with entirely chaotic or entirely regular systems, in which case the mixedtype distributions are not used. The three-mode Bose-Hubbard model discussed in Paper IV does however exhibit mixed-type behaviour described by the Berry-Robnik distribution [41], so this discussion is relevant for that model. Finally, we note that there exist integrable quantum Hamiltonians which can exhibit the Wigner spacing distribution, however this is either due to fine-tuning such that perturbations destroy the Wigner distribution (143], or finite-size effects 144.

## Classification of Ensembles

Suppose we are given a random matrix,

$$
X=\left(\begin{array}{ccc}
x_{11} & \ldots & x_{1 N}  \tag{1.185}\\
\vdots & \ddots & \vdots \\
x_{N 1} & \ldots & x_{N N}
\end{array}\right)
$$

characterized by a certain joint probability density for the entries $\mathcal{P}\left(x_{11}, \ldots, x_{N N}\right)$. In order to study 'physical' problems in this thesis, we will be restricting the class of available joint probability density functions from which the entries can be drawn. If the random matrices represent Hamiltonians, such that the eigenvalues correspond to the eigenspectrum of the system, then the first major restriction is natural: $X$ has a real spectrum, $\left\{\lambda_{1}, \ldots, \lambda_{N}\right\} \in \mathbb{R}$. Therefore, the matrices studied can be classified into three ensembles which are commonly distinguished by a number $\beta$ known as the "Dyson index" of the ensemble:

- Real-symmetric $(\beta=1)$
- Complex Hermitian $(\beta=2)$
- Quaternion self-dual $(\beta=4)$.

In physical problems, two further restrictions are often imposed:
(i) The matrices/Hamiltonians have independent entries, indicating that the joint PDF is a product of the PDF for each entry,

$$
\begin{equation*}
\mathcal{P}\left(x_{11}, \ldots, x_{N N}\right)=p_{11}(x) p_{12}(x) \ldots p_{N N}(x) \tag{1.186}
\end{equation*}
$$

For example, this includes the addition of random interactions or disorder in a system.
(ii) The joint PDF is invariant under rotations (change of basis),

$$
\begin{equation*}
\mathcal{P}(X) \mathrm{d} x_{11} \mathrm{~d} x_{12} \ldots \mathrm{~d} x_{N N}=\mathcal{P}\left(X^{\prime}\right) \mathrm{d} x_{11}^{\prime} \mathrm{d} x_{12}^{\prime} \ldots \mathrm{d} x_{N N}^{\prime} \tag{1.187}
\end{equation*}
$$

for some transformation $X^{\prime}=U X U^{-1}$. This is crucial for physical systems, since the eigenspectrum cannot depend on choice of basis. If $X$ is real symmetric, then $U$ is orthogonal. If $X$ is complex Hermitian, then $U$ is unitary. If $X$ is quaternion self-dual, then $U$ is symplectic.

The Porter-Rosenzweig theorem 135, 145 states that the joint PDF of the matrix $X$ is therefore restricted to,

$$
\begin{equation*}
\mathcal{P}(X)=\exp \left[-a \operatorname{tr}\left(X^{2}\right)+b \operatorname{tr}(X)+c\right] \tag{1.188}
\end{equation*}
$$

where $a, b, c \in \mathbb{R}$ and $a>0$. That is, the joint PDF must be Gaussian. Returning to the $2 \times 2$ example, note that $\mathcal{P}[X] \sim \exp \left[-\frac{1}{2} \operatorname{tr}\left(X^{2}\right)\right]$, which required the offdiagonal elements to be drawn from a Gaussian distribution with half the variance of the diagonal elements.

Thus, the classification of relevant ensembles studied in the context of chaotic models is typically reduced to the following ensembles which satisfy the Porter-Rosenzweig condition,

- Gaussian Orthogonal Ensemble (GOE) $(\beta=1)$
- Gaussian Unitary Ensemble (GUE) $(\beta=2)$
- Gaussian Symplectic Ensemble (GSE) $(\beta=4)$

For the purpose of this thesis, we will not concern ourselves with the GSE. Returning to the Wigner surmise in Eq. 1.172, we can write it explicitly for the $2 \times 2$ case, which becomes,

$$
\begin{equation*}
p\left(\lambda_{1}, \lambda_{2}\right)=\frac{1}{2} \mathrm{e}^{-\frac{1}{4}\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)}\left|\lambda_{1}-\lambda_{2}\right| \tag{1.189}
\end{equation*}
$$

In generic ensembles and $N \times N$ matrices, the formula becomes 135,

$$
\begin{equation*}
p\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right) \propto \mathrm{e}^{-\frac{1}{2} \sum_{i} \lambda_{i}^{2}} \prod_{j<k}\left|\lambda_{j}-\lambda_{k}\right|^{\beta} \tag{1.190}
\end{equation*}
$$

The product over all $\left|\lambda_{j}-\lambda_{k}\right|$ (known as a Vandermonde determinant) is somewhat remarkable: it indicates that all eigenvalues are connected to each other, since the product will contain terms like $\left(\lambda_{1}-\lambda_{N}\right)$. Furthermore, this result is intimately connected with edge physics, for example, it can be shown that Eq. 1.190 can be
reinterpreted as the partition function for the Brownian-motion of a harmonicallytrapped 2D Coulomb gas [146]. For each ensemble, the level-spacing distribution generalizes as follows 136],

- GOE:

$$
\begin{equation*}
p_{1}(s)=\frac{\pi}{2} s \mathrm{e}^{-\frac{\pi}{4} s^{2}} \tag{1.191}
\end{equation*}
$$

- GUE:

$$
\begin{equation*}
p_{2}(s)=\frac{32}{\pi^{2}} s^{2} \mathrm{e}^{-\frac{4}{\pi} s^{2}} \tag{1.192}
\end{equation*}
$$

- GSE:

$$
\begin{equation*}
p_{4}(s)=\frac{2^{18}}{3^{6} \pi^{3}} s^{4} \mathrm{e}^{-\frac{64}{9 \pi} s^{2}} \tag{1.193}
\end{equation*}
$$

Henceforth, we will refer to the distributions in Eqs. (1.191)-(1.193) as 'Wigner-Dyson' distributions for level spacings. $p_{1}(s)$ and $p_{2}(s)$ are plotted in Fig. 1.15 panels (a)-(b), respectively, along with the eigenvalue spacings for a single matrix from each ensemble. The most noticeable distinction between each is the different integer exponent representing power-law repulsion, $s^{\beta}$, at low spacing size. In each case, an 'unfolding' of the spectrum is required to match the curves with the data by dividing the numerically calculated eigenvalues by their local density.

The average spectral density $\rho_{N}(\lambda)$, which measures the distribution of the eigenvalues of an $N \times N$ random matrix is generally impossible to compute for finite $N$. However, as $N \rightarrow \infty$, it follows Wigner's semicircle law, which we shall simply state here,

$$
\begin{equation*}
\rho_{N \rightarrow \infty}(\lambda, \beta)=\frac{1}{\beta \pi} \sqrt{2 \beta-\lambda^{2}} \tag{1.194}
\end{equation*}
$$

where again $\beta$ is the Dyson index of the ensemble. For a proof of the semicircle law, see Appendix A. The semicircle law is displayed in Fig. 1.15 (c) for both the GOE and GUE ensembles and compared to a randomly generated matrix from each ensemble.

Oganesyan and Huse introduced a useful method of characterizing each spacing distribution function in terms a single number which does not require 'unfolding' of the spectrum, the consecutive spacing ratio (148],

$$
\begin{equation*}
r=\frac{1}{\mathcal{D}} \sum_{n=1}^{\mathcal{D}} r_{n} \quad, \quad r_{n}=\frac{\min \left[s_{n}, s_{n-1}\right]}{\max \left[s_{n}, s_{n-1}\right]} \tag{1.195}
\end{equation*}
$$

which sums the ratios of all the gaps in the spectrum: $s_{n}=\lambda_{n+1}-\lambda_{n}$, with Hilbert space dimension $\mathcal{D}$. The analytic values for the ratio $r$ have been calculated for each ensemble, including for a Poisson spectrum (149, 150):

- Poisson: $r_{P}=2 \ln 2-1 \approx 0.38629$


Figure 1.15: Eigenvalue statistics for GOE and GUE matrices. In every panel, a single square matrix of size $N=10^{4}$ was generated for each ensemble. Panel (a): Eigenvalue spacing for the GOE. The Wigner-Dyson distribution $p_{1}(s)$ is plotted as a dashed line over the histogram. Panel (b): Eigenvalue spacing for the GUE. The Wigner-Dyson distribution $p_{2}(s)$ is plotted as a dashed line. Panel (c): Semicircle law for the average spectral density in both the GOE (blue) and GUE (red). Eq. (1.194) is plotted as a dashed line for both ensembles, showing excellent agreement even for a single matrix.

- GOE: $r_{1}=4-2 \sqrt{3} \approx 0.53590$
- GUE: $r_{2}=\frac{2 \sqrt{3}}{\pi}-\frac{1}{2} \approx 0.60266$
- GSE: $r_{4}=\frac{32 \sqrt{3}}{15 \pi}-\frac{1}{2} \approx 0.67617$

This ratio therefore allows for a precise statistical test for proximity to a particular ensemble, which we use in Paper III.

In a 1962 paper, Dyson objected to condition (i) above that each $p_{i j}(x)$ be statistically independent absent some physical motivation, since it is impossible to establish a uniform probability distribution on an infinite range (and hence some restriction on $\left|x_{i j}\right|$ is necessary). Thus, he proposed instead the introduction of ensembles which replace the symmetric/Hermitian/self-dual matrix $X$ with some orthogonal/unitary/symplectic matrix $U$ whose eigenvalues are distributed on a line/ring/circle. For this reason, these ensembles are given the name 'circular' to replace 'Gaussian' above, and for shorthand will be called COE, CUE, and CSE, respectively. For our purposes in Paper III, however, the results are easily transferable between ensembles, indeed in the limit of large matrix dimension $N$ they give identical behaviour 135, and the relation $U=\exp [-\mathrm{i} X t]$ is useful to keep in mind (although Dyson warns against considering this relation to be strictly true).

### 1.3.2 The Out-of-time-ordered Correlator

In the study of chaos in quantum systems, the use of RMT is largely restricted to static properties, i.e. properties of the spectrum, or relaxation values, and does not act
as a dynamic diagnostic tool for chaos. For this purpose, we introduce a correlation function known as the out-of-time-ordered commutator,

$$
\begin{equation*}
C(x, t) \equiv\left\langle[\hat{A}(x, t), \hat{B}]^{\dagger}[\hat{A}(x, t), \hat{B}]\right\rangle \tag{1.196}
\end{equation*}
$$

where the evaluation of the expectation value $\langle\ldots\rangle=\operatorname{Tr}[\hat{\rho} \ldots]$ is dependent on the state prepared for measurement, and is often labelled $\langle\ldots\rangle_{\beta}$ if $\hat{\rho}$ is a Gibbs thermal state with inverse temperature $\beta$. The commutator (1.196) was first introduced by Larkin and Ovchinnikov [151] in 1969, but has been more recently revived in the context of quantum information scrambling 152154 as a measure of chaos in conformal field theory 155. If the operators $\hat{A}$ and $\hat{B}$ are unitary and Hermitian, one can write,

$$
\begin{equation*}
C(x, t)=2(1-\operatorname{Re}[F(x, t)]) \tag{1.197}
\end{equation*}
$$

where the out-of-time-ordered correlator (OTOC) i.f $\overbrace{}^{2}$,

$$
\begin{equation*}
F(x, t)=\langle\hat{A}(x, t) \hat{B} \hat{A}(x, t) \hat{B}\rangle \tag{1.198}
\end{equation*}
$$

Typically, the operators $\hat{A}$ and $\hat{B}$ are also selected such that $[\hat{A}(x, 0), \hat{B}]=0$. For spatially extended systems, such as spin chains, where the operators $\hat{A}(x, 0)$ and $\hat{B}$ only have local support, the OTOC can therefore be a measure of information propagation across nonlocal degrees of freedom. The growth of $F(x, t)$ from 0 implies that the support of both operators begins to mix after a certain amount of time, and they lose their ability to commute.


Figure 1.16: Visualization of the OTOC, with time on the vertical axis but application of operators read left to right. On the left, we first apply $\hat{B}$ at time $t=0$ followed by $\hat{A}$ at time $t$. On the right, $\hat{A}$ is applied at time $t$, and then $\hat{B}$ is applied after returning to $t=0$. The OTOC is the overlap of these two scenarios.

A visualization of the correlator (1.198) as a measure of sensitivity to perturbations can be seen in Fig. 1.16. An OTOC can be thought to be an overlap of the states

[^1]$\hat{A}(t) \hat{B}|\psi\rangle$ (with the spatial degree of freedom suppressed for now) and $\hat{B} \hat{A}(t)|\psi\rangle$. In the first case, we apply $\hat{B}$ at time $t=0$, evolve forward in time, apply $\hat{A}$, and then backward in time. The second state requires time evolution first to time $t$, apply operator $\hat{A}$, evolve back to $t=0$, and then apply $\hat{B}$. Scrambling occurs when this overlap is small, that is, the system is highly sensitive to the order of the operators $\hat{A}$ and $\hat{B}$ on $|\psi\rangle$ after forward and backward time-evolution 154,157 .

Classically, when we consider the exponential sensitivity of trajectories with respect to initial conditions to define a Lyapunov exponent, we can replace the variation with a Poisson bracket,

$$
\begin{equation*}
\frac{\partial x(t)}{\partial x_{0}}=\left\{x(t), p_{0}\right\} \tag{1.199}
\end{equation*}
$$

where $\{A, B\}=\frac{\partial A}{\partial x_{0}} \frac{\partial B}{\partial p_{0}}-\frac{\partial A}{\partial p_{0}} \frac{\partial B}{\partial x_{0}}$. However, if we are interested in some sort of phasespace average, then it is possible that although for chaotic models, $\frac{\partial x(t)}{\partial x_{0}} \sim \mathrm{e}^{\lambda t}$, the average is zero from cancellations due to some symmetries. Therefore it is preferable to compute the square,

$$
\begin{equation*}
\left(\frac{\partial x(t)}{\partial x_{0}}\right)^{2}=\left|\left\{x(t), p_{0}\right\}\right|^{2} \sim \mathrm{e}^{2 \lambda t} \tag{1.200}
\end{equation*}
$$

and proceed to average over phase space. In general, we expect this behaviour to carry over to functions of phase space parameters: $|\{W(t), V\}|^{2} \sim \mathrm{e}^{2 \lambda t}$. In the semiclassical limit, the commutator of operators $\hat{A}$ and $\hat{B}$ approaches the Poisson bracket of phasespace functions $A$ and $B$ [158],

$$
\begin{equation*}
\frac{1}{\mathrm{i} \hbar}[\hat{A}(t), \hat{B}] \quad \stackrel{\hbar \ll 1}{\longrightarrow} \quad\{A(t), B\} \tag{1.201}
\end{equation*}
$$

Through this, one can define a quantum version of the Lyapunov exponent through early-time exponential growth of the OTOC $152,154,157,159$,

$$
\begin{equation*}
C(x, t) \sim \mathrm{e}^{\lambda_{Q} t} \tag{1.202}
\end{equation*}
$$

and hence a quantum analogue of the butterfly effect. This exponent, which is not necessarily equal to (twice) its classical counterpart [156], is conjectured to have the bound 154,

$$
\begin{equation*}
\lambda_{Q} \leq \frac{2 \pi}{\hbar \beta} \tag{1.203}
\end{equation*}
$$

where $\beta$ is the inverse temperature. Systems which saturate this bound are known as 'fast scramblers' 160, 161, and display a holographic duality to a black hole 154, 164, 165, an example of which is the Sachdev-Ye-Kitaev model 162, 163. The quantum Lyapunov exponent is also conjectured to reach a maximum at a quantum critical point 164.
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The existence of a nonzero Lyapunov exponent from an OTOC does not necessarily imply a chaotic system, but rather an instability. For example, the inverted harmonic oscillator will exhibit an exponential sensitivity to initial condition, since a perturbation on either side of the unstable point will lead to drastically different behaviour. This effect is replicated in the quantum inverted harmonic oscillator [168], but also in the Lipkin-Meshkov-Glick (LMG) model and the regular phase of the Dicke model 166, 167]. The OTOC can also be exponentially sensitive in quantum systems near a phase transition [169]. This indicates that the OTOC as a diagnostic tool must be treated with some care to avoid 'false flags' in regular systems.

### 1.3.3 Time Scales

There are a number of important timescales which are relevant to chaotic models, the details of which are still being studied and developed. We shall list a few of the timescales relevant to the problems studied in the remainder of the thesis. In particular, we make use of the early-growth time scales in Paper II, while in Paper III we focus on the Thouless time and relaxation time scales for generalized OTOCs.

In the case of an OTOC for a system with spatial extent, there is an early-time growth which is a power law,

$$
\begin{equation*}
C(x, t) \sim \frac{1}{x!} t^{a x} \tag{1.204}
\end{equation*}
$$

where $a$ is a constant. This was originally demonstrated by Lin and Motrunich [170], who argued that it follows directly from the Baker-Campbell-Hausdorff formula,

$$
\begin{equation*}
\hat{A}(t)=\hat{A}+\mathrm{i} t[\hat{H}, \hat{A}]+\frac{(\mathrm{i} t)^{2}}{2!}[\hat{H},[\hat{H}, \hat{A}]]+\ldots \tag{1.205}
\end{equation*}
$$

Inserting this into the out-of-time-ordered commutator $C(x, t)$, it becomes evident that the first nonzero term will correspond to that for which the coefficient is $\frac{1}{x!}{ }^{a x}$. This time scale has been called the 'perturbative' regime 171 and the universal form has been found to hold independent of integrability conditions 172174 .

Following the power-law growth, there is an "early growth" region which precedes the light-cone described in Sec. 1.1 .8 . This early growth has been conjectured by Xu and Swingle [171], and separately derived by Khemani et al. 175 to be of the form,

$$
\begin{equation*}
C(x, t) \sim \exp \left[-\lambda_{L} \frac{\left(x / v_{B}-t\right)^{1+p}}{t^{p}}\right] \tag{1.206}
\end{equation*}
$$

where $v_{B}$ is the 'butterfly velocity', which is a speed at which the OTOC wavefront moves and may be (but not necessarily) equal to the Lieb-Robinson velocity $v_{L R}$. The exponent $p$ corresponds to an index which depends on the integrability of the model
under consideration. In Paper II, we demonstrate that the $p=1 / 2$ case for integrable models can be motivated by catastrophe theory arguments, since the local structure of the wavefront is guaranteed to be an Airy function. One can perform an asymptotic expansion in the 'dark' region of the Airy function to arrive at the analytic form in Eq. (1.206). Models which exhibit $p=0$ behaviour are 'Lyapunov-like' [175], since there is en explicit exponential growth at $x=v_{B} t$ and hence one may be tempted to designate such models as chaotic, however $p=0$ is not necessarily guaranteed to be the case for chaotic models [175], nor is there a well-agreed upon value for $p$ in specific regimes.


Figure 1.17: Analytic survival probability for random matrices of size $1000 \times 1000$ in the GOE (blue, solid) and GUE (red, solid) ensembles, given by Eq. (1.208). The corresponding Thouless times are shown as vertical dashed lines in the same colour of the appropriate ensemble. Saturation values for each ensemble are shown as horizontal dotted lines.

The next important timescale we consider is the Thouless time, $t_{\mathrm{Th}}$, which is the timescale at which the system begins to follow universal RMT forms. The Thouless time was originally introduced to represent the timescale at which a particle can diffuse through and reach the boundary of a disordered conductor [177]. In the context of a return probability for a chaotic system, $t_{\mathrm{Th}}$ corresponds to time at which the bottom of the 'correlation hole' is reached 178180 , and the survival probability ramps towards its relaxation value predicted by RMT. In Ref. [182], it is shown that the correlation hole is a feature which is an dynamical manifestation of the level repulsion (i.e. correlations between the eigenvalues) in a chaotic model, as a result of the presence of a 'two-level form factor' appearing in the return probability. In Ref. [176], Alhassid and Levine show that for a Hamiltonian in a Gaussian ensemble, the survival probability $P(t)=|\langle\psi(t) \mid \psi(0)\rangle|^{2}$ is,

$$
\begin{equation*}
P(t)=\frac{1}{N}\left[2 \pi \bar{\rho} \delta(t)+\frac{\beta+2}{\beta}-b_{2}\left(\frac{t}{2 \pi \bar{\rho}}\right)\right] \tag{1.207}
\end{equation*}
$$

where $N$ is the linear size of the Hilbert space, $\beta$ is the Dyson index for the ensemble, $\bar{\rho}$ is the average density of states, and $b_{2}(x)$ is the two-level form factor, which is the Fourier transform of $Y_{2}(\omega)$, the two-level cluster function which describes how two eigenvalues 'cluster' in a random matrix 135.

If one chooses a Hamiltonian which consists of a full random matrix from a Gaussian ensemble with an initial semicircular distribution, the density of states has width $\sqrt{2 \beta N}$ times some characteristic energy scale call it $E$ (the nature of $E$ is irrelevant, since the matrix is completely random, populated elements drawn from normalized Gaussian distributions). In this case, the survival probability becomes (for $N \gg 1$ ) 178, 180,

$$
\begin{equation*}
P(t)=\frac{1-\bar{P}}{N}\left[N \frac{J_{1}^{2}(\sqrt{2 \beta N} t)}{(\sqrt{2 \beta N} t)^{2}}-b_{2}\left(\frac{\sqrt{2 \beta N} t}{2 N}\right)\right]+\bar{P} \tag{1.208}
\end{equation*}
$$

where $\bar{P}=(\beta+2) /(N \beta)$ is the long-time average which is the middle term of Eq. (1.207). The first term has now become $\propto J_{1}^{2}(\sqrt{2 \beta N} t) / t^{2}$, where $J_{1}(x)$ is a Bessel function of the first kind, from the Fourier transform of the semicircle 180,181. This term introduces oscillations in the return probability at early times, however the tail end of this piece decays $\sim 1 / t^{3}$ as one enters the correlation hole.

The relevant piece for the correlation hole is the term containing the two-level form factor $b_{2}$. Assuming that $N \ll \sqrt{N} t \ll 1$, we approximate the two-level form factor for small arguments $(x \ll 1)$ 135, 176,

$$
\begin{equation*}
b_{2}(x) \approx 1-\frac{2 x}{\beta} \tag{1.209}
\end{equation*}
$$

and replace the Bessel function with its late time decay $J_{1}^{2}(\sqrt{2 \beta N} t) / t^{2} \sim 1 / t^{3}$, so that minimizing the return probability $P(t)$ with respect to $t$ gives $t_{\mathrm{Th}}$, since it will occur at the bottom of the correlation hole. For explicit details of this calculation in the GOE ensemble, see Refs. [178, 180, 181. The resulting Thouless times in each ensemble are then (still in units of $E$ ),

$$
\begin{align*}
t_{\mathrm{Th}}^{\mathrm{GOE}} & =\left(\frac{3}{\pi}\right)^{\frac{1}{4}}  \tag{1.210}\\
t_{\mathrm{Th}}^{\mathrm{GUE}} & =\left(\frac{3}{2 \pi}\right)^{\frac{1}{4}} \tag{1.211}
\end{align*}
$$

Fig. 1.17 shows the analytic $P(t)$ for full random matrices in both the GOE and GUE ensembles of size $1000 \times 1000$ as blue and red curves, respectively, with the respective Thouless times shown as dashed lines in the same colour. From this figure,
the geometric meaning of the correlation hole becomes clear, and after $t_{\mathrm{Th}}$ is crossed, the return probability ramps towards its saturation value.

The saturation values are, for $N \gg 1$,

$$
\begin{align*}
& \bar{P}^{\mathrm{GOE}} \approx \frac{3}{N}  \tag{1.212}\\
& \bar{P}^{\mathrm{GUE}} \approx \frac{2}{N} \tag{1.213}
\end{align*}
$$

and are shown in Fig. 1.17 as horizontal dotted lines in blue and red, respectively. In a more generic system, it is likely that any individual survival probability will fluctuate relatively strongly around any of these curves, and so the average over many realizations will converge to $P(t)$ 180. The relaxation time, $t_{R}$ is therefore the time at which one would expect an observable such as the survival probability to fluctuate about its saturation value. At this time, there is no analytic prediction for a value that is independent of tuneable parameters 178, however it appears to be on the order $\sim 10^{2}$ where the solid curves and dashed horizontal lines meet.

In Paper II, rather than studying a chaotic system directly, we study how generalizations of the OTOC can give the appearance of the markers of chaos mentioned above, by rewriting the OTOC as a survival probability. We therefore use $t_{\mathrm{Th}}$ as an estimate for the time at which the generalized OTOC will falsely give a positive chaotic result, and therefore be the time at which chaos 'kicks in' for our probe. The values for the Thouless time (1.210)-1.211) apply to the system we study, the Bose-Josephson junction coupled to an atomic quantum dot, since the size of the Hilbert space is $\propto N$. For systems which have an exponential Hilbert-space scaling, the expressions (1.210)- 1.211) become no longer valid, and the Thouless time grows exponentially with $N$, as will the relaxation time.

### 1.3.4 OTOCs as probes of phase transitions

In this final section we briefly describe some results from Ref. [34]. This work brings together elements from many previous sections by using the OTOC for a single twolevel impurity (qubit) connected to a Bose-Josephson junction as a dynamical probe to measure an equilibrium phase transition. The Hamiltonian for the system is,

$$
\begin{equation*}
\hat{H}=U \hat{S}_{z}^{2}-2 J \hat{S}_{x}-N J^{a} \hat{\sigma}_{x}+W \hat{S}_{z} \hat{\sigma}_{z} \tag{1.214}
\end{equation*}
$$

where, as usual in the Schwinger prescription, the operators $\hat{S}_{\alpha}$ correspond to $S U(2)$ spin operators which act on the bosons from Eqs. (1.24-1.26), and the $\hat{\sigma}_{\alpha}$ operators correspond to operators which act on the single two-level system from Eqs. (1.31)(1.33). $U$ and $J$ correspond to interaction and hopping energies for the $N$ bosons,


Figure 1.18: OTOC for a qubit probe of the Bose-Josephson junction. Panel (a): The long-time average of the OTOC (blue, solid) and long-time average of the two-point correlator (black, dashed) as a function of a reduced critical parameter $\left(\Lambda-\Lambda_{c}\right) /\left|\Lambda_{c}\right|$. Here, $J^{a}=W=J$ Panel (b): Out-of-time-ordered commutator $\overline{C(t)}=2(1-\operatorname{Re}[\bar{F}])$ in $\Lambda$ vs. $W / J$ phase space. Eq. 1.215 is shown as a white dashed curve denoting the phase boundaries. In this panel, $J^{a}=J$. Panel (c): Long-time average of the OTOC as a function of the reduced critical parameter for different boson numbers $N$. The limit $\bar{F}_{\Lambda \rightarrow-\infty}$ is shown as a black dashed line. Here, $J^{a}=W=J$.
respectively, while $J^{a}$ is the hopping energy for the qubit, and $W$ is the boson-qubit interaction energy.

Defining, as usual, the critical parameter $\Lambda \equiv U N /(2 J)$, there is a $\mathbb{Z}_{2}$ symmetry breaking transition at $\Lambda=-1$ where the bosons tend to clump in one well or another. With the addition of the qubit, the critical point moves to [31],

$$
\begin{equation*}
\Lambda_{c}=\frac{W^{2}}{4 J^{a} J}-1 \tag{1.215}
\end{equation*}
$$

Here, we consider using the OTOC for the qubit,

$$
\begin{equation*}
F(t)=\left\langle\hat{\sigma}_{x}(t) \hat{\sigma}_{x} \hat{\sigma}_{x}(t) \hat{\sigma}_{x}\right\rangle \tag{1.216}
\end{equation*}
$$

where $\hat{\sigma}_{x}(t)=\mathrm{e}^{\mathrm{i} \hat{H} t} \hat{\sigma}_{x} \mathrm{e}^{-\mathrm{i} \hat{H} t}$, and the expectation value $\langle\ldots\rangle$ here was taken with respect to the ground state of $\hat{H}$. We make use of the long-time average,

$$
\begin{equation*}
\bar{F}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \mathrm{~d} t F(t) \tag{1.217}
\end{equation*}
$$

to detect the quantum phase transition. As shown in Fig. 1.18 (a), the long-time average of the OTOC is more sensitive than the two-point correlator $\overline{\left\langle\hat{\sigma}_{x}(t) \hat{\sigma}_{x}\right\rangle}$, hence is more sensitive in measuring the phase transition.

Panel (b) of Fig. 1.18 shows the time averaged out-of-time-ordered commutator $\overline{C(t)}=2(1-\operatorname{Re}[\bar{F}])$, which carries identical information to the OTOC, in the phase space of $\Lambda$ and $W$. The OTOC clearly acts as a good probe for the phase transition boundary described by Eq. (1.215), since the OTOC changes drastically from $\bar{F} \approx 1$
for $\Lambda>\Lambda_{c}$ to $\bar{F}<1$ below. The OTOC lacks sensitivity near the $W=0$ axis, but this is expected since this would correspond to a qubit probe which is completely uncoupled from the system (and hence is no probe at all). The remaining extremes of this phase diagram can be explained in the following way. First, in the $\Lambda \rightarrow \infty$ limit, the Hamiltonian becomes dominated by the $\hat{S}_{z}^{2}$ term and since $\left[\hat{H}, \sigma_{x}\right]=0$, then there is no dynamics. The OTOC becomes $\bar{F}_{\Lambda \rightarrow+\infty}=\left\langle\left(\hat{\sigma}_{x}\right)^{4}\right\rangle=1$. In the opposite extreme, $\Lambda \rightarrow-\infty$, the symmetry broken phase corresponds to $\left\langle\hat{S}_{z}\right\rangle= \pm N / 2$, thus since the OTOC is evaluated in the ground state of $\hat{H}$, the effective Hamiltonian for the qubit becomes $\hat{H}=-J^{a} N \hat{\sigma}_{x} \pm W N \hat{\sigma}_{z}$. It is possible to calculate $F(t)$ from this expression, and taking the long-time limit gives,

$$
\begin{equation*}
\bar{F}_{\Lambda \rightarrow-\infty}=\frac{8 J^{a 2}\left(2 J^{a 2}-W^{2}\right)}{\left(4 J^{a 2}+W^{2}\right)^{2}} \tag{1.218}
\end{equation*}
$$

Fig. 1.18 shows that the long-time average of the OTOC saturates relatively quickly to the two limits $\bar{F}_{\Lambda \rightarrow \pm \infty}$ on either side of $\Lambda_{c}$, even for modest $N$, again demonstrating the sensitivity of OTOCs to quantum phase transitions.

In order to deduce the long-time saturation value of the OTOC, we follow the process outlined in Ref. [183. Starting with,

$$
\begin{equation*}
F(t)=\left\langle\Psi_{0}\right| \mathrm{e}^{\mathrm{i} \hat{H} t} \hat{B}^{\dagger} \mathrm{e}^{-\mathrm{i} \hat{H} t} \hat{A}^{\dagger} \mathrm{e}^{\mathrm{i} \hat{H} t} \hat{B} \mathrm{e}^{-\mathrm{i} \hat{H} t} \hat{A}\left|\Psi_{0}\right\rangle, \tag{1.219}
\end{equation*}
$$

we insert a resolution of the identity, $\sum_{\gamma}\left|\Psi_{\gamma}\right\rangle\left\langle\Psi_{\gamma}\right|=\mathbb{1}$, where $\left\{\left|\Psi_{\gamma}\right\rangle\right\}$ are the eigenstates of $\hat{H}$, between each of the operators,

$$
\begin{align*}
F(t)= & \sum_{\alpha \beta \gamma \delta \epsilon \zeta \eta}\left\langle\Psi_{0}\right| \mathrm{e}^{\mathrm{i} \hat{H} t}\left|\Psi_{\alpha}\right\rangle\left\langle\Psi_{\alpha}\right| \hat{B}^{\dagger}\left|\Psi_{\beta}\right\rangle\left\langle\Psi_{\beta}\right| \mathrm{e}^{-\mathrm{i} \hat{H} t}\left|\Psi_{\gamma}\right\rangle\left\langle\Psi_{\gamma}\right| \hat{A}^{\dagger}\left|\Psi_{\delta}\right\rangle\left\langle\Psi_{\delta}\right| \mathrm{e}^{\mathrm{i} \hat{H} t}\left|\Psi_{\epsilon}\right\rangle\left\langle\Psi_{\epsilon}\right| \hat{B}\left|\Psi_{\zeta}\right\rangle  \tag{1.220}\\
& \times\left\langle\Psi_{\zeta}\right| \mathrm{e}^{-\mathrm{i} \hat{H} t}\left|\Psi_{\eta}\right\rangle\left\langle\Psi_{\eta}\right| \hat{A}\left|\Psi_{0}\right\rangle \\
= & \sum_{\beta \delta \zeta} \mathrm{e}^{\mathrm{i} t\left(E_{0}-E_{\beta}+E_{\delta}-E_{\zeta}\right)}\left(B^{\dagger}\right)_{0 \beta}\left(A^{\dagger}\right)_{\beta \delta} B_{\delta \zeta} A_{\zeta 0} \tag{1.221}
\end{align*}
$$

Since we are using $\hat{A}=\hat{B}=\hat{\sigma}_{x}$, and defining $\left(\hat{\sigma}_{x}\right)_{a b} \equiv \sigma_{a b}$,

$$
\begin{equation*}
F(t)=\sum_{\alpha \delta \zeta} \mathrm{e}^{\mathrm{i} t\left(E_{0}-E_{\alpha}+E_{\delta}-E_{\zeta}\right)} \sigma_{0 \alpha} \sigma_{\alpha \delta} \sigma_{\delta \zeta} \sigma_{\zeta 0} \tag{1.222}
\end{equation*}
$$

In the normal phase, essentially all matrix elements except one are small. We can take, for example, $W \ll U$, leading to a product state $\left|\Psi_{0}\right\rangle \approx\left|\psi_{0}\right\rangle_{B} \otimes|X\rangle$, where $|X\rangle$ is the +1 eigenstate of $\hat{\sigma}_{x}$. This leads to a normal phase where $\sigma_{00} \sim \mathcal{O}(1)$, and all other matrix elements $\ll 1$.

The other extreme which leads to equilibration is that a large number of eigenstates are coupled together in such a way that the phases completely decohere and $F(t \rightarrow$ $\infty)=0$. This result is a fully 'scrambled' system [155], however it is not visible within our model here, primarily due to the incredibly small backaction from a single qubit on the $N$ bosons. Although the system studied here is chaotic due to the impurity, it is in a sense 'weak' chaos. Partial revivals occur for long timescales $\sim \mathcal{O}\left(10^{5}\right)$ (in units of $J$ ), and only a small number of central eigenstates obey Wigner-Dyson statistics 32 .

There are a number of questions as to how weak chaos can lead to equilibration in this system by ensuring more eigenstates are coupled in Eq. 1.222). A natural approach is to change the coupling strength $W$ such that the qubit probe has a stronger effect on the bosons. A convenient measure of how $\hat{\sigma}_{x}$ couples different eigenstates together is the participation ratio,

$$
\begin{equation*}
\left.\operatorname{PR}\left(\left|\Psi_{0}\right\rangle\right)=\left.\left(\sum_{n}\left|\left\langle\Psi_{n}\right| \hat{\sigma}_{x}\right| \Psi_{0}\right\rangle\right|^{4}\right)^{-1} \tag{1.223}
\end{equation*}
$$

The participation ratio is also useful for predicting the long-time equilibration of the survival probability in chaotic systems [184 when averaged over an entire basis, i.e. $\sum_{m} \operatorname{PR}\left(\left|\Psi_{m}\right\rangle\right)=\bar{P}$, which we make use of in Paper III. $\operatorname{PR}\left(\left|\Psi_{i}\right\rangle\right)$ also reaches a maximum in a chaotic system at the Thouless time $t_{\mathrm{Th}}$ [178. In this case, we use it to quantify how many states are coupled by the operators $\hat{\sigma}_{x}$, and relate it to the long-time average of the variance of the OTOC,

$$
\begin{equation*}
\overline{(\Delta F)^{2}}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \mathrm{~d} t(\bar{F}-F(t))^{2} \tag{1.224}
\end{equation*}
$$

In Fig. 1.19 (a), we show the logged participation ratio, $\ln \left[\operatorname{PR}\left(\left|\Psi_{0}\right\rangle\right)\right]$, in the plane of the interaction strength and critical parameter. For each $W$, there is a peak of the participation ratio at some value of $\Lambda$. We plot all of these peaks in panel (b) along with $\overline{(\Delta F)^{2}}$ at the same values of $(\Lambda, W)$, and show that a high participation ratio generally correlates to low fluctuations in the OTOC. Panel (c) shows a sample where a relatively 'ideal' value of $W=7 J$ corresponds to an OTOC with a small variation, while a 'non-ideal' example choice of $W=50 J$ has a much larger variation. The choice with the smaller variance $(W=7 J)$, which we might expect to be closer to equilibrium, does not oscillate around $F(t)=0$ (i.e. scrambling), while the $W=50 \mathrm{~J}$ case does.

One can attempt to deduce a Lyapunov exponent by evaluating the OTOC using a thermal Gibbs ensemble at inverse temperature $\beta$ to see how close the system comes


Figure 1.19: Coupling of eigenstates by the OTOC. Panel (a): The logged participation ratio $\ln \left[\operatorname{PR}\left(\left|\Psi_{0}\right\rangle\right)\right]$ as a function of $\Lambda$ and $W$. Panel (b): Peak participation ratio (selected along the $W$ axis from panel (a)) and the variance $\overline{(\Delta F)^{2}}$ plotted on the same axes. Panel (c): OTOC $F(t)$ for two choices, one with a high participation ratio $(W=7 J)$ and one with a low participation ratio $(W=50 J)$.
to the bound in Eq. 1.203. In Fig. 1.20 (a), we show the Lyapunov exponent $\lambda_{L}$ as a function of the critical parameter $\Lambda$ (calculated in the same way as was performed in Ref. [164] for longer Bose-Hubbard chain) with $W=J=J^{a}$, such that $\Lambda_{c}=-3 / 4$, and inverse temperature $\beta J=1 . F(t)$ is shown for different $\Lambda$ in panel (b). We see that unlike in Ref. [164, there is no apparent approach of the bound proposed by Maldacena et al. [154] for a strong scrambler, reinforcing the notion that this system is only weakly chaotic.

There are some remaining questions as to which diagnostics we have discussed in this section are useful for general weakly chaotic systems. The Bose-Josephson junction connected to a qubit provides an interesting testbed for these diagnostic tools.


Figure 1.20: Signals of weak chaos. Panel (a): Lyapunov exponent calculated from the OTOCs in panel (b). Panel (b): The OTOC $F(t)$ for a variety of $\Lambda$ at $W=$ $J=J^{a}=1, N=1000$, and inverse temperature $\beta J=1$. The decay from $F(t)=1$ is used to calculate $\lambda_{L}$ according to the scheme outlined in Ref. [164].

## LIGHT-CONES AS QUANTUM CAUSTICS
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In Section 1.1.7, we outlined a general procedure for diagonalizing one-dimensional spin chains using fermion operators via the Jordan-Wigner and Bogoliubov transformations. Using this representation, it is possible to study how local perturbations propagate through the system at a finite velocity as a consequence of the LiebRobinson bound (Section 1.1.8), resulting in a 'quantum light cone'. The LiebRobinson speed, given by Eq. 1.120 , is calculated by maximizing the quasiparticle group velocity, which is mathematically identical to the caustic condition,

$$
\begin{equation*}
\frac{\partial \Phi}{\partial k}=\frac{\partial^{2} \Phi}{\partial k^{2}}=0 \tag{2.1}
\end{equation*}
$$

where $\Phi=\epsilon_{k}+\ell(k), \epsilon_{k}$ is the quasiparticle dispersion, $\ell(k)$ is at most a linear function of quasiparticle momentum $k$.

In this paper, we make use of the anisotropic XY model in two limits, and show that catastrophe theory predicts the functional form of the quantum light cone. By creating a single Bogoliubov fermion at a particular site $(x=0)$ and evolving forward
in time, we show that the light cone takes the form of a diffraction integral,

$$
\begin{equation*}
\langle x| \mathrm{e}^{-\mathrm{i} \hat{H} t} \hat{b}_{0}^{\dagger}|0\rangle \propto \int \mathrm{d} k \mathrm{e}^{\mathrm{i} \Phi(k ; x, t)} \tag{2.2}
\end{equation*}
$$

where now $\Phi(k ; x, t)=k x-\epsilon_{k}$ plays the role of a catastrophe function.
By making use of catastrophe theory, we able to put on firm mathematical footing the local description of a light cone as an Airy function. Furthermore, to our knowledge we are the first to correctly predict the functional form of a secondary light cone in the XY model as a Pearcey function. Next, we identify an array of phase dislocations contained within the light cone. In the continuum limit, these are phase singularities (vortex-antivortex pairs), while in the second-quantized limit they correspond to phase-jumps. These dislocations are sensitive to the equilibrium phase transition, and we connect them to critical scaling exponents in a dynamic setting.
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#### Abstract

We show that the light conelike structures that form in spin chains after a quench are quantum caustics. Their natural description is in terms of catastrophe theory and this implies (1) a hierarchy of light cone structures corresponding to the different catastrophes, (2) dressing by characteristic wave functions that obey scaling laws determined by the Arnol'd and Berry indices, and (3) a network of vortex-antivortex pairs in space-time inside the cone. We illustrate the theory by giving explicit calculations for the transverse field Ising model and the XY model, finding fold catastrophes dressed by the Airy functions and cusp catastrophes dressed by the Pearcey functions; multisite correlation functions are described by higher catastrophes such as the hyperbolic umbilic. Furthermore, we find that the vortex pairs created inside the cone are sensitive to phase transitions in these spin models with their rate of production being determined by the dynamical critical exponent. More broadly, this work illustrates how catastrophe theory can be applied to singularities in quantum fields.
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## I. INTRODUCTION

According to Lieb and Robinson [1], there is a maximum speed $v_{\text {LR }}$ at which information can propagate in discrete quantum systems that obey the Schrödinger equation and have short range interactions. This is a powerful and generic statement because it implies that, despite the fact there is no intrinsic speed limit in the (nonrelativisitic) Schrödinger equation, the response of these many-particle systems to a sudden quench should be in terms of a light conelike time evolution of spatial correlations [2]. Physically, the "light cone" arises from the maximum group velocity of quasiparticles that are excited by the quench and that subsequently propagate through the sample [3]. Sophisticated methods of analysis have been applied to these quench problems including conformal field theory and tensor networks [3-16], and the theory has been tested in experiments on ultracold atoms [17-19] and ions [20,21] where quantum spin models [18,22-25], the Bose-Hubbard (BH) model [26-29], 1D systems [30-32], and quantum walks on a lattice $[33,34]$ can all be realized. The long coherence times of atomic systems make them particularly suited to studying such dynamics [35,36], and the ability to perform single-site manipulation and detection [37-40] has enabled unprecedented preparation and visualization of the relevant local observables.

In this paper, we show that light cones in quenched spin chains are quantum caustics. These are quantum versions of wave focusing phenomena that occur widely in nature in the form of rainbows [41], ship wakes [42-44], tsunamis and tidal

[^2]bores [45], and Cherenkov radiation [46] (including superfluid analogs [47-49]). In the geometric ray theory, caustics occur where two or more rays coalesce, giving regions in space where the intensity diverges. By virtue of their singular nature, the natural mathematical description of caustics is via catastrophe theory which partitions them into a hierarchy of equivalence classes, each of which is structurally stable and has its own set of scaling relations [50-52]. To show specifically how this approach can be applied to spin chains, we consider the exactly solvable 1D XY model [53,54], as well as the special case of the 1D transverse-field Ising model (TFIM) [55,56]. While both cases display light conelike behavior, the more general XY model allows for an anisotropic coupling giving rise to a double cone [57,58]. Although we limit our calculations to these exactly solvable models, the structural stability of catastrophes (insensitivity to small perturbations) guarantees they must survive in the presence of weak nonintegrability. This includes weak interactions between quasiparticles or disorder and therefore our results also apply to more general systems than just exactly solvable models.

Wave interference softens caustics and leads to structure on three scales [52]: at large scales, we see divergent ray caustics, whereas at wavelength scales interference smoothes the divergences and dresses each caustic with a characteristic wave function which in the simplest case of two coalescing rays is the Airy function, and finally at subwavelength scales there are networks of vortex-antivortex pairs. These robust features, including vortex-antivortex networks, have been observed in optical fields [41], and more recently in electron microscopy [69]. They have also been discussed theoretically in the context of Bose-Einstein condensates [73,74] and various aspects seen experimentally in these systems [70-72]. Furthermore, the association between the Airy function (and its related kernels) and light cones has previously been noted by various authors [8,14,15,59-64], and recent work has conjectured similar universal forms for wavefronts of out-of-timeordered correlators [65-68] by examining asymptotic limits of

TABLE I. The seven elementary catastrophes and their generating functions $\Phi_{Q}(\mathbf{s} ; \mathbf{C})$, organized by corank $n$, and dimension $Q$ of control space [86]. The associated Arnol'd exponents $\beta_{Q}$ and Berry exponents $\zeta_{m}$ governing the scaling of the wave catastrophes' amplitudes and phase, respectively, are also listed.

| Catastrophe | Generating function |  |  | Scaling exponents |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $n$ | $Q$ | $\Phi_{Q}(\mathbf{s} ; \mathbf{C})$ | $\beta_{Q}$ | $\left\{S_{m}\right\}$ |
| Fold | 1 | 1 | $s^{3} / 3+C s$ | 1/6 | $5=2 / 3$ |
| Cusp | 1 | 2 | $s^{4} / 4+C_{2} s^{2} / 2+C_{1} s$ | 1/4 | $\varsigma_{1}=3 / 4, \varsigma_{2}=1 / 2$ |
| Swallowtail | 1 | 3 | $s^{5} / 5+C_{3} s^{3} / 3+C_{2} s^{2} / 2+C_{1} s$ | 3/10 | $\varsigma_{1}=4 / 5, \varsigma_{2}=3 / 5, \varsigma_{3}=2 / 5$ |
| Butterfly | 1 | 4 | $s^{6} / 6+C_{4} s^{4} / 4+C_{3} s^{3} / 3+C_{2} s^{2} / 2+C_{1} s$ | 1/3 | $\varsigma_{1}=5 / 6, \varsigma_{2}=2 / 3, \varsigma_{3}=1 / 2, \varsigma_{4}=1 / 3$ |
| Hyperbolic Umbilic | 2 | 3 | $s_{1}^{3} / 3+s_{2}^{3} / 3+C_{3} s_{1} s_{2}+C_{2} s_{2}+C_{1} s_{1}$ | 1/3 | $\varsigma_{1}=2 / 3, \varsigma_{2}=2 / 3, \varsigma_{3}=1 / 3$ |
| Elliptic Umbilic | 2 | 3 | $3 s_{1}^{2} s_{2}-s_{2}^{3}+C_{3}\left(s_{1}^{2}+s_{2}^{2}\right)+C_{2} s_{2}+C_{1} s_{1}$ | 1/3 | $\varsigma_{1}=2 / 3, \varsigma_{2}=2 / 3, \varsigma_{3}=1 / 3$ |
| Parabolic Umbilic | 2 | 4 | $s_{2}^{4}+s_{1}^{2} s_{2}+C_{4} s_{2}^{2}+C_{3} s_{1}^{2}+C_{2} s_{2}+C_{1} s_{1}$ | 3/8 | $\varsigma_{1}=5 / 8, \varsigma_{2}=3 / 4, \varsigma_{3}=1 / 2, \varsigma_{4}=1 / 4$ |

the Airy function. However, to the best of our knowledge, the present paper is the first to study the hierarchy of universal wave functions that dress light cones, of which the Airy function is only the first, and also point out that light cones should generically contain networks of vortices which in the case of 1D chains appear as space-time vortices.

A fourth scale appears in quantum fields due to discretization of excitations leading to "quantum catastrophes" [75-80] (rippling mirrors give analogous effects [81]). Going to the continuum (classical field) limit returns us to a wave catastrophe. As we shall show, light cones in spin chains have all the features of quantum catastrophes, including discretized versions of wave catastrophes and vortices which are regulated by the lattice constant. Although the cone itself is mildly affected by the presence of a quantum critical point (QCP) in the spin models we study, we find by contrast that the vortices are strongly affected and we use this feature to extract the dynamical critical scaling.

The rest of this paper is organized as follows. In Sec. II, we outline the relevant aspects of catastrophe theory, emphasizing the hierarchy of structures and their scaling properties. In Sec. III, we show that light cones are in fact (quantum) caustics and hence their natural mathematical description is via catastrophe theory. In Sec. IV, we introduce the XY and TFIM spin chains focusing on the quasiparticle dispersion relation which is the key ingredient we need to apply catastrophe theory. This program is implemented in Sec. V where we obtain the Airy and Pearcey functions for the wave functions dressing the fold and cusp catastrophes/cones in these models. In Sec. VI, we verify the self-similar scaling properties of light cones that catastrophe theory predicts and in Sec. VII, we describe how higher-order catastrophes arise in the context of correlation functions. In Sec. VIII, we identify and discuss the presence of vortex-antivortex pairs within light cones, while in Sec. IX we touch on the relevance of the theory to quench experiments, and in Sec. X we conclude with a discussion of the broader significance of the results. In order to make this paper self-contained, we have included in Appendices A-F the specifics of quantum spin chain diagonalization methods and various other details of our calculations.

## II. GEOMETRIC AND WAVE CATASTROPHES

In what follows, we will not need the full mathematical machinery behind catastrophe theory, but we will make use
of a number of key results and for this reason we give a brief overview here. Our treatment is informal, but we emphasize that these results can be proved rigorously. The main idea can be stated simply: catastrophe theory classifies structurally stable singularities of functions and shows that such singularities can only take on certain characteristic shapes [50]. In up to four dimensions, these are René Thom's seven elementary catastrophes which are listed in Table I.

Each catastrophe arises from two or more coalescing/ bifurcating stationary points of its generating function $\Phi_{Q}$, the normal forms for which are given in the table. In the physical applications given in this paper, $\Phi_{Q}$ is the action functional and stationary points therefore correspond to classical paths or rays. From an optical/classical mechanics point of view a catastrophe is a caustic, i.e., the locus of points where the ray density diverges.

Thom's theorem states that the local behavior of a function near coalescing stationary points can always be mapped by a smooth change of variables onto one of the catastrophes and in this sense catastrophes are universal. There is also a second sense in which catastrophes are universal: structural stability means stability against perturbations and thus catastrophes do not require special symmetry and hence occur generically in nature. Perturbations do not qualitatively change catastrophes and only quantitatively affect behavior up to the strength of the perturbation.

The catastrophes in Table I are organized by the number $n$ of state variables (their corank), and by the dimension $Q$ of the control parameter space. Control space is the space where the function with its singularities actually lives. The control parameters $\mathbf{C}=\left\{C_{1}, C_{2}, \ldots\right\}$ could be space and time coordinates as well as any other parameters. The state variables $\mathbf{s}=\left\{s_{1}, s_{2}, \ldots\right\}$ characterize the rays. The simplest catastrophes (the cuspoids) have $n=1$ and their generating functions are polynomials of the form

$$
\begin{equation*}
\Phi_{Q}(s ; \mathbf{C})=\frac{s^{Q+2}}{Q+2}+\sum_{m=1}^{Q} \frac{C_{m} s^{m}}{m} \tag{1}
\end{equation*}
$$

with up to $Q$ coalescing stationary points. The stationarity condition reads

$$
\begin{equation*}
\frac{\partial \Phi_{Q}}{\partial s}=0 \tag{2}
\end{equation*}
$$

and corresponds physically to Hamilton's principle of stationary action, while caustics arise from coalescing stationary
points where the generating function is stationary to higher order [52]

$$
\begin{equation*}
\frac{\partial^{2} \Phi_{Q}}{\partial s^{2}}=0 . \tag{3}
\end{equation*}
$$

In the examples, we provide in subsequent sections, we focus primarily on the fold and cusp catastrophes, as well as a discussion of the hyperbolic umbilic in the context of correlation functions. Folds and cusps are the only structurally stable singularities in the 2D $(x, t)$ control plane where light cones in 1D chains live, while the higher catastrophes (although they may still exist in greater dimensions) can only be projected onto the plane by way of cusps and folds. This property is generic: catastrophes of higher order contain the lower ones [51]. The cusp is the meeting of two fold lines, the swallowtail contains two cusps, and so on.

The wave functions, or wave catastrophes, associated with catastrophes can be obtained in a way analogous to Feynman path integrals by exponentiating the generating function and integrating over all paths,

$$
\begin{equation*}
\Psi_{Q}(\mathbf{C}) \propto \lambda^{n / 2} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d^{n} s e^{\mathrm{i} \lambda \Phi_{Q}(\mathbf{s} ; \mathbf{C})} \tag{4}
\end{equation*}
$$

where $\lambda$ plays the role of the wave number $k$ or $1 / \hbar$ in quantum problems. In this form, the fact that the generating function plays the role of the physical action becomes clear. These functions are also known as diffraction integrals and many of their properties have been tabulated [44]. We emphasize that standard approximations such as the method of stationary phase where the integral over $\mathbf{s}$ is broken up into a sum of independent gaussian integrals around each of the stationary points are doomed to failure when the stationary points coalesce. One must instead keep the full form of $\Phi_{Q}$ to get a result which is uniformly correct through the coalescence regions and this is precisely why diffraction integrals are crucial for treating bifurcation problems where solutions appear or disappear.

The fold has a cubic action $\Phi_{1}(s ; C)=s^{3} / 3+C s$, where in the case of a light cone in $(1+1)$ dimensions $C=C(x, t)$. As the control parameter $C$ is taken from positive values down through zero the cubic changes its form so as to describe two coalescing rays. The resulting wave catastrophe can be recognized as the integral form of the Airy function,

$$
\begin{equation*}
\Psi_{1}(C) \propto\left(2 \pi \lambda^{1 / 6}\right) \operatorname{Ai}\left(\lambda^{2 / 3} C\right) \tag{5}
\end{equation*}
$$

In the absence of any special symmetry, two fold lines generically meet at cusps. In the region near the cusp point the appropriate action is quartic and features two control parameters $\Phi_{2}\left(s ; C_{1}, C_{2}\right)=s^{4} / 4+C_{2} s^{2} / 2+C_{1} s$. This normal form, which formally resembles the Landau free energy for a continuous (second-order) phase transition, describes the coalescence of up to three rays and results in a wave catastrophe known as the Pearcey function,

$$
\begin{equation*}
\Psi_{2}\left(C_{1}, C_{2}\right) \propto\left(2 \pi \lambda^{1 / 4}\right) \operatorname{Pe}\left(C_{1} \lambda^{3 / 4}, C_{2} \lambda^{1 / 2}\right) \tag{6}
\end{equation*}
$$

which is a complex function of two variables. For our definitions/conventions for the Airy and Pearcey functions, see Eqs. (D5) and (C7), respectively. Plots of the absolute values $|\mathrm{Ai}(C)|$ and $\left|\operatorname{Pe}\left(C_{1}, C_{2}\right)\right|$ of the Airy and Pearcey functions are given in Fig. 1.


FIG. 1. The Airy and Pearcey functions are the first two wave catastrophes in a hierarchy. (a) Modulus of the Airy function, as defined in Eq. (D5), which dresses a fold catastrophe where two rays coalesce. The location of the fold, or classical caustic, is at $C=0$ and is indicated by the dashed line. For $C<0$ there is two-wave interference giving fringes whereas for $C>0$ there is an evanescent wave. (b) Modulus of the Pearcey function, as defined in Eq. (C7), which dresses the classical cusp caustic $C_{1}=2 C_{2}^{3 / 2} /(3 \sqrt{3})$ and which is shown as a black dashed line. The cusp is made of two fold lines which meet at the cusp tip at $C_{1}=C_{2}=0$. There are three rays/waves inside the cusp and only one outside: two coalesce as we cross either of the fold lines, but all three coalesce at the cusp tip which is the most singular part of the classical caustic (a ray picture of the cusp can be seen in Fig. 2(b) in Ref. [80]). However, wave interference removes the classical singularities. The black dots show the locations of vortices: there is a line of vortices outside either edge of the cusp, and vortex-antivortex pairs inside.

The fact that the Pearcey function is a two-dimensional complex function, with an amplitude and a phase at each point, allows for the possibility of vortices. This turns out to be the case: the black dots in Fig. 1(b) show the locations of vortices, or more precisely their cores. There is an ordered network of vortex-antivortex pairs inside the cusp and single rows of vortices lining the outer edges. These are subwavelength features that represent the finest layer of structure of a wave catastrophe. We find the vortices by densely covering the plane with loops around which we integrate the phase of the Pearcey function: loops that contain vortices give a $\pm 2 \pi$ phase change (the vortex cores also correspond to nodes of the Pearcey function, although in principle not all nodes need be vortices).

An important feature of wave catastrophes is that they exhibit self-similar scaling. If the parameter $\lambda$ is changed from $\lambda^{\prime}$ to $\lambda$ the wave functions will retain their functional forms but with rescaled coordinates,

$$
\begin{equation*}
\Psi_{Q}\left(\left\{C_{m}\right\} ; \lambda\right)=\left(\frac{\lambda}{\lambda^{\prime}}\right)^{\beta_{Q}} \Psi_{Q}\left(\left\{\left(\frac{\lambda}{\lambda^{\prime}}\right)^{S_{m}} C_{m}\right\} ; \lambda^{\prime}\right) \tag{7}
\end{equation*}
$$

We can understand this scaling as follows: the overall amplitude scales as $\lambda^{\beta_{Q}}$, where $\beta_{Q}$ is known as the Arnol'd index. The distance between interference fringes is also rescaled, but generally the scale factor is different in each direction according to $\lambda^{\varsigma_{m}}$, where $\varsigma_{m}$ is the Berry index associated with coordinate $C_{m}$. For the fold wave catastrophe, $\beta_{\mathrm{Ai}}=\frac{1}{6}$ and $\varsigma=\frac{2}{3}$, and for the cusp wave catastrophe, $\beta_{\mathrm{Pe}}=\frac{1}{4}$ and $\varsigma=\left\{\frac{3}{4}, \frac{1}{2}\right\}$. A complete list of Arnol'd and Berry indices for the seven elementary catastrophes is displayed in Table I.

The sets of Arnol'd and Berry indices accompanying the different catastrophes are reminiscent of the sets of critical exponents which define universality classes of equilibrium phase transitions. The underlying common cause of this similarity is the presence of singularities, or more precisely nonanalyticity, in both cases. We emphasize that in the application to light cones we study here, this universality occurs out of equilibrium, and thus we have an example of universality in quantum dynamics [79,85,87].

## III. LIGHT CONES AS QUANTUM CAUSTICS

Our approach to the light cone problem is based upon the idea that the build-up of correlations occurs through quasiparticle propagation [3]; this is known to be the case in a broad range of models including the $\mathrm{BH}, \mathrm{TFIM}$, and XY models. The Lieb-Robinson bound can then be expressed in terms of the maximal group velocity of quasiparticles [7,9]

$$
\begin{equation*}
v_{\mathrm{LR}}=\max _{k}\left|\frac{d \epsilon_{k}}{d k}\right|, \tag{8}
\end{equation*}
$$

where $\epsilon_{k}$ is the dispersion relation for quasiparticles as a function of quasimomentum $k$. It can be seen immediately that this result is exactly equivalent to Eqs. (2) and (3) which give the conditions for a caustic (note that here we are implicitly considering real solutions to the caustic conditions; imaginary solutions correspond to phase velocity across the cone and are discussed in Appendix D. This aspect has also been discussed by Cevolani et al. in Ref. [16]). From this simple observation, it follows that light cones are caustics and hence the results and insights of catastrophe theory can be applied to them.

Let us focus on the case of a local quench where a single quasiparticle is created at position $x=0$ in the middle of a spin chain (we briefly consider weakly nonlocal superpositions of multiple quasiparticles in Sec. IX, and also in Appendix E). Time evolving the state with the Hamiltonian $H$, the state vector at time $t$ is

$$
\begin{equation*}
|\Psi(t)\rangle=e^{-\mathrm{i} H t / \hbar} b_{x=0}^{\dagger}|0\rangle_{b} \tag{9}
\end{equation*}
$$

where $|0\rangle_{b}$ is the Bogoliubov quasiparticle ground state and the operator $b_{x}^{\dagger}$ creates a quasiparticle at the site located at position $x$. For the remainder of the paper, we use the subscript " $b$ " to distinguish Fock states in the Bogoliubov basis from the

Jordan-Wigner basis. Introducing the eigenstates $|k\rangle$ of $H$ we can write this as (see Appendix A for details)

$$
\begin{equation*}
|\Psi(t)\rangle=\frac{e^{\mathrm{i} \theta(t)}}{\sqrt{N}} \sum_{k} e^{-\mathrm{i} \epsilon_{k} t / \hbar}|k\rangle_{b} \tag{10}
\end{equation*}
$$

where $N$ is the number of sites, and the phase $\theta(t) \equiv$ $t /(2 \hbar) \sum_{k} \epsilon_{k}$ is not observable but is included here for completeness. Projecting onto the position basis, the wave function $\Psi\left(x_{n}, t\right) \equiv\left\langle x_{n} \mid \Psi(t)\right\rangle$ on the $n$th lattice site is

$$
\begin{equation*}
\Psi\left(x_{n}, t\right)=\frac{e^{\mathrm{i} \theta(t)}}{N} \sum_{k_{m}=-\pi / a}^{\pi / a-\Delta k} e^{\mathrm{i} \Phi\left(k_{m} ; x_{n}, t\right)} \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(k ; x, t)=k x-\epsilon_{k} t / \hbar \tag{12}
\end{equation*}
$$

In these expressions, $n$ is an integer lying in the range $\{-(N-1) / 2, \ldots,(N-1) / 2\}$, and the separation between momenta in the sum is $\Delta k=2 \pi /(a N)$.

In the continuum approximation (CA), the wave function corresponding to Eq. (11) is (see Appendix A)

$$
\begin{equation*}
\Psi_{\mathrm{CA}}(x, t)=\frac{\sqrt{a} e^{\mathrm{i} \theta(t)}}{2 \pi} \int_{-\pi / a}^{\pi / a} d k e^{\mathrm{i} \Phi(k ; x, t)} \tag{13}
\end{equation*}
$$

where $a=L / N$ is the lattice constant for a lattice of length $L$, and the quasimomentum $k$ runs over the first Brillouin zone. A comparison of the exact (discrete) and CA wave functions is given in Fig. 8 in the Appendices. In the semiclassical regime, where $N$ is large, the dominant contributions to the integral in Eq. (13) come from values of $k$ where $\Phi$ is slowly varying which are the stationary and coalescence points (especially the latter). By Thom's theorem [50-52], we can therefore map $\Phi$ onto one of the normal forms $\Phi_{Q}$. However, although Thom's theorem guarantees that this can be done by smooth transformations, it does not tell us what these transformations actually are. Figuring out the mapping is part of the challenge in applying catastrophe theory to specific physical problems and it is to this task that we now turn.

## IV. XY AND TFIM SPIN CHAINS

Let us consider a 1D XY model describing spins on a lattice interacting with a ferromagnetic coupling $J$, anisotropy parameter $\gamma$, and subject to an external field $g J$. The Hamiltonian is

$$
\begin{equation*}
H=-J \sum_{i}\left(\frac{(1+\gamma)}{2} \sigma_{i}^{x} \sigma_{i+1}^{x}+\frac{(1-\gamma)}{2} \sigma_{i}^{y} \sigma_{i+1}^{y}-g \sigma_{i}^{z}\right) \tag{14}
\end{equation*}
$$

where $\sigma_{i}^{\alpha}, \alpha \in\{x, y, z\}$, are Pauli operators. When $\gamma=1$ this Hamiltonian reduces to that of the TFIM. The XY Hamiltonian can be diagonalized via the Jordan-Wigner transform followed by a Bogoliubov rotation, which maps spin operators to spinless fermions [82]. As shown in Appendix B, this leads to the free model $H=\sum_{k} \epsilon_{k}\left(\tilde{b}_{k}^{\dagger} \tilde{b}_{k}-1 / 2\right)$, where $\tilde{b}_{k}^{(\dagger)}$ is the annihilation (creation) operator for Bogoliubov modes with quasimomentum $k$ and dispersion

$$
\begin{equation*}
\epsilon_{k}=2 J \sqrt{(\cos (k a)-g)^{2}+\gamma^{2} \sin ^{2}(k a)} \tag{15}
\end{equation*}
$$



FIG. 2. (a) The exact quantum amplitude, obtained by numerically evaluating Eq. (11), for a single Bogoliubov fermion created at the central lattice site, $x=0$, and propagated under the XY Hamiltonian with $\gamma=0.2$ and $g=0.8$. This model gives rise to a double light cone whose boundaries are indicated by the black dashed (LR cone) and dot-dashed (inner cone) lines. (b) A zoom-in of (a) with only half the lattice shown. At five select points $\left(x_{n}, t\right)$, we have overlaid plots of the generating function $\Phi\left(k ; x_{n}, t\right)$ [Eq. (16)] as a function of $k$. Green dots show stationary points of $\Phi\left(k ; x_{n}, t\right)$; there are four stationary points in the inner cone and two annihilate (red stars) each time we cross a cone boundary. (c) We can isolate the part of $\Psi$ responsible for the inner cone by only including values of $k_{m}$ in Eq. (11) that include the three stationary points of $\Phi$ that are close to the center of the Brillouin zone (note also the change in timescale). As shown in Sec. V, the inner cone is described by a Pearcey function transformed so as to give a straight cone boundary. Note that in order to keep these figures simple we have not shown the vortices although they are present. See Fig. 3 below, and also Fig. 8 in Appendices, for plots of light cone wave functions with vortices included.

Thus the phase/generating function in Eq. (12) takes the specific form

$$
\begin{equation*}
\Phi(k ; x, t)=k x-\frac{2 J t}{\hbar} \sqrt{(\cos (k a)-g)^{2}+\gamma^{2} \sin ^{2}(k a)} \tag{16}
\end{equation*}
$$

An exact numerical evaluation of the wave function given in Eq. (11) using the generating function $\Phi(k ; x, t)$ for the XY model is plotted in Fig. 2. The fact that $x_{n}$ is discrete means that the light cone actually corresponds to a quantum catastrophe, for more discussion of quantum catastrophes in a spin context see Ref. [80]. However, in the semiclassical regime where $N$ is large, the CA described by Eq. (13) works well. In this case, $\Phi$ has the same functional form but with $x$ and $k$ taken as continuous variables, and the integral can be evaluated analytically in terms of the Airy and Pearcey functions as will be explained in the next section.

Dividing $\Phi(k, x, t)$ as given in Eq. (16) by $t$ we can identify three control parameters: $(x / t, \gamma, g)$ [we reserve the energy scale $J$ to play the role of $k$ in Eq. (4)]. However, rays propagate in the 2D $(x, t)$ plane rather than the full 3D control space and thus for generic values of the control parameters catastrophe theory predicts we should see folds and cusps. In fact, we find a double cone made of a cusp enclosed by two folds as shown in Fig. 2 (double cones occur both in spin systems and in coupled 1D gases [57,58]).

Mathematically speaking, the double cone arises because Eq. (16) has up to four stationary points within the first Brillouin zone, as shown by the green dots in the five overlays plotted in Fig. 2(b). Near the origin in Fig. 2 all four stationary points are present, but three are quasidegenerate so $\Psi$ is locally dominated by a Pearcey-like function, which gives the inner cone. As we cross the edges of the inner cone two stationary points annihilate (indicated by red stars in the overlays) leaving two rays which in turn annihilate at the edges of the outer cone so that locally it is dominated by the Airy function. Furthermore, the XY model has a QCP at $g=1-\gamma^{2}$; as the critical regime is approached the inner
cone narrows and eventually collapses because the three inner stationary points in the generating function coalesce at this value of $g$. In the case of the TFIM $(\gamma=1)[4,83,84], \Phi$ has only two stationary points and one finds a single cone with edges that are dressed by Airy functions. The insight from catastrophe theory is that the single cone is nongeneric and only occurs due to the special symmetry of the Hamiltonian when $\gamma=1$.

Due to the presence of four stationary points, the careful reader might expect the XY model to show signatures of the swallowtail catastrophe. Indeed, this would generically be true, however it can be verified that the quadruple root coalescence do not occur for real $k$. It is the periodic dispersion relation of the model which keeps us from physically probing the highly singular swallowtail point. The cusp and fold catastrophes that we observe here are however inherited from the part of the swallowtail which is physically permitted.

## V. AIRY AND PEARCEY FUNCTIONS

Let us now demonstrate explicitly how the Airy and Pearcey catastrophe integrals emerge in the CA. Starting with the Pearcey integral, consider first the triple stationary point coalescence responsible for the inner cone, which we have isolated in Fig. 2(c). One obvious difference between this wave function and the Pearcey function shown in Fig. 1 is that the cone boundary in the former is straight rather than the standard curved form of the cusp $C_{1}= \pm \sqrt{4 C_{2}^{3} / 27}$. Physically, this is due to the free propagation of the fermionic quasiparticles. The required transformation to take us between physical coordinates and those of the standard curved cusp is similar to that used by Kaminski and Paris in Ref. [90]. In Appendix C, we show that for our spin model it is

$$
\begin{gather*}
C_{1}=-\sqrt{2} x /\left[v_{\mathrm{I}}(t \Gamma)^{\frac{1}{4}}\right],  \tag{17}\\
C_{2}=-\sqrt{t}\left(\gamma^{2}+g-1\right) /[\sqrt{\Gamma}(g-1)], \tag{18}
\end{gather*}
$$



FIG. 3. (a) and (b) Modulus of exact wave function (11) $\Psi\left[x\left(C_{1}, C_{2}\right), t\left(C_{1}, C_{2}\right)\right]$ plotted in the scaled coordinates for the inner cone only (vortices are present but not shown). It shows a remarkable qualitative resemblance to the Pearcey function (compare with Fig. 1), without performing any approximations. Between (a) and (b), the interaction strength has been changed by a ratio of $J^{\prime} / J=2$, so that while the classical ray caustic remains fixed $\left(C_{1}= \pm \sqrt{4 C_{2}^{3} / 27}\right.$, red dashed line), the interference fringes of the wave-function scale according to the Berry indices in the directions indicated. (c) $|\Psi|^{2}$ for the TFIM (blue shading truncated at 0.2 for clarity) is enclosed by the light cone (black, dashed). Black dots mark the locations of vortices (see Sec. VIII). Slice along the time axis at $x / a=5$. The local structure of the exact wave function (11) (blue, solid) near the light cone is well-captured by the Airy-like representation of the wave function (21) (orange, dashed). Away from the caustic the Airy function approximation gradually moves out of the phase with the exact result. This is because we have expanded the generating function about the caustic and can be corrected by performing a uniform approximation.
where $\Gamma=\frac{\left(g^{3}-1-2 \gamma^{2}+3 \gamma^{4}+g\left(3-2 \gamma^{2}\right)+g^{2}\left(4 \gamma^{2}-3\right)\right)}{12(g-1)^{3}}$ and we have defined the Ising velocity,

$$
v_{\mathrm{I}} \equiv \begin{cases}\frac{2 J a g}{\hbar} & 0<|g|<1  \tag{19}\\ \frac{2 J a}{\hbar} & 1<|g|\end{cases}
$$

which is equal to $v_{\mathrm{LR}}$ in the TFIM limit (in principle, $v_{\mathrm{LR}}$ can be analytically solved for in closed form for general $\gamma$,
however, the expression is complicated, and little physical insight is gained from writing it here).

To complete the diffraction integral we also need the integration variable $s$. This reads $s=\sqrt{2} a(t \Gamma)^{\frac{1}{4}} k$ and results in the Pearcey-like wave function $\Psi_{\mathrm{Pe}}\left(C_{1}, C_{2} ; J\right)$ written out in Eq. (20). It rapidly tends to a true Pearcey function at longer times when $S=\sqrt{2} \pi(t \Gamma)^{\frac{1}{4}} \gg 1$.

$$
\begin{gather*}
\Psi_{\mathrm{Pe}}\left(C_{1}, C_{2} ; J\right) \approx \frac{1}{2 \pi}\left(\frac{J\left(\gamma^{2}+g-1\right)}{\hbar v_{\mathrm{I}}(g-1) C_{2}}\right)^{\frac{1}{2}} \int_{-S}^{S} d s e^{-\frac{\mathrm{i}}{\hbar} \Phi_{2}\left(s ; C_{1}, C_{2}\right)} \stackrel{J t / \hbar \gg 1}{\propto}\left(\frac{J}{\hbar}\right)^{\frac{1}{4}} \operatorname{Pe}\left[\left(\frac{J}{\hbar}\right)^{\frac{3}{4}} C_{1},\left(\frac{J}{\hbar}\right)^{\frac{1}{2}} C_{2}\right]  \tag{20}\\
\Psi_{\mathrm{Ai}}^{\gamma=1}\left(C^{j} ; J\right) \approx \frac{1}{2 \pi t^{1 / 3}}\left(\frac{2 J g^{\frac{2-j}{3}}}{v_{\mathrm{I}} \hbar}\right)^{\frac{1}{2}} \int_{s_{j}^{\text {M in }}}^{s_{j}^{\mathrm{Max}}} d s_{j} e^{\frac{\mathrm{i}}{\hbar} \Phi_{1}\left(s_{j} ; C^{j}\right)} \stackrel{J t / \hbar \gg 1}{\propto}\left(\frac{J}{\hbar}\right)^{\frac{1}{6}} \operatorname{Ai}\left[\left(\frac{J}{\hbar}\right)^{\frac{2}{3}} C^{j}\right] . \tag{21}
\end{gather*}
$$

In order to display the close resemblance between $\Psi_{\mathrm{Pe}}$ and the Pearcey function, we have plotted in Fig. 3 the wave function of the inner cone from Eq. (11) without expansions or approximations in terms of the transformed coordinates $C_{1}$ and $C_{2}$. This can be compared with the actual Pearcey function plotted in Fig. 1. The only significant deviation is near $C_{2}=0$. Since the limit of integration $S$ tends to 0 as $t \rightarrow 0$, the cusp point itself becomes poorly defined, and we get a "smearing" of the wave function as $C_{2} \rightarrow 0$. As a consequence, we cannot get a Pearcey function exactly at the origin, since the initial boundary condition requires the real-space wave function be entirely localized here. As we move away from the cusp point, however, the Pearcey function is indeed an excellent approximation to the true wave function.

As $C_{2}$ increases the Pearcey function can be approximated by two back-to-back Airy functions as the cusp evolves into two fold lines. Indeed, it is a general property of catastrophes that the higher ones evolve into the lower ones as we move away from the former's most singular points. This provides a rigorous explanation for why the Airy functions, which are the simplest of the hierarchy of wave catastrophes, are
commonly encountered in the asymptotics of light cones [8,14,15,59-64].

To examine how the Airy function emerges in the CA, we specialize to $\gamma=1$ (TFIM Hamiltonian). We stress that the choice of $\gamma$ does not affect the presence of the fold catastrophe (and thus Airy functions), only the simplicity of the subsequent calculations. To this end, note that for any $g \neq 1$ it can be readily checked that $\Phi(\gamma=1)$ in Eq. (16) has only two stationary points as a function of $k$. We can therefore map onto the canonical fold generating function $\Phi_{1}(s ; C)$ by expanding $\Phi$ to third order in $s$. In the CA, and up to a global phase, we show in Appendix D that the correct control parameter in this case is

$$
\begin{equation*}
C^{j}(x, t)=2\left(x / v_{\mathrm{I}}-t\right)\left(g^{2-j} / \sqrt{t}\right)^{2 / 3} . \tag{22}
\end{equation*}
$$

The index $j \in\{1,2\}$ refers to cases $g>1$, and $g<1$, corresponding to above and below the QCP, respectively. The integration variable $s_{j}=\left(g^{2-j} t\right)^{\frac{1}{3}}\left[k a-\arccos \left(g^{3-2 j}\right)\right]$ and integration limits $s_{j}^{\text {Min }}=-\left(g^{2-j} t\right)^{1 / 3}\left[\pi+\arccos \left(g^{3-2 j}\right)\right]$ and $s_{j}^{\text {Max }}=\left(g^{2-j} t\right)^{1 / 3}\left[\pi-\arccos \left(g^{3-2 j}\right)\right]$ are also derived in

Appendix D. The resulting wave function $\Psi_{\mathrm{Ai}}^{\gamma=1}\left(C^{j} ; J\right)$ is given in Eq. (21).

When $\gamma \neq 1$ this process may be repeated around each fold catastrophe, including for any inner cones, and will result in the emergence of Airy functions with different definitions of the control parameter, $C$. For example, a particular limit of Eq. (21) has been conjectured to give a universal form for the wavefront of out-of-time-ordered correlators (OTOCs) [65-68]. According to catastrophe theory this is no surprise. Furthermore, closer to the "brightest" parts of the OTOC the hierarchy of catastrophes allows for more elaborate structures beyond the Airy function.

## VI. SCALING

The way the spin coupling strength $J$ and the control parameters $\mathbf{C}$ appear in combination on the right hand sides of Eqs. (20) and (21) shows that light cones have nontrivial scaling properties: varying $J$ is equivalent to rescaling the amplitude and coordinates. More specifically, increasing $J$ causes the amplitude to increase at a rate determined by the Arnol'd index, and the interference patterns to oscillate more quickly in space and time at rates determined by the Berry index for each particular direction. The overall picture is that the fringes flow in towards the origin as $J$ is increased and in the (singular) classical limit, which occurs when $J \rightarrow \infty$, all wave structure is pulled into the origin. There are other choices we could have made for the scaling parameter since it need only fill the role of $\lambda$ in Eq. (4): for the TFIM, we could have alternatively chosen $a$ or $g$, and in the case of the XY model we could also have chosen either of these or even $\gamma$. It is usually necessary to keep some physics constant during the scaling: we can keep the position of the classical ray caustics constant as $J$ is varied by tuning $a$ or $g$ to keep $v_{\mathrm{I}}$ unchanged.

Numerical verification of the catastrophe theory predictions for both the Arnol'd and Berry indices for the exact wave function Eq. (11) is presented in Fig. 4. Panels (a)-(c) show the scaling in the inner cone of the XY model: the fringe scaling is obtained by measuring the distance between peaks of the wave function along coordinates $C_{1}$ and $C_{2}$ as $J$ is varied and match the Pearcey scaling given in Table I to within $1 \%$. At first glance, it appears that panel (c) shows a contradiction between the expected amplitude scaling of the catastrophe integral and the wave function. However, a quick calculation involving the prefactor of the wave function which ensures that particle number is conserved shows that

$$
\begin{equation*}
C_{2}^{-\frac{1}{2}} \sim\left(\frac{J}{J^{\prime}}\right)^{-\frac{1}{4}} \tag{23}
\end{equation*}
$$

which exactly cancels the Arnol'd scaling. This is a peculiarity of our nongeneric initial condition of starting with a completely localized initial state: when tracking a particular fringe, it will move towards the origin but this normalization factor means that its height does not scale with $J$.

Panel (d) of Fig. 4 shows the predictions in the TFIM for the period $T$ of oscillations near the caustic. Data are shown both for the exact wave function, given in Eq. (11), and also the "spin-flip" state $\Psi_{\mathrm{X}}$, given in Eq. (33), which is easier to realize experimentally. Since the Berry index $\varsigma$ for the fold


FIG. 4. Self-similar scaling of light cone wave functions. (a) Fringe spacing in the $C_{1}$ direction within the inner cone of the XY model scales as $J^{\varsigma_{1}}$ with a Berry index $\varsigma_{1} \approx 0.743 \pm 0.002$ (a range of $1 \leqslant J / J^{\prime} \leqslant 16$ was used). The staircase pattern is due to the discreteness of the lattice. (b) Fringe spacing scaling in the $C_{2}$ direction of the XY model gives a Berry index of $\varsigma_{2} \approx$ $0.500 \pm 0.001$. (c) Wave function amplitude scaling of $\ln |\Psi| \approx$ $\left(-6 \times 10^{-7} \pm 4 \times 10^{-7}\right) \ln (J)$, indicating that the amplitude near the cusp has an incredibly weak scaling with $J$. This effect is explained by Eq. (23), since the initial condition precisely cancels the Arnol'd scaling to preserve particle number. (d) The oscillation period, $T$, of $\Psi\left(x_{n}, t\right)$ for site $x / a=5$ in the TFIM with $g=3$; Eqs. (11) and (33) are plotted in blue circles and orange triangles, with blue-solid and orange-dashed trendlines, respectively (a range of $1 \leqslant J / J^{\prime} \leqslant 30$ was chosen). Accounting for a geometric factor of $\sin [\arctan (20)]$, we find the Berry index to be $0.654 \pm 0.003$ and $0.646 \pm 0.009$ for $\Psi$ and $\Psi_{\mathrm{X}}$, respectively.
defines scaling perpendicular to the caustic, a geometric factor dependent on $v_{\text {LR }}$ must be applied. Numerical agreement to within 3\% of Airy scaling given in Table I is found in both cases even for finite-sized systems at finite times.

## VII. CORRELATION FUNCTIONS AND HIGHER-ORDER CATASTROPHES

Rather than the probability distribution associated with the wave function itself, light cones are usually observed in correlation functions [17-21]. The equal time site-site correlation function is defined as

$$
\begin{equation*}
G\left(x_{n}, x_{m}, t\right)=\left\langle b_{n}^{\dagger} b_{m}(t)\right\rangle-\left\langle b_{n}^{\dagger}(t)\right\rangle\left\langle b_{m}(t)\right\rangle . \tag{24}
\end{equation*}
$$

Because Bogoliubov fermions are conserved, $\left\langle b_{n}^{\dagger}(t)\right\rangle=$ $\left\langle b_{m}(t)\right\rangle=0$, and the last term vanishes. The remaining piece is

$$
\begin{align*}
\left\langle b_{n}^{\dagger} b_{m}(t)\right\rangle & =\langle\Psi(t)| b_{n}^{\dagger} b_{m}|\Psi(t)\rangle \\
& =\frac{1}{N} \sum_{k, k^{\prime}} e^{-\mathrm{i}\left(\epsilon_{k}-\epsilon_{k^{\prime}}\right) t / \hbar}{ }_{b}\langle 0| \tilde{b}_{k^{\prime}} b_{n}^{\dagger} b_{m} \tilde{b}_{k}^{\dagger}|0\rangle_{b} . \tag{25}
\end{align*}
$$

where we have used the state vector $|\Psi(t)\rangle$ given in Eq. (10). Expressing all the operators in terms of quasimomentum (see


FIG. 5. (a) Correlation function amplitude $\left|G\left(0, x_{m}, t\right)\right|$ for $\gamma=1$, and $g=0.5$, where the blue shading has been truncated at 0.15 for clarity. Black dots indicate vortices. (b) Same correlation function as in (a), now with $g=0.9$. Note that the number of vortices within the cone decreases drastically near the critical point (see Sec. VIII).

Appendix A), we obtain

$$
\begin{align*}
G\left(x_{n}, x_{m}, t\right) & =\frac{1}{N^{2}} \sum_{k, k^{\prime}} e^{-\mathrm{i}\left(\epsilon_{k}-\epsilon_{k^{\prime}}\right) t / \hbar} e^{\mathrm{i}\left(k x_{m}-k^{\prime} x_{n}\right)} \\
& =\Psi\left(x_{m}, t\right) \Psi\left(-x_{n},-t\right) \tag{26}
\end{align*}
$$

In Fig. 5, we plot $G\left(0, x_{m}, t\right)$ on the upper half of the spin chain for two different values of $g$. It displays the same features as the wave function: a light cone, interference fringes, and vortices. In the CA, the equal time site-site correlation function becomes

$$
\begin{align*}
G_{\mathrm{CA}}\left(x, x^{\prime}, t\right) & =\frac{a}{(2 \pi)^{2}} \int_{-\pi / a}^{\pi / a} \int_{-\pi / a}^{\pi / a} d k d k^{\prime} e^{\mathrm{i}\left(\Phi(k, x)-\Phi\left(k^{\prime}, x^{\prime}\right)\right)} \\
& =\Psi_{\mathrm{CA}}(x, t) \Psi_{\mathrm{CA}}\left(-x^{\prime},-t\right) \tag{27}
\end{align*}
$$

and expanding around the cone boundaries gives

$$
\begin{equation*}
G_{\mathrm{CA}}\left(x, x^{\prime}, t\right) \approx \Psi_{\mathrm{Ai}}(C(x, t), t) \Psi_{\mathrm{Ai}}\left(C\left(-x^{\prime},-t\right),-t\right), \tag{28}
\end{equation*}
$$

where $C(x, t)$ is the same function of $x$ and $t$ as that given in Eq. (22).

Measurements and calculations (based on doublon and holon quasiparticles) on the BH model following a quench also find a product of two Airy functions for $G\left(x_{n}, x_{m}, t\right)$ [8,17]. However, referring to Table I, generic dimension three singularities (i.e., two spatial coordinates $x_{n}$ and $x_{m}$, as well as time $t$ ) of corank 2 (i.e., two integration variables, like in the two-site correlation function) are the elliptic umbilic, and hyperbolic umbilic catastrophes. The elliptic umbilic diffraction catastrophe has been studied by Berry, Nye, and Wright [88] via the optics of a triangular water droplet lens, while the hyperbolic umbilic is a direct consequence of the primary coma aberration [86] and has been observed in matter waves using electron microscopy [69]. These catastrophes are generally more complicated than a squared Airy function, however, we note that in a certain plane the hyperbolic umbilic wave catastrophe does indeed reduce to the product of two Airy functions. More precisely, the hyperbolic umbilic wave catastrophe is given by [44]

$$
\begin{equation*}
\Psi_{\mathrm{HU}}(x, y, z)=\lambda \iint_{-\infty}^{+\infty} d s_{1} d s_{2} e^{\mathrm{i} \lambda\left(s_{1}^{3}+s_{2}^{3}+C_{3} s_{1} s_{2}+C_{2} s_{2}+C_{1} s_{1}\right)} \tag{29}
\end{equation*}
$$

and when $C_{3}=0$ this reduces exactly to

$$
\begin{equation*}
\Psi_{\mathrm{HU}}\left(C_{1}, C_{2}, 0\right)=\frac{4 \pi^{2} \lambda^{\frac{1}{3}}}{3^{\frac{2}{3}}} \operatorname{Ai}\left(\frac{C_{1} \lambda^{\frac{2}{3}}}{3^{\frac{1}{3}}}\right) \operatorname{Ai}\left(\frac{C_{2} \lambda^{\frac{2}{3}}}{3^{\frac{1}{3}}}\right) . \tag{30}
\end{equation*}
$$

Thus, both the XY model and the BH model give rise to a nongeneric special case.

What physical quantity could the $C_{3}$ control parameter represent? Studying the form of $\Psi_{H U}$ given in Eq. (29) we note that $C_{3}$ controls the coupling between the $s_{1}$ and $s_{2}$ variables which in a spin chain correspond to the two quasimomenta $k$ and $k^{\prime}$. For noninteracting quasiparticles, which is the case for the exactly solvable models considered in this paper, the two quasimomenta are uncoupled and thus $C_{3}$ is zero. Furthermore, the particular regime of the BH model where Refs. [8,17] obtained a product of Airy functions also corresponds to the free quasiparticle case. It is therefore clear that $C_{3}$ can be used to parametrize quasiparticle-quasiparticle scattering, and we predict that a model with interacting quasiparticles will give rise to light cones that sample hyperbolic umbilic wave catastrophes. This feature could be verified in an experiment where the strength of the coupling is varied for then the scaling along $C_{3}$ should go as $\varsigma_{3}=1 / 3$.

Other quantities, for example, the spin-spin correlation function, $\Sigma_{n m}=\left\langle\sigma_{n}^{x} \sigma_{m}^{x}\right\rangle-\left\langle\sigma_{n}^{x}\right\rangle\left\langle\sigma_{m}^{x}\right\rangle$, may also be calculated exactly via the Jordan-Wigner and Bogoliubov transformations, and simplified using Wick's theorem. The functional forms of these quantities in the continuum approximation remain diffraction integrals, and thus will also display universal behavior corresponding to catastrophes.

## VIII. VORTICES AND CRITICALITY

As seen in Figs. 3 and 5, and also Fig. 8 in the Appendices, we find that light cones contain lattices of vortexantivortex pairs. Vortices form the fine structure of wave catastrophes [86,89-91], and in a continuum are zeros of $\Psi$ where the phase $\chi \equiv \operatorname{Arg} \Psi$ is undefined (takes all values) and has the topological property

$$
\begin{equation*}
\oint_{\mathcal{C}} d \chi= \pm 2 \pi \tag{31}
\end{equation*}
$$

where $\mathcal{C}$ is any closed path which contains a single vortex. On a discrete lattice we can still use such circuits to find vortices, but across lattice sites one must perform a sum instead of integrating, meaning that their spatial position is only known up to the lattice constant: in figures we place the vortices between lattice sites. Furthermore, vortices on a lattice need not correspond to nodes or even phase singularities, but to points where the phase difference between adjacent sites is $\pm \pi$ (i.e., phase kinks or dark solitons). Thus, while phase interference regulates the amplitude divergence of ray caustics, the effect of a lattice is to regulate the phase singularities of wave theory. In recent work by some of the authors [80], the regularization of phase singularities by a lattice has been considered in Fock space.

Whereas the classical light cone changes smoothly at the QCP [see, e.g., Eq. (19)], there is a sharp minimum in the vortex density, i.e., many vortex-antivortex pairs annihilate, see Fig. 6. In the CA, all vortices except those closest to


FIG. 6. (a) Vortex density inside the TFIM light cone reaches a sharp minimum at the QCP for both Eq. (11) and the spin-flip state Eq. (33). We define vortex density as being the total number of vortices that occur within a cone up to the time at which the light cone hits the edge of the system, taking care to normalize for different cone sizes at different values of $g$. (b) Numerical determination of vortex pair creation times at a fixed point in space as $g=g_{c}=1$ is approached. In order to extrapolate to the critical point (inset), 30 data points $(g, J t / \hbar)$ are fitted to a quadratic and then differentiated. The resulting slopes are extrapolated to $g_{c}$ using a cubic and the intercept gives $v z=0.9999 \pm 0.0004$ (standard error on the fit). The range $0.02 \leqslant|g-1| \leqslant 0.12$ of $g$ was chosen to optimize the proximity to the critical point along with data accuracy, since the wave function becomes highly oscillatory as $g \rightarrow 1$. Numerical errors are smaller than the symbol sizes.
the central axis annihilate at the QCP, while on a discrete lattice, more off-axis vortices survive but the same trend is observed. At a fixed point in space, the time at which a vortex is first detected increases as one approaches the critical point, becoming infinite in the CA. This diverging timescale $\tau$ is related to critical slowing and suggests a connection to the dynamical critical exponent, $z$. According to the scaling hypothesis of critical phenomena

$$
\begin{equation*}
\tau \propto \xi^{z} \tag{32}
\end{equation*}
$$

where $\xi=\left|g-g_{c}\right|^{-v}$ is the correlation length and $v$ is its equilibrium critical exponent. Fig. 5(b) plots $\tau$ as found from the wave function Eq. (11) as $g$ is tuned to the QCP. By extrapolating the numerical data [Fig. 5(b) inset] to the critical point we obtain $v z=1$ and hence recover the known critical scaling for the 1D TFIM [92,93]. For purposes of clarity, we have only included the set of vortices which annihilate closest to the axis $x=0$. Vortices which annihilate farther off-axis also display similar trends, which can be seen in Appendix F, along with further figures which help with visualization of this process.

While a more complete understanding of the nature of the vortex-antivortex pairs within the light cone remains a subject of future work, we wish to highlight that their presence and scaling laws provide an interesting link between the predictions of catastrophe theory and universality (in and out of equilibrium). Due to the self-dual nature of the TFIM, qualitative behavior for $g>1$ is identical to that of the wave function below the transition with $g \rightarrow 1 / g$ and $t \rightarrow g t$.

## IX. EXPERIMENTAL REALIZATION: SPIN-FLIP STATE

The structural stability of catastrophes explains why they occur so frequently in nature. Apart from the examples given in the Introduction, they can also occur in disordered systems such as at the Anderson transition where an evanescent Airy function occurs [94], and it has also been shown that wave catastrophes have the property of self-healing after being disrupted [95]. There are, therefore, a broad range of initial conditions and spin models which will give rise to caustics in their dynamics.

So far we have used the initial condition of a localized single quasiparticle, as given in Eq. (9). This is a nongeneric initial condition and the reader may question how generic the resulting light cones really are. In fact, all our analysis is stable to perturbations around this initial condition. In particular, a state which is naturally generated in trapped ion experiments where individual ions can be addressed is a spin-flip state which starts with all spins polarized in the $x$ direction, except for the central spin, say, which is flipped [21],

$$
\begin{equation*}
\Psi_{\mathrm{X}}(x, t) \equiv\langle x| e^{-\mathrm{i} H t / \hbar}\left|\uparrow^{x} \ldots \uparrow^{x} \downarrow^{x} \uparrow^{x} \ldots \uparrow^{x}\right\rangle \tag{33}
\end{equation*}
$$

It is important to realize that physical spins are in general superpositions of multiple quasiparticles and vice versa. We elaborate upon the mathematical details of this point in Appendix E . What we find is that as long as the quench is not too close to the transition the number of quasiparticles created by a spin flip is close to one and hence we are perturbing around the single quasiparticle state given in Eq. (9). The evidence for this statement can be found in Figs. 4(d) and 6(a), which compare the results of using $\Psi_{\mathrm{X}}$ with those of $\Psi$. We find that the scaling properties are essentially identical in the two cases whilst the behavior of the vortex density shows some finite differences but is qualitatively the same.

## X. DISCUSSION AND CONCLUSIONS

Caustics are a natural phenomenon that can be seen by looking up in the sky on a rainy day. The primary bow of a rainbow is a fold caustic and careful observation reveals supernumerary arcs that are interference fringes described by the Airy function. This is the first in a hierarchy of caustics of increasing complexity whose underlying description is via catastrophe theory. This hierarchy has previously been explored in optics (particularly in the field of gravitational lensing [41]), thermodynamics [96,97], laser physics [98,99], hydrodynamics [43,45,100], and also cosmology [101,102]. By showing that light cones in many-body systems are also caustics, we are able to open the door to the application of a rigorous and unified mathematical framework for describing the dynamics of these systems following a quench.

The main conceptual result of this paper is that there is a hierarchy of light cone structures. They are stable against perturbations and dressed by characteristic wave functions that scale according to the sets of exponents given in Table I. The fold catastrophe and its attendant Airy function features in the TFIM, but breaking the symmetry of the TFIM leads us to the XY model and the second catastrophe, the cusp, which is dressed by the lesser-known Pearcey function. Choosing the spin coupling $J$ as a tuning parameter, we show how the scaling exponents lead to nontrivial scaling of these wave catastrophes as $J$ is varied.

The TFIM and XY models are exactly solvable and hence their quasiparticles are noninteracting. However, the defining feature of catastrophe theory is that it deals with structurally stable singularities and hence the light cone caustics we have described also occur in the presence of perturbations such as weak quasiparticle interactions. A related example of this is provided by the celebrated Kolmogorov-ArnoldMoser (KAM) theorem which shows that tori in the phase space of integrable systems are stable against nonintegrable perturbations. There is in fact a close connection between caustics and the quasiperiodic motion that arises in dynamical systems due to the existence of the tori [103].

Higher-order catastrophes will become important in higher dimension spin lattices. Another way that higher-order catastrophes become important is through $n$-body correlation functions. For the TFIM we find that the two-site equal time correlation function is described near the cone edge by the product of two Airy functions, which is, however, a special case of the hyperbolic umbilic catastrophe. We predict that adding quasiparticle interactions will lead to the full hyperbolic umbilic catastrophe.

On their finest scales, wave catastrophes contain vortexantivortex pairs. We have seen that in the case of light cones in 1D spin chains these become vortex-antivortex pairs in space-time. We note in passing that these are reminiscent of the Kosterlitz-Thouless transition that occurs in one space and one time dimension in the quenched 1D Bose-Hubbard model [104] and in quantum wires [105]. Being high-energy features, we find that the vortices are strongly affected by critical slowing near a QCP, unlike the light cone itself which evolves smoothly. The vortices contain all the information about the QCP and can be used to extract the critical scaling behavior.

The fact that light cones are structurally stable and fall into distinct classes, each of which has its own set of scaling exponents, underlines that as a phenomenon they are an example of universality in out-of-equilibrium dynamics, somewhat akin to the universality classes of equilibrium phase transitions. The underlying reason for this universality in both cases is the presence of singularities, and the realization that light cones are caustics aids us in identifying and understanding their properties.
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## APPENDIX A: DYNAMICS OF A BOGOLIUBOV FERMION

The spin models dealt with in this paper can be exactly diagonalized in terms of Bogoliubov fermions. Their Hamiltonians can therefore be written in the form

$$
\begin{equation*}
H=\sum_{k} \epsilon_{k}\left(\tilde{b}_{k}^{\dagger} \tilde{b}_{k}-\frac{1}{2}\right) \tag{A1}
\end{equation*}
$$

where $\epsilon_{k}$ is the dispersion relation and the operators $\tilde{b}_{k}^{\dagger}$ and $\tilde{b}_{k}$ create and annihilate, respectively, fermions with quasimomentum $k$. We shall denote the action of the creation operator on the Bogoliubov vacuum as $\tilde{b}_{k}^{\dagger}|0\rangle_{b}=|k\rangle_{b}$. These operators are related to their counterparts in position space via a discrete Fourier transform:

$$
\begin{align*}
b_{x} & =\frac{1}{\sqrt{N}} \sum_{k} e^{-\mathrm{i} k x} \tilde{b}_{k}  \tag{A2}\\
\tilde{b}_{k} & =\frac{1}{\sqrt{N}} \sum_{x} e^{\mathrm{i} k x} b_{x} \tag{A3}
\end{align*}
$$

where $N$ is the number of sites/spins.
Applying the time evolution operator to a single Bogoliubov fermion created at the center of the lattice we obtain the state vector:

$$
\begin{align*}
|\Psi(t)\rangle & =e^{-\mathrm{i} H t / \hbar} b_{r=0}^{\dagger}|0\rangle_{b}=e^{-\mathrm{i} H t / \hbar}\left(\frac{1}{\sqrt{N}} \sum_{k} \tilde{b}_{k}^{\dagger}\right)|0\rangle_{b}  \tag{A4}\\
& =\frac{e^{\mathrm{i} \theta(t)}}{\sqrt{N}} \sum_{k} e^{-\mathrm{i} \epsilon_{k} t / \hbar}|k\rangle_{b} \tag{A5}
\end{align*}
$$

where $\theta(t) \equiv(t / 2 \hbar) \sum_{k} \epsilon_{k}$. The corresponding spatial wave function is

$$
\begin{equation*}
\Psi(x, t)={ }_{b}\langle x \mid \Psi(t)\rangle=\frac{e^{\mathrm{i} \theta(t)}}{\sqrt{N}} \sum_{k} e^{-\mathrm{i} \epsilon_{k} t / \hbar}{ }_{b}\langle x \mid k\rangle_{b}, \tag{A6}
\end{equation*}
$$

and inserting the standard result $\langle x \mid k\rangle=e^{\mathrm{i} k x} / \sqrt{N}$ for the overlap gives

$$
\begin{equation*}
\Psi(x, t)=\frac{e^{\mathrm{i} \theta(t)}}{N} \sum_{k=-\frac{\pi}{a}}^{\frac{\pi}{a}-\frac{2 \pi}{N a}} e^{\mathrm{i}\left(k x-\epsilon_{k} t / \hbar\right)} \tag{A7}
\end{equation*}
$$

If we allow $\Delta k=2 \pi /(a N)$ to become very small $(N \gg 1)$ we can approximate the sum by the integral

$$
\begin{equation*}
\Psi(x, t)=\frac{e^{\mathrm{i} \theta(t)} \sqrt{a}}{2 \pi} \int_{-\pi / a}^{\pi / a} d k e^{\mathrm{i} \Phi} \tag{A8}
\end{equation*}
$$

with generating function $\Phi=k x-\frac{t}{\hbar} \epsilon_{k}$. A comparison of the discrete and continuum cases for the TFIM is given in Fig. 8. In the semiclassical regime ( $N \gg 1$ ), both the sum and the integral are dominated by the points at which $\Phi$ is stationary. Along the caustic, however, a saddle-point approximation fails since we are at a degenerate stationary point.

## APPENDIX B: DIAGONALIZATION OF THE XY MODEL

The Hamiltonian for the XY model is

$$
\begin{equation*}
H=-\sum_{\langle i j\rangle}\left(J_{x} \sigma_{i}^{x} \sigma_{j}^{x}+J_{y} \sigma_{i}^{y} \sigma_{j}^{y}\right)-h \sum_{i} \sigma_{i}^{z} \tag{B1}
\end{equation*}
$$

where $\sigma_{i}^{\alpha}, \alpha \in\{x, y, z\}$ are the Pauli operators for the $i$ th site. We will use the Jordan-Wigner (JW) transformation, followed by a Bogoliubov rotation, in order to diagonalize $H$. Following the conventions used by Dutta et al. in Ref. [93], the transformation to JW fermions is given by

$$
\begin{gather*}
\sigma_{i}^{z}=2 c_{i}^{\dagger} c_{i}-1  \tag{B2}\\
\sigma_{i}^{-}=c_{i} \prod_{j<i}\left(1-2 c_{j}^{\dagger} c_{j}\right)=-\left(c_{i}+c_{i}^{\dagger}\right) e^{\mathrm{i} \pi \sum_{j<i} j_{j}^{\dagger} c_{j}} . \tag{B3}
\end{gather*}
$$

We note that the JW fermions and Bogoliubov fermions have different vacuua; some more discussion of this point can be found in Appendix E.

Next, we use a Fourier transform, $\tilde{c}_{k}^{\dagger}=\sum_{j} e^{i k x_{j}} c_{j}^{\dagger}$, and then rotate to Bogoliubov fermions via

$$
\begin{equation*}
\tilde{b}_{k}^{\dagger}=v_{k} \tilde{c}_{k}+\mathrm{i} u_{k} \tilde{c}_{-k}^{\dagger} \tag{B4}
\end{equation*}
$$

along with the corresponding destruction operator and transformations for $-k$. Here, $u_{k} \equiv \cos \left(\phi_{k} / 2\right), v_{k} \equiv \sin \left(\phi_{k} / 2\right)$, and $\quad \tan \left(\phi_{k}\right)=\left(J_{y}-J_{x}\right) \sin (k a) /\left(\left(J_{y}+J_{x}\right) \cos (k a)+h\right)$, with properties $u_{k}=u_{-k}, v_{k}=-v_{-k}$ in order to ensure the anticommutation relations $\left\{\tilde{c}_{k}^{\dagger}, \tilde{c}_{k^{\prime}}^{\dagger}\right\}=\left\{\tilde{c}_{k}, \tilde{c}_{k^{\prime}}\right\}=0$ and $\left\{\tilde{c}_{k}^{\dagger}, \tilde{c}_{k^{\prime}}\right\}=\delta_{k k^{\prime}}$ hold. We can simplify the resulting Hamiltonian to get it in the form of Eq. (A1) with $\epsilon_{k}=2 \sqrt{h^{2}+J_{x}^{2}+J_{y}^{2}+2 h\left(J_{x}+J_{y}\right) \cos (k a)+2 J_{x} J_{y} \cos (2 k a)}$ being a function of the parameters $J_{x}, J_{y}, h$, and $a$.

Next we introduce the anisotropy parameter $\gamma$ so that we can write $J_{x} \equiv J(1+\gamma) / 2, J_{y} \equiv J(1-\gamma) / 2$ and let $h \equiv g J$. We thereby arrive at the standard form of the Hamiltonian

$$
\begin{equation*}
\frac{H}{J}=-\frac{1}{2} \sum_{\langle i j\rangle}\left((1+\gamma) \sigma_{i}^{x} \sigma_{j}^{x}+(1-\gamma) \sigma_{i}^{y} \sigma_{j}^{y}\right)-g \sum_{i} \sigma_{i}^{z} \tag{B5}
\end{equation*}
$$

with dispersion $\epsilon_{k}=2 J \sqrt{(\cos (k a)+g)^{2}+\gamma^{2} \sin ^{2}(k a)}$. If we change our conventions in order to be consistent with Sachdev [82] we must rotate the Hamiltonian by taking $\sigma^{x} \rightarrow \sigma^{x}, \sigma^{y} \rightarrow \sigma^{y}$, and $\sigma^{z} \rightarrow-\sigma^{z}$. Then we'll instead


FIG. 7. The XY dispersion relation, given by Eq. (B6), for $\gamma=$ 0.2 and $g=0.8$. Bearing in mind the periodicity of the dispersion relation, one can see that it has four stationary points for these parameter values. The three stationary points that are responsible for the Pearcey function are those that lie between the vertical red dashed lines. The Pearcey function is the wave catastrophe that dresses the inner cone.
have

$$
\begin{equation*}
\epsilon_{k}=2 J \sqrt{(\cos (k a)-g)^{2}+\gamma^{2} \sin ^{2}(k a)} . \tag{B6}
\end{equation*}
$$

Effectively this is like taking $g \rightarrow-g$, allowing us to return to the standard form of the transverse-field Ising model in the $\gamma \rightarrow 1$ limit, presented in the main text. The dispersion relation given in Eq. (B6) is plotted in Fig. 7.

## APPENDIX C: CAUSTICS IN THE XY MODEL

In this Appendix, we give more details of the calculations of the caustics and their wave functions that are presented in the main text. The XY model contains both fold and cusp catastrophes; we focus particularly on the cusp catastrophe and defer some of the treatment of the fold catastrophe to the next Appendix (Appendix D) which is on the TFIM.

## 1. Calculation of classical caustics in the XY model

The light cone conditions, or equivalently the caustic conditions, are given in Eqs. (2) and (3) in the main text. These correspond to vanishing first and second derivatives of the generating function $\Phi=k x-\epsilon_{k} t / \hbar$. The vanishing of the first derivative with respect to $k$ gives the equation

$$
\begin{equation*}
\frac{\partial \Phi}{\partial k}=x-\frac{J t\left(2 a \gamma^{2} \cos (k a) \sin (k a)+2 a(g-\cos (k a)) \sin (k a)\right)}{\hbar \sqrt{(g-\cos (k a))^{2}+\gamma^{2} \sin ^{2}(k a)}}=0 \tag{C1}
\end{equation*}
$$

bringing $x$ to one side, multiplying both sides by the denominator and squaring gives

$$
\begin{align*}
& x^{2} \hbar^{2}\left((g-\cos (k a))^{2}+\gamma^{2} \sin ^{2}(k a)\right) \\
& \quad=4 a^{2} J^{2} t^{2}\left(g+\left(\gamma^{2}-1\right) \cos (k a)\right)^{2} \sin ^{2}(k a) \tag{C2}
\end{align*}
$$

Replacing $\sin ^{2}(k a)=1-\cos ^{2}(k a)$, putting $z \equiv \cos (k a)$, and collecting as a quartic polynomial gives

$$
\begin{align*}
0= & \left(\gamma^{2}-1\right)^{2} v_{\mathrm{I}}^{2} t^{2} z^{4}+2\left(\gamma^{2}-1\right) g v_{\mathrm{I}}^{2} t^{2} z^{3}+\left(g^{2} v_{\mathrm{I}}^{2} t^{2}-\left(\gamma^{2}-1\right)^{2} v_{\mathrm{I}}^{2} t^{2}-\gamma^{2} x^{2}+x^{2}\right) z^{2}+\left(-2\left(\gamma^{2}-1\right) g v_{\mathrm{I}}^{2} t^{2}-2 g x^{2}\right) z \\
& +\gamma^{2} x^{2}-g^{2} v_{\mathrm{I}}^{2} t^{2}+g^{2} x^{2}, \tag{C3}
\end{align*}
$$

where the Ising velocity $v_{\text {I }}$ was defined in Eq. (19). The light cones correspond to the control parameter values where solutions coincide, that is, the stationary points of this equation.

The vanishing of the second derivative of the generating function gives the equation

$$
\begin{align*}
\frac{\partial^{2} \Phi}{\partial k^{2}}= & \frac{J t\left(2 a \gamma^{2} \cos (k a) \sin (k a)-2 a(\cos (k a)-g) \sin (k a)\right)^{2}}{2 \hbar\left((\cos (k a)-g)^{2}+\gamma^{2} \sin ^{2}(k a)\right)^{3 / 2}} \\
& -\frac{J t\left(2 a^{2} \gamma^{2} \cos ^{2}(k a)-2 a^{2} \cos (k a)(\cos (k a)-g)\right)}{\hbar \sqrt{(\cos (k a)-g)^{2}+\gamma^{2} \sin ^{2}(k a)}}-\frac{J t\left(2 a^{2} \sin ^{2}(k a)-2 a^{2} \gamma^{2} \sin ^{2}(k a)\right)}{\hbar \sqrt{(\cos (k a)-g)^{2}+\gamma^{2} \sin ^{2}(k a)}}=0 . \tag{C4}
\end{align*}
$$

We now multiply both sides by $2 \hbar\left[\left((\cos (k a)-g)^{2}+\gamma^{2} \sin ^{2}(k a)\right]^{3 / 2} / J t\right.$ and simplify

$$
\begin{align*}
0= & \frac{1}{2} a^{2}\left[3\left(4 g^{2}+\left(\gamma^{2}-1\right)^{2}\right)-2 g\left(9+4 g^{2}-5 \gamma^{2}\right) \cos (k a)+4\left(\gamma^{4}-1+g^{2}\left(2 \gamma^{2}-3\right)\right) \cos (2 k a)\right. \\
& \left.+6 g\left(\gamma^{2}-1\right) \cos (3 k a)+\left(\gamma^{2}-1\right)^{2} \cos (4 k a)\right] . \tag{C5}
\end{align*}
$$

Next we make the replacements $\cos (2 k a)=2 \cos ^{2}(k a)-1$; $\cos (3 k a)=4 \cos ^{3}(k a)-3 \cos (k a)$; and $\cos (4 k a)=8 \cos ^{4}(k a)-$ $8 \cos ^{2}(k a)+1$. Defining again $z \equiv \cos (k a)$, and dividing both sides by $a^{2} / 2$,

$$
\begin{equation*}
0=8\left(\gamma^{2}-1\right)^{2} z^{4}+24 g\left(\gamma^{2}-1\right) z^{3}-8\left(2 \gamma^{2}\left(\gamma^{2}-1\right)+g^{2}\left(2 \gamma^{2}-3\right)\right) z^{2}-8 g\left(g^{2}+\gamma^{2}\right) z+8 \gamma^{2}\left(g^{2}+\gamma^{2}-1\right) \tag{C6}
\end{equation*}
$$

The light cones/caustics correspond to simultaneous solutions of Eqs. (C3) and (C6) and hence correspond to the LiebRobinson (LR) bound which is the solution which maximizes the propagation speed of the quasiparticles.

In the next section, we describe how the triple coalescence of stationary points give rise to the Pearcey function which provides the inner cone in Fig. 2. The three stationary points which coalesce are those between the dashed lines in Fig. 7. For $0<\gamma<1$ and $0<g<1$, this coalescence occurs at $k=0$, thus $z=1$, and Eq. (C6) yields solutions $g=1$ and $g=1-\gamma^{2}$. The $g=1$ solution is highly singular for nonzero anisotropy, while the solution $g=1-\gamma^{2}$ is the key for triple root coalescence.

## 2. Diffraction integral for the cusp wave catastrophe

Let us begin by defining the Pearcey function which is the canonical form of the wave function corresponding to the cusp catastrophe. The definition of the Pearcey function that we use is

$$
\begin{equation*}
\operatorname{Pe}\left(C_{1}, C_{2}\right) \equiv \frac{1}{2 \pi} \int_{-\infty}^{\infty} d s e^{-\mathrm{i}\left(C_{1} s+\frac{C_{2}}{2} s^{2}+\frac{s^{4}}{4}\right)} \tag{C7}
\end{equation*}
$$

It features two parameters $C_{1}$ and $C_{2}$ and is generally a complex function. In fact, the common definition of the Pearcey function is the complex conjugate of (C7), however for our purposes, the above definition is more convenient.

Since the coalescence of extrema in $\Phi$ occurs at $k=0$, we expand to fourth order and factor out $J / \hbar$, which we will later use for scaling,

$$
\begin{align*}
\Phi(k ; J) \approx & \frac{J}{\hbar}\left[2 t(g-1)+\frac{2 g a x}{v_{\mathrm{I}}} k\right. \\
& \left.+\frac{1}{2} \frac{2 a^{2} t\left(\gamma^{2}+g-1\right)}{(g-1)} k^{2}-\frac{1}{4} 4 a^{4} t \Gamma k^{4}\right] \tag{C8}
\end{align*}
$$

where we have defined the following parameter:

$$
\begin{equation*}
\Gamma \equiv \frac{\left(g^{3}-1-2 \gamma^{2}+3 \gamma^{4}+g\left(3-2 \gamma^{2}\right)+g^{2}\left(4 \gamma^{2}-3\right)\right)}{12(g-1)^{3}} \tag{C9}
\end{equation*}
$$

Note that the solution $g=1-\gamma^{2}$ will kill off the quadratic piece.

We now rescale our integration variable

$$
\begin{equation*}
s=\sqrt{2} a(t \Gamma)^{\frac{1}{4}} k, \tag{C10}
\end{equation*}
$$

then our wave function locally takes the form

$$
\begin{align*}
& \Psi_{\mathrm{Pe}}\left(C_{1}, C_{2} ; J\right) \\
& \quad \approx \frac{e^{\mathrm{i} \theta(t)}}{2 \pi} \sqrt{\frac{J}{\hbar v_{\mathrm{I}}}}\left(\frac{\gamma^{2}+g-1}{(g-1) C_{2}}\right)^{\frac{1}{2}} \int_{-S}^{S} d s e^{-\mathrm{i} \frac{J}{\hbar}\left(C_{1} s+\frac{c_{2}}{2} s^{2}+\frac{s^{4}}{4}\right)} \tag{C11}
\end{align*}
$$

with definitions

$$
\begin{gather*}
C_{1}(g, \gamma ; x, t)=-\frac{\sqrt{2} x}{v_{\mathrm{I}}(t \Gamma)^{\frac{1}{4}}},  \tag{C12}\\
C_{2}(g, \gamma ; x, t)=-\frac{\gamma^{2}+g-1}{g-1}\left(\frac{t}{\Gamma}\right)^{\frac{1}{2}} \tag{C13}
\end{gather*}
$$

and integration limit

$$
\begin{equation*}
S=\sqrt{2} \pi(t \Gamma)^{\frac{1}{4}} . \tag{C14}
\end{equation*}
$$

Equation (C11) shows that the wave function for the inner cone can locally be expressed as a diffraction integral which is generated by the cusp catastrophe $\Phi_{2}=C_{1} s+C_{2} s^{2} / 2+s^{4}$, and is thus directly related to the canonical Pearcey function when $t$ is reasonably large and $J / \hbar=1$ (below we will see that we can choose any value of $J / \hbar$ and it will simply rescale the coordinates). Note, however, that the normalization of the wave function restricts the bounds of the integral as $t \rightarrow 0$, and so no true cusp point can occur at the origin since $\Phi$ also vanishes there. Nevertheless, the region of integration is proportional to $t^{1 / 4}$ and so is larger than the separation between the stationary points as $t \rightarrow 0$ since for any quartic equation of the form $\Phi_{2}$ the position of the stationary points in the $s$ coordinate is proportional to $\sqrt{C_{2}}$ so that for any infinitesimal time $d t$ the separation between them is proportional to only $(d t)^{1 / 2}$. Thus it becomes imperative that we


FIG. 8. Caustics and vortices in the TFIM: discrete (exact) versus continuum approximation. The initial condition is a single Bogoliubov fermion created at the center of the chain (only half the chain is shown). The discrete wave function is given by Eq. (A7) whereas the continuum approximation is given by Eq. (A8). [(a)-(d)] Amplitude of the wave function for $g=0.5$ and 1 . [(e)-(h)] Phase of the same wave functions (corresponding to the panels directly above). The caustics are shown as solid black lines, while the imaginary caustics are plotted as dashed lines. The black dots mark the locations of vortices.
consider the effects of all three stationary points, giving rise to the Pearcey-like function described in Eq. (20).

Finally, in order to keep our expressions consistent for $|g|<1$ and $|g|>1$, we can instead factor out $J g / \hbar$ overall. The above results are then identical up to a factor of $1 / g$, which can be absorbed into $s$ and is irrelevant for the scaling. Thus the expression $v_{\text {I }}$ given in Eq. (19) may be used in Eq. (C12) generally.

## 3. Self-similar scaling of the cusp wave catastrophe

Now we scale the coupling strength, which corresponds to the width of the dispersion relation, from $J \rightarrow J^{\prime}$. As we do so we enforce $J s^{4}=J^{\prime} s^{\prime 4}$ so that the wave function maintains its basic form. Then, the Berry scaling is

$$
\begin{equation*}
J C_{1} s=J C_{1}\left(\frac{J^{\prime}}{J}\right)^{\frac{1}{4}} s^{\prime}=J^{\prime} C_{1}\left(\frac{J}{J^{\prime}}\right)^{\frac{3}{4}} s^{\prime} \tag{C15}
\end{equation*}
$$

and

$$
\begin{equation*}
J \frac{C_{2}}{2} s^{2}=J \frac{C_{2}}{2}\left(\frac{J^{\prime}}{J}\right)^{\frac{1}{2}} s^{\prime 2}=J^{\prime} \frac{C_{2}}{2}\left(\frac{J}{J^{\prime}}\right)^{\frac{1}{2}} s^{\prime 2} \tag{C16}
\end{equation*}
$$

with Arnol'd scaling given by

$$
\begin{equation*}
\sqrt{J} d s=\sqrt{J}\left(\frac{J^{\prime}}{J}\right)^{\frac{1}{4}} d s^{\prime}=\sqrt{J^{\prime}}\left(\frac{J}{J^{\prime}}\right)^{\frac{1}{4}} d s^{\prime} \tag{C17}
\end{equation*}
$$

These are the scaling factors for the cusp wave catastrophe as listed in Table I. As we tune $J$, it is convenient to keep the caustic in the same place. This is done by simultaneously tuning $a$ such that the Ising velocity $v_{\mathrm{I}}$ is constant.

## APPENDIX D: CAUSTICS IN THE TRANSVERSE-FIELD ISING MODEL

As mentioned in the main text, the outer light cone in the XY model is dominated by its Airy-like behavior because it
arises from the coalescence of just two stationary points. Since this also occurs in the simpler TFIM (which is obtained by setting $\gamma=1$ ), we focus on this case here.

## 1. Calculation of classical caustics in the TFIM

As shown above for the cusp catastrophe case, we must first calculate the two caustic conditions

$$
\begin{equation*}
\frac{\partial \Phi}{\partial k}=0=x-\frac{2 a g J t \sin (k a)}{\hbar \sqrt{g^{2}-2 g \cos (k a)+1}} \tag{D1}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\partial^{2} \Phi}{\partial k^{2}}=0= & -\frac{2 a^{2} g J t \cos (k a)}{\hbar \sqrt{g^{2}-2 g \cos (k a)+1}} \\
& +\frac{2 a^{2} g^{2} J t \sin ^{2}(k a)}{\hbar\left(g^{2}-2 g \cos (k a)+1\right)^{3 / 2}} \tag{D2}
\end{align*}
$$

which must be simultaneously fulfilled. Rearranging Eq. (D2)

$$
\begin{equation*}
g\left(1-\cos ^{2}(k a)\right)=\cos (k a)\left(g^{2}-2 g \cos (k a)+1\right) \tag{D3}
\end{equation*}
$$

leads to $\cos (k a)=g$ or $\cos (k a)=1 / g$, as expected. Inputting this into Eq. (D1), along with $\sin (k a)=\sqrt{1-g^{2}}$ [or $\sin (k a)=\sqrt{1-1 / g^{2}}$ for $\left.g>1\right]$, we can solve for the LR velocity, which is identical to the Ising velocity we defined in the previous section,

$$
\begin{equation*}
v_{\mathrm{LR}}=v_{\mathrm{I}} \tag{D4}
\end{equation*}
$$

Although the caustic lines are determined by the real solutions to Eq. (D3), there exist imaginary solutions for which the Lieb-Robinson velocity $g$ designations are reversed. This seems to be responsible for lines of constant phase across the caustic (see Fig. 8). The presence of two separate speeds within the light cone is also demonstrated by Cevolani et al. in Ref. [16]. We term these imaginary solutions as "imaginary caustics."

## 2. Diffraction integral for the fold wave catastrophe

The canonical wave catastrophe corresponding to the fold catastrophe is the Airy function. The definition of the Airy function that we use is

$$
\begin{equation*}
\mathrm{Ai}(C) \equiv \frac{1}{2 \pi} \int_{-\infty}^{\infty} d s e^{\mathrm{i}\left(C s+s^{3} / 3\right)} \tag{D5}
\end{equation*}
$$

It features a single parameter $C$ and is a real function if $C$ is real.

The stationary points of $\Phi$ coalesce when $k=$ $(1 / a) \arccos (g)$ for $g<1$ and $k=(1 / a) \arccos (1 / g)$ for $g>1$, respectively. Thus, for each of these cases, we will expand about these particular $k$ values to third order and factoring out $J / \hbar$ overall,

$$
\begin{align*}
\Phi(k ; J) \approx & \frac{J}{\hbar}\left(-2 t \sqrt{1-g^{2}}+\frac{x \hbar}{a J} \arccos (g)\right) \\
& +\frac{J}{\hbar}\left(\frac{x \hbar}{a J}-2 g t\right)(k a-\arccos (g)) \\
& +\frac{J}{\hbar} \frac{1}{3} g t(k a-\arccos (g))^{3} \tag{D6}
\end{align*}
$$

for $g<1$ and

$$
\begin{align*}
\Phi(k ; J) \approx & \frac{J}{\hbar}\left(-2 t \sqrt{g^{2}-1}+\frac{x \hbar}{a J} \arccos (1 / g)\right) \\
& +\frac{J}{\hbar}\left(\frac{x \hbar}{a J}-2 t\right)(k a-\arccos (1 / g)) \\
& +\frac{J}{\hbar} \frac{1}{3} t(k a-\arccos (1 / g))^{3} \tag{D7}
\end{align*}
$$

for $g>1$. Of course, the expansion will only capture the behavior of the wave function close to the light cone, however this is our primary objective. Furthermore, we are guaranteed that (up to a smooth change of variables) this cubic form in particular is structurally stable and will capture the qualitative features of $\Phi$. We now rescale our integration variables as

$$
\begin{align*}
& s_{1}^{3}=g t(k a-\arccos (g))^{3},  \tag{D8}\\
& s_{2}^{3}=t(k a-\arccos (1 / g))^{3} . \tag{D9}
\end{align*}
$$

Thus

$$
\begin{align*}
\Phi_{\mathrm{Ai}}(s ; J)= & \frac{J}{\hbar}\left[\left(-2 t \sqrt{1-g^{2}}+\frac{2 g x}{v_{\mathrm{I}}} \arccos (g)\right)\right. \\
& \left.+2\left(\frac{x}{v_{\mathrm{I}}}-t\right)\left(\frac{g^{2}}{t}\right)^{\frac{1}{3}} s_{1}+\frac{1}{3} s_{1}^{3}\right] \tag{D10}
\end{align*}
$$

for $g<1$ and

$$
\begin{align*}
\Phi_{\mathrm{Ai}}(s ; J)= & \frac{J}{\hbar}\left[\left(-2 t \sqrt{g^{2}-1}+\frac{2 x}{v_{\mathrm{I}}} \arccos (1 / g)\right)\right. \\
& \left.+2\left(\frac{x}{v_{\mathrm{I}}}-t\right)\left(\frac{1}{t}\right)^{\frac{1}{3}} s_{2}+\frac{1}{3} s_{2}^{3}\right] \tag{D11}
\end{align*}
$$

for $g>1$.
Now we define the control variable as

$$
C=\left\{\begin{array}{ll}
2\left(\frac{x}{v_{1}}-t\right)\left(\frac{g^{2}}{t}\right)^{\frac{1}{3}}, & g<1  \tag{D12}\\
2\left(\frac{x}{v_{1}}-t\right)\left(\frac{1}{t}\right)^{\frac{1}{3}}, & g>1
\end{array},\right.
$$

so that

$$
\Psi(C ; J)= \begin{cases}\frac{e^{\Theta_{1}}}{2 \pi\left(g t t^{\frac{1}{3}} \sqrt{a}\right.} \int_{s^{\operatorname{Man}}}^{s_{\operatorname{Max}}} d s e^{\frac{\mathrm{U}}{\hbar} \Phi_{1}(C, s)}, & g<1  \tag{D13}\\ \frac{e^{Q_{2}}}{2 \pi t^{\frac{1}{3}} \sqrt{a}} \int_{s^{\operatorname{Min}}}^{s^{\operatorname{Max}}} d s e^{\frac{\mathrm{iJ}}{\hbar} \Phi_{1}(C, s)}, & g>1\end{cases}
$$

with

$$
\begin{gather*}
\Phi_{1}(C, s)=C s+\frac{1}{3} s^{3}  \tag{D14}\\
\frac{1}{\sqrt{a}} d s= \begin{cases}\sqrt{\frac{2 g J}{v_{I} \hbar}} d s, & g<1 \\
\sqrt{\frac{2 J}{v_{I} \hbar}} d s, & g>1\end{cases} \tag{D15}
\end{gather*}
$$

and limits

$$
\begin{align*}
& s^{\operatorname{Min}}= \begin{cases}(g t)^{\frac{1}{3}}(-\pi-\arccos (g)) & g<1 \\
t^{\frac{1}{3}}(-\pi-\arccos (1 / g)) & g>1\end{cases}  \tag{D16}\\
& s^{\operatorname{Max}}= \begin{cases}(g t)^{\frac{1}{3}}(\pi-\arccos (g)) & g<1 \\
t^{\frac{1}{3}}(\pi-\arccos (1 / g)) & g>1\end{cases} \tag{D17}
\end{align*}
$$

Note that $s^{\text {Min }}<0$ and $s^{\text {Max }}>0$. Thus, if we assume long enough times, then it is reasonable to take these integration limits to plus and minus infinity. We now have a description of the wave function local to the light cone using a fold catastrophe integral, which in the limit of $J / \hbar \rightarrow 1$ will become the Airy integral.

## 3. Self-similar scaling of the fold wave catastrophe

As for the cusp case, we can extract the scaling properties of the fold wave catastrophe by considering the change from $J \rightarrow J^{\prime}$. Under this transformation we assume that $J s^{3}=$ $J^{\prime} s^{\prime 3}$. Then,

$$
\begin{equation*}
J C s=J C\left(\frac{J^{\prime}}{J}\right)^{\frac{1}{3}} s^{\prime}=J^{\prime} C\left(\frac{J}{J^{\prime}}\right)^{\frac{2}{3}} s^{\prime} \tag{D18}
\end{equation*}
$$

and

$$
\begin{equation*}
\sqrt{J} d s=\sqrt{J}\left(\frac{J^{\prime}}{J}\right)^{\frac{1}{3}} d s^{\prime}=\sqrt{J^{\prime}}\left(\frac{J}{J^{\prime}}\right)^{\frac{1}{6}} d s^{\prime} \tag{D19}
\end{equation*}
$$

Taking the integral limits to infinity (long times)

$$
\begin{equation*}
\Psi_{\mathrm{Ai}}(C ; J) \propto \sqrt{J^{\prime}}\left(\frac{J}{J^{\prime}}\right)^{\frac{1}{6}} \int_{-\infty}^{\infty} d s^{\prime} e^{\mathrm{i} \frac{j^{\prime}}{\hbar}\left(\left(\frac{J}{J}\right)^{\frac{2}{3}} C s^{\prime}+\frac{1}{3} s^{\prime 3}\right)} \tag{D20}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\Psi_{\mathrm{Ai}}(C ; J)=\left(\frac{J}{J^{\prime}}\right)^{\frac{1}{6}} \Psi_{\mathrm{Ai}}\left(\left[\frac{J}{J^{\prime}}\right]^{\frac{2}{3}} C ; J^{\prime}\right) \tag{D21}
\end{equation*}
$$

We have therefore obtained the scaling factors for the fold wave catastrophe as listed in Table I.

## APPENDIX E: SPIN-FLIP STATE $\Psi_{\mathrm{x}}(x, t)$

In this paper, we mainly consider an initial state consisting of a single fermionic quasiparticle localized on a particular site. However, in Sec. IX, we instead consider the initial state where all the spins are polarized along the $x$ direction except
for the central spin which is flipped such that the time evolved wave function is

$$
\begin{equation*}
\Psi_{\mathrm{X}}(x, t) \equiv\langle x| e^{-\mathrm{i} H t / \hbar}\left|\uparrow^{x} \ldots \uparrow^{x} \downarrow^{x} \uparrow^{x} \ldots \uparrow^{x}\right\rangle \tag{E1}
\end{equation*}
$$

Because experiments with ions can easily address individual spins, and spins and quasiparticles are not quite the same thing, it important to consider this kind of state.

Evaluating the time evolution of spin chains is generally far simpler in the Bogoliubov basis. However, to introduce physical spins, we begin with the JW basis which is related to the Bogoliubov basis by the Bogoliubov rotation:

$$
\begin{equation*}
\tilde{c}_{k}^{\dagger}=u_{k} \tilde{b}_{k}^{\dagger}-\mathrm{i} v_{k} \tilde{b}_{-k} . \tag{E2}
\end{equation*}
$$

We identify the creation of a JW fermion at the center of the lattice as a spin flip from $\uparrow^{x}$ to $\downarrow^{x}$ via the inverse JW transformation:

$$
\begin{equation*}
c_{j}^{\dagger}=\left(\prod_{i>j} \sigma_{i}^{x}\right) \sigma_{j}^{-} . \tag{E3}
\end{equation*}
$$

It is also important to note that the JW and Bogoliubov vacuums are related by

$$
\begin{equation*}
|0\rangle=\prod_{k>0}\left(u_{k}-\mathrm{i} v_{k} \tilde{b}_{k}^{\dagger} \tilde{b}_{-k}^{\dagger}\right)|0\rangle_{b} . \tag{E4}
\end{equation*}
$$

Starting with the center spin $(x=0)$ down,

$$
\begin{align*}
\left|\Psi_{0}\right\rangle= & c_{x=0}^{\dagger}|0\rangle=\sum_{k_{1}} \tilde{c}_{k_{1}}^{\dagger}|0\rangle \\
= & \sum_{k_{1}}\left(u_{k_{1}} \tilde{b}_{k_{1}}^{\dagger}-\mathrm{i} v_{k_{1}} \tilde{b}_{-k_{1}}\right) \\
& \times \prod_{k_{2}>0}\left(u_{k_{2}}-\mathrm{i} v_{k_{2}} \tilde{b}_{k_{2}}^{\dagger} \tilde{b}_{-k_{2}}^{\dagger}\right)|0\rangle_{b} \tag{E5}
\end{align*}
$$

and using the following relation

$$
\begin{align*}
\tilde{b}_{k_{1}}^{\dagger} & \prod_{k_{2}>0}\left(u_{k_{2}}-\mathrm{i} v_{k_{2}} \tilde{b}_{k_{2}}^{\dagger} \tilde{b}_{-k_{2}}^{\dagger}\right)|0\rangle_{b} \\
& =u_{k_{1}} \tilde{b}_{k_{1}}^{\dagger} \prod_{k_{2}>0,\left|k_{2}\right| \neq\left|k_{1}\right|}\left(u_{k_{2}}-\mathrm{i} v_{k_{2}} \tilde{b}_{k_{2}}^{\dagger} \tilde{b}_{-k_{2}}^{\dagger}\right)|0\rangle_{b} \tag{E6}
\end{align*}
$$

we get

$$
\begin{equation*}
\left|\Psi_{0}\right\rangle=\sum_{k_{1}} \tilde{b}_{k_{1}}^{\dagger} \prod_{k_{2}>0,\left|k_{2}\right| \neq\left|k_{1}\right|}\left(u_{k_{2}}-\mathrm{i} v_{k_{2}} \tilde{b}_{k_{2}}^{\dagger} \tilde{b}_{-k_{2}}^{\dagger}\right)|0\rangle_{b} \tag{E7}
\end{equation*}
$$

Next, we evolve in time using a more convenient representation of the time-evolution operator,

$$
\begin{equation*}
e^{-\frac{\mathrm{i}}{\hbar} \sum_{k} \epsilon_{k}\left(\tilde{b}_{k}^{\tilde{j}} \tilde{b}_{k}-\frac{1}{2}\right)}=e^{\mathrm{i} \theta(t)} \prod_{k}\left[1-\left(1-e^{-\frac{\mathrm{i} \cdot \epsilon_{k}}{\hbar}}\right) \tilde{b}_{k}^{\dagger} \tilde{b}_{k}\right] \tag{E8}
\end{equation*}
$$

Dropping the global phase factor, and projecting this state onto real space $\Psi\left(x_{i}, t\right)=\left\langle x_{i} \mid \Psi(t)\right\rangle$ using

$$
\begin{align*}
\left\langle x_{i}\right| & =\langle 0| c_{i} \\
& =\sum_{k_{3}} e^{i k_{3} x_{i}}{ }_{b}\langle 0| \prod_{\substack{k_{4}>0 \\
\left|k_{4}\right| \neq\left|k_{3}\right|}}\left(u_{k_{4}}+\mathrm{i} v_{k_{4}} \tilde{b}_{-k_{4}} \tilde{b}_{k_{4}}\right) \tilde{b}_{k_{3}}, \tag{E9}
\end{align*}
$$

we arrive at, after a fair amount of algebra,

$$
\begin{align*}
\Psi\left(x_{i}, t\right)= & \sum_{k_{1}} e^{-\frac{\mathrm{i} t \epsilon_{k_{1}}}{\hbar}} e^{\mathrm{i} k_{1} x_{i}} \prod_{\substack{k_{2}>0 \\
\left|k_{2}\right| \neq\left|k_{1}\right|}}\left(u_{k_{2}}^{2}+v_{k_{2}}^{2} e^{-\frac{\mathrm{i} \epsilon \epsilon_{k_{2}}}{\hbar}}\right) \\
& +\sum_{k_{1}} e^{-\frac{2 i t \epsilon_{k_{1}}}{\hbar}} e^{i k_{1} x_{i}} v_{k_{1}}^{2} \prod_{\substack{k_{2}>0 \\
\left|k_{2}\right| \neq\left|k_{1}\right|}}\left(u_{k_{2}}^{2}+v_{k_{2}}^{2} e^{-\frac{\mathrm{it} \epsilon_{k_{2}}}{\hbar}}\right) . \tag{E10}
\end{align*}
$$

## APPENDIX F: VORTEX SCALING

Returning to our original initial condition of a single Bogoliubov fermion created at $x=0$, we can identify space-time vortices in the time evolved system. The discrete (exact) and CA results are compared for the TFIM in Fig. 8 where the same general trend is observed in both cases: fewer vortices at the QCP at $g=1$ than away from it at $g=0.5$. The vortices that survive at the QCP are those near to the center of the chain at $x=0$, i.e., those closest to the position of the original excitation. In fact, in the CA only a single line of vortices on each side of the center line survives.

The vortices are located by breaking the light cone up into small loops and integrating the phase of the wave function around each one. For a loop containing a single vortex,

$$
\begin{equation*}
\int_{\mathcal{C}} d \chi= \pm 2 \pi \tag{F1}
\end{equation*}
$$

where the plus sign signifies a vortex and the minus sign an antivortex. For the discrete wave function, the integral along the spatial part of the path $\mathcal{C}$ is replaced by a sum.

If we track the positions of the vortices as $g$ is varied, we find that they flow in space-time in such a way that as the QCP is approached vortices and antivortices annihilate in pairs, each pair annihilating at a different point $(x, t)$. This process is easier to follow in the CA than the discrete case because the discreteness in the lattice direction obscures the spatial location of vortices, so in this Appendix we specialize to the CA case (whereas the data presented in Fig. 6 in the main text are for the discrete case). In particular, Fig. 9 gives a pictorial representation of the annihilations occurring near the center of the lattice for $g=1.75$. We see that vortex-antivortex pairs converge on horizontal lines (i.e., spatial points) located at $x / a= \pm 0.5, \pm 1.5, \pm 2.5, \ldots$

The temporal behavior of the vortices can also be seen in Fig. 9. For values of $g$ close the QCP, the vortex-antivortex pairs that occur at short times annihilate and so never occur, or, said another way, as $g \rightarrow 1$ the creation time for vortexantivortex pairs diverges, an example of critical slowing. Thus there are two dimensions along which one can observe critical scaling: along $t$ and along $x$, and the data for these two directions are shown in Fig. 10. It is clear from the way that the data falls onto straight lines on a log-log scale as $g \rightarrow 1$ that the vortices display critical scaling. The figure shows two "sets" of vortices, where each set annihilates within a small region of $x / a$ at diverging timescales. The vortices we call primary vortices annihilate at positions approaching $\bar{x}=1.5 a$, while $\bar{x}=2.5 a$ for the secondary vortices. In the main text, we focus only on the primary vortices, since a greater number annihilate earlier in time and thus result in a less oscillatory


FIG. 9. Graphic depicting vortex annihilation in the CA for the TFIM. Here, $g=1.75$, and for clarity the lines $x / a=1.5$ and $x / a=2.5$ have been drawn. As $g$ is tuned toward the transition, vortex-antivortex pairs (black dots) will approach one another and eventually annihilate at a particular point in space-time, denoted with an "X." It is the vortices which annihilate close to $x / a=1.5$ that we refer to as 'primary' (red) and those which annihilate close to $x / a=2.5$ we refer to as "secondary" (blue, all annihilated in this image). In principle, there exist rows of vortices beyond these, but here we focus on those closer to the center of the lattice and short times.
integrand, allowing us to get closer to the transition while maintaining accuracy for a larger number of data points, but we see that the secondary vortices obey the same scaling. The temporal scaling shown in Fig. 10(a) leads to a gradient of -1 and hence the relation $\nu z=1$ as explained in the main text [see inset in Fig. 6(b)]. The spatial scaling is shown in Fig. 10(b) and leads to a gradient of 0.5 .


FIG. 10. Vortex annihilation scaling in the TFIM within the CA. (a) The time at which vortex annihilation occurs along a particular set of vortices will diverge as we approach the QCP. (b) Each consecutive vortex pair will annihilate at a point in space $(x)$ which approaches the midpoint between two lattice sites. Thus $\bar{x}=1.5 a$ for the set of primary vortices and $\bar{x}=2.5 a$ for the secondary vortices.
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## Connecting caustics And integrability:

## Gaussian waves
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In this paper, we broaden our analysis of light cones from the previous Chapter to include chaotic models by considering the out-of-time-ordered correlator (OTOC) in integrable and non-integrable limits. We examine the local scaling of the OTOC at the wavefront of the light cone, in contrast to other studies which look at early growth and late-time behaviour, and use it as a tool for distinguishing the integrability limits of the model.

Close to the light cone, we approximate approximating the OTOC as a Gaussian,

$$
\begin{equation*}
C(x, t) \approx \exp \left[-m(x)\left(x-v_{B} t\right)^{2}+b(x) t\right] \tag{3.1}
\end{equation*}
$$

where $v_{B}$ is the butterfly velocity, $m(x)$ and $b(x)$ are coefficients that scale with position $x$ in a way which depends to the integrability of the model. We generalize the arguments made in Chapter 2 for general free-fermion models, and show analytically that in this case,

$$
\begin{equation*}
m(x) \sim \frac{1}{x^{\frac{2}{3}}}, \quad b(x) \sim \frac{1}{x^{\frac{1}{3}}}, \tag{3.2}
\end{equation*}
$$
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which we then proceed to verify numerically. In the chaotic limit, these scalings change to give exponential decay instead,

$$
\begin{equation*}
m(x) \sim \mathrm{e}^{-c x}, \quad b(x) \sim \mathrm{e}^{-w x} \tag{3.3}
\end{equation*}
$$

where $c$ and $w$ are constants.
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#### Abstract

Out of time ordered correlators (OTOCs) are useful tools for investigating foundational questions such as thermalization in closed quantum systems because they can potentially distinguish between integrable and nonintegrable dynamics. Here we discuss the properties of wavefronts of OTOCs by focusing on the region around the main wavefront at $x=v_{B} t$, where $v_{B}$ is the butterfly velocity. Using a Heisenberg spin model as an example, we find that a propagating Gaussian with the argument $-m(x)\left(x-v_{B} t\right)^{2}+b(x) t$ gives an excellent fit for both the integrable case and the chaotic case. However, the scaling in these two regimes is very different: in the integrable case the coefficients $m(x)$ and $b(x)$ have an inverse power law dependence on $x$ whereas in the chaotic case they decay exponentially. In fact, the wavefront in the integrable case is a rainbow caustic and catastrophe theory can be invoked to assert that power law scaling holds rigorously in that case. Thus, we conjecture that exponential scaling at the OTOC wavefront is a robust signature of a nonintegrable dynamics.


Introduction: The hallmark of chaos in classical dynamics is an exponential sensitivity to small changes in initial conditions (butterfly effect). This is at odds with quantum mechanics where unitary time evolution means that the overlap between two states is constant in time. Although quantum systems do not display chaos, there are qualitative differences in behavior depending upon whether their classical limit is integrable or nonintegrable (chaotic) [1]. In the latter case we have 'quantum chaos' which is well studied in single-particle quantum mechanics, including in experiments [2-12]. On the theoretical side, the main approach has traditionally been through spectral statistics [13, 14]. These have universal properties that depend only on the symmetries of the Hamiltonian and show close agreement with the predictions of random matrix theory (RMT)[15-18]. More recently, attention has shifted to many body quantum chaos and particularly its role in foundational issues such as thermalization in closed quantum systems. One limitation of RMT is that it does not describe thermodynamic quantities like temperature and energy that are needed for such analyses [19]. This is remedied by the eigenstate thermalization hypothesis (ETH) [20-24] which has been numerically verified in a range of generic models [25-28] but is violated in integrable and localized systems [29-38], as expected. The ETH generalizes RMT and gives identical predictions if one focuses on a small enough region of the spectrum. Any diagnostic of quantum chaos should therefore clearly differentiate between the integrable and ETH cases. While the ETH does give rise to the notion of chaotic eigenstates, it is a time independent statement and does not resemble classical chaos. In fact, aside from the weak ETH (eigenstate typicality) [39-41], it has no classical counterpart.

The out-of-time-ordered correlator (OTOC) has risen to prominence as a dynamical diagnostic for quantum many body chaos [42-52]. It takes the form

$$
\begin{equation*}
C(x, t)=\left\langle[\hat{A}(t), \hat{B}]^{\dagger}[\hat{A}(t), \hat{B}]\right\rangle \tag{1}
\end{equation*}
$$

where $\hat{A}$ and $\hat{B}$ are operators that at $t=0$ only have local support (act on different individual lattice sites) and hence commute. The average is usually taken over an ensemble di-
agonal in the energy basis, but some studies have considered pure states as well [53-55]. As $\hat{A}$ evolves in time it picks up weight throughout the lattice, becoming non-local and causing $C(x, t)$ to become non-zero. This, in effect, tracks the tendency of dynamics to smear information across the system, and it becomes impossible to determine the initial conditions from local data alone. In this respect the OTOC resembles classical chaos where incomplete information leads to exponential inaccuracy. Indeed, the late time value of the OTOC in local spin models does appear to be an indicator of chaos [43, 53-65]. In the classical limit commutators become Poisson brackets which are a diagnostic for classical chaos, and the general expectation is therefore that OTOCs in nonintegrable models experience exponential growth [52],

$$
\begin{equation*}
C(0, t) \sim e^{\lambda_{L} t} \tag{2}
\end{equation*}
$$

where $\lambda_{L}$ is the quantum Lyapunov exponent and obeys [52],

$$
\begin{equation*}
\lambda_{L} \leq 2 \pi k_{B} T / \hbar \tag{3}
\end{equation*}
$$

Models that approach the bound are known as fast scramblers. However, doubt has been cast upon whether exponential growth of the OTOC really is unique to chaotic systems because integrable systems near unstable points behave similarly [66-71].

An OTOC should also display spatial dependence as information propagates across the system. A new conjecture gives the early time growth of the OTOC wavefront as [72-74]

$$
\begin{equation*}
C(x, t) \sim \exp \left[-\lambda_{L} \frac{\left(x / v_{B}-t\right)^{1+p}}{t^{p}}\right] \tag{4}
\end{equation*}
$$

This has been verified in several cases and used to study the many body localization transition [72-83]. For interacting models Eq. (4) is usually fitted in regimes where $C(x, t) \ll 1$ [73, 79], corresponding to early times significantly before the arrival of the main front. When the broadening coefficient takes the value $p=0$, it reduces to the simple "Lyapunovlike" exponential growth of Eq. (2), but for quantum spin models expected to obey ETH it is believed that in general $p>0$ [74]. However, broadening is not necessarily a general
indicator of how close one is to a chaotic model in the sense of ETH [84, 85], and puzzles remain concerning the value of $p$ in this early growth regime. For example, in two dimensions the values of $p$ coincide in chaotic and integrable models, so the broadening coefficient is inadequate for distinguishing them [74], while some studies [72, 74, 86-89] differ on whether the distinction between values of $p$ even exists in either regime.

The aim of this Letter is to show that the main wavefront (region around $x=v_{B} t$ which is the edge of the OTOC "light cone") carries information on integrability. While there can be signatures of chaos in OTOCs at late times, including longtime oscillations [74, 85, 90-92], it is preferable to examine the main front rather than the signal either at early times (exponentially small) or late times (more contamination from the environment or numerical errors). Recent numerical work in free models has shown that the OTOC in this region is wellfitted by a propagating Gaussian of the form [54, 93],

$$
\begin{equation*}
C_{G}(x, t) \sim e^{-m(x)\left(x-v_{B} t\right)^{2}+b(x) t} \tag{5}
\end{equation*}
$$

where $m(x)$ and $b(x)$ are well behaved functions of $x$. A Gaussian also occurs in random circuit models [84] and wavefront results suggest it would also be found in the critical Ising model [60]. Here we will employ rigorous arguments from catastrophe theory to show that in many models that can be mapped to free fermions the wavefront takes on a universal Airy function form that can be locally described by Eq. (5). This allows us to extract the scaling of $m(x), b(x)$ analytically, verifying the findings of [54, 93]. For the chaotic case, we numerically verify the Gaussian wave form of Eq. (5) and show that the scaling of $m(x), b(x)$ is very different from the free model. In locally interacting models the Gaussian wave form Eq. (5) therefore carries signatures of whether the model is free or ETH-obeying.

Model: We consider a Heisenberg spin Hamiltonian with nearest and next nearest interactions:

$$
\begin{align*}
\hat{H} & =\sum_{j=1}^{L-1} J_{1}\left(\hat{S}_{j}^{+} S_{j+1}^{-}+\mathrm{h} . \mathrm{c}\right)+\Delta \hat{S}_{j}^{Z} \hat{S}_{j+1}^{Z} \\
+ & \sum_{j=1}^{L-2} J_{2}\left(\hat{S}_{j}^{+} S_{j+2}^{-}+\mathrm{h} . \mathrm{c}\right)+\gamma \hat{S}_{j}^{Z} \hat{S}_{j+2}^{Z} \tag{6}
\end{align*}
$$

and open boundary conditions. This model has both free and non-integrable regimes. In particular, we consider two choices of the coefficient vector $\vec{c}=\left(J_{1}, \Delta, J_{2}, \gamma\right)$. The first one, $\vec{c}_{f}=(-1,0,0,0)$ is the XX chain and is free while the second, $\vec{c}_{\text {ETH }}=(-0.5,1,-0.2,0.5)$ has all parameters non-zero which has been verified to obey the ETH with periodic boundary conditions [25]. In the supplementary materials (SM) [94] we demonstrate that an alternative choice of parameters for $\vec{c}_{\text {ETH }}$ leads to the same basic results. Suitable operators for $\hat{A}(t)$ and $\hat{B}$ must be chosen for the OTOC in Eq. (1). In the ETH regime we use spin operators $\hat{A}(t)=\sigma_{1}^{Z}$, and $\hat{B}=\sigma_{m}^{Z}$, where $x$ is the distance between sites 1 and $m$, and the average $\langle\ldots\rangle$ is taken over the thermal ensemble restricted to
eigenstates with zero magnetization, $m_{z}=\sum_{j=1}^{L}\left\langle\hat{S}_{j}^{Z}\right\rangle=0$. In the integrable case we perform a Jordan-Wigner transformation from spins to fermions and for simplicity the OTOC we use in this case is

$$
\begin{equation*}
C(x, t)=\left|a_{m, n}(t)\right|^{2} \tag{7}
\end{equation*}
$$

where $a_{m, n}(t)=\left\{\hat{f}_{m}^{\dagger}(t), \hat{f}_{n}\right\}$. Here, $\hat{f}_{m}$ is the annihilation operator for a fermion on site $m$. Note that if instead of Eq. (7) we use Eq. (1) with operators $\sigma_{m}^{z}$, then in the case of a pure Gaussian state or a thermal ensemble the dominant dynamical term is in fact $\left|a_{m, n}(t)\right|^{2}$, see Refs. [54, 93] for further details.

Airy light cones in free systems: In 1972 Lieb and Robinson [95] showed that quantum correlations in spin systems propagate at finite speeds and spread out in a light cone-like fashion. Pioneering experiments with ultracold atoms and trapped ions [96-101], where a sudden quench leads to a nonequilibrium state, have confirmed this behavior. In particular, the wavefront for interacting bosonic atoms in an optical lattice was measured to have an Airy function profile [96] in qualitative agreement with theoretical calculations which can be done analytically in certain limits [102]. The associated problem of domain wall propagation [103-110] also yields Airy functions or related kernels for the wavefront. The Airy function shape implies a dynamical scaling behavior, such as a $t^{1 / 3}$ broadening of the magnetization domain wall in an XX chain [103]. This body of results has led to the notion of an Airy universality class for free systems [111-113].

A more general understanding of light cones can be gained by realizing that they are caustics [114]. These are singularities of the ray description of a wave, where in the present case the rays are trajectories of quasiparticles excited by the quench. Caustics are regions where rays coalesce, leading to a diverging probability density in the classical limit. Significantly, only certain morphologies of caustic are structurally stable and hence occur generically in nature; these form a hierarchy described by catastrophe theory where each catastrophe forms an equivalence class with its own scaling properties similar to universality classes for phase transitions [115, 116]. The simplest catastrophe is the fold which occurs where rays coalesce in pairs and an everyday example of this is the rainbow, and another is a ship's wake $[117,118]$.

In the wave theory each caustic is dressed by a characteristic wavefunction, and in the case of the fold it is the Airy function [119]. To see how this works, consider the case where the quench excites a Bogoliubov fermion on the site at $x=0$, say. The resulting wavefunction is

$$
\begin{align*}
\Psi(x, t)= & \left\langle x_{b}\right| \mathrm{e}^{-\mathrm{i} \hat{H} t} \hat{b}_{x=0}^{\dagger}\left|0_{b}\right\rangle=\left\langle x_{b}\right| \sum_{k} \mathrm{e}^{-\mathrm{i} \epsilon(k) t}|k\rangle \\
& \approx \frac{\sqrt{a}}{2 \pi} \int_{-\frac{\pi}{a}}^{\frac{\pi}{a}} \mathrm{~d} k \mathrm{e}^{\mathrm{i}[k x-\epsilon(k) t]} \tag{8}
\end{align*}
$$

where $a$ is the lattice constant. The operators $\hat{b}_{x}$ are the linear combinations of $\hat{f}_{m}$ and $\hat{f}_{m}^{\dagger}$ that diagonalize the Hamiltonian via a Bogoliubov transformation and $\epsilon(k)$ is the Bogoliubov dispersion relation [for the XX chain $\epsilon(k)=J_{1} \cos k a$ ].


Figure 1. Wavefronts of $C(x, t)$. (a) The integrable case, $\vec{c}_{f}$. Here $x=10$. Exact numerical results (solid red) along with a fit to the Gaussian form Eq. (5) (green), and the Airy result from Eq. (9) (blue). The expected $t^{-1}$ decay in the amplitude is also shown (black). (b) ETH case, $\vec{c}_{\text {ETH }}$, at different positions $x$. Solid lines indicate the OTOC data, and dashed lines are fits to Eq. (5) centered at $x=v_{B} t$.

Defining $\Phi(k, x, t)=k x-\epsilon(k) t$, a caustic occurs at quasimomentum $k_{c}$, where two conditions are satisfied [119]: $(\partial \Phi / \partial k)_{k_{c}}=0$ and $\left(\partial^{2} \Phi / \partial k^{2}\right)_{k_{c}}=0$. The first condition is Fermat's principle that gives classical rays as saddles of the action $k \dot{x}-\epsilon(k)$ and the second defines the caustic as the place where saddles coalesce. These conditions correspond exactly to the Lieb-Robinson (LR) bound for a light cone as being determined by the maximum value of the group velocity $d \epsilon / d k$ of the fermions [114, 120, 121], $v_{\text {LR }}=\max _{k}|d \epsilon / d k|$.

The fact that light cones are caustics allows a number of powerful results from catastrophe theory to be applied: i) The only structurally stable catastrophes in two dimensions (the space-time formed by $x$ and $t$ ) are fold lines that meet at cusp points, as anyone who has ironed a shirt knows. For a light cone the only place a cusp could occur is at the origin where the two edges meet. However, in the present case of the XX model the dispersion relation is so simple that only two rays can coalesce and no cusp occurs, just two pure fold lines that meet at $x=t=0$. This result is special and
if a symmetry breaking term is added the two folds will instead generically meet at a cusp (coalescence of three rays) and the back-to-back Airy functions are locally replaced by a Pearcey function [114]; ii) The defining feature of a fold catastrophe is that the phase $\Phi(k, x, t)$ is cubic in $k$. This is why the Airy function is the universal wavefunction at a fold because $\operatorname{Ai}(z)=(1 / 2 \pi) \int_{-\infty}^{\infty} \mathrm{d} s \exp \left[\mathrm{i}\left(z s+s^{3} / 3\right)\right]$; iii) There exists a diffeomorphism from the physical variables $(k, x, t)$ to the canonical Airy cubic form $(s, z)$. Therefore, a Taylor expansion truncated at precisely third order about the caustic gives the exact semiclassical description in the neighborhood of that point. Performing the transformation of variables, $s^{3}=2\left(k-k_{c}\right)^{3} /\left[t \partial_{k}^{3} \epsilon\left(k_{c}\right)\right]$ gives [72, 74, 94]

$$
\begin{gather*}
\Psi_{\mathrm{Ai}}(x, t) \sim \sqrt{a}\left(\frac{-2}{\partial_{k}^{3} \epsilon\left(k_{c}\right) t}\right)^{1 / 3} \mathrm{e}^{\mathrm{i} \Phi\left(k_{c}, x, t\right)} \mathrm{Ai}(z)  \tag{9}\\
\text { where } \quad z=\left(x-v_{B} t\right)\left|t \partial_{k}^{3} \epsilon\left(k_{c}\right) / 2\right|^{-1 / 3} \tag{10}
\end{gather*}
$$

In Fig. 1(a), we plot $\left|\Psi_{\text {Ai }}(x, t)\right|^{2}$ alongside the numerical result at the point $x=10$, with the caustic $(z=0)$ marked by the vertical dotted line. The Airy wavefunction gradually goes out of phase at longer times because the Taylor expansion was made at a single point, but the range could be extended via a uniform mapping [122]. From the asymptotics of the Airy function as $z \rightarrow-\infty$ it follows that the amplitude of the OTOC wavefront decays as $|z|^{3 / 2} /(x-v t)^{2} \sim 1 / t$ (in agreement with Refs. [60, 61]), and the fringe spacing becomes constant. In this way one also finds that the amplitude along the wavefront $x / t=v_{B}$ decays as $x^{-2 / 3}$ [94]. Furthermore, Eq. (9) also correctly predicts the early time growth. Keeping just the first term of the $z \rightarrow \infty$ asymptotic series for the Airy function [94] gives the universal $p=1 / 2$ form of the OTOC in Eq. (4) [72-74].

While an Airy function has been derived for OTOCs before [72, 74, 113], the point we emphasize here is that catastrophe theory guarantees that this result is rigorously true and robust to perturbations. Hence, deviations from it imply some qualitative change to the dynamics. One possibility is the presence of a symmetry breaking term which gives one of the higher catastrophes [114] (such as a cusp in the XY model which has a double cone). Another possibility is nonintegrable dynamics, and it is to that case we now turn.

Profile of the wavefront in the ETH case: In Fig. 1(b) we plot the exact results for the OTOC for $\vec{c}_{\mathrm{ETH}}$. Fringes are partially visible at smaller $x$ but the Airy nodes have disappeared. Although structural stability implies that catastrophes are stable against weak chaos, $\vec{c}_{\text {ETH }}$ corresponds to strong chaos which disrupts the rays and their interference significantly. At $x=3$ the wavefront has quite a sharp slope, indicating that the process of scrambling (the increase in non-locality of the observable) is still in full swing. By $x=8$, the slope of the OTOC at the wavefront has significantly decreased. The Gaussian waveform of Eq. (5) provides an excellent local fit to the wavefront in both the integrable [54, 93] and chaotic regimes, as seen from the dashed curves in Fig. 1(a) and 1(b), respectively. The fit is performed over the range $t=\frac{x}{v_{B}} \pm \Delta$
where $\Delta \approx 0.5$ gives a reasonably large window to describe the shape of $C(x, t)$. Within the fitting window, for a fixed $x$, the parameters $m(x)$ and $b(x)$ in Eq. (5) can be determined with very high precision with errors on each term of the order of $10^{-7}$ to $10^{-9}$. A crucial ingredient to identify the parameters in the ETH case is to first determine the butterfly velocity $v_{B}$, which can be done using velocity-dependent Lyapunov exponents [74, 123], as demonstrated in the SM [94]. We find that the velocity for the ETH model characterized by $\vec{c}_{\text {ETH }}$ is roughly $v_{B} \approx 1.28$ (in contrast to $v_{B}=1$ for $\vec{c}_{f}$ ). Although the integrable and ETH wavefronts both display flattening, the scaling properties of $m(x)$ and $b(x)$ are fundamentally different in the two regimes as we now show.

Scaling in Free Models: By expanding the Airy wavefunction given in Eq. (9) about the caustic at $z=0$ we obtain

$$
\begin{equation*}
m(x)=\frac{c_{m}}{x^{\frac{2}{3}}}, \quad b(x)=\frac{c_{b}}{x^{\frac{1}{3}}}, \tag{11}
\end{equation*}
$$

where $c_{m}$ and $c_{b}$ are constants that depend explicitly on the dispersion relation (see the SM [94] for details). Due to the universality of the Airy wavefunction, this scaling is expected to hold for many models which can be written in terms of freely propagating quasiparticles. Furthermore, corrections beyond quadratic order in $x-v_{B} t$ can be obtained. However, the cubic term in the exponent falls off rapidly (at least as $x^{-1}$ ), and so it is reasonable, even at moderate distances, to keep only the Gaussian approximation. We have numerically verified Eq. (11) and the results are shown in Fig. 2(a). Fitting the scaling of each parameter for distances $0<x \leq 650$ we find,

$$
\begin{equation*}
m(x) \propto \frac{1}{x^{a_{m}}}, \quad b(x) \propto \frac{1}{x^{a_{b}}} \tag{12}
\end{equation*}
$$

with $a_{m}=0.68857 \pm 0.00008$, and $a_{b}=0.33043 \pm 0.00002$, indicating good agreement with the expected values. We also note that because $m(x) \propto b(x)^{2}, m(x)$ falls off significantly quicker than $b(x)$. This may point to an intermediate regime in $x$ where the OTOC is well described by $C(x, t) \sim e^{b(x) t}$.

Scaling in ETH regime: In Fig. 2(b) we show a plot of the data for the $\vec{c}_{\text {ETH }}$ case. A linear trend emerges, implying that the spatial dependence on $m(x)$ and $b(x)$ in the ETH regime exhibits exponential rather than power-law decay,

$$
\begin{equation*}
b(x) \sim e^{-c x}, \quad m(x) \sim e^{-w x} \tag{13}
\end{equation*}
$$

where $c, w>0$ are constants. We find that $c=0.38 \pm 0.02$ and $w=0.66 \pm 0.05$. Like the free case, $m(x) \propto b(x)^{2}$, however, as shown in the SM [94], this is not generally the case.

The exponentially decaying behavior of $m(x)$ and $b(x)$ is clearly distinct from the free fermion case. This indicates that the Gaussian waveform can distinguish ETH-obeying from free dynamics. In both Figs. 2(a) and (b) $m(x), b(x)$ decay by upwards of two orders of magnitude as a function of position, however the exponential decay in the ETH regime ensures that this occurs over a short distance of $x \approx 10$ while in the free


Figure 2. Log-linear plots for the Gaussian parameters $m(x)$ (red) and $b(x)$ [blue]. (a) The free Hamiltonian, $\vec{c}_{f}$. Dashed lines are fits to Eq. 12. Inset is a log-log plot of the same data. (b) The ETH Hamiltonian, $\vec{c}_{\mathrm{ETH}}$, using the same data as in Fig. 1(b) indicating exponential decay of $m(x), b(x)$.
model it takes a distance of $x \approx 600$. Thus, the general flattening of the OTOC at the wavefront (see e.g. Fig. 1) occurs much faster in thermalizing models.

Conclusions: Close to the wavefront, integrable and ETH models can be distinguished by the difference in scaling of the parameters $m(x), b(x)$ in Eq. (5). The ability of modern experiments to measure quantum light cone profiles [96101] and OTOCs [124-129] holds out the possibility that this prediction can be tested in the laboratory. A remaining open question concerns the transition from integrable to ETH dynamics [130-132] and the degree to which structural stability protects the Airy wavefront. A resolution of this question would constitute a quantum version of the celebrated KAM theorem [133].
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#### Abstract

In these supplementary materials we give the details of the Airy function and its asymptotics, the calculation of OTOC wavefront in terms of the Airy function, the extraction of the butterfly velocity from the OTOC and also provide some alternative examples to those presented in the main text.


## I. THE AIRY FUNCTION

The Airy function was constructed by the astronomer G. B. Airy in 1838 in order to describe the interference of light at a rainbow which is the simplest example of a caustic [1]. It has the integral representation

$$
\begin{equation*}
\operatorname{Ai}(z)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} s \mathrm{e}^{\mathrm{i}\left(z s+\frac{1}{3} s^{3}\right)} \tag{SM1}
\end{equation*}
$$

which can be interpreted as an elementary path integral where the paths being summed are labeled by $s$ [2]. The key feature is that the phase is cubic in $s$; this means that it has a maximum of two stationary points (corresponding to two rays according to Fermat's principle) that merge at the point $z=0$ which is the location of the caustic. Thus, the Airy function describes the interference between two waves when $z<0$ (the interference fringes are the supernumerary arcs which can sometimes be observed inside the main bow) and one single evanescent wave when $z>0$. For the calculation of the profile at very early times (far from the wavefront) we can use the $z \rightarrow \infty$ asymptotics of the Airy function which are given by [3],

$$
\begin{equation*}
\operatorname{Ai}(z) \sim \frac{\mathrm{e}^{-\frac{2}{3} z^{3 / 2}}}{2 \sqrt{\pi} z^{1 / 4}} \sum_{n=0}^{\infty}(-1)^{n} \frac{u_{n}}{\left(\frac{2}{3}\right)^{n} z^{3 n / 2}} \tag{SM2}
\end{equation*}
$$

where $u_{n}=(2 n+1)(2 n+3) \ldots(6 n-1) /\left(216^{n} n!\right)$. Truncating this series at $n=0$ gives the universal $p=1 / 2$ form of the OTOC in Eq. (4) in the main text for early entanglement growth in free systems. However, this asymptotic expansion is not valid close to the wavefront and that case is dealt with in the next section.

## II. DERIVATION OF GAUSSIAN IN FREE MODELS

For models which can be mapped onto free-fermions, the Hamiltonian is,

$$
\begin{equation*}
\hat{H}=\sum_{k} \epsilon(k)\left(\tilde{b}_{k}^{\dagger} \tilde{b}_{k}-\frac{1}{2}\right) \tag{SM3}
\end{equation*}
$$

where $\epsilon(k)$ is the dispersion relation. Starting with a single Bogoliubov localized Fermion,

$$
\begin{equation*}
\left\langle x_{b}\right| \mathrm{e}^{-\mathrm{i} \hat{H} t} \hat{b}_{x=0}^{\dagger}\left|0_{b}\right\rangle=\left\langle x_{b}\right| \sum_{k} \mathrm{e}^{-\mathrm{i} \epsilon(k) t}|k\rangle=\frac{1}{N} \sum_{k=-\frac{\pi}{a}}^{\frac{\pi}{a}-\frac{2 \pi}{N a}} \mathrm{e}^{\mathrm{i}(k x-\epsilon(k) t)} \approx \frac{\sqrt{a}}{2 \pi} \int_{-\frac{\pi}{a}}^{\frac{\pi}{a}} \mathrm{~d} k \mathrm{e}^{\mathrm{i}(k x-\epsilon(k) t)} \tag{SM4}
\end{equation*}
$$

Now, we want to calculate the local form of the light cone via the focusing of trajectories. Using $\Phi=k x-\epsilon(k) t$, we require the conditions

$$
\begin{equation*}
\left.\frac{\partial \Phi}{\partial k}\right|_{k_{c}}=\left.\frac{\partial^{2} \Phi}{\partial k^{2}}\right|_{k_{c}}=0 \tag{SM5}
\end{equation*}
$$

to define the $k_{c}$. Hence, near the coalescing saddles of $\Phi$,

$$
\begin{equation*}
\Phi \approx k_{c} x-\epsilon\left(k_{c}\right) t+\left(x-v_{B} t\right)\left(k-k_{c}\right)-\frac{1}{6} t \partial_{k}^{3} \epsilon\left(k_{c}\right)\left(k-k_{c}\right)^{3}+\mathcal{O}\left(k^{4}\right), \tag{SM6}
\end{equation*}
$$

where $v_{B}=\partial_{k} \epsilon\left(k_{c}\right)$ is the butterfly velocity, and the second-order term vanishes since $\partial_{k}^{2} \Phi\left(k_{c}\right)=\partial_{k}^{2} \epsilon\left(k_{c}\right)=0$. Assuming that the dispersion $\epsilon(k)$ only has two coalescing saddles, catastrophe theory indicates that the cubic form (a fold) is sufficient to qualitatively describe the local form of $\Phi$. When a larger number of saddles coalesce one obtains one of the higher catastrophes (sometimes called generalized Airy functions), which we will not discuss here but an introduction in the context of spin chains can be found in Ref. [2]. Now, letting,

$$
\begin{equation*}
s^{3} \equiv \frac{-t}{2} \partial_{k}^{3} \epsilon\left(k_{c}\right)\left(k-k_{c}\right)^{3} \tag{SM7}
\end{equation*}
$$

and

$$
\begin{equation*}
z \equiv\left(x-v_{B} t\right)\left(\frac{-2}{\partial_{k}^{3} \epsilon\left(k_{c}\right) t}\right)^{1 / 3} \tag{SM8}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\Psi(x, t) \approx \frac{\sqrt{a}}{2 \pi}\left(\frac{-2}{\partial_{k}^{3} \epsilon\left(k_{c}\right) t}\right)^{1 / 3} \mathrm{e}^{\mathrm{i}\left(k_{c} x-\epsilon\left(k_{c}\right) t\right)} \int_{s_{-}}^{s_{+}} \mathrm{d} s \mathrm{e}^{\mathrm{i}\left(z s+\frac{1}{3} s^{3}\right)} \tag{SM9}
\end{equation*}
$$

where,

$$
\begin{equation*}
s_{ \pm}=\left(\frac{-t}{2} \partial_{k}^{3} \epsilon\left(k_{c}\right)\right)^{1 / 3}\left( \pm \frac{\pi}{a}-k_{c}\right) \tag{SM10}
\end{equation*}
$$

At sufficiently long times, these limits approach infinity and we recover the Airy function, which was defined in Eq. (SM1). $\operatorname{Ai}[z]$ can be approximated near $z=0$ by making use of,

$$
\begin{equation*}
\ln (\operatorname{Ai}[z]) \approx-\frac{2}{3} \ln 3-\ln \left(\Gamma\left[\frac{2}{3}\right]\right)-3^{1 / 3} \frac{\Gamma\left[\frac{2}{3}\right]}{\Gamma\left[\frac{1}{3}\right]} z-\frac{1}{2}\left(3^{1 / 3} \frac{\Gamma\left[\frac{2}{3}\right]}{\Gamma\left[\frac{1}{3}\right]}\right)^{2} z^{2}+\frac{1}{3}\left(\frac{1}{2}-\frac{3 \Gamma\left(\frac{2}{3}\right)^{3}}{\Gamma\left(\frac{1}{3}\right)^{3}}\right) z^{3}+\mathcal{O}\left(z^{4}\right) \tag{SM11}
\end{equation*}
$$

Thus, we expect the above wavefunctions to locally take the form,

$$
\begin{equation*}
\Psi(x, t) \approx \tilde{A} e^{-\tilde{m}\left(x-v_{B} t\right)^{2}} e^{-\tilde{b}\left(x-v_{B} t\right)} e^{-\zeta\left(x-v_{B} t\right)^{3}} \ldots \tag{SM12}
\end{equation*}
$$

where,

$$
\begin{align*}
\tilde{A} & =\frac{\sqrt{a}}{\pi \Gamma\left[\frac{2}{3}\right]}\left(\frac{-1}{36 \partial_{k}^{3} \epsilon\left(k_{c}\right) t}\right)^{1 / 3} \mathrm{e}^{\mathrm{i}\left(k_{c} x-\epsilon\left(k_{c}\right) t\right)}  \tag{SM13}\\
\tilde{m} & =\frac{1}{2}\left(\frac{-6}{\partial_{k}^{3} \epsilon\left(k_{c}\right)}\right)^{2 / 3}\left(\frac{\Gamma\left[\frac{2}{3}\right]}{\Gamma\left[\frac{1}{3}\right]}\right)^{2} t^{-2 / 3}  \tag{SM14}\\
\tilde{b} & =\frac{\Gamma\left[\frac{2}{3}\right]}{\Gamma\left[\frac{1}{3}\right]}\left(\frac{-6}{\partial_{k}^{3} \epsilon\left(k_{c}\right)}\right)^{1 / 3} t^{-1 / 3}  \tag{SM15}\\
\zeta & =-\frac{2}{3 \partial_{k}^{3} \epsilon\left(k_{c}\right)}\left(\frac{1}{2}-\frac{3 \Gamma\left(\frac{2}{3}\right)^{3}}{\Gamma\left(\frac{1}{3}\right)^{3}}\right) t^{-1} \tag{SM16}
\end{align*}
$$

Each term in the exponential contains factors of the form $\frac{\left(x-v_{B} t\right)^{n}}{t^{n / 3}}$ for integer $n$. Assuming close proximity to the light cone relative to the distance from the origin, such that $\delta x \equiv x-v_{B} t$, with $\delta x / x \ll 1$, then,

$$
\begin{align*}
\frac{\delta x}{t^{1 / 3}} & \approx\left(\frac{v_{B}}{x}\right)^{1 / 3} \delta x+\frac{1}{3}\left(\frac{v_{B}}{x^{4}}\right)^{1 / 3} \delta x^{2}+\frac{2}{9}\left(\frac{v_{B}}{x^{7}}\right)^{1 / 3} \delta x^{3}+\ldots  \tag{SM17}\\
\frac{\delta x^{2}}{t^{2 / 3}} & \approx \frac{1}{3}\left(\frac{v_{B}^{2}}{x^{2}}\right)^{1 / 3} \delta x^{2}+\frac{2}{3}\left(\frac{v_{B}^{2}}{x^{5}}\right)^{1 / 3} \delta x^{3}+\frac{5}{9}\left(\frac{v_{B}^{2}}{x^{8}}\right)^{1 / 3} \delta x^{4}+\ldots  \tag{SM18}\\
\frac{\delta x^{3}}{t} & \approx\left(\frac{v_{B}}{x}\right) \delta x^{3}+\left(\frac{v_{B}}{x}\right) \delta x^{4}+\left(\frac{v_{B}}{x}\right) \delta x^{5}+\ldots \tag{SM19}
\end{align*}
$$

Keeping terms of order lower than $\mathcal{O}(\delta x / x)$, amounts to replacing each factor of $t$ with $x / v_{B}$. Note that the second-order term in Eq. (SM17) is suppressed by a factor of $x^{-2 / 3} v_{B}^{-1 / 3}$ when compared to the lowest-order term of Eq. (SM18), and so at
large $x$ there is no need to consider both, although including them will provide lowest-order corrections to $\tilde{m}$ and $\tilde{b}$ at fixed $x$. Furthermore, all the terms in Eq. (SM19) can be neglected since any term of cubic order or above in $\delta x$ will not only be small, but also further suppressed by at least $x^{-1}$. Therefore our Gaussian approximation remains valid, and we can then rewrite Eq. (SM12) by replacing $t \rightarrow x / v_{B}$ in Eqs. (SM13)-(SM16). Thus we define the Gaussian form,

$$
\begin{equation*}
\Psi_{G}(x, t) \equiv A e^{-m\left(x-v_{B} t\right)^{2}} e^{-b\left(x-v_{B} t\right)} \tag{SM20}
\end{equation*}
$$

such that $C_{G}(x, t)=\left|\Psi_{G}(x, t)\right|^{2}$ approximates the OTOC near the wavefront according to Eq. (5) of the main text, now with,

$$
\begin{align*}
A & =\frac{\sqrt{a}}{\pi \Gamma\left[\frac{2}{3}\right]}\left(\frac{-v_{B}}{36 \partial_{k}^{3} \epsilon\left(k_{c}\right) x}\right)^{1 / 3} \mathrm{e}^{\mathrm{i}\left(k_{c} x-\epsilon\left(k_{c}\right) t\right)}  \tag{SM21}\\
m & =\frac{1}{2}\left(\frac{-6 v_{B}}{\partial_{k}^{3} \epsilon\left(k_{c}\right)}\right)^{2 / 3}\left(\frac{\Gamma\left[\frac{2}{3}\right]}{\Gamma\left[\frac{1}{3}\right]}\right)^{2} x^{-2 / 3}  \tag{SM22}\\
b & =\frac{\Gamma\left[\frac{2}{3}\right]}{\Gamma\left[\frac{1}{3}\right]}\left(\frac{-6 v_{B}}{\partial_{k}^{3} \epsilon\left(k_{c}\right)}\right)^{1 / 3} x^{-1 / 3} \tag{SM23}
\end{align*}
$$

from which Eq. (11) of the main text follows directly.
From Eq. (SM20), and $C_{G}(x, t)=\left|\Psi_{G}(x, t)\right|^{2}$, it follows that exactly along the wavefront, there is a scaling $C\left(x=v_{B} t, t\right) \sim$ $x^{-2 / 3}$. This was verified numerically for the XX model in Fig. SM1, for $1 \leq x \leq 100$, giving an approximate amplitude scaling of $C\left(x=v_{B} t, t\right) \sim x^{-0.664}$ at less than $0.5 \%$ error.


Figure SM1. OTOC amplitude scaling at the wavefront. Red circles indicate the amplitude of $C$ evaluated along the light cone $\left(x=v_{B} t\right)$ as a function of the site number. A linear fit to the log-log data is shown as a black-dashed line.

## III. VELOCITY

In this section we follow [4,5] and extract the butterfly velocity from the OTOC using velocity dependent Lyapunov exponents. This method supposes that,

$$
\begin{equation*}
C(x, t) \sim e^{\lambda(v) t} \tag{SM24}
\end{equation*}
$$

such that,

$$
\begin{equation*}
\lambda(v) \sim-\left(v-v_{B}\right)^{\alpha} \tag{SM25}
\end{equation*}
$$

We can therefore find the butterfly velocities by looking for constant rays in the OTOC data such that $\lambda(v)=0$. In this study however we do not limit ourselves to rays $x=v t$ for a set of velocities, we instead allow the rays to have a constant shift in


Figure SM2. Velocity dependent Lyapunov exponent plotted against velocities $v$. Horizontal green line indicates the velocity axis, the solid black line is $\lambda(v)$ and the blue dotted line is our fit for $\lambda(v) \sim-\left(v-v_{B}\right)^{\alpha}$.
time to account for the possibility that the form in Eq. (SM24) fits better before the classical wave-front arrives. We therefore investigate and fit the contours given by,

$$
\begin{equation*}
t=\frac{x}{v}-t_{s} \tag{SM26}
\end{equation*}
$$

where $t_{s}$ is the shift time we vary from $t_{s}=0 \rightarrow 1$. We then select the time shift with the most numerical agreement with Eq. (SM24).

We find numerically that,

$$
\begin{equation*}
\alpha \approx 1.2801 \pm 0.0009, \quad v_{B}=1.29, \quad t_{s} \approx 0.108 \tag{SM27}
\end{equation*}
$$

## IV. ALTERNATIVE EXAMPLE

In this section we discuss an example where $m(x)$ does not scale as $\sim b(x)^{2}$ demonstrating that this behavior is not generic and the ETH obeying models may have corrections to the scaling of $m(x)$ independent of $b(x)$. We start be re-parametrizing our Hamiltonian in Eq. (6) for convenience. We restrict the possible parameter choices in our Hamiltonian as,

$$
\begin{equation*}
\hat{H}=\sum_{n=1,2} J_{n} \sum_{j}\left(\hat{S}_{j}^{X} \hat{S}_{j+n}^{X}+\hat{S}_{j}^{Y} \hat{S}_{j+n}^{Y}+\Delta \hat{S}_{j}^{Z} \hat{S}_{j+n}^{Z}\right) \tag{SM28}
\end{equation*}
$$

Here we choose values of $J_{1}=-1, J_{2}=0.3703704$ and $\Delta=0.75$ which corresponds to a chiral phase of the ground state [6]. We similarly determine the butterfly velocity as in section III, and find that,

$$
\begin{equation*}
\alpha \approx 1.2964 \pm 0.0004, \quad v_{B}=1.26, \quad t_{s} \approx 0.06 \tag{SM29}
\end{equation*}
$$

This then allows us to reconfirm that the Gaussian wave can be confirmed for each $x$, shown in Fig. SM3. The fitting interval was again on an interval of length $\Delta t=1$ indicating a large dynamical regime of validity. With this we can extract the forms of $m(x)$ and $b(x)$ which again decay exponentially.

In Fig. SM4 we again see that,

$$
\begin{equation*}
b(x) \sim e^{-c x}, \quad m(x) \sim e^{-w x} \tag{SM30}
\end{equation*}
$$

However this time, we get the behavior that, $c=0.2666 \pm 0.0003$ and $w=0.398 \pm 0.0009$, therefore we see that $w \not \approx 2 c$. We can see why this might be the case with a simple derivation of the form of Eq. (5) in the main text.

We are interested solely in the dynamical region centred around $t=x / v_{B}$. With standard expansions one can arrive at the propagating Gaussian form. Let $\tau=t-\frac{x}{v_{B}}$ and $\Delta=\frac{\dot{C}\left(x, \frac{x}{v_{B}}\right)}{C\left(x, \frac{x}{v_{B}}\right)}$. Since $C(x, t)$ is a positive function for the regime we are interested in,

$$
C(x, t)=\exp [\ln C(x, t)]
$$

(SM31)
this allows us to expand inside the logarithm,

$$
\begin{array}{r}
C(x, t)=K e^{\ln \left(1+\Delta \tau+\mathbb{O}\left[\frac{\ddot{c}\left(x, \frac{x}{v_{B}}\right)}{C\left(x, \frac{x}{v_{B}}\right)} \tau^{2}\right]\right)},  \tag{SM32}\\
=K e^{\ln (1+\Delta \tau)+\ln \left(1+\mathbb{C}\left[\frac{\ddot{C}\left(x, \frac{x}{v_{B}}\right)}{C\left(x, \frac{x}{v_{B}}\right) \Delta(1+\tau)} \tau^{2}\right]\right)} .
\end{array}
$$

(SM33)
Expanding one more time we arrive at,

$$
\begin{equation*}
C(x, t)=K e^{\Delta \tau-\frac{1}{2} \Delta^{2} \tau^{2}+\mathbb{O}\left(\frac{1}{3} \Delta^{3} \tau^{3}\right)+\mathbb{O}\left[\frac{\ddot{C}\left(x, \frac{x}{v_{B}}\right)}{\dot{C}\left(x, \frac{x}{v_{B}}\right)(1+\tau)} \tau^{2}\right] .} \tag{SM34}
\end{equation*}
$$

In Eq. (SM34) we see that the first order term and the second order term are related by squaring the first order term if,

$$
\begin{equation*}
\frac{\ddot{C}\left(x, \frac{x}{v_{B}}\right)}{\dot{C}\left(x, \frac{x}{v_{B}}\right)(1+\tau)} \approx 0 \tag{SM35}
\end{equation*}
$$



Figure SM3. $\quad C(x, t)$ for the Hamiltonian in Eq. (SM28). Solid lines indicate the OTOC data, and dashed lines are the fitted Gaussian waveform given in Eq. (5) in the main text. Errors on the fits are on the order of $10^{-7}$ to $10^{-9}$ for all fitting parameters. The interval fitted is of total length $\Delta t=1$ centred around $x=v_{B} t$.


Figure SM4. Log-linear plot for $m(x)$ and $b(x)$ for the Hamiltonian characterized by the Hamiltonian in Eq. (SM28). Solid circles indicate data points from the fitting in Fig. SM3 and dashed lines indicate a fit to a linear equation. This rough linear scaling indicates the points are falling off exponentially fast.

This is of course not always the case. However for free fermions it turns out this is true for sufficiently large $x$. In the case of free fermions, the OTOC given in Eq. (7) in the main text experiences a change in curvature at the light cone. At a given fixed lattice point at large $x, C\left(x, t=\frac{x}{v_{B}}\right)$ is an inflection point in a slice along the temporal direction. This property is inherited from the local Airy description, where $\mathrm{Ai}^{\prime \prime}[z]=z \mathrm{Ai}[z]$, and hence $\mathrm{Ai}^{\prime \prime}[0]=0$. This interestingly allows one to approximate the butterfly velocity (for free models) as,

$$
\begin{equation*}
v_{B} \equiv \frac{x}{t_{*}} \tag{SM36}
\end{equation*}
$$

for which one defines $t_{*}$ such that,

$$
\begin{equation*}
\left.\frac{d^{2}}{d t^{2}} C(x, t)\right|_{t=t^{*}}=0 \tag{SM37}
\end{equation*}
$$

In Fig. SM5 we see that for free fermions this conjecture approximates the butterfly velocity to $v_{B} \approx 0.988$ which corresponds to a $1.21 \%$ difference. This method is however unreliable in the cases where only small $x$ are accessible.
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Figure SM5. Numerical estimate of $v_{B}$ for the free model characterized by $\vec{c}_{f}$. Where $m=\frac{L}{2}$ and $x=|m-n|$. The system size used was $L=1600$, and the data estimated roots with time steps of $\Delta t=10^{-4}$. Roots were estimated within $\pm 10^{-5}$ of zero.
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We consider two-time correlation (TTC) function of the form,

$$
\begin{equation*}
F_{n}(t)=\left\langle[\hat{A}(t), \hat{B}]^{n}\right\rangle \tag{4.1}
\end{equation*}
$$

which is a generalization of the four-point out-of-time-ordered correlator (OTOC). We demonstrate that for a completely regular system, this function can exhibit traditional signals of chaos and hence must be treated with some care.

We consider a two-mode Bose-Hubbard system coupled to an atomic quantum dot (AQD) which mediates the tunnelling of the bosonic system. Since both systems are independently integrable and can't exchange energy, the system as a whole is also integrable. It becomes possible to express $F_{n}(t)$ as a return amplitude for a system undergoing effective stroboscopic dynamics. From this perspective, the model appears to yield typical signals associated with chaotic systems, such as a positive Lyapunov exponent, spectral repulsion, and a self-averaging survival probability (i.e. relaxation). We numerically verify these signals using random matrix theory, and find that the onset of chaotic signals corresponds to the Thouless time.
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#### Abstract

We demonstrate that two-time correlation functions, which are generalizations of out-of-time-ordered correlators (OTOCs), can show "false flags" of chaos by exhibiting behavior predicted by random matrix theory even in a system with classically regular dynamics. In particular, we analyze a system of bosons trapped in a double-well potential and probed by a quantum dot which is coupled to the bosons dispersively. This system is integrable. Despite the continuous time evolution generated by the true Hamiltonian, we find that the $n$-fold two-time correlation function for the probe describes an effective stroboscopic or Floquet dynamics. From this perspective, the bosons appear to be alternately driven by two different noncommuting Hamiltonians in a manner reminiscent of the Trotterized time evolution that occurs in digital quantum simulation. The classical limit of this effective dynamics can have a nonzero Lyapunov exponent, while the effective level statistics and return probability show traditional signatures of chaotic behavior. In line with several other recent studies, this work highlights the fact that the behavior of OTOCs and their generalizations must be interpreted with some care.
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## I. INTRODUCTION

Two-time correlation (TTC) functions are indispensable tools in the investigation of the dynamics of quantum manybody systems. For example, a TTC of the form $\left\langle\left[\hat{A}(t), \hat{B}\left(t^{\prime}\right)\right]\right\rangle$ enters Kubo's formula for the linear response of the observable $A$ at time $t$ due to the time-dependent perturbation at earlier times $t^{\prime}$ by the drive $B$ [1]. The wide utility of linear response theory means that TTCs are therefore a vital ingredient in calculations in quantum many-particle kinetics ranging from absorption spectra to reaction rates and diffusion constants. They are also useful in assessing "quantumness" through their connection to Leggett-Garg inequalities [2,3].

In this paper we consider a general $n$-fold TTC function [4-8] which for Hermitian operators we define as

$$
\begin{equation*}
F_{n}(t) \equiv\left\langle[\hat{A}(t) \hat{B}(0)]^{n}\right\rangle, \tag{1}
\end{equation*}
$$

where $\hat{A}(t)=e^{i \hat{H} t} \hat{A}(0) e^{-i \hat{H} t}$, and $\langle\cdots\rangle$ is the expectation value taken with respect to a pure or mixed state. The firstorder TTC function $F_{1}=\langle\hat{A}(t) \hat{B}(0)\rangle$ describes a perturbation by operator $\hat{B}$ at time $t=0$ followed by a "probe" by operator $\hat{A}$ at time $t$ like in the Kubo formula. This function is related to quantities such as the quantum fidelity which has been successfully employed as a means of detecting and characterizing quantum phase transitions (QPTs) [9-13]. However, in general, the first-order TTC fails to capture the spread of information across a system from an initial perturbation. Thus, in recent years the second-order TTC function $F_{2}=\langle\hat{A}(t) \hat{B}(0) \hat{A}(t) \hat{B}(0)\rangle$ has gained popularity and is often referred to as the out-of-time-ordered correlation (OTOC) function.

In addition to being more sensitive to QPTs than first-order TTCs [14-16], OTOCs have been used to identify the "scrambling" of information across a system's
degrees of freedom [17-19]. For this purpose it is useful to express the OTOC function as an overlap between two states, $F_{2}(t)=\left\langle\psi_{1}(t) \mid \psi_{2}(t)\right\rangle$, where $\left|\psi_{1}(t)\right\rangle=\hat{B}(0) \hat{A}(t)|\psi\rangle$ and $\left|\psi_{2}(t)\right\rangle=\hat{A}(t) \hat{B}(0)|\psi\rangle$ and $|\psi\rangle$ is some general state. When the operators are chosen such that they initially commute, $[\hat{A}(0), \hat{B}(0)]=0$, then $F_{2}$ is unity at $t=0$, and at later times it decays as correlations build up and these operators no longer commute. For some systems, for example, the Sachdev-Ye-Kitaev [20] or Bose-Hubbard [21] models, there is a quantum analog of the "butterfly effect" whereby there is an exponential decay $F_{2}(t) \approx a-c e^{\lambda t}$ where $a$ and $c$ are constants and $\lambda$ is the decay rate. There is, however, evidence that some nonintegrable short-range models, such as Ising chains [22] and Luttinger liquids [23], do not display such exponential dependence.

The exponential sensitivity of OTOCs to information scrambling has led to the exciting idea that OTOCs might be capable of quantifying many-body quantum chaos (or stated more carefully, dynamics which would be chaotic in the classical limit) [20,24-37]. The defining feature of classical chaos is an exponential sensitivity to initial conditions, i.e., the exponential increase in separation over time of initially close points in phase space, and is quantified by Lyapunov exponents. This behavior is considered to be a prerequisite for ergodicity and thermalization which destroys any memory of the initial state and it therefore seems natural enough from an information-theoretic perspective that chaos should be related to information scrambling. It has been demonstrated in a number of specific examples that the OTOC decay rate $\lambda$ is directly related (but not necessarily equal [28]) to the Lyapunov exponent $\lambda_{L}$ in the classical limit of a chaotic quantum system; these cases include the kicked rotor [28,38], stadium billiard [30], Dicke model [37], and kicked Dicke model [39].

However, recently it has been shown that having $\lambda>0$ for an OTOC does not necessarily indicate that the system is chaotic, but instead can be caused by information scrambling from dynamics near an unstable fixed point [40,41]. The simplest example of such cases is the exponential separation of trajectories at short times in the inverted harmonic oscillator, which in single-particle quantum mechanics gives rise to $\lambda>$ 0 at finite and infinite temperatures from the OTOC [42]. Furthermore, OTOCs in integrable many-particle systems such as the Lipkin-Meshkov-Glick model and the Dicke model (in the latter's integrable phase) [43,44] also exhibit positive $\lambda$ near unstable points resulting from second-order QPTs.

In this paper we provide another example of how TTC can exhibit false flags of chaos. In particular, we show that for a regular (i.e., nonchaotic) system, the dynamics of Eq. (1) can be governed by a time-evolution operator which displays Wigner-Dyson-type spectral statistics described by random matrix theory (RMT). RMT was first used in the 1950s to understand the statistical properties of the spectra of complex nuclei [45] and reached maturity in the 1980s with the realization (as encapsulated by conjectures such as that due to Bohigas, Giannoni, and Schmit $[46,47]$ ) that fluctuations in the distances between energy levels have universal properties in the semiclassical regime (far above the ground state) that distinguish chaotic from nonchaotic systems. In fact, it seems that apart from a few atypical exceptions the spectral statistics of physical systems fall into one of four classes determined by ensembles of random Hermitian matrices. For classically integrable systems the statistics of the corresponding quantum energy levels are Poissonian, whereas for classically chaotic systems the corresponding energy level fluctuations follow those of either the Gaussian orthogonal ensemble (GOE), the Gaussian unitary ensemble (GUE), or the Gaussian symplectic ensemble (GSE) independent of the details of the system and depending only on the symmetry properties of the Hamiltonian under canonical transformations. For a Floquet-type unitary operator [such as that effectively given by Eq. (1)], these ensembles are changed from Gaussian to circular ensembles (COE, etc.) because the eigenvalues should have a magnitude of 1 .

The system we use to illustrate these features is a simple model consisting of $N$ identical bosons occupying two modes and coupled to a single qubit probe (atomic quantum dot) and has previously been discussed in a considerable number of theoretical proposals (e.g., [48-56]). In general this system is chaotic $[52,56]$, but in this paper we do not allow the qubit to exchange energy with the bosons (dispersive limit of the interaction) and since the bosonic part of the Hamiltonian is integrable [57,58], this renders the entire model integrable. Our model is relevant to experiments with bosonic Josephson junctions, e.g., Bose-Einstein condensates (BECs) in double-well potentials [59-62], or spinor condensates with two internal states [63,64], if an additional impurity atom or ion [65-68] is added. Alternatively, the same Hamiltonian (Ising model with long-range interactions) can be realized with trapped ions, again with two internal states [69], and again a distinguished "impurity" atom or ion should be added to the system. Solid-state Josephson junctions might offer another route to realize the type of dynamics we will discuss here [70-72].

The structure of the rest of this paper is as follows: Section II presents the details of the model (bosons + probe) to be used and Sec. III examines how a TTC of operators in the subspace belonging to the probe can be written as a periodic Floquet operator acting purely on the bosons. In Sec. IV the classical dynamics generated by this Floquet operator is examined, including the classical Lyapunov exponent which is a signature of chaos. Section V turns to quantum properties: Sec. V A examines the quasienergy level spacings of the Floquet operator and compares against the results of RMT, while Sec. V B treats the quantum TTC as a survival amplitude which leads naturally to computations of the inverse participation ratio and further comparisons against RMT. Conclusions are presented in Sec. VI. This paper also has three Appendixes where details of the calculations and some extra supporting results are given.

## II. MODEL

Our model couples the two-mode Bose-Hubbard model, which describes $N$ interacting bosons hopping between two sites, to a single two-state atomic quantum dot (AQD), i.e., a qubit. In order to put the qubit and the bosons on a similar footing it is convenient to express the boson operators in terms of collective spin operators:

$$
\begin{equation*}
\hat{S}_{\alpha} \equiv 1 / 2 \sum_{i}^{N} \hat{\sigma}_{\alpha}^{i} \tag{2}
\end{equation*}
$$

where $\alpha \in\{x, y, z\}$. Using the Schwinger representation the same collective spin operators can alternatively be defined via annihilation and creation operators acting on the sites: If we label the two sites of the Bose-Hubbard model as $L$ (left) and $R$ (right) then the number difference between the left and right sites can be written $\left(\hat{b}_{L}^{\dagger} \hat{b}_{L}-\hat{b}_{R}^{\dagger} \hat{b}_{R}\right) \equiv 2 \hat{S}_{z}$, where $\hat{b}_{L / R}^{\dagger}\left(\hat{b}_{L / R}\right)$ is the creation (annihilation) operator for a boson on the left or right site obeying the usual commutation relations $\left[\hat{b}_{i}, \hat{b}_{j}^{\dagger}\right]=\delta_{i, j}$ where $i, j \in[L, R]$. Similarly, we have $\left(\hat{b}_{R}^{\dagger} \hat{b}_{L}+\hat{b}_{L}^{\dagger} \hat{b}_{R}\right) \equiv 2 \hat{S}_{x}$ which takes a boson from one site and puts it onto the other (plus the reverse process to make the operator hermitian), thus producing mode coupling (tunneling).

In this way one finds that, up to constant terms, the total Hamiltonian can be written (for full details see [50]) as

$$
\begin{equation*}
\hat{H}=\hat{H}_{B}+\hat{H}_{d}+\hat{H}_{B d} \tag{3}
\end{equation*}
$$

where $H_{B}, H_{d}$, and $H_{B d}$ are the $N$ boson, dot, and boson-dot interaction Hamiltonians, respectively, and are given by

$$
\begin{gather*}
\hat{H}_{B}=k_{z} \hat{S}_{z}^{2} /(N+1)-\alpha_{x} \hat{S}_{x}+\alpha_{z} \hat{S}_{z}  \tag{4}\\
\hat{H}_{d}=-\Delta\left(1+\hat{\sigma}_{z}\right) / 2,  \tag{5}\\
\hat{H}_{B d}=\beta \hat{S}_{x}\left(1+\hat{\sigma}_{z}\right) . \tag{6}
\end{gather*}
$$

Here, the AQD operators are single Pauli matrices and are distinguished from the boson Pauli matrices by the absence of a superscript. The parameters in this Hamiltonian have the following definitions: $k_{z}$ is the boson-boson interaction energy, $\alpha_{x}$ is the boson hopping and/or tunneling energy, $\alpha_{z}$ is the energy imbalance between the two boson modes, $\Delta$ is the energy imbalance between the two AQD modes, and $\beta$ is the coupling energy between the AQD and the $N$ boson hopping or tunneling energy.


FIG. 1. Schematic of system being considered: a BEC trapped in a double-well potential with interwell hopping moderated by a trapped AQD. Tuning the parameter $\beta$ in $\hat{H}_{B d}$ will effectively modify the hopping strength $\alpha_{x}$. The BEC has a self-interaction strength $k_{z}$, and a bias or tilt in the double well can be controlled by $\alpha_{z}$.

It is important to note that there is no hopping term ( $\hat{\sigma}_{x}$ operator) in the dot's Hamiltonian and so it cannot make transitions between its two states, i.e., $\left[\hat{\sigma}_{z}, \hat{H}\right]=0$, and this gives a dispersive interaction between the bosons and the AQD. The AQD therefore plays a somewhat passive role in the dynamics of the bosons: from $\hat{H}_{B d}$ we see that the effect of the AQD is to modify the tunneling energy of the bosons, either having no effect or suppressing it depending on whether the AQD is initialized in its excited or ground state, respectively. It has previously been shown that when the AQD is allowed to make transitions the classical dynamics displays chaos above a certain critical value of $\beta$ [52], and without these transitions the dynamics is regular. Nevertheless, we will show in this paper that when AQD operators are used in Eq. (1), apparently chaotic dynamics emerge in the TTC due to the presence of the AQD.

One way to realize the Hamiltonian in Eq. (3) is with a BEC trapped in a double-well potential in the two-mode regime and coupled to a distinguishable atom trapped between the two wells (see Fig. 1). This dot atom could be a different species to the rest of the atoms or simply be in a different hyperfine state. In fact the dot atom need not even be trapped between the two wells, and could instead be allowed to tunnel back and forth between the two wells like the bosons [49,50,56]. Recent experimental realizations [73-75] of ${ }^{133} \mathrm{Cs}$ atoms immersed in an ultracold ${ }^{87} \mathrm{Rb}$ gas allow for individual impurities to be controlled and used as nondestructive quantum probes. In order for the interaction to be dispersive, however, in this case the energy difference between the symmetric and antisymmetric states of the dot atom should be much greater than all the other energies so that it remains in just one state during the dynamics.

For such an ultracold atom realization the parameters in Eqs. (4)-(6) can all be controlled using external fields: $k_{z}$ and $\beta$ contain the boson-boson and boson-dot $s$-wave scattering lengths, respectively, and can be controlled via the Feshbach resonance technique [76,77]; $\alpha_{x}$ is the tunneling energy between the two BEC wells and can be controlled by raising or lowering the height of the barrier, e.g., by laser intensity; $\alpha_{z}$ is the energy imbalance between the two wells and can be controlled by providing a tilt between them via external fields
with spatial gradients; $\Delta$ is the energy difference between the first two states of the AQD. An alternative realization, with slightly modified parameter definitions, makes use of internal states (for both the bosons and the AQD) rather than spatial states, although all the atoms should then be tightly trapped so that they occupy a single spatial mode. The tunneling between states in this case must be driven by laser or radio frequency radiation depending on whether the different internal states are different electronic orbitals or hyperfine states.

Yet another way to realize the boson-impurity model is via ions immersed in a BEC. In the experiment discussed in Ref. [65] a single ${ }^{171} \mathrm{Yb}^{+}$ion was trapped inside a ${ }^{87} \mathrm{Rb}$ BEC and the experiment demonstrated independent control of the ion and the BEC. More recent experiments have demonstrated control and transport of a single ${ }^{87} \mathrm{Rb}^{+}[66,67]$ ion impurity immersed in a BEC. In these experiments, the ion is created by ionizing a Rydberg atom, and Rydberg blockade ensures the creation of only a single impurity in the BEC. Furthermore, temperatures where ion-atom collisions are dominated by the $s$-wave channel are being approached [78]. The Hamiltonian $\hat{H}_{B}$ can also be realized using a linear ion trap system using ${ }^{171} \mathrm{Yb}^{+}$with effective magnetic fields generated by stimulated Raman transitions [79].

## III. CORRELATION FUNCTION DYNAMICS: FLOQUET OPERATOR

Our philosophy in this paper is to treat the AQD as a probe of the boson dynamics and hence the operators we use in Eq. (1) are all AQD operators. In fact, for simplicity we use $\hat{\sigma}_{x}$ for both operators $\hat{A}$ and $\hat{B}$ where, of course, we evolve $\hat{A}(t)=\hat{\sigma}_{x}(t)$ as a function of time but keep $\hat{B}(0)=\hat{\sigma}_{x}(0)$ at $t=0$. Furthermore, we assume that at $t=0$ the probe and bosons are uncorrelated so that the initial state of the system is a product state of the form $|\Psi\rangle=|\psi\rangle_{B} \otimes|+\rangle_{d}$ where $|\psi\rangle_{B}$ is the state of the BEC and $|+\rangle_{d}$ is the excited state of the quantum dot (starting the dot in the ground state works as well). This is, therefore, the state we use for evaluating the correlator $\langle\cdots\rangle$. In addition, we make two simplifications to Eqs. (4)-(6): first, since $\left[\hat{H}_{d}, \hat{H}\right]=0$ the AQD Hamiltonian will only produce an overall dynamical phase in our calculations which will not affect the results, so we set $\Delta=0$, and second, without loss of generality we set $\beta=\alpha_{x} / 2$ (we explain this last condition below).

Under these conditions we find that the $n$-fold TTC reduces to a correlation function evaluated purely within the bosonic state,

$$
\begin{equation*}
F_{n}(t)={ }_{B}\langle\psi| \hat{\mathcal{F}}^{n}|\psi\rangle_{B}, \tag{7}
\end{equation*}
$$

where $\hat{\mathcal{F}}^{n}$ is a Floquet operator that repeatedly applies ( $n$ times) the unitary operator

$$
\begin{equation*}
\hat{\mathcal{F}}=e^{-i \hat{H}_{1} t} e^{-i \hat{H}_{2} t} . \tag{8}
\end{equation*}
$$

The derivation of this result is given in Appendix A where it is shown that the two Hamiltonians appearing in $\hat{\mathcal{F}}$ are given by

$$
\begin{gather*}
\hat{H}_{1}=-\hat{H}_{B}=-k_{z} \hat{S}_{z}^{2} /(N+1)+\alpha_{x} \hat{S}_{x}-\alpha_{z} \hat{S}_{z},  \tag{9}\\
\hat{H}_{2}=\left.\hat{H}_{B}\right|_{\alpha_{x}=0}=k_{z} \hat{S}_{z}^{2} /(N+1)+\alpha_{z} \hat{S}_{z} . \tag{10}
\end{gather*}
$$

In line with the reduction of the full state to only the bosonic state in Eq. (7), it is notable that these effective Hamiltonians depend only on the boson operators and are different versions of $\hat{H}_{B}$ given in Eq. (4). Hence, the general TTC has turned into a survival amplitude for the BEC part $|\psi\rangle_{B}$ of the total state after $n$ applications of the operator $\hat{\mathcal{F}}$. The different signs in front of the two Hamiltonians mean that the Floquet operator describes a system being shaken forwards and backwards (with slightly different forwards and backwards evolution) in time where the elapsed time $t=T$ is the length of each part of the shake and the order $n$ of the TTC is the number of cycles.

Our choice of $\beta=\alpha_{x} / 2$ simplifies the Hamiltonian $\hat{H}_{2}$ so that $\hat{S}_{x}$ does not appear, as explained in Appendix A. This tuning is not central to the validity of our results: other choices will simply add a finite hopping term to $\hat{H}_{2}$. However, the vanishing of the $\beta$ term in the other Hamiltonian is a robust feature of having an uncorrelated initial state. This is a special choice, but also a very reasonable one. As long as the initial state is separable, one will always get forward and backward pieces like in Eqs. (9) and (10).

We note in passing that a related issue to the one discussed in this paper is also an important consideration in digital quantum simulation, i.e., the breakup of continuous time evolution into separate steps. This sometimes goes under the name of Trotterization (after Trotter-Suzuki decompositions) and careful control of the errors induced by this process is critical to the accuracy of such simulations. In fact, it has been shown that there is a deep connection to chaos because chaotic systems are intrinsically less stable against such errors than nonchaotic ones [80].

## IV. CLASSICAL CORRELATION FUNCTION DYNAMICS

We begin our analysis of the correlation function dynamics by checking for classical chaos. The classical theory is given by the mean-field approximation and it is known that in this limit the two-mode Bose-Hubbard model, which describes the bosonic part of the system, is equivalent to a nonrigid pendulum which is an integrable system [81]. When coupled to an impurity spin the total system can be mapped in certain regimes onto a double pendulum [50] which is in general chaotic, although in the present dispersive case the second pendulum has a constant angular momentum which keeps the model integrable.

The mean-field versions of our various Hamiltonians are derived in Appendix B. It is shown that the mean-field version $\mathcal{H}$ of the total Hamiltonian $\hat{H}$ is given by

$$
\begin{align*}
\mathcal{H}= & \frac{k_{z}}{4} z^{2}-\frac{\alpha_{x}}{2} \sqrt{1-z^{2}} \cos \phi+\frac{1}{2} \alpha_{z} z-\frac{\Delta}{2 N}\left(1+\frac{y}{2}\right) \\
& +\frac{\beta}{2} \sqrt{1-z^{2}} \cos \phi\left(1+\frac{y}{2}\right) \tag{11}
\end{align*}
$$

which is obtained by replacing the mode operators with complex numbers and taking the thermodynamic limit $\mathcal{H}=$ $\lim _{N \rightarrow \infty} \hat{H} / N$. From there, Hamilton's equations of motion can be used to generate the dynamics. The mean-field limits of $\hat{H}_{1}$ and $\hat{H}_{2}$ are

$$
\begin{gather*}
\mathcal{H}_{1}=-\frac{k_{z}}{4} z^{2}+\frac{\alpha_{x}}{2} \sqrt{1-z^{2}} \cos \phi-\frac{\alpha_{z}}{2} z  \tag{12}\\
\mathcal{H}_{2}=\frac{k_{z}}{4} z^{2}+\frac{\alpha_{z}}{2} z \tag{13}
\end{gather*}
$$



FIG. 2. Classical phase-space portraits of the $n$-fold TTC obtained using the mean-field Hamiltonians $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ given in Eqs. (B12) and (B13), respectively. As explained in the text, the choices we make for the operators and states in the correlation function mean that the probe drops out of the problem and the correlation dynamics is purely for the bosons: $z$ is the number difference and $\phi$ the phase difference between the two bosonic modes. The star in each panel indicates the starting point. Time evolution proceeds with repetitive application of each Hamiltonian and since $\hat{H}_{2}$ is diagonal in the $\hat{S}_{z}$ basis, then in $z$ coordinates $\mathcal{H}_{2}$ will evolve the classical trajectory in a straight horizontal line to another constant energy contour of $\mathcal{H}_{1}$. The left column shows classical trajectories with $\alpha_{x} T=1$ (weakly chaotic) while the right column shows $\alpha_{x} T=5$ (strongly chaotic). (a, b) Initial state has all spins pointing along $S_{z}$ axis. (c, d) Initial state has all spins pointing along the $S_{x}$ axis. Panel (c) has such little variation from the initial state that it must be shown in an inset. (e, f) Randomly selected initial classical vector with no special symmetry. For all panels, $k_{z}=3 \alpha_{x}, \alpha_{z}=0.01 \alpha_{x}$, and $n=50$.

The dynamics are produced by using Hamilton's equations of motion for $\mathcal{H}_{2}$ for a period of time $T$; then we switch to Hamilton's equations for $\mathcal{H}_{1}$ for the same period of time and repeat this intertwining process for $n$ cycles.

In Fig. 2 we plot the phase-space dynamics of the BEC mean-field variables

$$
\begin{equation*}
z=\left(n_{L}-n_{R}\right) / N, \quad \phi=\phi_{L}-\phi_{R} \tag{14}
\end{equation*}
$$

which are the scaled number difference and phase difference between the left and right wells, respectively. Each row has a different initial condition represented by a black star. At short times (left column) the dynamics only accesses limited regions of phase space, especially if the system is initialized near the stable fixed point at $\phi=z=0$. However, at


FIG. 3. The Lyapunov exponent, $\lambda_{L}$, as a function of the classical kick period $\alpha_{x} T$ for dynamics produced by the repeated application of the mean-field Hamiltonians in Eqs. (9) and (10). At short times, $\lambda_{L} \approx 0$, suggesting the system is regular while for longer times a clear nonzero Lyapunov exponent develops, suggesting chaotic dynamics. Each data point is the maximum $\lambda_{L}$ which is then averaged over 1500 random initial states in phase space. Here, $\alpha_{z}=0.01 \alpha_{x}$ and $k_{z}=3 \alpha_{x}$ while the Hamiltonians $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ are cycled $n=20$ times. These results can be contrasted with those shown in Fig. 6 in Appendix B where it is shown that the true (continuous) dynamics of the full Hamiltonian has $\lambda_{L}=0$.
longer times (right column) the dynamics becomes ergodic and independent of the initial conditions which is a hallmark of classical chaos. In fact, Fig. 2 shows how ergodicity is established despite the two parts of the time evolution being separately integrable: the $\mathcal{H}_{2}$ trajectories conserve $z$, so they travel only along the $\phi$ direction, essentially providing a pathway to different energy contours of $\mathcal{H}_{1}$, along which the orbit proceeds.

To quantify the chaotic dynamics we numerically compute the Lyapunov exponent $\lambda_{L}$ and the results are plotted in Fig. 3 as a function of $\alpha_{x} T$. Each data point is obtained from a phase-space average taken with respect to many random initial states. When $\lambda_{L}>0$ the trajectories are exponentially separating in time and hence we have chaos. As expected from Fig. 2, for relatively short periods $\left(\alpha_{x} T \lesssim 1\right)$ the trajectories tend to stay in a small subregion of phase space leading to $\lambda_{L} \approx 0$. As the shake period is increased $\left(\alpha_{x} T \gtrsim 1\right)$ the Lyapunov exponent becomes nonzero and the correlator dynamics becomes chaotic. For a comparison with the actual model see Fig. 6 in Appendix B, where a plot of $\lambda_{L}$ versus $k_{z}$ shows that $\lambda_{L}=0$, demonstrating that $\mathcal{H}$ is regular. These results give us the first hint that the dynamics of the general TTC function can be chaotic even for a nonchaotic system.

## V. QUANTUM CORRELATION FUNCTION DYNAMICS

We now turn to the fully quantum problem to look for evidence of so-called quantum chaos in the correlator dynamics. To this end we first examine the spectral statistics of the Floquet operator and compare to RMT and, second, we calculate the survival probability.

## A. Eigenphases and spacings of the Floquet operator

We first consider the Floquet operator $\hat{\mathcal{F}}$ in Eq. (8). Recently it was shown that in a quantum stadium billiard model (which has a classical limit which is chaotic) the spectral statistics of the operator $\hat{\Lambda}(t)=\ln \left(-\left[\hat{x}(t), \hat{p}_{x}(0)\right]^{2}\right) /(2 t)$, which contains an out-of-time-ordered commutator, aligns well with the predictions from RMT [30]. Similar results were found when analyzing the spectral statistics of a Floquet operator for a shaken system when its corresponding classical system is chaotic [80]. We will follow this route here and analyze the spectrum of $\hat{\mathcal{F}}$. This is a unitary operator, but rather than work with its complex eigenvalues $e^{i \theta_{j}}$, we instead examine the statistical properties of its eigenphases $\theta_{j}$.

First, we note that the eigenphases are time dependent in a nontrivial way which can be seen by writing $\hat{\mathcal{F}}$ in terms of a single effective Hamiltonian $\hat{\mathcal{F}}=e^{-i H_{\text {eff }} t}=e^{-i H_{1} t} e^{-i H_{2} t}$. Using the Baker-Campbell-Hausdorff formula,

$$
\begin{equation*}
e^{\hat{X}} e^{\hat{Y}}=\exp \left(\hat{X}+\hat{Y}+\frac{1}{2}[\hat{X}, \hat{Y}]+\cdots\right) \tag{15}
\end{equation*}
$$

we find that $\hat{H}_{\text {eff }}$ for our system can be written at short times as

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}(t)=\hat{H}_{1}+\hat{H}_{2}-\frac{i t}{2}\left[\hat{H}_{1}, \hat{H}_{2}\right]+O\left(t^{2}\right) \tag{16}
\end{equation*}
$$

At each moment in time the effective Hamiltonian yields a set of instantaneous eigenstates $\left\{\left|v_{i}(t)\right\rangle\right\}$ such that $\hat{H}_{\text {eff }}(t)\left|v_{i}(t)\right\rangle=$ $\epsilon_{i}(t)\left|v_{i}(t)\right\rangle$ where $\left\{\epsilon_{i}(t)\right\}$ is the set of instantaneous eigenenergies. From Eq. (16), we can see at early times the dynamics is simply due to $\exp \left[-i\left(\hat{H}_{1}+\hat{H}_{2}\right) t\right]$; however, as $t$ increases, more terms contribute to $\hat{H}_{\text {eff }}$ and the dynamics of the eigenenergies becomes complicated. Since $\epsilon_{i} t=\theta_{i}(\bmod 2 \pi)$, we expect the eigenphases to inherit this complicated behavior and this can indeed be seen in Fig. 4(a) where they are plotted as a function of time. At early times the magnitude of the eigenphases increases linearly until at around $\alpha_{x} t \approx 0.4$ they begin to wind around the interval $[-\pi, \pi)$ at which point tiny avoided crossings form (they are at first too small to see at the scale of the figure; however, when zoomed in incredibly narrow avoided crossings become visible). At around $\alpha_{x} t \approx 1.3$ the avoided crossings begin to widen and at late times the eigenphases are well separated and display the equivalent of level repulsion found in time-independent chaotic systems.

Rather than examine the full statistical distribution of the eigenphases, we instead calculate the average spacing ratio [82],

$$
\begin{equation*}
r_{n}=\frac{\min \left(\delta_{n}, \delta_{n+1}\right)}{\max \left(\delta_{n}, \delta_{n+1}\right)}, \quad r=\frac{1}{\mathcal{D}} \sum_{n=1}^{\mathcal{D}} r_{n} \tag{17}
\end{equation*}
$$

where $\delta_{n}=\theta_{n+1}-\theta_{n}$ is the difference between adjacent eigenphases and $\mathcal{D}=N+1$ is the size of the BEC Hilbert space. The spacing ratio takes on distinct values depending on which RMT ensemble the eigenphases follow, if they follow any at all. For our case, having $\alpha_{z} \neq 0$ destroys the parity symmetry of the system, leaving only time-reversal symmetry. We therefore expect that $r$ should obey the circular orthogonal example (COE) result of $r_{\text {COE }}=4-2 \sqrt{3} \approx 0.536$. Figure 4(b) shows clearly that $r$ does indeed oscillate around the COE result provided we consider longer times $\alpha_{x} t>2.0$. In fact, comparing Figs. 4(a) and 4(b), we see that the dip in $r$ in the


FIG. 4. (a) Eigenphases $\theta_{i}$ of the Floquet operator $\hat{\mathcal{F}}$ as a function of time for $N=16$. At early times the eigenphases evolve regularly, but as time goes on they begin to wind around the interval $[-\pi, \pi)$ and avoided crossings form. These are initially tiny but gradually widen and result in the familiar level repulsion seen in chaotic systems. (b) Average eigenphase spacing ratio $r$ as a function of time for $N=100$. At later times $r$ oscillates around the RMT prediction of $r_{\text {COE }}$, shown as a horizontal cyan line, coinciding with the occurrence of level repulsion in (a). The other parameters for both images are $k_{z}=3 \alpha_{x}$ and $\alpha_{z}=0.01 \alpha_{x}$.
range $0.4 \leqslant \alpha_{x} t \leqslant 1.3$ corresponds to the range of times when the eigenphases first begin to wind around the full interval $[-\pi, \pi)$ and form small avoided crossings. The time at which the dip occurs and how low it is are nonuniversal features that depend on the parameters of the system. For $\alpha_{x} t>1.3$ the avoided crossings of the eigenphases begin to widen and eventually show the chaotic result of level repulsion quantified by $r \approx r_{\text {COE }}$.

## B. Survival probability

Returning to Eq. (7), we focus our attention back on $F_{n}(t)$. More precisely, we study its squared absolute value which corresponds to the return probability $P_{n}(t)=\left|F_{n}(t)\right|^{2}$. Furthermore, based on the results of the last section we expect the clearest evidence of chaos to come from the long-time average of $P_{n}(t)$. We start by inserting the resolution of identity, $\mathbb{1}=\sum_{i}\left|v_{i}\right\rangle\left\langle v_{i}\right|$ (expressed in terms of the eigenvectors of
$\left.\hat{H}_{\text {eff }}\right)$, into $P_{n}(t)$. This gives

$$
\begin{align*}
P_{n}(t) & \left.=\left|\sum_{i=1}^{\mathcal{D}}\langle\psi| \hat{\mathcal{F}}^{n}\right| v_{i}\right\rangle\left.\left\langle v_{i} \mid \psi\right\rangle\right|^{2} \\
& =\sum_{i, j}^{\mathcal{D}} e^{i n\left(\epsilon_{i}-\epsilon_{j}\right) t}\left|\left\langle v_{i} \mid \psi\right\rangle\right|^{2}\left|\left\langle v_{j} \mid \psi\right\rangle\right|^{2} \tag{18}
\end{align*}
$$

Here, and from now on, we suppress the subscript " $B$ " on $|\psi\rangle_{B}$. Since the eigenstates and eigenenergies of $H_{\text {eff }}$ are complicated functions of time, even the qualitative behavior of the long-time average of Eq. (18) is not immediately clear. For large enough TTC order $n$, the phase factor will oscillate rapidly, making all terms where $\epsilon_{i} \neq \epsilon_{j}$ approximately equal to zero (the "diagonal approximation"). This condition is satisfied naturally in the chaotic regime due to level repulsion of the eigenenergies. The level repulsion of the corresponding eigenphases is shown in Fig. 4, so we should expect the same for the eigenenergies resulting in no degeneracies in the spectrum. Thus, when $n$ is large enough, the long-time average of $P_{n}(t), P=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} P_{n}(t) d t$, can be written as

$$
\begin{equation*}
P \approx \sum_{i, j}^{\mathcal{D}} \delta_{i, j}\left|\left\langle v_{i} \mid \psi\right\rangle\right|^{2}\left|\left\langle\psi \mid v_{j}\right\rangle\right|^{2}=I\{|\psi\rangle\} \tag{19}
\end{equation*}
$$

Thus, the survival probability becomes equal to the inverse participation ratio (I) of the state $|\psi\rangle$ over the basis states of $\hat{H}_{\text {eff }}$ (or $\hat{\mathcal{F}}$ ) where the participation ratio $(R)$ is defined as

$$
\begin{equation*}
R\{|\psi\rangle\} \equiv \frac{1}{\sum_{a}^{\mathcal{D}}\left|\left\langle v_{a} \mid \psi\right\rangle\right|^{4}} \tag{20}
\end{equation*}
$$

and is used to quantify how spread a state of interest $|\psi\rangle$ is over a reference basis $\left\{\left|v_{a}\right\rangle\right\}$. What remains to be done is to explore the effect of different BEC states $|\psi\rangle$ in which the correlation function is evaluated, and we will see that this choice can affect the outcome of $P$.

A generic state $|\psi\rangle$ (e.g., one taken at random, absent any special symmetry) has complex coefficients in the basis of $\hat{S}_{z}$ (i.e., the set of Fock states $\{|m\rangle\}$ where the eigenvalues $\{m\}$ are half the boson number difference between the two sites) and is best modeled by a circular unitary ensemble (CUE), whose states are uniformly distributed on the unit sphere in $\mathbb{C}^{\mathcal{D}}$. If, however, we select a single eigenstate $|m\rangle$ of the $\hat{S}_{z}$ operator for our TTC, there is a shift instead to COE statistics due to the fact that these are eigenstates of $\hat{H}_{2}$, ultimately changing the symmetry of $\hat{\mathcal{F}}$. This can be seen explicitly from the TTC, using Eq. (7):

$$
\begin{align*}
F_{n}(t) & =\langle m|\left(e^{-i \hat{H}_{1} t} e^{-i \hat{H}_{2} t}\right)^{n}|m\rangle \\
& =e^{-i \phi(m) t}\langle m| \underbrace{\left(e^{-i \hat{H}_{1} t} e^{-i \hat{H}_{2} t}\right)^{n-1} e^{-i \hat{H}_{1} t}}_{\hat{U}_{t}}|m\rangle \tag{21}
\end{align*}
$$

where the phase $\phi(m)=k_{z} m^{2} /(N+1)+\alpha_{z} m$ can be neglected because we are interested in the survival probability $P_{n}(t)=\left|F_{n}(t)\right|^{2}$. The evolution operator $\hat{U}_{t}$ in Eq. (21) is related to the Floquet operator by

$$
\begin{equation*}
\hat{U}_{t}=\hat{\mathcal{F}}^{n} e^{i \hat{H}_{2} t} \tag{22}
\end{equation*}
$$

and has the additional symmetry $\hat{U}_{t}=\hat{U}_{t}^{T}$, meaning its eigenstates have real components. Therefore, when considering the $\hat{S}_{z}$ eigenstates as our basis, the time-dependent eigenstates of $\hat{U}_{t}$ are not taken from matrices in the CUE (since those states have complex components) and instead are best modeled by random matrices in the COE, for which the states are distributed uniformly on the unit sphere in $\mathbb{R}^{\mathcal{D}}$.

There exist signatures of chaos in both the survival probability of a single state, $P_{n}$, and for ensembles of states. For the purposes of this article, we will focus on general features of the survival probability and so we will average over an entire basis; however, a more in-depth discussion of individual survival probabilities can be found in Appendix C. Performing the average over a basis $\left\{\left|\psi_{i}\right\rangle\right\}$, we can write the sum over individual $I\left\{\left|\psi_{i}\right\rangle\right\}$ as

$$
\begin{equation*}
I=\sum_{i} I\left\{\left|\psi_{i}\right\rangle\right\}=\sum_{i, j}\left|\left\langle v_{j} \mid \psi_{i}\right\rangle\right|^{4}=\bar{P} \tag{23}
\end{equation*}
$$

where the bar over $P$ signals the average over the entire basis. If we use a random basis or the basis states of the $\hat{S}_{x}$ operator [80], we expect the average $I$ to take on the CUE prediction,

$$
\begin{equation*}
I_{\mathrm{CUE}}=\frac{2 \mathcal{D}}{\mathcal{D}+1} \tag{24}
\end{equation*}
$$

where in the thermodynamic limit, $N \rightarrow \infty$, and hence $I_{\text {CUE }} \rightarrow 2$. Meanwhile, if we use the basis of $\hat{S}_{z}$ eigenstates, we expect the average $I$ to take on the COE prediction,

$$
\begin{equation*}
I_{\mathrm{COE}}=\frac{3 \mathcal{D}}{\mathcal{D}+2} \tag{25}
\end{equation*}
$$

for which $I_{\mathrm{COE}} \rightarrow 3$ as $N \rightarrow \infty$.
Following Schiulaz et al. [83], we can also calculate the Thouless time $t_{\mathrm{Th}}$ for a fully connected model like ours in the COE and CUE ensembles. $t_{\text {Th }}$ describes the time at which the wave function first extends over the entire manybody Hilbert space, and is thus the time at which universal RMT predictions begin to govern the dynamics. For spatially extended systems, $t_{\mathrm{Th}}$ generally depends on the system size [83,84]; however, for a fully connected model and $N \gg 1$,

$$
\begin{align*}
t_{\mathrm{Th}}^{\mathrm{CUE}} & =\left(\frac{3}{2 \pi}\right)^{\frac{1}{4}}  \tag{26}\\
t_{\mathrm{Th}}^{\mathrm{COE}} & =\left(\frac{3}{\pi}\right)^{\frac{1}{4}} \tag{27}
\end{align*}
$$

where these times are expressed in units of $\alpha_{x}^{-1}$.
In Fig. 5(a) we plot numerical evaluations of $P_{n}(t)$ averaged over the $\hat{S}_{x}$ basis. Since at short times $H_{\text {eff }} \approx \hat{S}_{x}$, the survival probability is briefly constant and subsequently drops off to fluctuate near its relaxation value. The red dashed line is the long-time average and takes the value $\bar{P}_{x} \approx 2.105$, an approximately $7 \%$ error from its expected value of $\left.I_{\text {CUE }}\right|_{N=60} \approx$ 1.968, shown as a solid cyan line. Although the survival probability has large-amplitude oscillations, the long-time average agrees well with the RMT prediction in Eq. (24). It is not required that we average over any particular basis in order to agree with the prediction in Eq. (24), only that the basis does not introduce any special symmetries to $F_{n}(t)$.


FIG. 5. The survival probability averaged over bases as a function of time. (a) Averaged over the $\hat{S}_{x}$ basis. The long-time average $\bar{P}_{x} \approx 2.106$ is shown as a red dashed line, while the predicted $I_{\text {CUE }} \approx 1.968$ is shown as a solid cyan line. (b) Averaged over a randomly selected basis. Here, the long-time average is $\bar{P}_{\mathrm{R}} \approx 1.971$. (c) Averaged over the $\hat{S}_{z}$ basis. Here, $\bar{P}_{z} \approx 3.242$ and $I_{\mathrm{COE}} \approx 2.905$ are shown as red dashed lines and cyan solid lines, respectively. Insets are identical, but plotted on a log-log scale, highlighting the transition from regular to chaotic dynamics. The Thouless time $t_{\mathrm{Th}}$ is shown in every panel as a vertical dotted line. The parameter values in all images are $k_{z}=3 \alpha_{x}, \alpha_{z}=0.01 \alpha_{x}, N=60$, and $n=50$.

As a demonstration, Fig. 5(b) shows the survival probability averaged over a randomly generated complex orthonormal
basis (via a QR decomposition of a randomly populated complex matrix), which we denote $\bar{P}_{\mathrm{R}}(t)$. The long-time average in the random basis is $\bar{P}_{\mathrm{R}} \approx 1.969$, and agrees extremely well (within $<0.1 \%$ ) with $\left.I_{\text {CUE }}\right|_{N=60}$. Finally, Fig. 5(c) shows $P_{n}(t)$ averaged over the $\hat{S}_{z}$ basis. The long-time average is $\bar{P}_{z} \approx 3.229$, again shown as a red dashed line, and has an approximately $11 \%$ deviation from $\left.I_{\text {COE }}\right|_{N=60} \approx 2.905$. In each image, the TTC order is $n=40$ and the system size is $N=60$.

Taken together, the plots shown in Fig. 5 (see especially the $\log -\log$ plots in the insets) indicate that the effective dynamics of the $n$-fold TTC are regular at short times, then undergo a transition period until approximately $t_{\mathrm{Th}}$, shown in all panels as a vertical dashed line according to Eqs. (26) and (27), after which the survival probability settles down, or at least oscillates about a universal value given by its RMT prediction in the respective ensemble. In general, we expect the agreement between the numerical result and the theoretical predictions given in Eqs. (24) and (25) to improve for higher TTC order $n$ and correspondingly longer time averages.

## VI. SUMMARY AND CONCLUSION

In this paper, we have given a proof of concept that conventional signals of chaotic behavior, including level statistics, classical Lyapunov exponents, and RMT predictions, can arise from generalized $n$-fold TTCs even when starting from a nonchaotic Hamiltonian. This is significant because TTCs, and more specifically OTOCs (the $n=2$ case), are commonly used as diagnostic tools for what is often called quantum chaos. Higher-order TTCs have been the focus of some previous studies [4-8], including as an improvement of the standard four-point OTOC as a diagnostic of chaos, and so the emergence of signatures of chaos as a result of the form of the TTC is therefore of interest.

In our case we chose a rather simple system consisting of a bosonic Josephson junction coupled dispersively to an AQD or impurity spin. This has the benefit of being integrable and thus all the signals of chaos we find are genuinely in the TTC, not the original dynamics. Importantly, both the parameters $\alpha_{x}$ and $\alpha_{z}$ must be nonzero in the system we are considering so that there are noncommuting pieces in the Hamiltonian. In particular, $\alpha_{x}=0$ would allow the vanishing of the commutator $\left[\hat{H}_{1}, \hat{H}_{2}\right]=0$, resulting in trivial dynamics, while $\alpha_{z}$ is
necessary to destroy the parity symmetry and thereby allow the eigenstates of $\hat{\mathcal{F}}$ and $\hat{U}_{t}$ to be modeled by the appropriate ensembles in RMT. However, the simplicity of our system also means that even the effectively shaken $n$-fold TTC is only weakly chaotic and thus our survival probabilities do not rapidly converge to the RMT values (for our parameters the deviation can be as large as $11 \%$ ). However, we also saw evidence that the bases of $\hat{S}_{x}$ and $\hat{S}_{z}$ remain in some sense special (being the eigenstates of the two pieces of the Hamiltonian), whereas when a truly random basis was chosen we obtained excellent agreement with deviation of less than $0.1 \%$.

There remain signatures of chaos which we have not addressed here. For example, we have not attempted to identify a quantum Lyapunov exponent [one typically uses $F_{2}(t)$ and finds that $F_{2}(t) \approx a-c e^{\lambda t}$, where $c$ is some constant]. Rather, in Sec. IV we have merely looked directly at the classical Lyapunov exponent obtained from the mean-field equations of motion for the $n$-fold TTC. Furthermore, for a chaotic system obeying the RMT predictions outlined in this paper, it is expected that there exists a "correlation hole" (a signature of correlations in level statistics) in the survival probability with a minimum at $t_{\mathrm{Th}}$ [83,85-88], which proceeds to ramp towards the saturation value. We have not identified a correlation hole in the TTCs studied here, likely because the transition from a regular to chaotic system occurs explicitly in time, so level correlations will not be detectable prior to $t_{\mathrm{Th}}$.
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## APPENDIX A: TTC CALCULATION

We consider the two-time correlator,

$$
\begin{equation*}
F_{n}(t)=\left\langle[\hat{A}(t) \hat{B}(0)]^{n}\right\rangle \tag{A1}
\end{equation*}
$$

where $\hat{A}(t)=e^{i \hat{A t}} \hat{A} e^{-i H t}$ and assume that $\hat{A}$ and $\hat{B}$ initially commute. Selecting $\hat{A}=\hat{B}=\hat{\sigma}_{x}$, that is, the hopping operator on the Hilbert space of the quantum dot,

$$
\begin{align*}
F_{n}(t)= & \left\langle\left\{\exp \left[i\left(\frac{k_{z}}{N+1} \hat{S}_{z}^{2}-\alpha_{x} \hat{S}_{x}+\alpha_{z} \hat{S}_{z}-\frac{\Delta}{2}\left(\mathbb{1}+\hat{\sigma}_{z}\right)+\beta \hat{S}_{x}\left(\mathbb{1}+\hat{\sigma}_{z}\right)\right) t\right]\right.\right. \\
& \left.\left.\times \hat{\sigma}_{x} \exp \left[-i\left(\frac{k_{z}}{N+1} \hat{S}_{z}^{2}-\alpha_{x} \hat{S}_{x}+\alpha_{z} \hat{S}_{z}-\frac{\Delta}{2}\left(\mathbb{1}+\hat{\sigma}_{z}\right)+\beta \hat{S}_{x}\left(\mathbb{1}+\hat{\sigma}_{z}\right)\right) t\right] \hat{\sigma}_{x}\right\}^{n}\right\rangle  \tag{A2}\\
= & \left\langle\left\{\exp \left[i\left(\frac{k_{z}}{N+1} \hat{S}_{z}^{2}-\alpha_{x} \hat{S}_{x}+\alpha_{z} \hat{S}_{z}-\frac{\Delta}{2}\left(\mathbb{1}+\hat{\sigma}_{z}\right)+\beta \hat{S}_{x}\left(\mathbb{1}+\hat{\sigma}_{z}\right)\right) t\right]\right.\right. \\
& \left.\left.\times \exp \left[-i\left(\frac{k_{z}}{N+1} \hat{S}_{z}^{2}-\alpha_{x} \hat{S}_{x}+\alpha_{z} \hat{S}_{z}-\frac{\Delta}{2}\left(\mathbb{1}-\hat{\sigma}_{z}\right)+\beta \hat{S}_{x}\left(\mathbb{1}-\hat{\sigma}_{z}\right)\right) t\right]\right\}^{n}\right\rangle \tag{A3}
\end{align*}
$$

where we have made use of the fact that for some function of the Pauli spin matrices $f\left(\hat{\sigma}_{x}, \hat{\sigma}_{y}, \hat{\sigma}_{z}\right), \hat{\sigma}_{x} f\left(\hat{\sigma}_{x}, \hat{\sigma}_{y}, \hat{\sigma}_{z}\right) \hat{\sigma}_{x}=$ $f\left(\hat{\sigma}_{x},-\hat{\sigma}_{y},-\hat{\sigma}_{z}\right)$.

For the expectation value we assume a product state $|\psi\rangle_{B} \otimes|+\rangle_{d}$, where $|\psi\rangle_{B}$ is a general state of the BEC and
 $\hat{\sigma}_{z}$ ) factors in Eq. (A3) act as projectors onto the excited and ground AQD states, respectively. In particular, the operator $\left(\mathbb{1}-\hat{\sigma}_{z}\right)$ appearing in the right-hand exponential acts as twice the identity operator on the ket $|+\rangle_{d}$ and thus $|+\rangle_{d}$ passes through this exponential replacing all the ( $\mathbb{1}-\hat{\sigma}_{z}$ ) factors by the number 2 . Meanwhile, the other exponential contains $\left(\mathbb{1}+\hat{\sigma}_{z}\right)$ which annihilates $|+\rangle_{d}$ and so expanding out the exponential in a Taylor series we find all the AQD operators vanish and we can resum the exponential with only the boson operators. As a result we find the surprising result that the correlation function becomes completely independent of the $A Q D$ and we are left with

$$
\begin{equation*}
F_{n}(t)=\left\langle\left\{e^{i\left(\frac{k_{z}}{N+1} \hat{S}_{z}^{2}-\alpha_{x} \hat{S}_{x}+\alpha_{z} \hat{S}_{z}\right) t} e^{-i\left(\frac{k_{z}}{N+1} \hat{S}_{z}^{2}-\alpha_{x} \hat{S}_{x}+\alpha_{z} \hat{S}_{z}-\Delta+2 \beta \hat{S}_{x}\right) t}\right\}^{n}\right\rangle_{B} \tag{A4}
\end{equation*}
$$

The $\Delta$ term results in a global phase which we can choose to set to zero, and we are free to select $\beta$ as we wish; we choose $\beta=\alpha_{x} / 2$ to remove all $\hat{S}_{x}$ terms in $\hat{H}_{2}$ as described in the main text, so that we finally achieve

$$
\begin{align*}
F_{n}(t)= & \left\langle\left\{\exp \left[i\left(\frac{k_{z}}{N+1} \hat{S}_{z}^{2}-\alpha_{x} \hat{S}_{x}+\alpha_{z} \hat{S}_{z}\right) t\right]\right.\right. \\
& \left.\left.\times \exp \left[-i\left(\frac{k_{z}}{N+1} \hat{S}_{z}^{2}+\alpha_{z} \hat{S}_{z}\right) t\right]\right\}^{n}\right\rangle_{B}  \tag{A5}\\
\equiv & \left\langle\hat{\mathcal{F}}^{n}\right\rangle_{B}=\left\langle\left[e^{-i \hat{H}_{1} t} e^{-i \hat{H}_{2} t}\right]^{n}\right\rangle_{B} \tag{A6}
\end{align*}
$$

## APPENDIX B: MEAN-FIELD HAMILTONIAN AND EQUATIONS OF MOTION

In order to write down the mean-field approximation to the quantum Hamiltonians given in Eqs. (3), (9), and (10), we first write the spin operators in terms of their corresponding Schwinger representations,

$$
\begin{align*}
& \hat{S}_{z}=\left(\hat{b}_{L}^{\dagger} \hat{b}_{L}-\hat{b}_{R}^{\dagger} \hat{b}_{R}\right) / 2,  \tag{B1}\\
& \hat{S}_{x}=\left(\hat{b}_{R}^{\dagger} \hat{b}_{L}+\hat{b}_{R}^{\dagger} \hat{b}_{R}\right) / 2 \tag{B2}
\end{align*}
$$

where $\hat{b}_{L / R}^{(\dagger)}$ annihilates (creates) a boson in the left or right well. The quantum dot operators can be similarly written, using $\hat{d}_{u / d}^{(\dagger)}$ :

$$
\begin{equation*}
\hat{\sigma}_{z}=\left(\hat{d}_{u}^{\dagger} \hat{d}_{u}-\hat{d}_{d}^{\dagger} \hat{d}_{d}\right) / 2 \tag{B3}
\end{equation*}
$$

Next, we assume that in the classical limit $N \rightarrow \infty$, we can replace the boson operators by complex numbers $\hat{b}_{i} \rightarrow \sqrt{n_{i}} e^{i \phi_{i}}$. We can also make a similar replacement for the dot $\hat{d}_{i} \rightarrow$ $\sqrt{n_{i}} e^{i \varphi_{i}}$ (the "mean-field" theory is in fact exact for the dot, since any state on the Bloch sphere is uniquely characterized by two angles), and then defining $n_{L}=N-n_{R}, \phi=\phi_{L}-\phi_{R}$, $z=\left(n_{L}-n_{R}\right) / N$, and $y=n_{u}-n_{d}$ we have the substitution
rules,

$$
\begin{gather*}
\hat{S}_{x} \rightarrow \sqrt{n_{L} n_{R}} \cos \left(\phi_{L}-\phi_{R}\right)=\frac{N}{2} \sqrt{1-z^{2}} \cos \phi  \tag{B4}\\
\hat{S}_{z} \rightarrow \frac{1}{2}\left(n_{L}-n_{R}\right)=\frac{N z}{2}  \tag{B5}\\
\hat{\sigma}_{z} \rightarrow \frac{1}{2}\left(n_{u}-n_{d}\right)=\frac{y}{2} \tag{B6}
\end{gather*}
$$

Hence, the mean-field Hamiltonian $\left(\mathcal{H}=\lim _{N \rightarrow \infty} \hat{H} / N\right)$ is [also in the main text as Eq. (11)]

$$
\begin{align*}
\mathcal{H}= & \frac{k_{z}}{4} z^{2}-\frac{\alpha_{x}}{2} \sqrt{1-z^{2}} \cos \phi+\frac{1}{2} \alpha_{z} z-\frac{\Delta}{2 N}\left(1+\frac{y}{2}\right) \\
& +\frac{\beta}{2} \sqrt{1-z^{2}} \cos \phi\left(1+\frac{y}{2}\right) \tag{B7}
\end{align*}
$$

where all energies on the right-hand side are measured in terms of $\alpha_{x}$. Hamilton's equations give

$$
\begin{align*}
& \dot{z}=-\frac{\partial \mathcal{H}}{\partial \phi}=-\frac{\alpha_{x}}{2} \sqrt{1-z^{2}} \sin \phi \\
&+\frac{\beta}{2} \sqrt{1-z^{2}} \sin \phi\left(1+\frac{y}{2}\right),  \tag{B8}\\
& \dot{\phi}= \frac{\partial \mathcal{H}}{\partial z}=\frac{k_{z}}{2} z+\frac{\alpha_{z}}{2}+\frac{\alpha_{x} z \cos \phi}{2 \sqrt{1-z^{2}}} \\
&-\frac{\beta z \cos \phi}{2 \sqrt{1-z^{2}}}\left(1+\frac{y}{2}\right)  \tag{B9}\\
& \dot{y}=-\frac{\partial \mathcal{H}}{\partial \varphi}=0,  \tag{B10}\\
& \dot{\varphi}= \frac{\partial \mathcal{H}}{\partial y}=\frac{\beta}{4} \sqrt{1-z^{2}} \cos \phi-\frac{\Delta}{4 N} . \tag{B11}
\end{align*}
$$

Likewise, the mean-field approximations for $\hat{H}_{1}$ and $\hat{H}_{2}$ are [also in the main text as Eqs. (12) and (13), respectively]

$$
\begin{gather*}
\mathcal{H}_{1}=-\frac{k_{z}}{4} z^{2}+\frac{\alpha_{x}}{2} \sqrt{1-z^{2}} \cos \phi-\frac{\alpha_{z}}{2} z  \tag{B12}\\
\mathcal{H}_{2}=\frac{k_{z}}{4} z^{2}+\frac{\alpha_{z}}{2} z \tag{B13}
\end{gather*}
$$

The classical trajectories for $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ are similarly calculated using Hamilton's equations; however, the set of conjugate variables $\{y, \varphi\}$ is no longer present:

$$
\begin{gather*}
\dot{z}_{1}=-\frac{\alpha_{x}}{2} \sqrt{1-z^{2}} \sin \phi  \tag{B14}\\
\dot{\phi}_{1}=-\frac{k_{z} z}{2}-\frac{\alpha_{z}}{2}-\frac{\alpha_{x} z \cos \phi}{2 \sqrt{1-z^{2}}},  \tag{B15}\\
\dot{z}_{2}=0  \tag{B16}\\
\dot{\phi}_{2}=\frac{k_{z} z}{2}+\frac{\alpha_{z}}{2} \tag{B17}
\end{gather*}
$$

The dynamics are governed by repeatedly alternating between $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ for a time $\alpha_{x} T$.

In Fig. 3 of the main text, we show the effects of tuning the time at which the TTC is measured on the Lyapunov exponent for the classical Hamiltonians (B12) and (B13). Alternatively, in Fig. 6, we demonstrate the presence of a positive classical Lyapunov exponent for the system alternating between $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ as a function of the bosonic interaction energy.


FIG. 6. The Lyapunov exponent, $\lambda_{L}$, as a function of $k_{z}$ for dynamics produced by the mean-field version of Eq. (3) (blue squares) and the mean-field versions of Eqs. (9) and (10) (red dots). We can see for $\mathcal{H}, \lambda_{L} \approx 0$, suggesting the system is regular while for the combination of $\mathcal{H}_{1}$ and $\mathcal{H}_{2}, \lambda_{L}>0$, suggesting chaotic dynamics. Each data point is the maximum $\lambda_{L}$ averaged over 1500 random initial states in phase space. For both sets of data $\alpha_{z}=0.01 \alpha_{x}$ and for the red data the dynamics is cycled through $\mathcal{H}_{1}$ and $\mathcal{H}_{2} n=20$ times.

The original Hamiltonian has no appreciable Lyapunov exponent while the shaken system rapidly develops exponential separation of trajectories after $k_{z} / \alpha_{x}>0.5$. The distance $d$ between trajectories $\left\{z_{n}, \phi_{n}\right\}$ and $\left\{z_{m}, \phi_{m}\right\}$ in the BEC coordinates corresponds to a great-circle distance on the Bloch sphere,

$$
\begin{equation*}
d=\cos ^{-1}\left[z_{n} z_{m}+\sqrt{\left(1-z_{n}^{2}\right)\left(1-z_{m}^{2}\right)} \cos \left(\phi_{n}-\phi_{m}\right)\right] \tag{B18}
\end{equation*}
$$

which can be used to calculate $\lambda_{L}$.

## APPENDIX C: INDIVIDUAL SURVIVAL PROBABILITY

In Sec. V B of the main text we concerned ourselves mainly with the general features of the survival probability without specifically selecting states. The qualitative nature of $P_{n}(t)$ broadly follows $\bar{P}_{n}(t)$ (the average), although it is more sensitive due to the lack of averaging over initial states. The saturation values when not averaged over the bases are then

$$
\begin{align*}
& P^{\mathrm{CUE}}=\frac{2}{\mathcal{D}+1}  \tag{C1}\\
& P^{\mathrm{COE}}=\frac{3}{\mathcal{D}+2} \tag{C2}
\end{align*}
$$

In Fig. 7, we show the survival probability $P_{n}(t)$ for three different states using $n=50$ and $N=200$ at $k_{z}=3 \alpha_{x}$ and $\alpha_{z}=0.01 \alpha_{x}$. Figure 7(a) shows the survival probability for $|\psi\rangle=|N / 2\rangle_{x}=e^{-i \hat{S}_{y} \pi / 2}|N / 2\rangle$, which is the ground state of the $\hat{S}_{x}$ operator and also a coherent state. Much like the average, the survival probability is roughly constant for short times, then drops off, saturating at approximately $8.521 \times$ $10^{-3}$, which is within $14 \%$ of the CUE value of $9.901 \times 10^{-3}$. For Fig. 7(b), we chose an initial state which is Gaussian (but


FIG. 7. Survival probability $P_{n}(t)$ for two different choices of $|\psi\rangle$ (a) using $|\psi\rangle=|N / 2\rangle_{x}=e^{-i \hat{S}_{y} \pi / 2}|N / 2\rangle$, (b) using the Gaussian state given in Eq. (C3), and (c) using $|\psi\rangle=|N / 2\rangle$. $t_{\mathrm{Th}}$ is shown as a vertical dotted line, the long-time average of the data is given as a horizontal solid cyan line, and the corresponding RMT prediction is given by a dashed red line. The parameter values in each image are $k_{z}=3 \alpha_{x}, \alpha_{z}=0.01 \alpha_{x}, N=200$, and $n=50$.
not a coherent state) in the $\hat{S}_{z}$ basis,

$$
\begin{equation*}
|\psi\rangle=\frac{1}{(2 \pi N)^{1 / 4}} \sum_{m=-N / 2}^{N / 2} e^{-\frac{m^{2}}{4 N}}|m\rangle . \tag{C3}
\end{equation*}
$$

This broader state has excellent agreement with the CUE value at approximately $9.757 \times 10^{-3}$, within $1.5 \%$. Finally, in Fig. 7(c), we instead choose a member of the $\hat{S}_{z}$ basis, $|\psi\rangle=$ $|N / 2\rangle$. The return probability of this state demonstrates sharp peaks reminiscent of dynamical phase transitions (DPTs) and subsequently saturates at $16.605 \times 10^{-3}$, approximately $12 \%$ higher than $P^{\mathrm{COE}}$.

Comparing the actual saturation values with those predicted in Eqs. (C1) and (C2), we find that the relative errors can be fairly large, on the order of $10-15 \%$. However, the errors on individual states can be extremely sensitive to parameter shifts. For example, a change to $k_{z}=8 \alpha_{x}$ (deeper into the "chaotic" region, extrapolated from Fig. 6) can reduce the
error from the coherent state $\left(|\psi\rangle=|N / 2\rangle_{x}\right)$ to approximately $9.393 \times 10^{-3}$, which is $5.1 \%$ error from the $P^{\mathrm{COE}}$ value.

The return probability can occasionally reach extremely small orders of magnitude, especially for larger $N$, at which machine-precision exact diagonalization becomes insufficient to properly resolve $P_{n}(t)$. This effect occurs in the regular regions prior to $t_{\mathrm{Th}}$ in Fig. 7(c), where DPT-like sharp valleys can only be resolved with precision on the order of 80 decimal places (increasing with $N$ ). The extreme sensitivity of numerical noise in the Loschmidt echo in similar systems has been identified in Ref. [89]. The region which requires high sensitivity to properly resolve the dynamics is, however, not our primary concern since it is not the chaotic region.
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This paper consists of a large-scale program seeking to unify the dynamics of nonequilibrium systems using the mathematics of catastrophe theory. We begin with an introduction to caustics appearing in optical systems, and proceed to review the formation of fold and cusp catastrophes in (1+1)-dimensional Fock space plus time for the two-mode Bose-Hubbard model. Next, we extend the available parameter space, and hence potential caustic dimension, by considering the three-mode Bose-Hubbard model, giving a $(2+1)$-dimensional Fock space plus time. In the higher-dimensional space, the set available caustics is greatly increased. We first identify the presence of hyperbolic and elliptic umbilic caustics following a quench.

Next, we perform analytics on a simplified 'kicked' system in order to gain some insight into catastrophe organization. The result is a diffraction integral which shows that caustics in this model are organized by an eight-dimensional corank- 2 catastrophe known as $X_{9}$. This catastrophe lies beyond Thom's original elementary list, and is the first to have a geometric parameter called a 'modulus'. We compare this integral form of the wavefunction against both classical trajectories and the fully second-quantized dynamics. By tuning parameters in the three-mode model, we demonstrate how special (hyperbolic and circular) unfoldings of $X_{9}$ appear in the dynamics according
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#### Abstract

We describe a new class of nonequilibrium quantum many-body phenomena in the form of networks of caustics that dominate the many-body wavefunction in the semiclassical regime following a sudden quench. It includes the light cone-like propagation of correlations as a particular case. Caustics are singularities formed by the birth and death of waves and form a hierarchy of universal patterns whose natural mathematical description is via catastrophe theory. Examples in classical waves range from rainbows and gravitational lensing in optics to tidal bores and rogue waves in hydrodynamics. Quantum many-body caustics are discretized by second-quantization ("quantum catastrophes") and live in Fock space which can potentially have many dimensions. We illustrate these ideas using the Bose Hubbard dimer and trimer models which are simple enough that the caustic structure can be elucidated from first principles and yet run the full range from integrable to nonintegrable dynamics. The dimer gives rise to discretized versions of fold and cusp catastrophes whereas the trimer allows for higher catastrophes including the codimension-3 hyperbolic and elliptic umbilics which are organized by, and projections of, an 8 -dimensional corank- 2 catastrophe known as $X_{9}$. These results describe a hitherto unrecognized form of universality in quantum dynamics organized by singularities that manifest as strong fluctuations in mode population probabilities.


## I. INTRODUCTION

Despite playing a fundamental role in many-body dynamics, the first observations of light cone-like spreading of correlations were only made recently using ultracold atomic gases in optical lattices [1-3] and trapped ions $[4,5]$. These systems offer long relaxation times, the ability to vary external potentials and interparticle interactions, and spatially resolved imaging at the level of single sites/ions. The experiments proceed by creating a highly nonequilibrium state through a sudden quench, e.g. by rapidly changing the lattice depth, and then monitoring the time evolution of site occupations. This success has been followed-up with observations of the many-body localization transition [6-9] to a non-thermalizing dynamical phase of matter $[10,11]$ related to localization in Fock space [12]. Another highly controllable system which allows individual site addressing and imaging is provided by arrays of Rydberg atoms; starting from high-energy states experiments have revealed the surprising existence of long-lived periodic revivals [13-15], dubbed 'quantum many-body scars' [16-21]. These discoveries have foundational implications for our understanding of how isolated quantum systems reach thermal equilibrium [2225] and whether nonequilibrium dynamics can display universality akin to that seen at equilibrium phase transitions [26-30]. There are also technological implications because quantum information processors are themselves out-of-equilibrium many-particle systems [31].

In this paper we introduce the idea of quantum manybody caustics. Like the above-mentioned phenomena, caustics occur in out-of-equilibrium quantum many-body wavefunctions but unlike scars, which arise from individual eigenstates, these come from the interference of multiple eigenstates. Caustics are the result of wave bifurcations, which are violent events where waves are born
or die. This results in a locally large amplitude that diverges in the classical (mean-field) limit and caustics can thus dominate wavefields. Remarkably, certain shapes of caustic are structurally stable against perturbations and hence occur generically. These form a hierarchy described by catastrophe theory [32-34]. They also obey scaling laws in which each member of the hierarchy has its own set of scaling exponents comprised of Arnold and Berry indices [35]. This universality, like that in equilibrium phase transitions, ultimately derives from the presence of singularities. In previous work we have considered caustics in integrable systems such as the Bose-Hubbard (BH) dimer (bosonic Josephson junction) [36-38] and the transverse field Ising model with infinite-range [39] and short-range [40] interactions, respectively. In particular, the latter paper showed that light-cone wave fronts on a spin chain are in fact caustics arising from the coalescence of two waves (fold catastrophe). This allowed us to predict new properties of cones including a nontrivial scaling with respect to the spin coupling strength and the existence of a hierarchy of new structures such as double cones when the spin-spin coupling symmetry is broken, e.g. in the anisotropic XY model where three waves coalesce (cusp catastrophe).

The present work has two goals: firstly to explore higher catastrophes beyond the fold and cusp in Fock space, and secondly to see if caustics occur in nonintegrable systems and hence are a generic feature of manybody wavefunctions. For this purpose we choose the BH trimer which is simple enough to permit exact numerical solutions for moderate particle numbers, and even analytic calculations in the case of a $\delta$-kicked Hamiltonian, such that the caustics can be easily identified, and yet is nonintegrable (classically chaotic) with direct connections to current experiments in optical lattices and spin-1 Bose-Einstein condensates (BECs) [41]. The power of the
catastrophe theory approach, which derives from its origins in topology, lies in its ability to make robust qualitative predictions for the hierarchy of allowed caustics and their morphologies. In this paper we verify these mathematically rigorous predictions with detailed numerical and analytical calculations.

Some images of caustics are shown in Fig. 1. They were made by shining laser pointers through water droplets and photographing the resulting pattern on a screen. These striking morphologies occur without special tuning: they are structurally stable and hence occur in 'typical' or generic situations [42, 43]. For example, an isolated point focus arising from a perfect lens is not structurally stable in two or more dimensions and instead evolves into an extended caustic in the presence of aberrations. Note that higher catastrophes contain the lower ones. Indeed, the structurally stable catastrophe in 2 D is the cusp and in both panels (a) and (b) we can see, respectively, one and three cusp shapes embedded in these slices through what are actually patterns in 3D space. The wave catastrophe dressing the cusp is known as the Pearcey function [44], and is defined through a so-called 'diffraction integral' (which can be viewed as an elementary form of path integral, see Eq. 18]) [45]. The threefold forked pattern panel (c) of Fig. 1 corresponds to a section of the elliptic umbilic catastrophe which can be described by a pair of separable Airy functions [42]. Zooming out to larger scales the fringes bunch up so that the caustics appear as singular intersecting lines with diverging intensity, but at the wavelength scale we see that they are softened by interference. At the finest scales (not shown) the interference pattern contains a network of vortices [35] that we predict are also present in light cones and many-body caustics more generally.

Everyday optical examples of caustics include rainbows, bright lines on the bottom of swimming pools, and twinkling starlight [46]. Less everyday examples include Cherenkov radiation [47, 48] and gravitational lensing [49]. As understood by Kelvin [50], caustics appear in hydrodynamics as ship wakes, tsunamis [51, 52], and tidal bores [53], and have been identified as one of the causes of freak waves and extreme events [54-58]. This has inspired recent studies comparing freak waves in linear and nonlinear optical systems [59-67]. Cosmology is another field where caustics appear because smooth distributions of matter evolving under gravity will generically develop caustics (singularities in the density distribution) and this has been proposed as an explanation for the large scale structure of the universe [68, 69].

Caustics also occur in quantum waves. Historically, rainbows have been studied in nuclear scattering [70], and more recently have been observed in electron microscopy [71], atom optics [72-75], and in the experiment described in reference [76] a cusp caustic was recorded in the time-dependent atom density distribution of a dilute BEC moving in a 1D optical lattice. In these examples the matter waves are adequately described by the singleparticle Schrödinger wave equation, but caustics are not


FIG. 1. Real optical caustics made by shining a laser pointer through a water droplet of radius $\sim 1 \mathrm{~mm}$ and photographed on a screen at a distance of several meters. The droplet has a triangular perimeter imposed by placing it in a triangle cut out of tape stuck on a microscope slide. This mimics the triangular Fock space found in the BH trimer model and leads to the same families of caustics. Panel (a): Hyperbolic umbilic, Panel (b): Elliptic umbilic, Panel (c): Elliptic umbilic near its most singular point. What we see in these photos are slices through three dimensional catastrophes that also contain lower catastrophes: the hyperbolic umbilic contains a single cusp (which is the only structurally stable catastrophe in 2D and is dressed by the Pearcey function wave catastrophe) and the elliptic umbilic contains three cusps. Taking a 1D slice across a cusp gives the simplest catastrophe of all, the fold catastrophe (whose wave pattern is the Airy function), and in fact folds and cusps are the basic elements in 'light cones' in Ising and XY models, see Fig. 2 in reference [40]. These images and the methods used to make them were inspired by the experiments reported in reference [42]. The different colors arise from using three different color lasers.
limited to this scenario and also arise in solutions of the Gross-Pitaevskii equation (nonlinear Schrödinger equation) which can equally describe self-interacting BECs [77] and nonlinear optics in a fibre [59]. Nevertheless, these cases still correspond mathematically to the "classical" wave scenario, i.e. an actual or effective singleparticle wave, whether linear or nonlinear. The manybody caustics we study in this paper are a new kind of object: they live in Fock space which is fundamentally discrete. This second quantization is crucial for regulating the singularities present in the classical (mean-field) limit [36], and thus they are in the same spirit as quantized phase singularities in quantum optics [78, 79].

The BH dimer and trimer models we focus on here give rise to dynamical caustics that live in (1+1)- and (2+1)dimensional spaces: 1- and 2-dimensional Fock space plus time, respectively (assuming total number conservation). Catastrophe theory predicts, and we shall indeed find, that the dimer displays discretized fold and cusp catastrophes which are the simplest two in Thom's hierarchy, while the trimer hosts the codimension-3 catastrophes: the hyperbolic elliptic and umbilic catastrophes. Our results are the first steps in elaborating the hierarchy of many-body caustics and, by fully incorporating quantum fluctuations, they go beyond previous applications of catastrophe theory to many particle systems such as equilibrium thermodynamic [80, 81] and quantum [82-85] phase transitions in the Lipkin-Meshkov-Glick and Dicke models, which were limited to mean-field theory.

The plan for the rest of this paper is as follows: in Section II we present the BH dimer and trimer models and in Section III explain the relevant parts of catastrophe theory, including the associated interference patterns. In Sections IV and V we present a gallery of images of caustics in the dimer and trimer found using exact numerical solutions of the quantum equations of motion. However, although we can numerically compute the wavefunction for $N \sim 150$ particles, we are unable to obtain analytic mappings onto the canonical catastrophe wavefunctions for the trimer because it is non-integrable. In order to provide some analytic examples, in Section VI we instead study $\delta$-kicked dynamics where the interactions are flashed on and off such that the mapping can be achieved analytically (interactions can be engineered in cold atom experiments using Feshbach resonances, see e.g. [86]). In Section VII we go beyond the quantum phase model (rigid pendulum model), which assumes all three modes are significantly occupied, and find corrections that break circular symmetry in Fock space in favor of triangular symmetry and identify the particular subfamily of the $X_{9}$ catastrophe at work. In order to do this we introduce a path integral representation for the wavefunction. In Section VIII we compare repulsive and attractive interactions and discuss the crucial role interactions play in the formation of caustics in BH dynamics. Finally, in Section IX we give our conclusions. There are also three appendices which contain details of some of the calculations, including a derivation of the path integral.

As the caustics described in this paper live in Fock space, their main experimental signature would be singularity dominated fluctuations in mode populations, e.g. populations of sites in an optical lattice or populations of spin states in a spinor gas. Experimental considerations are discussed mainly in Sections II and IX.

## II. TWO- AND THREE-MODE BOSE-HUBBARD MODELS: EXPERIMENT AND THEORY

We choose the BH model to illustrate the basic ideas of many-body caustics because it is a key model in statistical physics $[87,88]$ that describes interacting bosons hopping on a lattice, and has been realized in celebrated experiments using ultracold atoms [89, 90]. Due to the ability of these experiments to create sudden quenches, the dynamical states of the BH model have received ongoing theoretical [24, 91-105] and experimental [1, 2, 106-113] attention including: studies of the timescales for manybody quantum revivals and the establishment of coherence, light-cone-like propagation of correlations, effective Hamiltonians in periodically driven "Floquet" systems, and relaxation to equilibrium, to name just a few. The BH dimer and trimer models are particular cases that consider two and three lattice sites (modes), respectively. The dimer describes bosonic Josephson junctions [114-121] that have been realized experimentally with BECs trapped in double-well potentials [122-127], and also with spinor BECs exhibiting the internal version of the Josephson effect [128]. Additionally, the same Hamiltonian describes trapped ions with two internal states and long-range interactions $[4,5,129,130]$.

The BH trimer model describes BECs in triple-well potentials as well as spin-1 BECs [131-133] where the atoms share a common external state (as in a tight trap). Spin-1 BECs have been realized in experiments on ${ }^{23} \mathrm{Na}$ [41, 134-136] and ${ }^{87} \mathrm{Rb}$ [137-142] where the three internal states are provided by the Zeeman sublevels of the $\mathrm{F}=1$ hyperfine manifold. Due to conservation of the angular momentum during collisions, these models do not naturally realize the full trimer model, but this can enforced by applying an integrability breaking RF field that drives transitions between the $|m\rangle$ and $|m \pm 1\rangle$ states [41, 143]. Like the dimer, these systems can display macroscopic quantum self-trapping [144-146]. However, unlike the dimer the trimer is nonintegrable and its classical dynamics exhibits chaos [143, 144, 147-151, 222] giving behaviour qualitatively closer to the many-site model. The trimer also accomodates next-to-nearest-neighbor interactions which are important when the atoms have dipoledipole interactions [152-155].

## A. Two-Mode Equations of Motion

We first consider the BH dimer, which will form up to $(1+1)$-dimensional caustics in the dynamics $[36,37]$. The Hamiltonian is $[156,157]$

$$
\begin{equation*}
\hat{H}^{\text {dimer }}=-J\left(\hat{a}_{l}^{\dagger} \hat{a}_{r}+\hat{a}_{r}^{\dagger} \hat{a}_{l}\right)+U\left(\hat{a}_{l}^{\dagger} \hat{a}_{l}-\hat{a}_{r}^{\dagger} \hat{a}_{r}\right)^{2} \tag{1}
\end{equation*}
$$

where $\hat{a}_{l / r}^{(\dagger)}$ annihilates (creates) a particle in the left/right well, $J$ is the hopping energy and $U$ is the on-site interaction energy between particles. The operators obey the usual bosonic commutation relations $\left[\hat{a}_{i}, \hat{a}_{j}^{\dagger}\right]=\delta_{i j}$, where $i$ and $j$ correspond to either $l$ or $r$.

In this paper we study caustics that form in Fock space. The Fock states $|n\rangle$ are eigenstates of the half-numberdifference operator $\hat{n} \equiv\left(\hat{a}_{l}^{\dagger} \hat{a}_{l}-\hat{a}_{r}^{\dagger} \hat{a}_{r}\right) / 2$. A general quantum state can be expanded as

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{n} c_{n}(t)|n\rangle \tag{2}
\end{equation*}
$$

Inserting Eq. (2) into the time-dependent Schrödinger equation, $\mathrm{i} \hbar \partial_{t}|\Psi(t)\rangle=\hat{H}|\Psi(t)\rangle$, we obtain a set of $N+1$ coupled differential equations for the Fock-space amplitudes $c_{n}(t)$ which we refer to as the generalized RamanNath (RN) equations (a similar set of differential difference equations were derived by Raman and Nath in the context of dynamical diffraction [158-160]),

$$
\begin{align*}
\mathrm{i} \hbar \dot{c}_{n}(t)= & 4 U n^{2} c_{n}(t)-J c_{n-1}(t) \sqrt{\frac{N^{2}}{4}+\frac{N}{2}-n^{2}+n} \\
& -J c_{n+1}(t) \sqrt{\frac{N^{2}}{4}+\frac{N}{2}-n^{2}-n} \tag{3}
\end{align*}
$$

where the dot represents a time derivative.
The mean-field limit is given by the Heisenberg substitution rules, replacing operators with complex amplitudes [148, 161]

$$
\begin{equation*}
\hat{a}_{r / l} \rightarrow \sqrt{N_{r / l}} \mathrm{e}^{\mathrm{i} \theta_{r / l}} \tag{4}
\end{equation*}
$$

and leads to the Hamiltonian

$$
\begin{equation*}
H_{\mathrm{MF}}^{\mathrm{dimer}}=4 U n^{2}-J \sqrt{N^{2}-4 n^{2}} \cos \phi \tag{5}
\end{equation*}
$$

where $\phi=\theta_{r}-\theta_{l}$ is the phase difference between the two modes and is the conjugate variable to $n$. $H_{\mathrm{MF}}^{\text {dimer }}$ describes a classical nonrigid pendulum where $n$ is angular momentum and $\phi$ angular position. The variable length of the nonrigid pendulum is accounted for by the square root factor [115]. In fact, because they have simultaneously well-defined position and momentum as a function of time, the mean-field solutions are analogous to geometric rays. Hamilton's equations of motion give Josephson's equations for two coupled superfluids [162]

$$
\begin{align*}
& \dot{n}=-\frac{1}{\hbar} \frac{\partial}{\partial \phi} H_{\mathrm{MF}}^{\text {dimer }}=-\frac{J}{\hbar} \sqrt{N^{2}-4 n^{2}} \sin \phi  \tag{6}\\
& \dot{\phi}=\frac{1}{\hbar} \frac{\partial}{\partial n} H_{\mathrm{MF}}^{\text {dimer }}=8 \frac{U}{\hbar} n+\frac{J}{\hbar} \frac{8 n}{\sqrt{N^{2}-4 n^{2}}} \cos \phi . \tag{7}
\end{align*}
$$

Attempts to semiclassically quantize the mean-field problem are complicated by the appearance of both number and phase variables in the potential energy term, meaning that the Hamiltonian is not separated into the sum of a 'kinetic' term proportional to $n^{2}$ and a 'potential' term $V(\phi)$, but can be pushed through with some care $[119,163]$. However, providing the population difference is always small in comparison to the total particle number $(n \ll N)$ the square root term in $H_{\mathrm{MF}}^{\text {dimer }}$ can be set to unity reducing it to that of a standard rigid pendulum. This is the relevant Hamiltonian in atomic BECs in optical lattices when there are many atoms per site [164169], and also in superconducting Josephson junctions where it is known as the quantum phase model (QPM) [170, 171]. In this paper we shall sometimes make use of the QPM for simplicity but will also consider corrections to it (we will see in Section VII that this can make a difference to the caustics that occur).

## B. Three-mode Equations of Motion

The Hamiltonian for the BH trimer can be written as

$$
\begin{align*}
\hat{H}= & -K_{L}\left(\hat{a}_{1}^{\dagger} \hat{a}_{2}+\hat{a}_{2}^{\dagger} \hat{a}_{1}\right)-K_{R}\left(\hat{a}_{2}^{\dagger} \hat{a}_{3}+\hat{a}_{3}^{\dagger} \hat{a}_{2}\right)  \tag{8}\\
& -K_{X}\left(\hat{a}_{3}^{\dagger} \hat{a}_{1}+\hat{a}_{1}^{\dagger} \hat{a}_{3}\right)+\frac{U}{2} \sum_{i=1}^{3} \hat{n}_{i}\left(\hat{n}_{i}-1\right)+\sum_{i=1}^{3} \epsilon_{i} \hat{n}_{i}
\end{align*}
$$

The parameters $K_{L}, K_{R}, K_{X}$ correspond to the hopping energies between wells 1 and 2,2 and 3 , and 1 and 3 , respectively. The $\epsilon_{i}$ allow for different well depths.

In its linear configuration $\left(K_{X}=0\right)$, the BH trimer system has been used as a spatial model for rapid adiabatic passage by controlling the well depths $\epsilon_{i}(t)$ as functions of time [172-177]. Indeed, adding a magneticallyinduced tilt to the lattice allows additional rich behaviour including control of correlations [186, 187]. The linear configuration has also been studied from the point of view of an ultracold atom transistor-like device [178-181]. In its fully-connected triangular configuration $\left(K_{X} \neq 0\right)$, the trimer system provides a minimal model for superfluid circuits and discrete vortices [182-185]. Both chain and triangle have been discussed in the context of quantum steering [188-191]. To the best of our knowledge the BH trimer has not been studied experimentally using triple-well BECs, although detailed proposals with tuneable hopping and interaction parameters via Feshbach resonances exist [192]. As mentioned above, spin-1 BECs provide another physical system where the three mode BH model can provide the natural theoretical description [143].

When $U=0$, the mean-field BH trimer model exhibits regular dynamics, while for nonzero interactions it exhibits chaos indicating nonintegrability. Close to the ground state chaotic trajectories are mixed with islands of regular dynamics [144, 161]. Energy level statistics in the quantum version tell a similar story: in general they obey neither the Poisson nor Wigner distributions but
are better described by a Berry-Robnic distribution [193] which is a signature of a classical limit containing both regular and chaotic dynamics [194]. The significance of this for the results we present below is that we find caustics in a nonintegrable model even though caustics are usually associated with integrable behavior [195]. We therefore conjecture that the caustics are at least stable against weak integrability breaking terms as described by the famous Kolmogorov-Arnold-Moser theorem [196].

The quantum many-body state can be expanded as

$$
\begin{align*}
|\Psi(t)\rangle & =\sum_{n_{1} n_{2} n_{3}} M_{n_{1} n_{2} n_{3}}(t)\left|n_{1}, n_{2}, n_{3}\right\rangle  \tag{9}\\
& =\sum_{n_{1} n_{X}} M_{\delta n_{2} n_{X}}(t)\left|\delta n_{2}, n_{X}\right\rangle \tag{10}
\end{align*}
$$

where we have introduced new Fock space coordinates $\delta n_{2} \equiv n_{2}-N / 3$ and $n_{X} \equiv n_{1}-n_{3}$, and have assumed the total particle number is conserved so that one of the sums is eliminated (the variables $\delta n_{2}$ and $n_{X}$ are similar to those used by Arwas et al [182]). The allowed Fock space is then triangular in shape and the schematic in Fig. 2 depicts a small region of it. Since each Fock state is coupled to six others by all the possible hopping terms, Fock space can be tiled by a hexagonal pattern as shown.

Inserting Eq. (10) into Schrödinger's equation gives the following generalized Raman-Nath equations for the Fock space amplitudes $M_{i j}(t)$ (we have put all $\epsilon_{i}=0$ )

$$
\begin{align*}
& \mathrm{i} \hbar \dot{M}_{\delta n_{2}, n_{X}}(t)= \\
& \quad-\frac{K_{L}}{\sqrt{2}} \sqrt{\left(\frac{N}{3}+\delta n_{2}+1\right)\left(\frac{2 N}{3}-\delta n_{2}+n_{X}\right)} M_{\delta n_{2}+1, n_{X}-1} \\
& \quad-\frac{K_{L}}{\sqrt{2}} \sqrt{\left(\frac{N}{3}+\delta n_{2}\right)\left(\frac{2 N}{3}-\delta n_{2}+n_{X}+2\right)} M_{\delta n_{2}-1, n_{X}+1} \\
& \quad-\frac{K_{R}}{\sqrt{2}} \sqrt{\left(\frac{N}{3}+\delta n_{2}\right)\left(\frac{2 N}{3}-\delta n_{2}-n_{X}+2\right)} M_{\delta n_{2}-1, n_{X}-1} \\
& \quad-\frac{K_{R}}{\sqrt{2}} \sqrt{\left(\frac{N}{3}+\delta n_{2}+1\right)\left(\frac{2 N}{3}-\delta n_{2}-n_{X}\right)} M_{\delta n_{2}+1, n_{X}+1} \\
& \quad-\frac{K_{X}}{2} \sqrt{\left(\frac{2 N}{3}-\delta n_{2}+n_{X}+2\right)\left(\frac{2 N}{3}-\delta n_{2}-n_{X}\right)} M_{\delta n_{2}, n_{X}+2} \\
& \quad-\frac{K_{X}}{2} \sqrt{\left(\frac{2 N}{3}-\delta n_{2}-n_{X}+2\right)\left(\frac{2 N}{3}-\delta n_{2}+n_{X}\right)} M_{n_{2}, n_{X}-2} \\
& \quad+\frac{U}{4}\left[3 \delta n_{2}^{2}+n_{X}^{2}\right] M_{\delta n_{2}, n_{X}} . \tag{11}
\end{align*}
$$

The mean-field approximation is obtained as above by replacing operators with complex amplitudes, $\hat{a}_{i} \rightarrow$ $\sqrt{n_{i}} \mathrm{e}^{\mathrm{i} \phi_{i}}$. The resulting Hamiltonian is,

$$
\begin{align*}
H_{\mathrm{MF}}= & -2 K_{L} \sqrt{n_{1} n_{2}} \cos \left(\varphi_{2}-\varphi_{1}\right) \\
& -2 K_{R} \sqrt{n_{2} n_{3}} \cos \left(\varphi_{3}-\varphi_{2}\right)  \tag{12}\\
& -2 K_{X} \sqrt{n_{3} n_{1}} \cos \left(\varphi_{1}-\varphi_{3}\right) \\
& +\frac{U}{2} \sum_{i=1}^{3} n_{i}\left(n_{i}-1\right)+\sum_{i=1}^{3} \epsilon_{i} n_{i} .
\end{align*}
$$

Like in the quantum case, we can change our coordinates to $\delta n_{2}$ and $n_{X}$ and eliminate the third member due to


FIG. 2. A small region of Fock space for the BH trimer. It can be tiled by hexagonal cells in the coordinates $\left\{\delta n_{2}, n_{X}\right\}$ we use throughout this paper. Hopping terms shift $\delta n_{2}$ by only 1 unit, while $n_{X} \equiv n_{1}-n_{3}$ can change by 1 or 2 units.
number conservation. However, in the mean-field problem we also require the phase variables conjugate to the number variables and these are $\phi_{X} \equiv \frac{1}{2}\left(\varphi_{1}-\varphi_{3}\right)$ and $\phi_{C} \equiv \frac{1}{2}\left(2 \varphi_{2}-\varphi_{1}-\varphi_{3}\right)$, respectively. The third phase variable $\Theta \equiv \varphi_{1}+\varphi_{2}+\varphi_{3}$ is irrelevant to the mean-field dynamics studied here, and in the quantum wavefunction becomes a global phase. The resulting mean-field equations of motion in these variables come out to be:

$$
\begin{align*}
\dot{n}_{X}= & -K_{L} \sqrt{2\left(\frac{N}{3}+\delta n_{2}\right)\left(\frac{2 N}{3}-\delta n_{2}+n_{X}\right)} \sin \left(\phi_{X}-\phi_{C}\right) \\
& -K_{R} \sqrt{2\left(\frac{N}{3}+\delta n_{2}\right)\left(\frac{2 N}{3}-\delta n_{2}-n_{X}\right)} \sin \left(\phi_{X}+\phi_{C}\right) \\
& -2 K_{X} \sqrt{\left(\frac{2 N}{3}-\delta n_{2}\right)^{2}-n_{X}^{2}} \cos \left(2 \phi_{X}\right)  \tag{13}\\
\dot{\delta n_{2}}= & K_{L} \sqrt{2\left(\frac{N}{3}+\delta n_{2}\right)\left(\frac{2 N}{3}-\delta n_{2}+n_{X}\right)} \sin \left(\phi_{X}-\phi_{C}\right) \\
& -K_{R} \sqrt{2\left(\frac{N}{3}+\delta n_{2}\right)\left(\frac{2 N}{3}-\delta n_{2}-n_{X}\right)} \sin \left(\phi_{X}+\phi_{C}\right) \\
\dot{\phi}_{X}= & \frac{U}{2} n_{X}-K_{L} \frac{\left(\frac{N}{3}+\delta n_{2}\right) \cos \left(\phi_{X}-\phi_{C}\right)}{\sqrt{2\left(\frac{N}{3}+\delta n_{2}\right)\left(\frac{2 N}{3}-\delta n_{2}+n_{X}\right)}}  \tag{14}\\
& +K_{R} \frac{\left(\frac{N}{3}+\delta n_{2}\right) \cos \left(\phi_{X}+\phi_{C}\right)}{\sqrt{2\left(\frac{N}{3}+\delta n_{2}\right)\left(\frac{2 N}{3}-\delta n_{2}-n_{X}\right)}} \\
& +K_{X} \frac{n_{X} \cos \left(2 \phi_{X}\right)}{\sqrt{\left(\frac{2 N}{3}-\delta n_{2}\right)^{2}-n_{X}^{2}}}  \tag{15}\\
\dot{\phi}_{C}= & \frac{3 U}{2} \delta n_{2}-K_{L} \frac{\left(\frac{N}{3}-2 \delta n_{2}+n_{X}\right) \cos \left(\phi_{X}-\phi_{C}\right)}{\sqrt{2\left(\frac{N}{3}+\delta n_{2}\right)\left(\frac{2 N}{3}-\delta n_{2}+n_{X}\right)}} \\
& -K_{R} \frac{\left(\frac{N}{3}-2 \delta n_{2}-n_{X}\right) \cos \left(\phi_{X}+\phi_{C}\right)}{\sqrt{2\left(\frac{N}{3}+\delta n_{2}\right)\left(\frac{2 N}{3}-\delta n_{2}-n_{X}\right)}} \\
& +K_{X} \frac{\left(\frac{2 N}{3}-\delta n_{2}\right) \cos \left(2 \phi_{X}\right)}{\sqrt{\left(\frac{2 N}{3}-\delta n_{2}\right)^{2}-n_{X}^{2}}} . \tag{16}
\end{align*}
$$

While the dimer case gave mean-field equations describing a non-rigid pendulum, the trimer case can be interpreted as describing three coupled anharmonic oscillators

| Catastrophe | Symbol | $n$ | $Q$ | $\Phi_{Q}(\mathbf{s} ; \mathbf{C})$ |
| :---: | :---: | :---: | :---: | :---: |
| Fold | $A_{2}$ | 1 | 1 | $s^{3}+C s$ |
| Cusp | $A_{3}$ | 1 | 2 | $s^{4}+C_{2} s^{2}+C_{1} s$ |
| Swallowtail | $A_{4}$ | 1 | 3 | $s^{5}+C_{3} s^{3}+C_{2} s^{2}+C_{1} s$ |
| Butterfly | $A_{5}$ | 1 | 4 | $s^{6}+C_{4} s^{4}+C_{3} s^{3}+C_{2} s^{2}+C_{1} s$ |
| Hyperbolic <br> Umbilic | $D_{4}^{+}$ | 2 | 3 | $s_{1}^{3}+s_{2}^{3}+C_{3} s_{1} s_{2}+C_{2} s_{2}+C_{1} s_{1}$ |
| Elliptic <br> Umbilic | $D_{4}^{-}$ | 2 | 3 | $3 s_{1}^{2} s_{2}-s_{2}^{3}+C_{3}\left(s_{1}^{2}+s_{2}^{2}\right)$ <br> $+C_{2} s_{2}+C_{1} s_{1}$ |
| Parabolic <br> Umbilic | $D_{5}$ | 2 | 4 | $s_{2}^{4}+s_{1}^{2} s_{2}+C_{4} s_{2}^{2}+C_{3} s_{1}^{2}$ <br> $+C_{2} s_{2}+C_{1} s_{1}$ |

TABLE I. Thom's seven elementary catastrophes, their symbols, and generating functions $\Phi_{Q}(\mathbf{s} ; \mathbf{C})$, organized by corank $n$, and codimension $Q$ [43].
[161]. Eqns. (13)-(16) must in general be solved numerically, but a problem can potentially arise for trajectories that touch the boundaries of Fock space where the square root factors in the denominators vanish. Physically, the boundaries correspond to situations where one of the modes is empty. We find empirically that this becomes less of a problem as $N$ is increased and almost never occurs in the semiclassical regime we consider in this paper where $N \sim 150$ because trajectories spend most of their time in the central region of Fock space.

## III. WAVE CATASTROPHES

Catastrophe theory describes the structurally stable singularities of gradient maps. This applies to problems posed in terms of a minimum principle, e.g. principle of stationary action. The seven elementary catastrophes introduced by René Thom [32] are listed in Table I, and some examples of higher catastrophes are listed in Table II. They are organized by corank (number of "state" variables $\mathbf{S}=\left\{s_{1}, s_{2}, \ldots\right\}$ that label paths) and codimension (number of control parameters $\mathbf{C}=\left\{C_{1}, C_{2}, \ldots\right\}$ which in our case is the dimension of Fock space plus time and any other parameters in the Hamiltonian). The key objects are the generating functions $\Phi_{Q}(\mathbf{s} ; \mathbf{C})$, and in physical applications they give the local action close to the caustic. Stationary points $\partial_{s} \Phi_{Q}=0$ specify classical paths or rays, which are the mean-field solutions. Caustics occur where the action is stationary to higher order, i.e. $\partial_{s}^{2} \Phi_{Q}=0$ (in two or more dimensions this condition becomes the vanishing of the Hessian matrix), and thus are regions where classical paths either coalesce or are born (bifurcations). The main point is that this can only happen in certain ways if the bifurcation is to be structurally stable against perturbations.

For example, in the case of light-like cones the action is $\Phi(k ; x, t)=k x-\epsilon_{k} t / \hbar$, where $\epsilon_{k}$ is the dispersion relation for quasiparticles of wavenumber $k$ [40]. The Lieb-Robinson bound, which gives the maximum speed
$\left.\begin{array}{|c|c|c|}\hline \text { Symbol } & n & \Phi_{Q}(\mathbf{s} ; \mathbf{C}) \\ \hline A_{Q+1} & 1 & s^{Q+2}+\sum_{i=1}^{Q-1} C_{i} s^{i} \\ \hline D_{Q+1}^{ \pm} & 2 & s_{1}^{Q} \pm s_{1} s_{2}^{2}+C_{Q+1} s_{2}^{2}+\sum_{i=2}^{Q-1} C_{i} s_{1}^{i}+C_{1} s_{2} \\ \hline E_{6} & 2 & s_{1}^{3}+s_{2}^{4}+C_{5} s_{1} s_{2}^{2}+C_{4} s_{2}^{2}+C_{3} s_{1} s_{2}+C_{2} s_{2}+C_{1} s_{1} \\ \hline E_{7} & 2 & s_{1}^{3}+s_{1} s_{2}^{3}+C_{6} s_{2}^{4}+C_{5} s_{2}^{3}+C_{4} s_{2}^{2} \\ +C_{3} s_{1} s_{2}+C_{2} s_{1}+C_{1} s_{2}\end{array}\right]$

TABLE II. Catastrophe organization beyond Thom's seven elementary list [49], with general control space dimension $Q$. Many of the higher catastrophes do not have names, and are referenced by their group-theoretic symbol, yet are often split into cuspoids $A_{Q+1}$, and umbilics $\left\{D_{Q+1}, E_{Q+1}, X_{9}\right\}$.
of quasiparticles and hence defines the cone is [197, 198]

$$
\begin{equation*}
v_{\mathrm{LR}}=\max _{k}\left|\frac{\mathrm{~d} \epsilon_{k}}{\mathrm{~d} k}\right| \tag{17}
\end{equation*}
$$

which is exactly equivalent to the two conditions $\partial_{s} \Phi_{Q}=$ 0 and $\partial_{s}^{2} \Phi_{Q}=0$ defining caustics.

Each catastrophe has a 'germ', which is the part of $\Phi_{Q}$ that remains when it is evaluated at the origin of control space $\mathbf{C}=0$. The germ characterizes the order of the singularity. The other terms show how the catastrophe 'unfolds' as one moves away from the origin of control space. The corank 1 catastrophes, $A_{Q+1}$ are called the cuspoids, and extend beyond the butterfly to the wigwam and star catastrophes (not listed). The remaining catastrophe types, $D_{Q+1}, E_{Q+1}$, and above are typically called umbilics, referring to the classification of cubic forms near an umbilic point (a point on a surface with locally spherical curvature) which become the germs for these catastrophes.

Catastrophes obey projection identities: higher catastrophes contain lower ones, e.g. the swallowtail contains two cusps and three fold lines when projected into two dimensions. It is not, however, guaranteed that catastrophes of high order (i.e. higher codimension and/or corank) contain all catastrophes of lower order. In section VI, we will briefly discuss distinctions between families of the high-order catastrophe $X_{9}$, which have different projection identities ( $X_{9}$ is the catastrophe that organizes all the structures we see in the BH trimer dynamics). With special tuning one could engineer focusing events with any shape, but catastrophe theory instead describes structurally stable caustics that result from natural focusing, and so are more likely to appear generically.

The geometric ray theory (mean-field theory in Fock space) gives the basic shape of the caustic, but these ray sums give divergent amplitudes. To remove these one should include interference and we enter the realm of wave catastrophes (diffraction integrals) [43, 49]. Each
ray catastrophe is dressed by a characteristic wave interference pattern described by a diffraction integral,

$$
\begin{equation*}
\Psi(\mathbf{C}) \propto \lambda^{n / 2} \int \ldots \int \mathrm{~d} \mathbf{s} \mathrm{e}^{\mathrm{i} \lambda \Phi_{Q}(\mathbf{s} ; \mathbf{C})} \tag{18}
\end{equation*}
$$

This wavefunction lives in the space of control parameters (Fock space + time) and resembles a path integral where the generating function plays the role of the action and we integrate over state variables $\mathbf{s}$ which label paths. The parameter $\lambda$ acts as the inverse of Planck's constant, and in the BH model is proportional to the total number of particles $N$. The precise connection to path integrals will be explained in Section VII and Appendix C. It is interesting to note that while wave theory removes geometric singularities it also introduces new ones, namely phase singularities where the phase takes all values and hence is undefined [199]. These are more commonly known as dislocations in optics and vortices in condensed matter systems. A genuinely new feature of caustics in quantum many-body wavefunctions in comparison to classical waves is that phase singularities are removed by secondquantization because it discretizes the vortices [39]. We shall not dwell on this 'fine structure' of caustics here, and focus instead on their gross features.

In the semiclassical regime $N \gg 1$ the discretization is hardly visible and we tend to a continuous theory. However, there are two possible limits that distinguish manybody versus one-body interference [39, 163]

1. A wave-like theory where commutators between operators like $\left[\hat{a}, \hat{a}^{\dagger}\right]=1$, or approximate macroscopic versions such as $[\hat{\phi}, \hat{n}] \approx i$, are maintained (interference fringes in Fock space preserved)
2. A geometric ray-like theory where commutators vanish. This is the Gross-Pitaevskii equation limit (interference fringes in Fock space removed)
In Fig. 3 we compare the mean-field (ray) and fully quantum (2nd quantized) theories for a caustic in the 3 -mode BH model. Although present, the discretization of Fock space is not visible and the quantum waves appear smooth. The interference fringes in Fig. 3(b) are true many-body fringes not present in the one-body (ray) theory shown in Fig. 3(a). The ray theory we apply is the truncated Wigner approximation (TWA) where an ensemble of classical rays are propagated using the classical equations (13)-(16) with initial conditions sampled from a quantum quasiprobability distribution (the Wigner function) [200-203]. Summing these rays gives the mean-field approximation to the quantum dynamics. The initial state in Fig. 3 is a phase state, which is a state with narrow relative phase distributions but which consequently has a flat probability distribution in Fock space because number and phase are conjugate variables. In the mean-field case shown in panel (a), we see that the first time slice contains a representative set of points approximating an equal superposition of Fock states. Panel (b) plots the absolute values of the quantum amplitudes


FIG. 3. Time slices comparing mean-field and quantum dynamics in the triangular Fock space found in the BH trimer under the constraint of total number conservation. Panel (a): An ensemble of initial points are evolved in time using the classical equations of motion Eqns. (13)-(16) and form a space-time version of the elliptic umbilic catastrophe, with one particular trajectory picked out for illustration. In the TWA the initial conditions are drawn from a quantum probability distribution and in this simple case the initial state is a phase state meaning that the relative phases are sharply defined (here taken to be $\phi_{X}=\phi_{C}=0$ ) but with the consequence that their conjugate number differences take all possible values with equal probability, thereby uniformly populating the allowed triangular region of Fock space. Panel (b): The quantum dynamics are obtained by solving Eq. (11). The initial phase state appears as a discretized plane wave in Fock space (although here $N=150$ and the discreteness of Fock space is not visible). The correspondence between the quantum and classical dynamics is clear: the quantum wavefunction is brightest where the density of trajectories is highest. In both images, $K_{L}=K_{R}=K_{X} \equiv J, U=-0.005 J$, and $\epsilon_{i}=0$.


FIG. 4. The wave catastrophes associated with the fold and the cusp. Panel (a): The fold catastrophe is decorated by an Airy function, Eq. (20). The location of the classical caustic is indicated by a vertical dotted line. In the classical (ray) theory the intensity is divergent at this point and falls off as $1 / \sqrt{-C}$ on the bright side. By contrast, the Airy function is finite at the caustic and two-wave interference gives rise to oscillations; these two waves coalesce at $C=0$ and become evanescent on the dark side. Panel (b): The cusp catastrophe is decorated by the Pearcey function which is a complex-valued function (here we plot the modulus) given by Eq. (22), with the divergent classical cusp caustic shown as a solid black curve.
of the Fock states found by solving the Raman-Nath equations Eq. (11). In both cases the dynamics leads to focusing and clearly forms an elliptic umbilic caustic which can be compared to those shown in Fig. 1. An equal superposition of Fock states is a plane wave-like state analogous to the initial state often considered in optics, but here it is the BH dynamics that acts as an imperfect lens which focuses the wave in Fock space. The key feature of this initial state is that it is broad in Fock space, and structural stability means that the caustics it generates will not be qualitatively different from those generated by other broad states such as the gaussianshaped ground state in the case with strongly coupled sites such that the hopping dominates interactions (this case will be discussed in Section VIB).

In the next two sections we investigate the hierarchy of wave catastrophes that appear in BH dimer and trimer dynamics, building up to the high-order catastrophe $X_{9}$ which ultimately organizes the lower catastrophes we see. It should be borne in mind that because the trimer is not integrable our ability to analytically describe the appearance of each catastrophe is limited and for this reason we go to $\delta$-kicked dynamics in Section VI. Furthermore, unlike free-space optics, classical rays in Fock space do not travel in straight lines in the BH model even for the integrable case $(U=0)$.

## IV. CAUSTICS IN THE DIMER

Dynamical caustics in the BH dimer live in the $(1+1) \mathrm{D}$ space formed by Fock space and time. The only structurally stable catastrophes in two dimensions are fold lines which can meet at cusp points.


FIG. 5. Recurring cusp caustics in the two-mode BH model. Panel (a): Each curve is a mean-field configuration obtained from Eqns. (6)-(7) starting from $n=0$ and with an initial phase sampled from the distribution $\phi=[0 \ldots 2 \pi)$ corresponding to a definite (equal) number of bosons in each well. Panel (b): Modulus of the quantum wavefunction calculated using the two-mode RN equations Eq. (3) with $N=400$ and where the initial state is the single Fock state $|n=0\rangle$. In both cases we can identify a series of cusp caustics corresponding to partial revivals of the initial state. In the inset we see that in the immediate vicinity of each cusp the wavefunction is a Pearcey function [36, 39] (the discretization of Fock space is not visible here so the wavefunction appears continuous).

## A. Fold

The simplest catastrophe is the fold. Folds are corank1, codimension-1 objects with a cubic generating function,

$$
\begin{equation*}
\Phi_{1}(s ; C)=s^{3}+C s \tag{19}
\end{equation*}
$$

Folds arise where two families of rays coalesce and this can be at a point on a line, a line in a plane, a surface in 3 D etc. The corresponding wave catastrophe is

$$
\begin{equation*}
\frac{2 \pi}{3^{1 / 3}} \mathrm{Ai}\left(\frac{C}{3^{1 / 3}}\right)=\int_{-\infty}^{\infty} \mathrm{d} s \mathrm{e}^{\mathrm{i}\left(s^{3}+C s\right)} \tag{20}
\end{equation*}
$$

and is plotted in Fig. 4(a). This function is the wellknown Airy function introduced as the wave description for light at rainbows in 1838 [204]. It not only removes the singularity in the ray theory but its interference fringes also explain the supernumerary arcs that are sometimes visible inside the main bow in optical rainbows.

## B. Cusp

In two dimensions, generic focusing events are fold lines that meet at cusps. These have quartic generating func-
tions,

$$
\begin{equation*}
\Phi_{2}\left(s ; C_{1}, C_{2}\right)=s^{4}+C_{2} s^{2}+C_{1} s \tag{21}
\end{equation*}
$$

Inside the cusp, three families of classical rays coexist, while only one family exists outside. This means that along each fold line, two sets of rays coalesce, while at the highly singular cusp point, all three families coalesce. The wave catastrophe associated with the cusp is a 2 D wavefunction known as the Pearcey function [44, 45],

$$
\begin{equation*}
\operatorname{Pe}\left[C_{1}, C_{2}\right]=\int_{-\infty}^{\infty} \mathrm{d} s \mathrm{e}^{\mathrm{i}\left(s^{4}+C_{2} s^{2}+C_{1} s\right)} \tag{22}
\end{equation*}
$$

and is plotted in Fig. 4(b). As can be seen, the Pearcey function consists of an interference pattern inside the cusp (due to three-wave interference), while outside it becomes exponentially suppressed. Since the cusp catastrophe consists of the meeting of two fold lines, a onedimensional slice of the Pearcey function across one of these lines projects onto an Airy function.

We show examples of these two wave catastrophes appearing in Fock-space dynamics of the BH dimer following a quench in Fig. 5. The initial condition is a single Fock state $|n=0\rangle$ (which is the opposite case to the phase state shown in Fig. 3). Physically, it describes the situation where two independent BECs are suddenly coupled so that at $t=0$ particles can begin to hop between them, thereby building up coherence [205]. The structural stability of catastrophes means that qualitatively similar behaviour is found for similar initial states such as narrow gaussians in Fock space that can also be centered away from $n=0$. Fig. 5(a) shows the set of TWA trajectories propagating from $n=0$, each with a different relative phase $\phi$. The complete certainty in $n$ means complete uncertainty in $\phi$ so the phases are drawn with equal probability from the interval $\phi=[0 \ldots 2 \pi)$. The imperfect focusing of trajectories leads to cusps which revive at times $J t=m \pi /(2 \sqrt{1+2 N U / J})$ for $m=1,2,3, \ldots$. Cusps only form because of the nonlinearity due to interactions: setting $U=0$ leads to isolated focal points. In the quantum theory Pearcey patterns dress each cusp. Moving away from the cusp tip, the wavefunction rapidly tends to back-to-back Airy functions describing the two fold lines emanating from the cusp [36].

## V. CAUSTICS IN THE TRIMER

The BH trimer model also yields cusps if we restrict attention to just one of the Fock space variables, as illustrated in Fig. 6. For variety the initial condition is this time chosen to be an equal superposition of all Fock states. Like an individual Fock state, this does not correspond to an eigenstate of the Hamiltonian that we use to propagate the system in time. Instead it is a highlyexcited state made up of a broad superposition of eigenstates, and this allows the system to explore its nonlinearity and produce caustics which revive periodically.

When we examine the full $(2+1) \mathrm{D}$ space available in the trimer then, as expected, we discover codimension-3 catastrophes, namely the elliptic and hyperbolic umbilics. This is shown in Figs. 7 and 8 which compare numerical solutions of the generalized Raman-Nath equations given in Eq. (11) with the canonical wave catastrophes. According to Table I, there is a third codimension-3 catastrophe known as the swallowtail, but this is a corank 1 catastrophe meaning that it only has a single state variable. To realize the swallowtail catastrophe in the trimer we could freeze one of the conjugate phases $\left\{\phi_{X}, \phi_{C}\right\}$, but we will not pursue this possibility here.

It is important to emphasize that although we have chosen parameters where the match in Figs. 7 and 8 between the numerical results and the canonical catastrophes is quite good, we have not optimized the parameters and these catastrophes occur generically. If we could solve the trimer model analytically we could perform an exact mapping but due to its nonintegrability this is not possible. We must therefore satisfy ourselves with qualitative rather than quantitative matches which are in any case fully within the spirit of catastrophe theory which is a topological theory [32-34]. In Section VI we consider simplified kick dynamics where we can precisely map the wavefunctions onto canonical wave catastrophes. A brief note on the figures in this paper: we present the bifurcation sets in orientations that are convenient to visualize, hence some of the caustic surfaces are plotted using the negative axis of control parameters, specifically Figs. 4, 10 , and 11.

## A. Elliptic Umbilic

The elliptic umbilic catastrophe,

$$
\begin{equation*}
\Phi_{D_{4}^{-}}(\mathbf{C})=3 s_{1}^{2} s_{2}-s_{2}^{3}+C_{3}\left(s_{1}^{2}+s_{2}^{2}\right)+C_{2} s_{2}+C_{1} s_{1} \tag{23}
\end{equation*}
$$

is one of the two catastrophes of codimension 3 with corank 2. As can be seen in Fig. 7, the dominant feature of the elliptic umbilic is its three-fold symmetry. Taking two-dimensional slices at fixed values of $C_{3}$ (which for us is the time direction), the elliptic umbilic appears as three curved fold lines that meet at three cusps. In its full three dimensional form we see that these are really three fold surfaces that meet at cusp shaped ribs. In the geometric theory, there are four rays at all points inside the caustic, while only two exist at any point outside because two coalesce on the caustic.

The corresponding diffraction catastrophe has been studied both theoretically and experimentally by Berry et al. in Ref. [42] by focusing light through a triangular water droplet lens (as repeated by us in Fig. 1). A Pearcey diffraction pattern locally dresses each cusp, as apparent by considering any particular corner of Fig. 7(d). The three-fold cusp structure expands/contracts as the control parameter $C_{3}$ is changed until it collapses at $C_{3}=0$. The most singular part of the caustic, the umbilic focus, is at the centre of control space $(\mathbf{C}=\mathbf{0})$. In the wave


FIG. 6. Recurring cusps in the BH trimer model, starting from an equal superposition of Fock states, the three-mode version of a phase state. Panel (a): Classical trajectories along the plane of fixed $n_{X}=0$. Panel (b): Quantum dynamics in the same plane as (a) where the classical cusps are now dressed by interference fringes, locally approximated by the Pearcey function. The bright streaks are finite-size effects due to reflections off the Fock-space boundary in the $n_{X}$ direction, but structural stability ensures the cusps survive. In both panels, $K_{L}=K_{R} \equiv J=100 U, K_{X}=0$ (linear configuration), while for the quantum dynamics we used $N=180$.
theory the focus is dressed by a diffraction pattern composed of a three-fold symmetric fork with the brightest patch at the center and surrounded by an Airy fringe pattern, as shown in Fig. 7(b).

## B. Hyperbolic Umbilic

The hyperbolic umbilic catastrophe,

$$
\begin{equation*}
\Phi_{D_{4}^{+}}=s_{1}^{3}+s_{2}^{3}+C_{3} s_{1} s_{2}+C_{2} s_{2}+C_{1} s_{1} \tag{24}
\end{equation*}
$$

is the remaining catastrophe of codimension 3 with corank 2. The hyperbolic umbilic caustic surface corresponds to an overlapping cusp and fold extended into three-dimensional space, as shown in Fig. 8(e). Within the cusp, there are four classical rays at every point, two of which annihilate each other as the cusp surface is crossed. The remaining two rays annihilate as the fold is crossed. The resulting diffraction pattern projected on a plane of constant $C_{3}$ is a Pearcey-like function surrounded by an Airy fringe pattern as seen in Fig. 8(d). At the plane $C_{3}=0$, the caustic is only partially unfolded, and now two sets of fold lines overlap to form a right-angle corner, dressed by a pattern described by a product of Airy functions in two dimensions, as shown in Fig. 8(b).

We can observe the hyperbolic umbilic in the dynamics of the trimer system by starting from the single Fock


FIG. 7. Comparison of BH trimer dynamics with the canonical elliptic umbilic catastrophe. Panel (a): Fock-space amplitudes starting from an even superposition of Fock states [Eq. (29)] for $K_{L}=K_{R}=K_{X} \equiv J, U=0.01 J$ and $N=150$ at $J t / \hbar=0.47$. Panel (b): Diffraction pattern amplitude in the plane around the elliptic umbilic focus. Panel (c): Same conditions as panel (a), but now at $J t / \hbar=0.54$. Panel (d): Diffraction pattern for a slice of the elliptic umbilic at $C_{3}=3.8$. Panel (e): Caustic surface of the elliptic umbilic catastrophe. The triple-cusped intersection with a $C_{3}=$ const. plane is highlighted in red.
state $\left|\delta n_{2}, n_{X}\right\rangle=|0,0\rangle$ and with $K_{X}=0$ (linear spatial configuration of the triple-well). The initial compact state spreads non-uniformly into a two-fold symmetric polygon with partially unfolded hyperbolic umbilic corners as shown in Fig. 8(a). As the dynamics continue, the edges unfold completely, and the cusps separate from the fold lines (moving off the $C_{3}=0$ plane), as is first visible in the bottom corner of Fig. 8(c).

## C. The $X_{9}$ catastrophe

In the absence of tilts $\left(\epsilon_{i}=0\right)$, the BH trimer can be seen to have six independent control parameters: $\left\{U, K_{R}, K_{X}, \delta n_{2}, n_{X}, N K_{L} t\right\}$ (or transformations thereof), thus the codimension-3 catastrophes that we have discussed are merely projections of a catastrophe embedded in a higher dimensional space. We shall argue in this and the following sections that the higher catastrophe that organizes the BH trimer dynamics is in fact the high order umbilic catastrophe known by its


FIG. 8. Comparison of BH trimer dynamics with the canonical hyperbolic umbilic catastrophe. Panel (a): Wavefunction amplitudes for hopping strengths $K_{L}=K_{R} \equiv J=4 U$, $K_{X}=0$, and $N=150$ at $J t / \hbar=0.24$. The initial state was $\left|\delta n_{2}, n_{X}\right\rangle=|0,0\rangle$. Panel (b): Hyperbolic umbilic diffraction pattern on the plane $C_{3}=0$. Panel (c): Same conditions as panel (a) now at $J t / \hbar=0.34$. The bottom umbilic is now completely unfolded. Panel (d): Diffraction pattern for the hyperbolic umbilic in the plane $C_{3}=3$. Panel (e): Caustic surface of the elliptic umbilic catastrophe. A projection onto the plane $C_{3}=$ const. is highlighted in red.
group-theoretic symbol, $X_{9}$. This complicated object has previously been the subject of detailed theoretical analysis by Borghi [206] and by Berry and Howls [207], and plays an important role in optical refraction through twodimensional surfaces, such as water droplets [208], glass junctions [209], gravitational lensing [49], and has also been discussed in the context of stochastic resonance in two dimensions [210]. $X_{9}$ acts as an organizing centre for a multitude of lower catastrophes and we refer the reader to Fig. 15 for a "bordering" diagram showing its relationship to these subcatastrophes.

The $X_{9}$ catastrophe is of corank 2 and its complete 8 -dimensional unfolding can be written as [49],
$\Phi_{X_{9}^{ \pm}}=s_{2}^{4}+K s_{1}^{2} s_{2}^{2} \pm s_{1}^{4}+C_{7} s_{2}^{2} s_{1}+C_{6} s_{2} s_{1}^{2}+C_{5}\left(s_{2}^{2}+s_{1}^{2}\right)$

$$
\begin{equation*}
+C_{4}\left(s_{2}^{2}-s_{1}^{2}\right)+C_{3} s_{2} s_{1}+C_{2} s_{2}+C_{1} s_{1} \tag{25}
\end{equation*}
$$

Although $X_{9}$ appears 8-dimensional, its control space has only seven parameters, while the eighth, $K$, is known as the modulus. Catastrophes beyond codimension 5 (or


FIG. 9. 6-cusped diffraction pattern surrounded by a fold line, typical of systems with 3 -fold symmetry also organized by $X_{9}$. Panel (a): Fock space amplitudes after a quench starting from all particles evenly distributed in each well, $\left|\delta n_{2}, n_{X}\right\rangle=|0,0\rangle$. Here, $N=150, K_{L}=K_{R}=K_{X} \equiv J$, $U / J=0.04$ at $J t / \hbar=0.475$. Panel (b): As panel (a), now with $K_{R}=J, K_{L}=1.2 J$, and $K_{X}=0.8 J$, showing how an absence of symmetry does not destroy the caustics.
above corank 3) can contain moduli which are different from regular control parameters in that they can only alter the caustic pattern geometrically [85] (rather than topologically by changing the number of critical points [208]), and cannot be removed via scaling arguments. This modulus has two excluded values: $K \neq \pm 2$, where the singularities achieve infinite codimension, meaning there are an infinite number of ways to unfold the singularity, and perturbations can lead to any number of coalescing critical points. As we shall see in the following sections, the $X_{9}$ germ $\Phi_{X_{9}^{ \pm}}[\mathbf{C}=\mathbf{0}]$ arises naturally as the base singularity in all the cases we study.

The high dimension of $X_{9}$ makes it hard to visualize and we shall therefore concentrate on particular projections. An example from BH trimer dynamics is shown in Fig. 9(a) where all the hopping amplitudes are equal and leads to two superimposed elliptic umbilics slightly rotated from each other. More precisely, the character-
istic features are a three-fold symmetric caustic featuring a six-cusped figure encapsulated by Airy-like fringes. This type of caustic is commonly encountered when light passes through liquid drops, where a $2 n$-cusped pattern is formed by drops with $n$-fold symmetry, all surrounded by an 'oval' fold line [208]. Perturbing the symmetry will not destroy this caustic structure, as shown in Fig. 9(b) where the symmetry of the hopping terms is broken. It can only be altered dramatically by changing the symmetry in a fundamental way, such as setting a hopping term to 0 .

It may appear that the control space of $X_{9}$ contains one too many parameters for the BH trimer. This is because the physical constraint of number conservation restricts us from exploring the full mathematical control space. We shall see [Fig. 10] that loosening the restriction $n_{1}+n_{2}+n_{3}=N$ allows us to access a complete section of the $X_{9}$ catastrophe since a point in Fock space is then specified by three coordinates rather than two, bringing the total number of control parameters to seven.

The case $K=+2$ in Eq. (25) does not give a proper structurally stable catastrophe but is conceptually important because it arises in models with circular symmetry, wherein a perfectly circular 'spun cusp' is realized, punctured by an unstable axial caustic line. This is in fact the case we shall find within the QPM and for a perfectly triangular trimer (all hopping amplitudes equal) to be discussed in Section VIB. The value $K=-2$ is also not a proper catastrophe but is important because it separates $X_{9}$ into two distinct sub-families ${ }^{0} X_{9}$ and ${ }^{4} X_{9}$ which will come up in Section VII when we go beyond the QPM. The catastrophe germ for $K=0$, which for $C_{7}=C_{6}=C_{3}=0$ is equal to $\Phi_{2}\left(s_{1}\right)+\Phi_{2}\left(s_{2}\right)$, has led to the $X_{9}$ family being known as the 'double cusp', sometimes even for $K \neq 0$ [211-213].

## VI. KICKED DYNAMICS

The patterns and shapes exhibited in Figs. 6-9 are exact numerical solutions for the BH trimer model which is in general analytically intractable. They clearly resemble the caustics that catastrophe theory predicts, and also have the expected properties. However, it would be reassuring to have an analytical demonstration that in some tractable limit we really can map the dynamics to catastrophes. This is what we now do using a simplified kicked Hamiltonian. This not only allows us to analytically realize various versions of the $X_{9}$ catastrophe but also suggests an experimentally viable method for engineering precisely defined caustics.

Following an optical analogy where caustics are formed after light passes through 'bad' lenses which deform the wavefront (an ideal lens will produce a perfect hemispherical wavefront that results in a point focus), the role of $\delta$-kicking is to produce a wavefront in Fock space that has distortions that upon further propagation will generate caustics like those we have seen for the full Hamiltonian.

Since catastrophes are stable to perturbations the caustics we find in the kicked case will survive under more generic conditions.

In the examples that follow, the interaction term proportional to $U$ will be flashed on instantaneously at $t=0$ and the system will afterwards evolve purely under the hopping terms. In ultracold atom systems timedependent manipulation of interactions can be achieved using a Feshbach resonance [86]. In general, when presented with Hamiltonians of the form,

$$
\begin{equation*}
\hat{H}_{\delta}(t)=\hat{H}_{0}+\hat{H}_{1} \delta(t) \tag{26}
\end{equation*}
$$

time-evolution can be achieved via the Floquet operator,

$$
\begin{equation*}
\hat{\mathcal{F}} \equiv \mathrm{e}^{-\frac{i}{\hbar} \hat{H}_{0} t} \mathrm{e}^{-\frac{i}{\hbar} \hat{H}_{1}} \tag{27}
\end{equation*}
$$

In previous work [37], we demonstrated the presence of catastrophes of codimension 2 in (1+1)D kicked systems. Here, we employ and generalize this framework to higher-dimensional catastrophes in the triple-well system, in particular to the different available unfoldings of $X_{9}$. The $\delta$-kick is sometimes, but not always, necessary to see caustics in each of the cases we study in this section, since Fock space trajectories can still be focused by the hopping terms, a fact which can be demonstrated by ignoring $\hat{H}_{1}$. We include the kick as part of the calculations since it is more general and it allows the $\hat{H}_{1}$ term to mimic a tuneable 'lens' as mentioned above.

We begin by considering the mean-field Hamiltonian,

$$
\begin{align*}
H_{\delta \mathrm{QPM}}= & -\frac{2 J N}{3} \cos \left(\phi_{X}-\phi_{C}\right)-\frac{2 J N}{3} \cos \left(\phi_{X}+\phi_{C}\right) \\
& -\frac{2 K_{X} N}{3} \cos \left(2 \phi_{X}\right)+\delta(t) \frac{\tilde{U}}{4}\left[3 \delta n_{2}^{2}+n_{X}^{2}\right] \tag{28}
\end{align*}
$$

which describes a kicked trimer within the quantum phase model and with a tuneable $K_{X}$ hopping term. Note that the interaction strength in the kicked model has the units of $\hbar$ and is therefore given the symbol $\tilde{U}$ in Eq. (28) in order to distinguish it from the original interaction energy $U$ in Eq. (8). We recall that the QPM is a valid approximation to the BH model when the mode occupation numbers are large, so that the square root factors can be neglected from $H_{\mathrm{MF}}$ in Eq. (12). In fact, we shall see that the QPM gives circularly symmetric caustics and will consider small corrections to the QPM later on in Section VII in order to unfold the $X_{9}$ catastrophe that is orchestrating the dynamics from the shadows. To quote Nye [208]: '...generic unfoldings may be best understood as perturbations of symmetrical ones'.

The integrability of the kicked model is evident from the fact that analytic solutions for the classical trajectories can be found and are given in Appendix A. To obtain quantum dynamics under the Floquet operator with $H_{\delta \mathrm{QPM}}$ we re-promote the observables in Eq. (28) to operators such that they obey the Dirac number-phase commutators $[\hat{\phi}, \hat{n}]=\mathrm{i}$.

## A. Linear trimer

We will first consider the dynamics of the linear BH trimer which means we set $K_{X}=0$ in Eq. (28), and further specialize to starting from an equal superposition of Fock states

$$
\begin{equation*}
|\Psi(0)\rangle=\sum_{\delta n_{2}^{\prime}, n_{X}^{\prime}}\left|\delta n_{2}^{\prime}, n_{X}^{\prime}\right\rangle \tag{29}
\end{equation*}
$$

This state is a plane wave in the number difference basis but corresponds to a single phase state, $\left|\phi_{X}=0, \phi_{C}=0\right\rangle$. Being more concrete than we have in the earlier parts of this paper, we define the phase states as eigenstates of the phase operators and are the three-mode generalization of phase difference Bargmann states studied in Ref. [163]. These phase states are overcomplete and thus not strictly orthogonal for finite $N$ [161], but in what follows we operate on the assumption that $N \gg 1$ is large enough to approximate a complete set of states. Furthermore, in such a semiclassical regime we will take sums to be continuous integrals when convenient.

The time-dependent state after undergoing Floquet evolution is given by

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{\delta n_{2}^{\prime}, n_{X}^{\prime}} \mathrm{e}^{-\frac{i}{\hbar} \hat{\Phi} t} \mathrm{e}^{-\frac{i}{\hbar} \frac{\tilde{U}}{4}\left(3 \delta n_{2}^{\prime 2}+n_{X}^{\prime 2}\right)}\left|\delta n_{2}^{\prime}, n_{X}^{\prime}\right\rangle \tag{30}
\end{equation*}
$$

$$
\begin{align*}
\Psi\left(\delta n_{2}, n_{X}, t\right)=\frac{4 \pi \hbar}{\mathrm{i} \sqrt{3} \tilde{U}} \sum_{\phi_{X}, \phi_{C}} \exp \left[\mathrm{i} \frac{2 N J t}{3 \hbar}\right. & \left(\cos \left(\phi_{X}-\phi_{C}\right)+\cos \left(\phi_{X}+\phi_{C}\right)+\frac{K_{X}}{J} \cos \left(2 \phi_{X}\right)\right) \\
& \left.+n_{X} \phi_{X}+\delta n_{2} \phi_{C}+\frac{\hbar}{3 \tilde{U}}\left(\phi_{C}^{2}+3 \phi_{X}^{2}\right)\right] \tag{31}
\end{align*}
$$

$$
\begin{equation*}
\psi\left(\delta n_{2}, n_{X}, t\right)=A(t) \iint \mathrm{d} \phi_{X} \mathrm{~d} \phi_{C} \exp \left[\mathrm{i} \frac{N J t}{\hbar}\left(\phi_{X}^{4}+K \phi_{X}^{2} \phi_{C}^{2}+\phi_{C}^{4}+\alpha \phi_{X}^{2}+\beta \phi_{C}^{2}+\zeta \phi_{X}+\eta \phi_{C}\right)\right] \tag{32}
\end{equation*}
$$

For the linear trimer, the modulus in Eq. (32) comes out to be $K=6$, and the control parameters are given by

$$
\begin{align*}
\alpha & =\frac{3 \sqrt{2} \hbar^{2}}{N J t \tilde{U}}-2 \sqrt{2}  \tag{33}\\
\beta & =\frac{\sqrt{2} \hbar^{2}}{N J t \tilde{U}}-2 \sqrt{2}  \tag{34}\\
\zeta & =\frac{2^{1 / 4} \sqrt{3} \hbar}{N J t} n_{X}  \tag{35}\\
\eta & =\frac{2^{1 / 4} \sqrt{3} \hbar}{N J t} \delta n_{2} \tag{36}
\end{align*}
$$

with,

$$
\begin{equation*}
A(t)=\frac{4 \sqrt{6} \pi \hbar}{U} \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}} \mathrm{e}^{\mathrm{i} \frac{4 N J t}{3 \hbar}} \tag{37}
\end{equation*}
$$

where $\hat{\Phi}=\Phi\left(\hat{\phi}_{X}, \hat{\phi}_{C}\right)$ is the part of the Hamiltonian containing all the phase operators. To obtain the wavefunction in Fock space we project $|\Psi(t)\rangle$ onto the Fock basis by applying $\left\langle\delta n_{2}, \delta n_{X}\right|$ and insert a resolution of identity $1=\sum_{\phi_{X}, \phi_{C}}\left|\phi_{X}, \phi_{C}\right\rangle\left\langle\phi_{X}, \phi_{C}\right|$ between the exponential term and the ket $\left|\delta n_{2}^{\prime}, n_{X}^{\prime}\right\rangle$. Making use of relations such as $\left\langle\phi_{X}, \phi_{C} \mid \delta n_{2}^{\prime}, n_{X}^{\prime}\right\rangle=\exp \left[-\mathrm{i}\left(n_{X}^{\prime} \phi_{X}+\delta n_{2}^{\prime} \phi_{C}\right)\right]$ and evaluating Gaussian integrals over the variables $n_{X}^{\prime}$ and $\delta n_{2}^{\prime}$ which appear at most quadratically, we arrive at Eq. (31). Next, since the phase variables $\left\{\phi_{X}, \phi_{C}\right\}$ are localized around zero, at least for short times, we expand the cosine terms to fourth order. Finally, under a change of variables, $\phi_{C} \rightarrow 18^{1 / 4} \phi_{C}$ and $\phi_{X} \rightarrow 18^{1 / 4} \phi_{X}$, we obtain Eq. (32) which is in a form recognizable as the diffraction integral of $X_{9}$, although the symmetry of the QPM Hamiltonian and the initial state we have chosen restricts the unfolding so that the terms $C_{3}, C_{6}$, and $C_{7}$ do not yet appear (the remaining symmetries will be broken in Section VII). Note that both Eqns. (31) and (32) have been written in a slightly more general form than necessary for the linear trimer by including the $K_{X}$ term so that they also apply to the triangular case discussed in Section VIB.

The wave catastrophe described by Eq. (32) might appear four dimensional, with coordinates $\{\alpha, \beta, \zeta, \eta\}$, but examination of Eqns. (33) and (34) reveals that $\alpha$ and $\beta$ are not independent: $\alpha=3 \beta+4 \sqrt{2}$, and therefore it is really three dimensional. Let us consider the particular case $\alpha=-\beta$ which occurs naturally at the time $t=\hbar^{2} /(J N \tilde{U})$. This gives a three-dimensional section of $X_{9}$ that is hyperbolic and described by the generating function

$$
\begin{equation*}
\Phi_{X_{9}}^{H}=s_{2}^{4}+6 s_{1}^{2} s_{2}^{2}+s_{1}^{4}+C_{4}\left(s_{2}^{2}-s_{1}^{2}\right)+C_{2} s_{2}+C_{1} s_{1} \tag{38}
\end{equation*}
$$

which has previously been studied by Berry and Howls and is relevant to liquid-droplet lenses [207]. The corresponding theoretical caustic surface is plotted in panel (a) of Fig. 10 where a two-dimensional section at $\alpha=$ $C_{4}=\sqrt{2}$ is highlighted in red. If we move slightly away from $t=\hbar^{2} /(J N \tilde{U})$, then $\alpha \neq-\beta$ leading to the introduction of a $C_{5}$ term.


FIG. 10. Hyperbolic sections of $X_{9}$ in the classical and quantum BH trimer. Panel (a): Caustic surface for $\Phi_{X_{9}}^{H}$, as given in Eq. (38). The red highlights mark the intersection with the plane $C_{4}=\sqrt{2}$. Panel (b): Distribution of points arising from classical trajectories of the $\delta \mathrm{QPM}$ Hamiltonian Eq. (28) (see Appendix A for solutions of Hamilton's equations) for the linear trimer $\left(K_{X}=0\right)$ at $t=\hbar^{2} /(J N \tilde{U})$ and $\alpha=C_{4}=\sqrt{2}$, starting in an equal spread of number differences, and with phase differences $\phi_{C}(0)=\phi_{X}(0)=0$. The resulting caustic is a partial section through the hyperbolic unfolding of $X_{9}$, restricted by the triangular Fock space (black solid lines) of physical classical paths. Panel (c): Same snapshot as in panel (b), now including some unphysical paths (such as those which have started or ended with $n_{X}>N$ ), to demonstrate how the caustic is restricted by the shape of Fock space (number conservation). Panel (d): Wavefunction amplitude at the same moment as panels (b) and (c), starting from an equal superposition of Fock states (29) and evolved using the RN equations corresponding to the $\delta$ QPM model (square root factors set to unity). Here, $N=150$, and $\tilde{U} / \hbar=0.02$.

The actual caustic formed by the classical dynamics [with Hamiltonian Eq. (28)] is plotted in Fig. 10(b). This clearly resembles the analytical prediction but only half of it is present. This is because of the restriction of physical paths to always lie within the triangular Fock space $-\frac{N}{3} \leq \delta n_{2} \leq \frac{2 N}{3}$ and $-N \leq n_{X} \leq N$. If unphysical paths are allowed (i.e. non-number conserving paths such as those with $\left|n_{X}\right|>N$ or $n_{2}>N$ ), the full caustic is captured, as shown in Fig. 10(c). Panel (d) shows the resulting quantum amplitudes in Fock space after time evolution under the corresponding RN equations. The quantum-classical correspondence is clear in this semiclassical regime and we can identify the hyperbolic $X_{9}$ boundary, which is now dressed with characteristic interference fringes across the fold lines.

## B. Triangular trimer

Let us now consider the $\delta$ QPM Hamiltonian Eq. (28) with $K_{X}=J$, corresponding to a system of three sites arranged in an equilateral triangle such that all three hopping amplitudes are equal. We follow the same procedure as the linear case, except that in order to bring the wavefunction to the canonical form given in Eq. (32) the two phase variables must be scaled differently: $\phi_{C} \rightarrow 2^{1 / 4} \phi_{C}$ and $\phi_{X} \rightarrow 18^{1 / 4} \phi_{X}$. We thereby obtain a modulus $K=2$ and find the following mapping between physical quantities and abstract control parameters,

$$
\begin{align*}
\alpha=\beta & =\frac{\sqrt{2} \hbar^{2}}{\tilde{U} J N t}-2 \sqrt{2}  \tag{39}\\
\zeta & =\frac{2^{1 / 4} \hbar}{N J t} n_{X}  \tag{40}\\
\eta & =\frac{2^{1 / 4} \sqrt{3} \hbar}{N J t} \delta n_{2} \tag{41}
\end{align*}
$$

and,

$$
\begin{equation*}
A(t)=\frac{4 \sqrt{2} \pi \hbar}{\tilde{U}} \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}} \mathrm{e}^{\mathrm{i} \frac{2 N J t}{\hbar}} \tag{42}
\end{equation*}
$$

Once again we find that $\alpha$ and $\beta$ are not independent which this time leads to a spun cusp surrounding an axial caustic line described by the generating function

$$
\begin{equation*}
\Phi_{X_{9}}^{\mathrm{circ}}=s_{2}^{4}+2 s_{1}^{2} s_{2}^{2}+s_{1}^{4}+C_{5}\left(s_{2}^{2}+s_{1}^{2}\right)+C_{2} s_{2}+C_{1} s_{1} \tag{43}
\end{equation*}
$$

and pictured in Fig. 11. The axial caustic line is not generic and is in fact unstable. It arises from the rotational symmetry we have assumed in the $\delta \mathrm{QPM}$ with $K_{X}=J$. Physically speaking, the combination of isometric hopping along with the simplified quantum phase Hamiltonian causes the system to not 'feel' the triangular symmetry, and results in a perfectly circularly symmetric structure in Fock space. From the parameters (39), we can read off that the time at which the cusp point occurs is $t_{\text {cusp }}=\hbar^{2} /(2 \tilde{U} J N)$.

Fig. 11 shows the dynamics of the wavefunction (32) with control parameters given in Eqs. (39)-(41) at $t=$ $\hbar^{2} /(\tilde{U} J N)$, twice the cusp time. Panel (a) shows the circular caustic formed by the classical trajectories by mimicking the initial state Eq. (29) with an even spread of initial points in Fock space. Panel (b) shows the wavefunction amplitude under the same conditions as (a), with clearly visible interference effects and a bright central Fock state amplitude $|\langle 0,0 \mid \psi(t)\rangle|$ corresponding to the axial caustic. The canonical spun cusp caustic surface is shown in panel (c), with a two-dimensional circular caustic outlined in red. In Appendix B we give the control parameters for the $X_{9}$ wavefunction [Eq. (32)] for any intermediate value of $K_{X}$ between the linear and triangular trimer cases.


FIG. 11. The spun cusp caustic generated by the triangular BH trimer $\left(K_{X}=J\right)$ within the $\delta$ QPM. Panel (a): Distribution of points arising from classical trajectories of the $\delta$ QPM Hamiltonian Eq. (28) (see Appendix A for solutions of Hamilton's equations) at time $t=\hbar^{2} /(J N \tilde{U})$ (twice $\left.t_{\text {cusp }}\right)$, starting from an equal spread of number differences, and with phase differences $\phi_{C}(0)=\phi_{X}(0)=0$. The circular caustic from the $K=2$ section of $X_{9}$ is clearly visible. Panel (b): Quantum wavefunction amplitude at the same time as panel (a), starting from an equal superposition of Fock states (29) and evolved using linearized RN equations. $N=150$, and $\tilde{U} / \hbar=0.02$. Panel (c): Caustic surface for the spun cusp, for negative $C_{5}$. The 2D circular caustic and the axial caustic are highlighted in red.

## C. Gaussian Initial states

Using the same system parameters, let us revisit our earlier choice of initial state as an equal superposition of Fock states [Eq. (29)] which is the Fock space analogue of a plane wave. The primary goal of this choice is to demonstrate the natural focusing effect of the BH dynamics. We claim that any sufficiently wide spread of initial Fock states will yield qualitatively similar results with only slightly altered coefficients. As an example, consider the ground state of the trimer model (8) for $U=0$,

$$
\begin{equation*}
\left|\psi_{G}\right\rangle=\sum_{n_{1}+n_{2}+n_{3}=N} \sqrt{\frac{N!}{3^{N} n_{1}!n_{2}!n_{3}!}}\left|n_{1}, n_{2}, n_{3}\right\rangle \tag{44}
\end{equation*}
$$

where the sum is over all Fock space occupation numbers such that $n_{1}+n_{2}+n_{3}=N$. For more detail on the diagonalization of this model, see, e.g., Ref. [214] and references therein. In the limit of large $N$, this coherent state closely resembles a Gaussian centered at $\delta n_{2}=n_{X}=0$.


FIG. 12. A Gaussian initial state gives the same caustic as a 'plane wave'. Panel (a): The amplitude of the ground state of the noninteracting trimer model for $K_{L}=K_{X}=K_{R} \equiv J$ and $N=120$ has a Gaussian form. Panel (b): Time evolution of the ground state using the kicked Hamiltonian with $\tilde{U} / \hbar=0.08$, at time $t=2 \hbar^{2} /(J N \tilde{U})$. Comparing with Fig. 11 we see a strong resemblance indicating that initial states which differ significantly but have the same general form (flat near the center of Fock space) will give rise to qualitatively similar caustics.

After changing variables,

$$
\begin{equation*}
\left|\psi_{G}\right\rangle \approx \frac{3^{\frac{3}{4}}}{\sqrt{2 \pi N}} \sum_{\delta n_{2}, n_{X}} \mathrm{e}^{-\frac{3 \ln 3}{8 N}\left(3 \delta n_{2}^{2}+n_{X}^{2}\right)}\left|\delta n_{2}, n_{X}\right\rangle \tag{45}
\end{equation*}
$$

Note that the coefficients of $\delta n_{2}^{2}$ and $n_{X}^{2}$ are not the same since $n_{X}$ ranges from $-N$ to $N$ and $\delta n_{2}$ ranges from $-N / 3$ to $2 N / 3$. The assumption of localized phase-state contributions around $\phi=0$ still applies, since,

$$
\begin{equation*}
\left\langle\phi_{X}, \phi_{C}, \Theta \mid \psi_{G}\right\rangle \approx \frac{4 \sqrt{2 \pi N}}{3^{\frac{3}{4}} \ln 3} \mathrm{e}^{\mathrm{i} \Theta N / 3} \mathrm{e}^{-\frac{2 N}{9 \ln 3}\left(\phi_{C}^{2}+3 \phi_{X}^{2}\right)} \tag{46}
\end{equation*}
$$

which for large $N$ becomes narrowly peaked around $\phi_{X}=\phi_{C}=0$, while widely spread in the number difference values. Starting from this initial state, we use the Floquet operator to propagate and the results are shown in Fig. 12 where we see that despite the fact that the Gaussian differs significantly from a plane wave we still obtain qualitatively the same caustic as in Fig. 11. Note that the result of applying the Floquet operator is to take $U \rightarrow U-\mathrm{i} \frac{3 \ln 3}{2 N}$, implying that for finite $N$ there is no longer a well-defined cusp point since the solution $\alpha=\beta=0$ cannot occur for a real value of $t$. The outer circular caustic surface does, however, remain and we see a diffraction pattern reminiscent of the $K=2$ spun cusp. Furthermore, in the semiclassical regime $N \gg 1$ we can closely approximate a cusp point.

## VII. BEYOND THE QUANTUM PHASE MODEL

In the QPM the effects of depletion of the modes [accounted for by the square root factors in the RN equations Eq. (11)] are ignored. This is often a good approximation in experimentally realizable superfluids, including arrays of Josephson junctions $[170,171]$ and also some


FIG. 13. Breaking circular symmetry by going beyond the QPM. Panel (a): The energy surface determining classical trajectories as provided by $H_{\delta Q P M}$ in Eq. (28) immediately following the $\delta$-kick at $t=0$. The initial values of the dynamical variables that generate this surface are $\phi_{X}=\phi_{C}=0$ and an equal superposition of all number differences; the phase trajectories are bent by the $\delta$-kick as explained in Appendix A. The overall scale is arbitrary and lighter colours represent higher energy. Note the circular symmetry as seen from the contour lines. Panel (b): Same as panel (a) but now with the $\delta$-kicked mean-field Hamiltonian $H_{\delta \mathrm{MF}}$ given in Eq. (47) with all hopping amplitudes equal. The circular symmetry is broken by the square root factors and the resulting three-fold symmetric 'valleys' will act to pinch the caustic away from the corners of Fock space. Panel (c): Same as panel (a) but now with $H_{\triangle}$ as given in Eq. (48). In this Hamiltonian the square root factors have been expanded to first order and this is enough break the circular symmetry and replace it with a three-fold symmetric energy surface. Panel (d): Quantum wavefunction obtained using the full RN equations with $\delta$-kicked interactions (quantum equivalent of $H_{\delta \mathrm{MF}}$ ) and the same parameters as used in Fig. 11 (b). The chosen time is $t=\hbar^{2} /(J N \tilde{U})$ which is twice that of where the cusp point appears.
regimes of atomic BECs in optical lattices [164-169]. However, in terms of caustics it can lead to some special situations such as the appearance of a $K=2$ spun-cusp caustic for the triangular trimer with $K_{X}=J$, as discussed in the previous section. This has circular symmetry which is of course non-generic and, indeed, the modulus $K=2$ is excluded from the $X_{9}$ catastrophe. The symmetry is broken by any perturbation which is noncircular, such as choosing $K_{X} \neq J$. Counter-intuitively, another way to break the symmetry is to go beyond the QPM by including the effects of the square root factors. For our purposes of illustrating generic many-body caustics, it suffices to expand the square roots and keep just the first order corrections because this is enough to generate the $X_{9}$ catastrophe (even when all the hopping amplitudes are equal), thereby providing an instructive example of structural stability, or lack thereof, for caustics that do not correspond to catastrophes.

## A. Triangular deformations: a path integral formulation

The mean-field Hamiltonian that retains the square root factors, has $\delta$-kicked interactions and all-equal hopping is given by

$$
\begin{gather*}
H_{\delta \mathrm{MF}}=-J \sqrt{2\left(\delta n_{2}+\frac{N}{3}\right)\left(n_{X}-\delta n_{2}+\frac{2 N}{3}\right)} \cos \left(\phi_{X}-\phi_{C}\right) \\
-J \sqrt{2\left(\delta n_{2}+\frac{N}{3}\right)\left(-n_{X}-\delta n_{2}+\frac{2 N}{3}\right)} \cos \left(\phi_{X}+\phi_{C}\right) \\
-J \sqrt{\left(\delta n_{2}-\frac{2 N}{3}\right)^{2}-n_{X}^{2}} \cos \left(2 \phi_{X}\right)+\delta(t) \frac{\tilde{U}}{4}\left[3 \delta n_{2}^{2}+n_{X}^{2}\right] . \tag{47}
\end{gather*}
$$

In Fig. 13(a) and (b) we compare the energy surfaces produced by $H_{\delta \mathrm{QPM}}$ and $H_{\delta \mathrm{MF}}$. It is evident from the contour lines that $H_{\delta \mathrm{MF}}$ breaks the circular symmetry and replaces it with a triangular one. However, as explained above, our interest is more in generic many-body caustics rather than specific models, so all we really need to do is perturb away from the QPM and hence we expand the square roots in $H_{\delta \mathrm{MF}}$ and keep only the first order corrections:

$$
\begin{align*}
H_{\triangle}= & -\frac{J}{2}\left(n_{X}+\delta n_{2}+\frac{2 N}{3}\right) \cos \left(\phi_{X}-\phi_{C}\right) \\
& -\frac{J}{2}\left(-n_{X}+\delta n_{2}+\frac{2 N}{3}\right) \cos \left(\phi_{X}+\phi_{C}\right) \\
& -J\left(\frac{2 N}{3}-\delta n_{2}\right) \cos \left(2 \phi_{X}\right)+\delta(t) \frac{\tilde{U}}{4}\left[3 \delta n_{2}^{2}+n_{X}^{2}\right] \\
& \equiv N J \Phi_{\triangle}+\delta(t) \frac{\tilde{U}}{4}\left[3 \delta n_{2}^{2}+n_{X}^{2}\right] . \tag{48}
\end{align*}
$$

As can be seen from the energy surface in Fig. 13(c), this 'triangular' Hamiltonian retains the basic triangular symmetry possessed by the full mean-field model. The cone shape of the energy surface present in all three models has an overall focusing effect on trajectories, but the triangular shape of the latter two models channels the trajectories away from the three corners of Fock space and effectively pinches the outer part of the caustic in three spots. This can be seen in the quantum version shown in panel (d) created using the RN equations under no approximations at $t=2 t_{\text {cusp }}=\hbar^{2} /(J N \tilde{U})$. The caustic evolves at roughly the same speed in both the classical and quantum cases, and three bright spots appear both before and after the cusp point and correspond to the


FIG. 14. Stability of cusp formation in the $n_{X}=0$ plane against inclusion of beyond QPM effects. Panel (a): Set of classical trajectories for the $\delta \mathrm{QPM}$ when $n_{X}=0$ starting from a range of $\delta n_{2}$ values and kicked with $\tilde{U} / \hbar=0.02$. The cusp point here is $J t / \hbar \approx 0.167$. Panel (b): Exact trajectories (without approximation to the square root factors) for the triangular trimer with a kicked interaction term as given by $H_{\delta \mathrm{MF}}$. The cusp structure remains intact and is only curved near the edge of Fock space, showing that the $\delta \mathrm{QPM}$ is a good approximation for this sub-catastrophe and that caustics have structural stability against perturbations.
three valleys on the triangular energy surfaces. Another crucial feature is that there is no bright patch at the center of Fock space, due to the destruction of the axial caustic which is a feature peculiar to circular symmetry.

In order to treat this problem analytically we need to reconsider our approach, since calculating an analytic form for the wavefunction as a single diffraction integral in the same manner as we did for the $\delta \mathrm{QPM}$ is not possible for the full Hamiltonian. More precisely, in the $\delta \mathrm{QPM}$ there is a separation between the phase and number difference variables, like in a standard $H=p^{2} / 2 m+V(x)$ type Hamiltonian, allowing us to integrate out the number (momentum) variable using gaussian integrals leaving a diffraction integral purely in terms of the phase (position) variables. The presence of the square root factors
effectively gives us a potential $V(x, p)$ which depends on both position and momentum variables. This difficulty is not reduced by expanding out the square root factors and we instead resort to a phase space path integral-style formulation for the wavefunction:

$$
\begin{align*}
\psi\left(n_{X}, \delta n_{2}, t\right) & =\left\langle n_{X}, \delta n_{2}\right| \hat{\mathcal{F}}|\psi(0)\rangle  \tag{49}\\
& \propto \int \mathcal{D} \boldsymbol{\phi} \mathcal{D} \boldsymbol{n} \mathrm{e}^{\mathrm{i} \mathcal{S}[\boldsymbol{n}(\tau), \boldsymbol{\phi}(\tau)]} \tag{50}
\end{align*}
$$

where we have introduced the bold vector notation $\phi=$ $\left(\Theta, \phi_{X}, \phi_{C}\right)$ and $\boldsymbol{n}=\left(\frac{N}{3}, n_{X}, \delta n_{2}\right)$. In the semiclassical regime the dominant contributions to the path integral come from the evaluation of the action $\mathcal{S}$ along classical paths which we denote by $\{\overline{\boldsymbol{n}}, \overline{\boldsymbol{\phi}}\}$. However, the standard WKB approximation blows up precisely at caustics because these are places where saddles of $\mathcal{S}$ coalesce. Following Schulman [215] and Dangelmayr and Veit [216], a proper treatment of the problem shows that the leading contribution to the path integral close to caustics can be factorized into a part involving the phase along the classical path and part which is a diffraction integral

$$
\begin{equation*}
\psi(\boldsymbol{n}, t) \propto \mathrm{e}^{\mathrm{i} \mathcal{S}(\overline{\boldsymbol{n}}, \overline{\boldsymbol{\phi}}, t)} \iint \mathrm{d} s_{1} \mathrm{~d} s_{2} \mathrm{e}^{\mathrm{i} \lambda \Phi_{Q}(\mathbf{s} ; \mathbf{C})} \tag{51}
\end{equation*}
$$

(in the above cited papers the diffraction integral is sometimes referred to as a 'generalized Airy function'). For the BH trimer model, $\boldsymbol{s}$ is two-dimensional and dependent on $\boldsymbol{\phi}$, and the control parameters $\boldsymbol{C}$ depend on the remaining parameters of the system, including $\boldsymbol{n}$.

The action that appears in Eq. 49 can be derived by breaking up the time evolution operator into infinitesimal steps, i.e. applying the Trotter prescription to the operator $\hat{\mathcal{F}}$ with $H_{\triangle}$. The details of this calculation are presented in Appendix C where we find

$$
\begin{align*}
& \mathcal{S}[\boldsymbol{n}(\tau), \boldsymbol{\phi}(\tau)]= \int_{0}^{\frac{N J t}{\hbar}} \mathrm{~d} \tau\left[\boldsymbol{n} \cdot \dot{\boldsymbol{\phi}}-\Phi_{\triangle}\right]+\frac{\hbar}{3 \tilde{U}}\left[\phi_{C}^{2}(0)+3 \phi_{X}^{2}(0)\right]  \tag{52}\\
&=\int_{0}^{N J t / \hbar} \mathrm{d} \tau\left[\left(\frac{1}{2}-\frac{5}{8 N} \delta n_{2}\right) \phi_{X}^{4}+\left(\frac{1}{18}+\frac{1}{24 N} \delta n_{2}\right) \phi_{C}^{4}+\left(\frac{1}{3}+\frac{1}{4 N} \delta n_{2}\right) \phi_{X}^{2} \phi_{C}^{2}-\frac{1}{6 N} n_{X}\left(\phi_{X}^{3} \phi_{C}+\phi_{X} \phi_{C}^{3}\right)\right. \\
&\left.-\left(2-\frac{3}{2 N} \delta n_{2}\right) \phi_{X}^{2}-\left(\frac{2}{3}+\frac{1}{2 N} \delta n_{2}\right) \phi_{C}^{2}+\frac{n_{X}}{N} \phi_{X} \phi_{C}+\boldsymbol{n} \cdot \dot{\boldsymbol{\phi}}\right]+\frac{\hbar}{3 \tilde{U}}\left[\phi_{C}^{2}(0)+3 \phi_{X}^{2}(0)\right]
\end{align*}
$$

Comparing to the standard relation $L=p \dot{x}-H$, we see that the generating function $\Phi$ plays the role of a Lagrangian.

The action given in Eq. (52) is not in a canonical form for any unfolding of $X_{9}$, since the coefficients of the fourth order phase variables have not been appropriately scaled away yet, and the terms $\phi_{X}^{3} \phi_{C}$ and $\phi_{X} \phi_{C}^{3}$ are still present. It is possible to remove these terms by an appropriate change of variables, resulting in the introduction
of the cubic unfolding terms $\phi_{X}^{3}$ and $\phi_{X} \phi_{C}^{2}$, which lead to triangular symmetry and a stable caustic. However we shall not attempt this here since it involves the simultaneous solution of five equations of quartic and cubic order. We shall instead proceed by restricting ourselves to the projection $n_{X}=0$. In Fig. 14 we plot the classical trajectories in the $n_{X}=0$ plane and compare between the $H_{\delta \mathrm{QPM}}$ and the $H_{\delta \mathrm{MF}}$ cases. As expected, in $(1+1) \mathrm{D}$ the stable caustics are cusps and indeed the cusp point


FIG. 15. Bordering (or abutment) diagram for the catastrophe $X_{9}$, adapted from Nye [49] and obtained using theorems of catastrophe projection. Each catastrophe of higher order contains (many, not necessarily all) catastrophes of lower order, shown by the direction of arrows. The subfamilies of $X_{9}$ lead to two different sub-catastrophe sets. ${ }^{4} X_{9}$ contains the singularities $E_{7}$ and $D_{6}$, shown by the red dashed arrows. ${ }^{0} X_{9}$ does not contain $E_{7}$ and will only contain $E_{6}$, shown by the blue dotted arrow.
occurs nearly simultaneously for $H_{\delta \mathrm{QPM}}$ and the $H_{\delta \mathrm{MF}}$. This is because the square roots multiplying the cosines do not drastically affect the shape of the focusing surface near the centre of Fock space. Rather, the effects of the square roots only become significant near the edges of Fock space, a region in which the QPM approximation becomes inaccurate. Indeed, we see from Fig. 14 that the effect of the square root factors is to make fold lines of the full model, shown in panel (b), become curved near the boundaries. Thus, although the rotational symmetry of the caustic is removed by beyond QPM effects, other features of the caustic are robust against such changes, a result that follows from structural stability.

Nevertheless, the $n_{X}=0$ projection does allow us to account for some beyond-QPM effects and even obtain qualitative features such as the subfamily of $X_{9}$ that results from the breaking of the circular symmetry in $H_{\triangle}$ and $H_{\delta \mathrm{MF}}$. In particular, after scaling phase variables to put $X_{9}$ in its canonical form, the modulus for the restricted problem for $H_{\triangle}$ becomes,

$$
\begin{equation*}
K_{n_{X}=0}\left(\delta n_{2}\right)=\left(8 N+6 \delta n_{2}\right) \sqrt{\frac{1}{3 \delta n_{2}+4 N}} \sqrt{\frac{1}{4 N-5 \delta n_{2}}} . \tag{53}
\end{equation*}
$$

This result warrants some explanation because the wavefunction contains a range of the Fock space variables $\left(\delta n_{2}, n_{X}\right)$, and hence there is no single well defined value of the modulus. However, because all physical paths must lie in the interval $-\frac{N}{3} \leq \delta n_{2} \leq \frac{2 N}{3}$, we have to first order, $\frac{6}{\sqrt{17}} \leq K \leq 6$ with $K=2$ occurring only at $\delta n_{2}=0$. This range of values for $K$ indicates that the system symmetry selects the ${ }^{0} X_{9}$ subfamily of $X_{9}$, and specifically its ${ }^{0} X_{9}^{+}$variant, called compact by Callahan [212]. A schematic plot, known as an 'abutment' or 'bordering' diagram is given in Fig. 15 which summarizes the relationships between the sub-catastrophes which can appear within $X_{9}$ [49]. We see that the ${ }^{0} X_{9}$ subfamily does not contain the umbilic catastrophes $E_{7}$ or $D_{6}$ given in Table II, both of which are instead members of the ${ }^{4} X_{9}$ sub-


FIG. 16. Most singular sections of the diffraction patterns for $D_{4}^{-}$and $D_{6}^{-}$showing how the foci of the two sub-families of $X_{9}$ differ. Panel (a) The focal plane of $D_{4}^{-}$revealing an elliptic umbilic focus. Panel (b) The focal plane of $D_{6}^{-}$ revealing another, but subtly different type of elliptic umbiliclike structure. In the case of $D_{4}^{-}$the caustic in its canonical form is threefold symmetric with the brightest ribs (traced with green dashed lines) meeting in straight lines at angles of $2 \pi / 3$. For $D_{6}^{-}$the bright central ribs meet along curved lines obeying $27 C_{2}^{4}=64 C_{1}^{3}$. The presence of a $D_{6}^{-}$focus can in principle be a diagnostic tool for determining the presence of ${ }^{4} X_{9}$.
family. Diagnosing the family of $X_{9}$ experimentally via the sub-catastrophes is in principle possible via a careful analysis of elliptic umbilic foci [Fig. 1(c), the last time slice in Fig. 3(b), and Figs. 7(a) and (b) all show elliptic umbilic foci]. As illustrated in Fig. 16, elliptic umbilic foci are three-fold symmetric about straight axes of symmetry meeting at the origin, while for $D_{6}^{-}$two of these lines become curved and the pattern is only two-fold symmetric (see Nye [217] for more details).

There is an important lesson to be learned from Eq. (53) and the fact there is no single value of the modulus (except locally, at the origin of Fock space). Catastrophes have their origin in topology, and as such there is considerable flexibility as to their precise shape. In fact each catastrophe forms an equivalence class, where different specific realizations within each class are related by smooth transformations (diffeomorphisms) of state variables and control parameters (there is no smooth mapping between different classes). The dynamics of a nonlinear system such as the BH model results in a caustic of the $X_{9}$ class which slowly varies in space-time but which is not destroyed by nonlinearities.

## B. Unequal hopping amplitudes

So far our consideration of beyond-QPM dynamics has centered on the effect of mode depletion accounted for by the square root factors. However, one can also consider the situation where we have already included the effects of the mode depletion but then additionally break the symmetry further by making the hopping amplitudes unequal (a similar effect could be had by including a bias, $\epsilon_{i} \neq 0$ ). In Fig. 17 we see the effects of changing the hoppings so that they are slightly detuned from one another $\left(K_{R} \neq K_{L} \neq K_{X}\right)$. The elliptic umbilic caustic


FIG. 17. Distorted elliptic umbilic due to unequal hopping strengths using the full trimer Hamiltonian. $K_{R}=1.1 K_{L}$, $K_{X}=1.2 K_{L}, U / K_{L}=0.01$ and $N=150$, starting from an equal superposition of Fock states. Panel (a): Distorted focus at $K_{L} t / \hbar=0.431$. Panel (b): Unfolded at $K_{L} t / \hbar=$ 0.513
becomes distorted and asymmetric, but due to the structural stability of the underlying catastrophe it remains intact and recognizable. In particular, panel (a) shows the effect on the focus, which can be shifted in space and time but clearly retains its form. Likewise for panel (b) which shows a time slice somewhat after the focus.

## VIII. ROLE OF INTERACTIONS

In their original setting of natural optics (rainbows etc.), caustics occur in a linear and hence integrable system. Similarly, the BH dimer is an integrable, albeit nonlinear, system as long as energy is conserved. The trimer, by contrast, is not generally integrable. In our analytic calculations in this paper we used $\delta$-kicked interactions such that the time evolution is integrable. While this made calculations possible, it does raise the question of the stability of caustics in the presence of constant interactions. It is therefore worth emphasizing again that all the (numerical) examples of caustics shown in Section V were obtained with the interactions switched on throughout the time evolution. Moreover, interactions can sometimes be necessary for catastrophes to fully manifest in both the dimer and trimer. This is best understood with an example, as given in Fig. 18. In panel (a) $U=0$, $K_{L}=K_{R}=J$, and $K_{X}=0$, for which the quantum revival time is $J t_{\text {rev }} / \hbar=\pi / \sqrt{2}$ (the recurrence time is twice this time). Starting from an even spread of Fock states, we observe a set of classical trajectories in the $n_{X}=0$ plane, similar to Fig. 6(a) except that here the trajectories form isolated focal points. According to catastrophe theory these are unstable in two dimensions and indeed, in panel (b) where interactions are present the focal points are unfolded to cusps. For variety we have chosen attractive interactions $U<0$ here whereas Fig. 6 has repulsive interactions $U>0$. The difference is that we find forward-opening cusps for $U>0$ and backward-opening cusps for $U<0$. The effect is similar when starting from a highly focused state, such as a Fock state, where a point focus will recur infinitely unless interactions are introduced and structurally stable caus-


FIG. 18. Instability of perfect focusing events to the introduction of interactions. Panel (a): Set of classical trajectories starting from an equal spread of Fock states, with $K_{L}=K_{R}, U=K_{X}=0$. Focusing events are isolated, meaning that all trajectories meet at a point. Panel (b): Same initial state as panel (a), but now with weakly attractive interactions, $K_{L}=K_{R} \equiv J$ and $U / J=-0.03$. A similar result was found for repulsive interactions in panel (a) of Fig. 6, except that the cusps open in the opposite direction for attractive interactions.
tics form. The nonlinearity introduced by interactions is therefore crucial to fully unfold the caustics (essentially by introducing different periods for different amplitudes of excitation).

Another example of dynamics with attractive interactions is shown in Fig. 19. The effect of negative $U$ is to pull the caustic outwards towards the corners of Fock space in comparison to the case of the repulsive $U$ shown in Fig. 8. This means that the elliptic umbilic emerges more clearly before the central focusing event, but also results in fold 'lips' around the edges of each cusp point.


FIG. 19. Formation of fold lines around cusps due to attractive interactions. Panel (a): Same as panel (c) of Fig. 7 , now with $U / J=-0.01$. The elliptic umbilic diffraction pattern is now surrounded by bright fringes, which consist of small fold lines. Panels (b)-(c): Same as panel (a) but at $J t / \hbar=0.641$ and $J t / \hbar=0.818$. As the elliptic umbilic focus is approached, the fold lines around each cusp extend and form a ring. Panel (d): Schematic of a section of the elliptic umbilic caustic, with 'lips' surrounding each cusp point.

The formation of lips around an elliptic umbilic caustic appears to be a threefold symmetric version of the fourfold unfolding of $X_{9}$ with a negative modulus studied in [208] (see also Fig. 9). These lips continue to extend into long fold lines as time progresses and ultimately intersect one another after the elliptic umbilic focus, reminiscent of the triple glass junction studied by Berry [209] and later elaborated on by Nye [49].

Finally, we note that our choice of parameters in this paper has been guided empirically so as to make the catastrophes as visible as possible. For example, the elliptic and hyperbolic umbilic unfoldings shown in Section V were made using relatively weak interactions in the range $U / J=0.01 J$ to $U / J=0.25 J$. This regime is called the strong-tunneling (or Josephson [179]) regime (see Refs. [149, 176, 182, 184, 185, 193]), and exhibits moderate quantum revivals, allowing the catastrophes to be clearly identified because a single caustic stretches across a good fraction of Fock space. Stronger interactions result in more powerful effective focusing potentials which, in the case of repulsive interactions, compress the wavefunction into a small region around the center of Fock space. In Fig. 20(a) we show that the canonical hyperbolic umbilic catastrophe is still visible even when $U=J$, although Fig. 20(b) indicates that at longer times this wavefunction evolves into a highly intricate structure (which will eventually reveal the discreteness of Fock space as the wavefunction fringes reach small scales). The highly distorted wavefronts that arise in this situation would probably be best described using the statistical version of catastrophe theory developed in the context of light passing through a turbulent atmosphere [46], where caustics manifest themselves as extreme amplitude events that occur more frequently than expected from random Gaussian fluctuations. This is the freak/rogue wave paradigm recently explored in microwave [55] and optical [59-67] experiments.

## IX. CONCLUSIONS AND EXPERIMENTAL PERSPECTIVES

Using a combination of exact numerical computations and analytic calculations (in the $\delta$-kicked case), we have demonstrated the existence of simple and higher caustics in integrable and nonintegrable quantum many-body dynamics. More precisely, using a variety of initial states (broad and narrow in Fock space) we have shown that caustics occur generically following a quench in the BH dimer and trimer models even when the latter is in the chaotic regime (e.g. when $U \sim J$ ). In the semiclassical regime caustics dominate the many-body wavefunction which takes on characteristic patterns that are stable against perturbations to both the Hamiltonian and initial conditions. Catastrophe theory provides a mathematically rigorous tool for predicting and analyzing these universal wavefunctions. The universality of wave catastrophes is underlined by the fact that we find the same


FIG. 20. Catastrophe formation at high interaction strength. In this figure, we show exact (numerical) dynamics deep in the chaotic regime with $U=J$ in the linear BH trimer where $K_{L}=K_{R} \equiv J$, and $K_{X}=0$. Caustic formation follows similarly to previously discussed cases with weaker interactions, however stronger interactions restrict the dynamics to a smaller region in Fock space. Panel (a): Formation of a fourfold diffraction pattern at $J t / \hbar=0.13$, similar to the one seen in Fig. 8(a), but its largest extent is smaller than the weaker interaction case. Panel (b): At $J t / \hbar=0.36$, the wavefront has become highly distorted, although strong focusing (fluctuations) remains.
basic caustic structures in the optics of liquid droplet lenses whose principal curvatures have been modified by a triangular perimeter, as shown in Fig. 1, as we do in the triangular Fock space of the BH trimer.

One may ask, if caustics are generic and striking why have they not been seen already? The answer is that they have been seen following quenches in experiments on ultracold atoms in optical lattices and trapped ions in the form of so-called light cones [1-5]. As shown in our previous paper on spin chains [40], and as we explain in Section III in this paper, light cones are caustics closely analogous to ship wakes. The ones seen experimentally so far are fold catastrophes (which have an Airy function profile [1]) and are the simplest in the hierarchy we discuss in Sec. III. Turning this around, the higher caustics
we predict can be viewed as generalized light cones.
Caustics will manifest themselves in experiments as singularity dominated fluctuations that are stronger than the random gaussian fluctuations one expects during generic chaotic dynamics [218]. For cold atoms in an optical lattice this means strong fluctuations (which form universal patterns) in the probability distribution for populations of different sites, see Figs. $3,5,6,7,8,9,10,11,12,13,14,17,18,19$, and 20 . In fact, thanks to advances in imaging such as the quantum gas microscope $[219,220]$, it is now possible to monitor the population of single sites in situ in optical lattices at the single atom level and thereby directly measure the Fockspace probability distribution, just as was done in the observation of light cones [1] and many-body localization $[6,7]$. Alternatively, miscible spin- 1 gases (as can be realized using ${ }^{23} \mathrm{Na}$ ) where the atoms occupy the same spatial mode, also offer a highly controllable environment for exploring integrable and nonintegrable three-mode manybody dynamics where the populations of the three Zeeman sublevels can be obtained using Stern-Gerlach type measurements [41].

The above mentioned experimental examples suggest that it may soon be possible to map out wave catastrophe patterns in many-body wavefunctions in some detail. However, it should be borne in mind that there are fundamental differences between classical and quantum waves and this impacts the information we can extract in a single projective measurement. In classical waves, the wave catastrophe patterns can be captured in a single shot like in Fig. 1, whereas in the quantum case a measurement in the Fock basis will randomly collapse the wavefunction to give us a single Fock state. Thus, a single absorption image of the BH trimer case will yield just two numbers: the two relative population differences between the three wells (assuming total number conservation). The experiment must be repeated many times under the same conditions in order to build up a probability distribution for the population differences and thereby reveal the caustics in the probability distribution. The whole scheme should then be repeated for different evolution times if we wish to map out the full three dimensional dynamical caustic. This is a challenging task, and there is no getting around the fact that quantum many-body wavefunctions are high dimensional objects containing a huge amount of information, but it is important to note that measuring the probability distribution is a simpler task than full quantum tomography (see [39] for a discussion). It should also be pointed out that caustics equally occur in the phase-difference variables [37] conjugate to the numberdifference variables and hence caustics can alternatively be seen by releasing the atoms from the wells and imaging after some time of flight to allow the atom clouds from each well to overlap and interfere [221].

In traditional measurements on condensed matter systems it is not the full wavefunction that is usually measured directly but one- and two-point correlation functions that are obtained. Although we have chosen to
focus on the wavefunction in this paper, it is the key object needed to calculate correlation functions and we have seen here how it takes on universal forms. Furthermore, in our previous work on light-cones in integrable systems [40] we showed that due to the hierarchy of catastrophes and the projection identities they obey (such that the higher ones contain the lower ones), correlation functions also contain caustics. For example, the equal-time twosite correlation function on a spin chain can be expressed as the product of two single quasiparticle wavefunctions evaluated at different points (see Section VII of [40]) and gives codimension 3 catastrophes such as the hyperbolic umbilic. Based on the results of the present paper, we expect that following a quench correlation functions for nonintegrable systems will also display caustics.

Rather than a finished theory, the results presented in this paper are merely one step on the road to understanding caustics in quantum many-body systems. In going to systems with a larger number of wells we encounter higher dimensional Fock spaces and hence higher dimensional catastrophes. In these cases it is easier to proceed by going over to the statistical version of catastrophe theory mentioned in Section VIII and developed in the context of random focusing of light passing through a turbulent atmosphere [46], that has also been applied to freak waves in hydrodynamics and optics [59-67]. The statistical theory aims to predict the 'twinkling exponents' of fluctuations. Perhaps surprisingly, it is not the higher order (more singular) catastrophes that necessarily dominate these fluctuations due their relative rarity. Moreover, the existing theory for classical waves will need to be revised since in the quantum case there is a new scale provided by the discretization in Fock space that can alter the finest details and potentially change the exponents.
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## Appendix A: Classical Trajectories of the $\delta$ QPM

Using Hamilton's equations of motion,

$$
\begin{align*}
\dot{n}_{2} & =-\frac{1}{\hbar} \frac{\partial H}{\partial \phi_{C}}  \tag{A1}\\
\dot{n}_{X} & =-\frac{1}{\hbar} \frac{\partial H}{\partial \phi_{X}}  \tag{A2}\\
\dot{\phi}_{C} & =\frac{1}{\hbar} \frac{\partial H}{\partial n_{2}}  \tag{A3}\\
\dot{\phi}_{X} & =\frac{1}{\hbar} \frac{\partial H}{\partial n_{X}} \tag{A4}
\end{align*}
$$

The $\delta$-kick allows classical trajectories to be calculated directly via integration,

$$
\begin{align*}
& \phi_{C}(t)=\phi_{C}(0)+\frac{3 U}{2 \hbar} \delta n_{2}(0) \Theta(t)  \tag{A5}\\
& \phi_{X}(t)=\phi_{X}(0)+\frac{U}{2 \hbar} n_{X}(0) \Theta(t) \tag{A6}
\end{align*}
$$

where we make use of the Heaviside function,

$$
\Theta(t)= \begin{cases}1 & t>0  \tag{A7}\\ 0 & t \leq 0\end{cases}
$$

First, for the circular trimer, assuming a classical analogue of an equal superposition of Fock states corresponds to an ensemble of classical trajectories, each with different $\left\{\delta n_{2}(0), n_{X}(0)\right\}$, but all $\phi_{C}(0)=\phi_{X}(0)=0$, then for $t>0$,
$\delta n_{2}(t)=\delta n_{2}(0)-\frac{4 J N t}{3 \hbar} \cos \left(\frac{U}{2 \hbar} n_{X}(0)\right) \sin \left(\frac{3 U}{2 \hbar} \delta n_{2}(0)\right)$
$n_{X}(t)=n_{X}(0)-\frac{4 J N t}{3 \hbar}\left[\cos \left(\frac{3 U}{2 \hbar} \delta n_{2}(0)\right) \sin \left(\frac{U}{2 \hbar} n_{X}(0)\right)\right.$

$$
\begin{equation*}
\left.+2 \cos \left(\frac{U}{2 \hbar} n_{X}(0)\right) \sin \left(\frac{U}{2 \hbar} n_{X}(0)\right)\right] \tag{A9}
\end{equation*}
$$

Note that the trajectories $n_{X}(0)=\delta n_{2}(0)=0$ have no time dependence and correspond exactly to the unstable axial caustic in the $K=2$ excluded family of $X_{9}$.

In the case of the linear oligomer $\left(K_{X}=0\right)$, then $\delta n(t)$
remains the same, while,

$$
\begin{equation*}
n_{X}(t)=n_{X}(0)-\frac{4 J N t}{3 \hbar} \cos \left(\frac{3 U}{2 \hbar} \delta n_{2}(0)\right) \sin \left(\frac{U}{2 \hbar} n_{X}(0)\right) \tag{A10}
\end{equation*}
$$

## Appendix B: Dependence of $\delta \mathbf{Q P M}$ wavefunction on $K_{X}$

For general $K_{X}$, the Hamiltonian (28) yields wavefunctions of the same form as in Eq. (32), but now with modulus,

$$
\begin{equation*}
K=\frac{6}{\sqrt{\frac{8 K_{X}}{J}+1}} \tag{B1}
\end{equation*}
$$

and control parameters,

$$
\begin{align*}
\alpha & =\frac{\sqrt{2}\left(3 \hbar^{2}-2 N J t U-4 N t U K_{X}\right)}{N J t U \sqrt{\frac{8 K_{X}}{J}+1}}  \tag{B2}\\
\beta & =\frac{\sqrt{2}\left(\hbar^{2}-2 J N t U\right)}{J N t U}  \tag{B3}\\
\zeta & =\frac{2^{1 / 4} \sqrt{3} \hbar}{N J t\left(\frac{8 K_{X}}{J}+1\right)^{1 / 4}} n_{X}  \tag{B4}\\
\eta & =\frac{2^{1 / 4} \sqrt{3} \hbar}{N J t} \delta n_{2} \tag{B5}
\end{align*}
$$

and

$$
\begin{equation*}
A(t)=\left(\frac{324}{8 K_{X} / J+1}\right)^{1 / 4} \frac{4 \pi \hbar}{\sqrt{3} U} \mathrm{e}^{-\mathrm{i} \frac{\pi}{2}} \mathrm{e}^{\mathrm{i} \frac{2 N J t}{\hbar}} \tag{B6}
\end{equation*}
$$

## Appendix C: Derivation of the Path Integral

Starting with the Hamiltonian given in Eq. (48) which goes beyond the QPM by including the square root factors to first order and hence includes effects due to the triangular boundaries of Fock space, we expand the cosine terms to fourth order in the phase difference coordinates to give

$$
\begin{align*}
H_{\triangle} \approx & -N J\left[\left(\frac{1}{2}-\frac{5}{8 N} \delta n_{2}\right) \phi_{X}^{4}+\left(\frac{1}{18}+\frac{1}{24 N} \delta n_{2}\right) \phi_{C}^{4}+\left(\frac{1}{3}+\frac{1}{4 N} \delta n_{2}\right) \phi_{X}^{2} \phi_{C}^{2}-\frac{1}{6 N} n_{X}\left(\phi_{X}^{3} \phi_{C}+\phi_{X} \phi_{C}^{3}\right)\right.  \tag{C1}\\
& \left.-\left(2-\frac{3}{2 N} \delta n_{2}\right) \phi_{X}^{2}-\left(\frac{2}{3}+\frac{1}{2 N} \delta n_{2}\right) \phi_{C}^{2}+\frac{n_{X}}{N} \phi_{X} \phi_{C}\right]+\delta(t) \frac{\tilde{U}}{4}\left[3 \delta n_{2}^{2}+n_{X}^{2}\right] \\
\equiv & N J \Phi_{\triangle}+\delta(t) \frac{\tilde{U}}{4}\left[3 \delta n_{2}^{2}+n_{X}^{2}\right] \tag{C2}
\end{align*}
$$

Notice that relative to the expansion of $H_{\delta \mathrm{QPM}}$, all of the circularly symmetric terms get a perturbation proportional to $\delta n_{2}$ and we also pick up some non-circularly symmetric terms proportional to $n_{X}$. Applying the Floquet operator incorporating this Hamiltonian to an initial state comprising of an equal superposition of all Fock states, and projecting
onto the Fock basis, we obtain the wavefunction

$$
\begin{align*}
\psi\left(n_{X}, \delta n_{2}, t\right) & =\sum_{n_{X}^{\prime}, \delta n_{2}^{\prime}} \mathrm{e}^{-\mathrm{i} \frac{U}{4}\left[3 \delta n_{2}^{\prime 2}+n_{X}^{\prime}{ }^{2}\right]}\langle n_{X}, \delta n_{2} \left\lvert\, \mathrm{e}^{\mathrm{i} \frac{N J t}{\hbar} \Phi_{\Delta}\left(\hat{n}_{X}, \delta \hat{n}_{2}, \hat{\phi}_{C}, \hat{\phi}_{X}\right)} \overbrace{\mathbb{1} \approx \sum_{\Theta, \phi_{X}, \phi_{C}}\left|\Theta, \phi_{X}, \phi_{C}\right\rangle\left\langle\Theta, \phi_{X}, \phi_{C}\right|}^{\prime}\right., \delta n_{2}^{\prime}\rangle  \tag{C3}\\
& =\int \mathrm{d} \Theta \mathrm{~d} \phi_{X} \mathrm{~d} \phi_{C}\left\langle n_{X}, \delta n_{2}\right| \mathrm{e}^{\mathrm{i} \frac{N J t}{\hbar} \Phi_{\Delta}\left(\hat{n}_{X}, \delta \hat{n}_{2}, \hat{\phi}_{C}, \hat{\phi}_{X}\right) t}\left|\Theta, \phi_{X}, \phi_{C}\right\rangle \mathrm{e}^{-\mathrm{i} \frac{\Theta N}{3}} \underbrace{\frac{4 \pi \hbar}{\mathrm{i} \sqrt{3} \tilde{U}} \exp \left[\frac{\mathrm{i} \hbar \tilde{U}}{3}\left(\phi_{C}^{2}+3 \phi_{X}^{2}\right)\right]}_{\underbrace{}_{n_{X}^{\prime}, \delta n_{2}^{\prime}} \mathrm{e}^{-\mathrm{i} \frac{U}{4 \hbar}\left[3 \delta n_{2}^{\prime 2}+n_{X}^{\prime}{ }^{2}\right]} \mathrm{e}^{-\mathrm{i}\left[n_{X}^{\prime} \phi_{X}+\delta n_{2}^{\prime} \phi_{C}\right]}]} \tag{C4}
\end{align*}
$$

where in the first line we have indicated where a resolution of the identity in terms of phase states should be inserted, and in second line we have turned the resulting double sums over phase variables into integrals as well as indicating that the double sum over the primed number variables can be approximated by gaussian integrals. Let us now focus on the matrix elements of $\mathrm{e}^{\mathrm{i} \frac{N J t}{\hbar}} \hat{\Phi} \Delta$,

$$
\begin{align*}
\left\langle n_{X}, \delta n_{2}\right| \mathrm{e}^{\mathrm{i} \frac{N J t}{\hbar} \Phi_{\Delta}\left(\hat{n}_{X}, \delta \hat{n}_{2}, \hat{\phi}_{C}, \hat{\phi}_{X}\right)}\left|\Theta, \phi_{X}, \phi_{C}\right\rangle & \approx\left\langle n_{X}, \delta n_{2}\right|\left(\mathbb{1}+\mathrm{i} \frac{N J t}{M \hbar} \hat{\Phi}_{\triangle}\right)^{M}\left|\Theta, \phi_{X}, \phi_{C}\right\rangle  \tag{C5}\\
& =\left\langle n_{X}, \delta n_{2}\right| \underbrace{\left(\mathbb{1}+\mathrm{i} \frac{N J t}{M \hbar} \hat{\Phi}_{\triangle}\right)\left(\mathbb{1}+\mathrm{i} \frac{N J t}{M \hbar} \hat{\Phi}_{\triangle}\right) \ldots\left(\mathbb{1}+\mathrm{i} \frac{N J t}{M \hbar} \hat{\Phi}_{\triangle}\right)}_{M \text { times }}\left|\Theta, \phi_{X}, \phi_{C}\right\rangle \tag{C6}
\end{align*}
$$

where $M$ is an integer giving the number of infinitesimal time steps $t / M$ into which the propagation is decomposed. We shall assume that $M \gg N \gg 1$. Switching to the bold vector notation $\phi=\left(\Theta, \phi_{X}, \phi_{C}\right)$ and $\boldsymbol{n}=\left(\frac{N}{3}, n_{X}, \delta n_{2}\right)$ for brevity, we insert resolutions of the identity

$$
\begin{equation*}
\mathbb{1}=\int \mathrm{d} \phi|\phi\rangle\langle\phi| \tag{C7}
\end{equation*}
$$

between each set of parentheses

$$
\begin{array}{r}
\left\langle n_{X}, \delta n_{2}\right| \mathrm{e}^{\mathrm{i} \frac{N J t}{\hbar} \Phi_{\Delta}\left(\hat{n}_{X}, \delta \hat{n}_{2}, \hat{\phi}_{C}, \hat{\phi}_{X}\right)}\left|\Theta, \phi_{X}, \phi_{C}\right\rangle \approx \int \mathrm{d} \phi_{M-1} \ldots \mathrm{~d} \phi_{1}\left\{\left\langle n_{X}, \delta n_{2}\right|\left(\mathbb{1}+\mathrm{i} \frac{N J t}{M \hbar} \hat{\Phi}_{\triangle}\right)\left|\phi_{M-1}\right\rangle\right. \\
\left.\times\left\langle\phi_{M-1}\right|\left(\mathbb{1}+\mathrm{i} \frac{N J t}{M \hbar} \hat{\Phi}_{\triangle}\right)\left|\phi_{M-2}\right\rangle \times \ldots \times\left\langle\phi_{1}\right|\left(\mathbb{1}+\mathrm{i} \frac{N J t}{M \hbar} \hat{\Phi}_{\triangle}\right)\left|\phi_{0}\right\rangle\right\} \tag{C8}
\end{array}
$$

where we have used $\left|\phi_{0}\right\rangle$ to denote $\left|\Theta, \phi_{X}, \phi_{C}\right\rangle$. In order to evaluate each matrix element in this product, we note that $\hat{\Phi}_{\triangle}$ has the form

$$
\begin{equation*}
\hat{\Phi}_{\Delta}=\left(\frac{1}{2}-\frac{5}{8 N} \hat{\delta n_{2}}\right) \hat{\phi}_{X}^{4}+\left(\frac{1}{18}+\frac{1}{24 N} \hat{\delta n_{2}}\right) \hat{\phi}_{C}^{4}+\left(\frac{1}{3}+\frac{1}{4 N} \hat{\delta n_{2}}\right) \hat{\phi}_{X}^{2} \hat{\phi}_{C}^{2}-\frac{1}{6 N} \hat{n}_{X}\left(\hat{\phi}_{X}^{3} \hat{\phi}_{C}+\hat{\phi}_{X} \hat{\phi}_{C}^{3}\right)+\ldots \tag{C9}
\end{equation*}
$$

where the operator ordering is assumed to be the same as the classical expression given in Eq. (C1) such that all the number operators lie to the left of the phase operators. We therefore insert resolutions of the identity over the number states $\mathbb{1}=\int \mathrm{d} \boldsymbol{n}|\boldsymbol{n}\rangle\langle\boldsymbol{n}|$ inside the matrix elements so that the number operators can act to the left and the phase operators to the right

$$
\begin{align*}
\left\langle\boldsymbol{\phi}_{j+1}\right|\left(\mathbb{1}+\mathrm{i} \frac{N J t}{M \hbar} \hat{\Phi}_{\triangle}\right)\left|\boldsymbol{\phi}_{j}\right\rangle \longrightarrow & \left\langle\boldsymbol{\phi}_{j+1}\right| \int \mathrm{d} \boldsymbol{n}_{j}\left|\boldsymbol{n}_{j}\right\rangle\left\langle\boldsymbol{n}_{j}\right|\left(\mathbb{1}+\mathrm{i} \frac{N J t}{M \hbar} \hat{\Phi}_{\triangle}\right)\left|\boldsymbol{\phi}_{j}\right\rangle  \tag{C10}\\
& \approx \int \mathrm{d} \boldsymbol{n}_{j} \exp \left[\mathrm{i} \boldsymbol{n}_{j} \cdot\left(\boldsymbol{\phi}_{j+1}-\boldsymbol{\phi}_{j}\right)\right] \exp \left[\mathrm{i} \frac{N J t}{M \hbar} \Phi_{\triangle}\left(\boldsymbol{n}_{j}, \boldsymbol{\phi}_{j}\right)\right] \tag{C11}
\end{align*}
$$

where to obtain the second line we have used the relation $\langle\boldsymbol{\phi} \mid \boldsymbol{n}\rangle=\exp [\mathrm{i} \boldsymbol{n} \cdot \boldsymbol{\phi}]$ twice and $\Phi_{\triangle}\left(\boldsymbol{n}_{j}, \boldsymbol{\phi}_{j}\right)$ is now a function of ordinary variables rather than operators. Thus, all the matrix elements apart from the most lefthand one in Eq. (C8) contribute a phase factor $\exp \left[\mathrm{i} \frac{N J t}{M \hbar} \Phi_{\triangle}\left(\boldsymbol{n}_{j}, \boldsymbol{\phi}_{j}\right)+\mathrm{i} \boldsymbol{n}_{j} \cdot\left(\boldsymbol{\phi}_{j+1}-\boldsymbol{\phi}_{j}\right)\right]$, and the wavefunction becomes

$$
\begin{align*}
\psi\left(n_{X}, \delta n_{2}, t\right)=\int \mathrm{d} \boldsymbol{\phi}_{M-1} \int \prod_{j=0}^{M-2} \mathrm{~d} \boldsymbol{\phi}_{j} \mathrm{~d} \boldsymbol{n}_{j} \underbrace{B\left(n_{X}, \delta n_{2}, \boldsymbol{\phi}_{M-1}\right)}_{\text {boundary term }} & \exp \left[\mathrm{i} \sum_{j=0}^{M-2}\left\{\frac{N J t}{M \hbar} \Phi_{\Delta}\left(\boldsymbol{n}_{j}, \boldsymbol{\phi}_{j}\right)+\boldsymbol{n}_{j} \cdot\left(\boldsymbol{\phi}_{j+1}-\boldsymbol{\phi}_{j}\right)\right\}\right] \\
& \times\left(\frac{4 \pi \hbar}{\mathrm{i} \sqrt{3} \tilde{U}} \exp \left[\frac{\mathrm{i} \hbar}{3 \tilde{U}}\left(\left\{\phi_{C}\right\}_{0}^{2}+3\left\{\phi_{X}\right\}_{0}^{2}\right)\right]\right) \tag{C12}
\end{align*}
$$

The boundary term comes from the most lefthand matrix element in Eq. (C8) and is also a pure phase factor

$$
\begin{equation*}
B\left(n_{X}, \delta n_{2}, \phi_{M-1}\right)=\exp \left[\mathrm{i} \frac{N J t}{M \hbar} \Phi_{\triangle}\left[n_{X}, \delta n_{2}, \phi_{M-1}\right]-n_{X}\left\{\phi_{X}\right\}_{M-1}-\delta n_{2}\left\{\phi_{C}\right\}_{M-1}\right] \tag{C13}
\end{equation*}
$$

in which the notation $\left\{\phi_{X}\right\}_{M-1}$ and $\left\{\phi_{C}\right\}_{M-1}$ is used for the individual components of $\phi_{M-1}$ and likewise $\left\{\phi_{X}\right\}_{0}$ and $\left\{\phi_{C}\right\}_{0}$ is used for the individual components of $\phi_{0}$.

A condition that the above expansion of the propagator into $M$ terms is an accurate approximation is that $N J t /(\hbar M) \equiv \varepsilon$ is a small quantity. Assuming this to be the case we can write

$$
\begin{equation*}
B\left(n_{X}, \delta n_{2}, \boldsymbol{\phi}_{M-1}\right)+\varepsilon \sum_{j=0}^{M-2}\left\{\Phi_{\Delta}\left[\boldsymbol{n}_{j}, \boldsymbol{\phi}_{j}\right]+\boldsymbol{n}_{j} \cdot \frac{\boldsymbol{\phi}_{j+1}-\boldsymbol{\phi}_{j}}{\varepsilon}\right\} \sim \int_{0}^{N J t / \hbar} \mathrm{d} \tau\left\{\Phi_{\Delta}[\boldsymbol{n}(\tau), \boldsymbol{\phi}(\tau)]+\boldsymbol{n}(\tau) \cdot \dot{\boldsymbol{\phi}}(\tau)\right\} . \tag{C14}
\end{equation*}
$$

This becomes exact when $\varepsilon \rightarrow 0$, or equivalently $M \rightarrow \infty$ so that we can express the wavefunction as a path integral

$$
\begin{equation*}
\psi\left(n_{X}, \delta n_{2}, t\right)=\frac{4 \pi \hbar}{\mathrm{i} \sqrt{3} \tilde{U}} \int \mathcal{D} \boldsymbol{\phi} \mathcal{D} \boldsymbol{n} \exp \left[\mathrm{i} \int_{0}^{N J t / \hbar} \mathrm{d} \tau\left\{\Phi_{\Delta}[\boldsymbol{n}(\tau), \boldsymbol{\phi}(\tau)]+\boldsymbol{n}(\tau) \cdot \dot{\boldsymbol{\phi}}(\tau)\right\}\right] \exp \left[\frac{\mathrm{i} \hbar}{3 \tilde{U}}\left\{\phi_{C}^{2}(0)+3 \phi_{X}^{2}(0)\right\}\right] \tag{C15}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{D} \boldsymbol{\phi} \mathcal{D} \boldsymbol{n}=\lim _{M \rightarrow \infty} \mathrm{~d} \boldsymbol{\phi}_{M-1} \prod_{j=0}^{M-2} \mathrm{~d} \boldsymbol{\phi}_{j} \mathrm{~d} \boldsymbol{n}_{j}=\lim _{M \rightarrow \infty} \prod_{j=0}^{M-1} \mathrm{~d} \boldsymbol{\phi}_{j} \mathrm{~d} \boldsymbol{n}_{j} \delta\left[\boldsymbol{n}_{M-1}-\left(n_{X}, \delta n_{2}\right)\right] \tag{C16}
\end{equation*}
$$
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## Summary, Conclusions, and Discussion of Future Work

We have explored the dynamics of many-body quantum systems, while focusing on two types of emergent behaviour: caustics and chaos. Both of these constitute different kinds of apparently independent universality in quantum systems and while we have made attempts to connect both, there remain open questions. In Chapter 2, we demonstrate that caustics are a universal structure in the dynamics of quantum spin chains. By making use of different limits of the anisotropic XY model with a transverse field, we categorize the light cones using catastrophe theory. The connection between light cones and catastrophes is naturally visible by considering the Lieb-Robinson (LR) velocity defined in Eq. 1.120 , which equivalent to the focusing condition for rays following an effective action $\Phi$, i.e. $\partial \Phi=\partial^{2} \Phi=0$. In the XY model, there are two local solutions to Eq. 1.120 which indicates that there are two 'maximal' group velocities, although only the largest of these is the true LR velocity. This means that there are both primary and secondary light cones, corresponding to, respectively, the two first members of René Thom's elementary catastrophe organization list: the fold and the cusp. In the many-body wavefunction, these become quantized versions of the Airy and Pearcey functions.

Chapter 2 represents a first in-depth study into higher-order caustics in the dynamics of many-body systems. We analyze quenches in both the two-and three-mode Bose-Hubbard models and demonstrate that the corank-2 hyperbolic and elliptic umbilic catastrophes decorate the dynamics. Furthermore, in an analogy with optical experiments, we find that there is a catastrophe beyond Thom's list, $X_{9}$, which acts
as an organizing centre for different diffraction patterns. One of the most significant results from this work is that the caustics and diffraction patterns are the result of true many-body interference, rather than one-body interference from a mean-field theory. Importantly, the three-mode model has signatures of chaos, which we show qualitatively destroys visible caustics.

A significant portion of this thesis is also spent studying signatures of chaos, with particular attention paid to the out-of-time-ordered correlator and related functions. In Chapter 3, we connect our discussion of light cones as caustics with signatures of chaos by considering a Gaussian approximation to the wavefront. By demonstrating that the light cone scales quantitatively differently in the integrable and chaotic regimes, we not only demonstrate that the wavefront spreading can be used to identify chaotic models, but also reinforce the notion that caustics are destroyed by chaos. By showing that in a free system the wavefront must be an Airy function, we also therefore restrict how the broadening coefficients $m(x)$ and $b(x)$ must scale given that the wavefront is a caustic.

Chapter 4 addresses signatures of chaos with a different perspective from Chapter 3. by considering two-time correlation functions which act as generalizations of the OTOC. We show that while the original system is integrable, the effective Floquet Hamiltonian describing the $n$-fold OTOC yields signatures of chaos typically associated with return probabilities of chaotic systems. This article connects the OTOC with other signatures of chaos, and demonstrates that care must be taken when considering chaos 'diagnostic' tools and standard signatures of chaos.

## Outlook

A key result from this thesis is that caustics are universal structures in quantum dynamics, and while their organization (through catastrophe theory) is dependent on the underlying geometries and symmetries of the system, they are stable to perturbations and are thus generic. While we have presented a prescription for the formation of caustics in integrable and models with relatively weak chaos, an interesting question as to exactly how these concepts connect on a much deeper level. More precisely, the connection of the existence and destruction of caustics by chaos remains somewhat unclear. By the Kolmogorov-Arnold-Moser (KAM) theorem [119, certain actionangle invariant tori into a weak chaotic regime, and thus a finite fraction of phase space trajectories remain regular. This may underline the formation of caustics in the weakly-interacting three-mode model, however it leaves an open question as to the survival of catastrophe deeper into the chaotic regime. Furthermore, the ability
of the OTOC to detect the onset of chaos is related to a fundamental shift in how the broadening coefficients $m(x)$ and $b(x)$ scale in each regime via the destruction of the caustic.


## SElected Calculations

## A. 1 One-body operators in second quantization

The derivation for 1.11 is slightly tedious and messy, however we present it here for completeness. This derivation is adapted from Cohen-Tannoudji, Ref. [185]. Consider an operator $\hat{O}_{1}$ which is a one-body operator such that,

$$
\begin{equation*}
\hat{O}_{1}=\sum_{i} \hat{o}_{i} \tag{A.1}
\end{equation*}
$$

that is, it consists of a sum of operators $\hat{o}_{i}$ which only act on particle $i$. In more rigorous notation, this operator can be written in the full many-body Hilbert space,

$$
\begin{equation*}
\hat{o}_{i}=\mathbb{1}_{1} \otimes \mathbb{1}_{2} \otimes \ldots \otimes \hat{o}_{i} \otimes \ldots \otimes \mathbb{1}_{N} \tag{A.2}
\end{equation*}
$$

Making use of a complete basis for particle $i,\left\{\left|\psi_{k}\right\rangle_{i}\right\}$, we can write the operator $\hat{o}_{i}$ in this basis,

$$
\begin{equation*}
\hat{o}_{i}=\sum_{k, \ell} o_{k \ell}\left|\psi_{k}\right\rangle_{i i}\left\langle\psi_{\ell}\right| \tag{A.3}
\end{equation*}
$$

with

$$
\begin{equation*}
o_{k \ell}={ }_{i}\left\langle\psi_{k}\right| \hat{o}_{i}\left|\psi_{\ell}\right\rangle_{i} \tag{A.4}
\end{equation*}
$$

Thus, the expression for the single-body operator becomes,

$$
\begin{equation*}
\hat{O}_{1}=\sum_{i} \sum_{k, \ell} o_{k \ell}\left|\psi_{k}\right\rangle_{i i}\left\langle\psi_{\ell}\right| \tag{A.5}
\end{equation*}
$$

Now, let us consider an $N$-body Fock state, written in the basis $\left\{\left|\psi_{k}\right\rangle\right\}$,

$$
\begin{equation*}
\left|n_{1}, n_{2}, \ldots\right\rangle=\sqrt{\frac{N!}{n_{1}!n_{2}!\ldots}} \hat{S}_{ \pm}\left|\psi_{1}\right\rangle_{1}\left|\psi_{1}\right\rangle_{2}\left|\psi_{1}\right\rangle_{3 \ldots}\left|\psi_{1}\right\rangle_{n_{1}}\left|\psi_{2}\right\rangle_{n_{1}+1} \ldots\left|\psi_{2}\right\rangle_{n_{1}+n_{2}} \ldots . \tag{A.6}
\end{equation*}
$$

In the above we have simply written the state as an arbitary ordering of $\left|\psi_{k}\right\rangle$, such that the symmetrizer operator $\hat{S}_{ \pm}$constructs either a symmetric $(+)$or an antisymmetric $(-)$ state out of the product. The prefactor accounts for the redundancy in the exchange of these particles under (anti)symmetrization. Acting on this state with the part of the one body operator which is summed over all particles, i.e.,

$$
\begin{equation*}
\sum_{i}\left|\psi_{k}\right\rangle_{i i}\left\langle\psi_{\ell} \mid n_{1}, n_{2}, \ldots\right\rangle=\sum_{i}\left|\psi_{k}\right\rangle_{i i}\left\langle\psi_{\ell}\right| \sqrt{\frac{N!}{n_{1}!n_{2}!\ldots}} \hat{S}_{ \pm}\left|\psi_{1}\right\rangle_{1} \ldots\left|\psi_{1}\right\rangle_{n_{1}}\left|\psi_{2}\right\rangle_{n_{1}+1} \ldots\left|\psi_{2}\right\rangle_{n_{1}+n_{2} \ldots} \tag{A.7}
\end{equation*}
$$

Since $\sum_{i}\left|\psi_{k}\right\rangle_{i i}\left\langle\psi_{\ell}\right|$ is simply a sum over all particles, it thereby commutes with the symmetrizer $\hat{S}_{ \pm}$. The $i$ th term in the sum will contain the overlap ${ }_{i}\left\langle\psi_{\ell} \mid \psi_{j}\right\rangle_{i}=\delta_{\ell j}$, which will pick out a total of $n_{\ell}$ nonzero terms such that $\left|\psi_{\ell}\right\rangle_{i}$ becomes replaced with $\left|\psi_{k}\right\rangle_{i}$ with all other members of the product state are left the same. Hence,

$$
\begin{equation*}
\sum_{i}\left|\psi_{k}\right\rangle_{i i}\left\langle\psi_{\ell} \mid n_{1}, n_{2}, \ldots\right\rangle=n_{\ell} \sqrt{\frac{N!}{n_{1}!n_{2}!\ldots}} \hat{S}_{ \pm}\left|\psi_{1}\right\rangle_{1 \ldots}\left|\psi_{1}\right\rangle_{n_{1}}\left|\psi_{2}\right\rangle_{n_{1}+1 \cdots}\left|\psi_{k}\right\rangle_{m \cdots} \tag{A.8}
\end{equation*}
$$

where we have used the shorthand $m$ to represent whichever particle got put into state $\left|\psi_{k}\right\rangle$. Let us now consider the relationship between the right hand side of Eq. (A.8) and Eq. A.6). By changing some particle from state $\left|\psi_{\ell}\right\rangle$ to $\left|\psi_{k}\right\rangle$, we are still in a Fock state, just with new Fock indices $n_{\ell} \rightarrow n_{\ell}-1$ and $n_{k} \rightarrow n_{k}+1$. By Eq. (A.6), we can write,

$$
\begin{equation*}
\left|n_{1}, \ldots, n_{\ell}-1, \ldots, n_{k}+1, \ldots\right\rangle=\sqrt{\frac{N!}{n_{1}!\ldots\left(n_{\ell}-1\right)!\ldots\left(n_{k}+1\right)!\ldots}} \hat{S}_{ \pm}\left|\psi_{1}\right\rangle_{1} \ldots\left|\psi_{1}\right\rangle_{n_{1}}\left|\psi_{2}\right\rangle_{n_{1}+1} \ldots\left|\psi_{k}\right\rangle_{m} \ldots \tag{A.9}
\end{equation*}
$$

then we can take the prefactors to one side and therefore replace everything to the right of (and including) $\hat{S}_{ \pm}$in Eq. A.8,

$$
\begin{align*}
\sum_{i}\left|\psi_{k}\right\rangle_{i i}\left\langle\psi_{\ell} \mid n_{1}, n_{2}, \ldots\right\rangle & =n_{\ell} \sqrt{\frac{N!}{n_{1}!n_{2}!\ldots}} \sqrt{\frac{n_{1}!\ldots\left(n_{\ell}-1\right)!\ldots\left(n_{k}+1\right)!\ldots}{N!}}\left|n_{1}, \ldots, n_{\ell}-1, \ldots, n_{k}+1, \ldots\right\rangle  \tag{A.10}\\
& =\sqrt{n_{\ell}\left(n_{k}+1\right)}\left|n_{1}, \ldots, n_{\ell}-1, \ldots, n_{k}+1, \ldots\right\rangle  \tag{A.11}\\
& =\hat{a}_{k}^{\dagger} \hat{a}_{\ell}\left|n_{1}, n_{2}, \ldots\right\rangle \tag{A.12}
\end{align*}
$$

and hence, $\sum_{i}\left|\psi_{k}\right\rangle_{i i}\left\langle\psi_{\ell}\right|=\hat{a}_{k}^{\dagger} \hat{a}_{\ell}$. Thus the one-body operator can be written,

$$
\begin{equation*}
\hat{O}_{1}=\sum_{k, \ell} o_{k \ell} \hat{a}_{k}^{\dagger} \hat{a}_{\ell} \tag{A.13}
\end{equation*}
$$

where $o_{k \ell}=\left\langle\psi_{k}\right| \hat{o}\left|\psi_{\ell}\right\rangle$ (the index $i$ removed since we are dealing with identical particles). For two-body operators, the principle is similar.

## A. 2 Wigner's Semicircle Law

Here, we will give a somewhat succinct proof of the Wigner semicircle law, following Livan et al. in Ref. [136]. The central quantity here is the average spectral density, $\rho_{N}(\lambda)$ which essentially corresponds to the probability to find an eigenvalue around the point $\lambda$. Since it is a probability density,

$$
\begin{equation*}
\int \mathrm{d} \lambda \rho_{N}(\lambda)=1 \tag{A.14}
\end{equation*}
$$

The subscript $N$ indicates that we are considering random matrices of size $N \times N$. The quantity $\rho_{N}(\lambda)$ is highly non-universal, if we change the probability distribution of the entries, it is not necessarily possible to calculate. In the case of Gaussian matrices which are rotationally invariant (GOE, GUE and GSE), it is possible, but rather difficult. We shall focus on the case where $N \rightarrow \infty$, which yields Wigner's semicircular law.

The average spectral density is defined as,

$$
\begin{equation*}
\rho_{N}(\lambda)=\left\langle\frac{1}{N} \sum_{i}^{N} \delta\left(\lambda-\lambda_{i}\right)\right\rangle \tag{A.15}
\end{equation*}
$$

where $\langle.$.$\rangle is an ensemble average (over many matrices drawn from, for example,$ the GOE). Each matrix contributes a set of 'spikes' corresponding to all of its $N$ eigenvalues $\lambda_{i}$. Each matrix drawn from the ensemble will have $N$ spikes, but in different locations due to randomness. When taking the average over the ensemble $\langle\ldots\rangle$, the highly singular spikes result in a smooth function which is peaked where the density of spikes are higher. The number of matrices in the ensemble average therefore has to tend to infinity so that $\langle\ldots\rangle$ produces a smooth function.

The average spectral density in a Hamiltonian system is closely related to the local density of states (LDOS) or strength function 178,

$$
\begin{equation*}
\rho(E)=\sum_{\alpha}\left|C_{\alpha}\right|^{2} \delta\left(E-E_{\alpha}\right) \tag{A.16}
\end{equation*}
$$

where $C_{\alpha}=\left\langle\psi_{\alpha} \mid \Psi(0)\right\rangle$ for an inital state $|\Psi(0)\rangle$ and an energy eigenbasis $\hat{H}\left|\psi_{\alpha}\right\rangle=$ $E_{\alpha}\left|\psi_{\alpha}\right\rangle$. For a sufficiently broad spread of initial eigenvalues (i.e. $C_{\alpha} \rightarrow$ const.), then we recover a semicircular LDOS. As mentioned in Sec. 1.3.3, this has immediate implications on the two-point correlation function, and the Thouless time of the system.

## Resolvent Method

Let us define,

$$
\begin{equation*}
G_{N}(z)=\frac{1}{N} \operatorname{Tr} \frac{1}{z \mathbb{1}-X}=\frac{1}{N} \sum_{i} \frac{1}{z-\lambda_{i}} \tag{A.17}
\end{equation*}
$$

where $X$ is any matrix (not necessarily random), and $z$ is a complex variable that is not an eigenvalue of $X$. If, however, $X$ is a random matrix, we can take the average of this object $\left\langle G_{N}(z)\right\rangle$ and take the limit of the sum to be the integral,

$$
\begin{equation*}
\mathcal{G}(z)=\lim _{N \rightarrow \infty}\left\langle G_{N}(z)\right\rangle=\int \mathrm{d} \lambda \frac{\rho(\lambda)}{z-\lambda} \tag{A.18}
\end{equation*}
$$

This object is the "resolvent" or Green's function. We have defined $\rho_{N \rightarrow \infty}(\lambda)=\rho(\lambda)$ for simplicity. The proof is rather simple,

$$
\begin{equation*}
\int \mathrm{d} \lambda \frac{\rho_{N}(\lambda)}{z-\lambda}=\int \mathrm{d} \lambda \frac{1}{z-\lambda}\left\langle\frac{1}{N} \sum_{i}^{N} \delta\left(\lambda-\lambda_{i}\right)\right\rangle=\left\langle\frac{1}{N} \sum_{i}^{N} \frac{1}{z-\lambda_{i}}\right\rangle=\left\langle G_{N}(z)\right\rangle \tag{A.19}
\end{equation*}
$$

where in the first equality we simply inserted the definition of the spectral density from Eq. A.15).

In order to invert the resolvent for the spectral density, we make use of the Sokhotski-Plemelj theorem along the real line,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{a}^{b} \mathrm{~d} y \frac{f(y)}{y \pm \mathrm{i} \varepsilon}=\operatorname{Pr}\left[\int_{a}^{b} \mathrm{~d} y \frac{f(y)}{y}\right] \mp \mathrm{i} \pi f(0) \tag{A.20}
\end{equation*}
$$

where $a<0<b$ and $\operatorname{Pr}[\cdot]$ is the Cauchy principle value of the integral. Taking $f(y) \rightarrow \delta(y)$, we have,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{y \pm \mathrm{i} \varepsilon}=\operatorname{Pr}\left[\frac{1}{y}\right] \mp \mathrm{i} \pi \delta(y) \tag{A.21}
\end{equation*}
$$

We can then augment $z$ in the resolvent with a small complex number,

$$
\begin{equation*}
\mathcal{G}(x-\mathrm{i} \varepsilon)=\int \mathrm{d} \lambda \frac{\rho(\lambda)}{x-\mathrm{i} \varepsilon-\lambda} \tag{A.22}
\end{equation*}
$$

Now, apply the Sokhotski-Plemelj theorem and take the imaginary part,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \operatorname{Im} \mathcal{G}(x-\mathrm{i} \varepsilon)=\int \mathrm{d} \lambda \rho(\lambda) \pi \delta(x-\lambda) \tag{A.23}
\end{equation*}
$$

So,

$$
\begin{equation*}
\rho(x)=\frac{1}{\pi} \lim _{\varepsilon \rightarrow 0^{+}} \operatorname{Im} \mathcal{G}(x-\mathrm{i} \varepsilon) \tag{A.24}
\end{equation*}
$$

Meaning that if we know an equation for $\mathcal{G}(z)$, we can compute it in the complex plane and take the limit as $\varepsilon \rightarrow 0$ to solve for $\rho(\lambda)$.

## Gaussian Ensembles: The Semicircle

Start from the joint PDF for Gaussian matrices,

$$
\begin{equation*}
P\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)=\frac{1}{\mathcal{Z}_{N}(\beta)} \mathrm{e}^{-\frac{1}{2} \sum_{i} \lambda_{i}^{2}} \prod_{j<k}\left|\lambda_{j}-\lambda_{k}\right|^{\beta} \tag{A.25}
\end{equation*}
$$

where $\mathcal{Z}_{N}(\beta)$ is a normalization factor,

$$
\begin{equation*}
\mathcal{Z}_{N}(\beta)=\int \mathrm{d} \lambda_{1} \ldots \mathrm{~d} \lambda_{N} \mathrm{e}^{-\frac{1}{2} \sum_{i} \lambda_{i}^{2}} \prod_{j<k}\left|\lambda_{j}-\lambda_{k}\right|^{\beta} \tag{A.26}
\end{equation*}
$$

Let us also scale our eigenvalues by $\lambda_{i} \rightarrow \sqrt{\beta N} \lambda_{i}$, so that we're considering all of the Gaussian ensembles as one,

$$
\begin{equation*}
=C_{N}(\beta) \int \mathrm{d} \lambda_{1} \ldots \mathrm{~d} \lambda_{N} \mathrm{e}^{-\beta N \mathcal{H}\left[\lambda_{1}, \ldots, \lambda_{N}\right]} \tag{A.27}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2} \sum_{i=1}^{N} \lambda_{i}^{2}-\frac{1}{2 N} \sum_{i \neq j} \ln \left|\lambda_{i}-\lambda_{j}\right| \tag{A.28}
\end{equation*}
$$

This notation is purposefully suggestive of the Hamiltonian $\mathcal{H}$ and partition function $\mathcal{Z}_{N}(\beta)$ for a 2D Coulomb gas (since the Coulomb interaction is logarithmic in 2D). For $N \gg 1$ we make a 'stationary-phase'-type argument in order to find the most likely configuration of the 'particles' (eigenvalues) at equilibrium. This amounts to a minimization with respect to $\lambda_{i}$,

$$
\begin{equation*}
\frac{\partial \mathcal{H}}{\partial \lambda_{i}}=0 \quad \forall i=1, \ldots, N \tag{A.29}
\end{equation*}
$$

which gives,

$$
\begin{equation*}
\lambda_{i}=\frac{1}{N} \sum_{j \neq i} \frac{1}{\lambda_{i}-\lambda_{j}} . \tag{A.30}
\end{equation*}
$$

Multiplying both sides by $\frac{1}{N\left(z-\lambda_{i}\right)}$, and summing over index $i$,

$$
\begin{equation*}
\sum_{i=1}^{N} \frac{\lambda_{i}}{N\left(z-\lambda_{i}\right)}=\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j \neq i} \frac{1}{z-\lambda_{i}} \frac{1}{\lambda_{i}-\lambda_{j}}, \tag{A.31}
\end{equation*}
$$

It is simple to see that on the LHS, we can add and subtract $z$ so that it can be simplified to give $-1+z G_{N}(z)$ using Eq. A.17). Simplifying the RHS of Eq. A.31) requires rewriting $\frac{1}{z-\lambda_{i}} \frac{1}{\lambda_{i}-\lambda_{j}}=\frac{1}{z-\lambda_{j}}\left[\frac{1}{z-\lambda_{i}}+\frac{1}{\lambda_{i}-\lambda_{j}}\right]$ where both terms can be analyzed independently. The result is that,

$$
\begin{equation*}
-1+z G_{N}(z)=\frac{1}{2}\left(G_{N}^{2}(z)+\frac{1}{N} \frac{\partial}{\partial z} G_{N}(z)\right) \tag{A.32}
\end{equation*}
$$

This differential equation is classified as a Riccati equation, but we don't need to bother with it being a differential equation since we're interested in the $N \rightarrow \infty$ limit, so we throw away the last term. Hence, we can rearrange to get,

$$
\begin{equation*}
\mathcal{G}(z)=z \pm \sqrt{z^{2}-2} \tag{A.33}
\end{equation*}
$$

Moving off the real axis by replacing $z=x-\mathrm{i} \varepsilon$,

$$
\begin{equation*}
\mathcal{G}(x-\mathrm{i} \varepsilon)=x-\mathrm{i} \varepsilon \pm \sqrt{\left(x^{2}-\varepsilon^{2}-2\right)+\mathrm{i}(-2 x \varepsilon)} \tag{A.34}
\end{equation*}
$$

we just separated real and imaginary parts in the radical. We now use the fact that the square root of a complex number can be rewritten,

$$
\begin{equation*}
\sqrt{a+\mathrm{i} b}=\frac{1}{\sqrt{2}} \sqrt{\sqrt{a^{2}+b^{2}}+a}+\mathrm{i} \frac{\operatorname{sgn}(b)}{\sqrt{2}} \sqrt{\sqrt{a^{2}+b^{2}}-a} . \tag{A.35}
\end{equation*}
$$

And taking the limit $\varepsilon \rightarrow 0$ gives,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \mathcal{G}(x)= \pm \frac{\operatorname{sgn}(x)}{\pi \sqrt{2}} \sqrt{\left|x^{2}-2\right|-x^{2}+2} \tag{A.36}
\end{equation*}
$$

Thus,

$$
\rho(x)= \begin{cases}0 & |x|>\sqrt{2}  \tag{A.37}\\ \frac{1}{\pi} \sqrt{2-x^{2}} & |x|<\sqrt{2}\end{cases}
$$

Hence the average spectral density takes this semi-circular law for any $\beta$ in the large $N$ limit. Recall that we rescaled our eigenvalues by $\sqrt{\beta N}$, and in the process we also rescaled our 'Hamiltonian', giving the factors and ellipsoidal shape of Eq. (1.194).

At finite size, the semicircle is no longer sharp, and we can describe the fluctuations of the largest eigenvalue $\lambda_{\max }$ around $\sqrt{2}$ (scaled) by considering a random variable $\chi_{\beta}$ for $\beta=1,2,4$. The finite-size corrections are, without proof,

$$
\begin{equation*}
\lambda_{\max }=\sqrt{2}+\frac{1}{\sqrt{2}} N^{-2 / 3} \chi_{\beta} \tag{A.38}
\end{equation*}
$$

In the limit $N \rightarrow \infty$, the probability that $\chi_{\beta}$ is smaller than or equal to $s$ (i.e. the cumulative distribution function) is,

$$
\lim _{N \rightarrow \infty} P\left[\chi_{\beta} \leq s\right]=\left\{\begin{array}{l}
F_{1}(s)  \tag{A.39}\\
F_{2}(s) \\
F_{4}(s)
\end{array}\right.
$$

The $F_{\beta}(s)$ are called Tracy-Widom distributions 147.
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[^0]:    ${ }^{1}$ To arrive at this form of the Hamiltonian, it is more convenient to choose a Jordan-Wigner basis such that $\sigma_{i}^{z}=2 \hat{c}_{i}^{\dagger} \hat{c}_{i}-1$, etc. See Coleman 16 Chapter 4. The principle and process remains the same.

[^1]:    ${ }^{2}$ There is some indecision in the literature as to whether the acronym "OTOC" should refer to the commutator in Eq. 1.196 or the four-point correlation function in Eq. 1.198, since for most operators, both give equivalent information. Here, we shall use the latter convention, unless otherwise noted.
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