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Introduction

The COVID-19 virus & pandemic has had a major impact on the global population.

Interventions like quarantine, lockdowns, and social isolation have disrupted routines and normal

day-day functions.  These interventions have been shown to have significant negative

psychological impacts (Wang et al., 2021).  In a nationwide cross-sectional survey study to

examine the health impacts of the pandemic, it was found that among Canadian adults, there was

an increase in mental deterioration and stress, particularly among structurally vulnerable groups,

like people of lower socioeconomic status (Jenkins et al., 2021).

There are different types of stress an individual may encounter.  Relevant

pandemic-related stressors include general stress from mental health, stress from contracting

COVID-19 and of one’s own health, relationships & social isolation, life disruptions, financial

situation, and the health of family members and loved ones (Gadermann et al., 2021).  A survey

from the Canadian Centre on Substance Use and Addiction (CCSA) found financial related stress

as the top ranked stressor during the pandemic (Canadian Centre on Substance Use and

Addiction [CCSA], 2020b).  This involves stress regarding employment status, ability or

inability to access benefits, or other general credit/debt matters (Gadermann et al., 2021).

However, of particular interest is the stress of being able to meet basic financial obligations (like

paying for bills, rent, utilities, & food), which combined for 66% of financial stress of Canadian

adults within the pandemic (Gadermann et al., 2021).

The elevation in stress levels has also elicited an increase in substance use, including

cannabis and alcohol (Jenkins et al., 2021).  When examining results depicting substance use

amid the COVID-19 pandemic in Canadian adults, a study found that cannabis and alcohol had
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increased usage compared to other substances, with cannabis being used the most specifically

among vulnerable people of lower-income (Jenkins et al., 2021).  Additionally, an independent

poll conducted by the CCSA found that younger Canadians (aged 18-34) were more likely to

report an increase in their consumption of both cannabis and alcohol (CCSA, 2020a).

This is an expected outcome.  Cannabis has been shown to combat stress, reducing its

symptoms by nearly 94% in controlled sessions (Cuttler et al., 2018).  Alcohol has also been

shown to reduce stress in certain situations (Sayette, 1999).  Various literature reviews have

already demonstrated relationships between substance use and general stress within the

pandemic.  However, to our knowledge, there lacks a study specifically examining the

relationship between the stress of meeting basic financial obligations and consumption habits of

substances (like cannabis and alcohol).  Particularly in Canadians aged 18-34, it remains

unknown if there is a significant relationship between the two variables and how substance

consumption habits differ between individuals whose ability to meet financial obligations were

impacted by the pandemic or not. Financial stress of meeting obligations and essential needs is

among the top stressors within the pandemic.  Research is needed to better ascertain its impact to

further inform interventions on potential mitigating solutions to reduce substance use.

In order to address this niche in literature, our group proposed the following research

question: Is there a relationship between the ability to meet financial obligations and essential

needs (specifically, meeting rent/mortgage payments, or paying for utilities and groceries) within

the COVID-19 pandemic, and changes in weekly habits of substance use (notably cannabis and

alcohol consumption) in Canadian individuals aged 15-34 (residing in a province; not including

Yukon, Nunavut, & the Northwest Territories), compared to individuals of the same demographic

whose financial obligations and needs are not impacted by the pandemic?
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The primary outcome is the change in weekly habit of consuming cannabis. The

secondary outcome is the change in weekly habit of consuming alcohol. Based on prior literature

and background knowledge, our group hypothesizes that between group differences in

proportions of responses for both primary and secondary outcomes will be significant, indicating

relationships between the independent variable and outcomes.

Methods

The database that was chosen for the study was the “Canadian Perspective Survey Series

2, 2020 (CPSS): Monitoring the Effects of COVID-19” (Statistics Canada, 2020). The CPSS

collected cross-sectional data (Polsky et al., 2020) from an online survey and information on the

knowledge and behaviours of the people residing within the ten Canadian Provinces. This

survey, in particular, collected information on the impacts of the pandemic on food security,

mental health, and social & employment circumstances. The database randomly selected the

participants from the Labour Force Survey (LFS). The LFS sampled from an area frame based on

a stratified, multi-stage design that uses probability sampling. 31,896 randomly selected people

from responding LFS households and a subset of participants from the Impacts of COVID-19

crowdsource collection were invited to join a panel. Of those, 31,626 agreed to join the panel,

and only 7,242 had valid email addresses, who were invited to complete the CPSS survey, of

which only 4,600 completed it. In addition, LFS uses a rotating panel sample design, which

means that selected dwellings remain in the LFS sample for six consecutive months. For

instance, each month, about one-sixth of the LFS sampled dwellings are in their first month of

the survey and one-sixth in the second month. The survey’s data collection began on May 4th and

ended on May 10th, 2020.
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The database randomly selected individuals from the LFS sample and full-time members

of the Canadian Armed Forces. Exclusion criteria of participants included people who did not

complete the survey, had invalid or missing data, resided on reserves and other Aboriginal

settlements, the institutionalized population, and households in remote areas. These individuals

were excluded because the regions they dwelled in usually had very low population density and

the database wanted to observe social circumstances. The institutionalized were not included

because the population does not comprise members of households. The database collected data

from people residing only in the provinces, not the territories.  Participant focus for this study

was directed on individuals who reported being employed and not absent at work, as well as

respondents that are part of age groups who usually had higher rates of substance abuse,

specifically 15 to 34 years old. Altogether, 448 participants out of 4,600 were analyzed.

The independent variable was the ability to meet basic financial obligations during the

pandemic because it gave a general overview of the impact COVID-19 had on financial

circumstances.  The dependent variables include any changes in the individual’s habit of

consuming cannabis (primary outcome) or alcohol (secondary outcome). The study is explicitly

researching the changes in cannabis and alcohol consumption because usage of cannabis and

alcohol is generally higher than other substances (Jenkins et al., 2021). Their details are further

described in the data codebook.

The additional data outcomes were the demographic variables used in Table 1 to describe

the population better. This includes the respondent’s age group, sex, and employment status,

which was important to consider in the research. In order to pay off expenses, an individual

needs to have an income that one gets from being employed. This variable was used to filter the

data only to include employed participants. Telework status, which stated the work location of
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the participant, filtered out participants absent from work. Perceived mental health was also

included to indicate the respondent’s mental health status based on their judgement. Since mental

health is commonly associated with substance abuse and impacts the individual’s financial

situation (Czeisler et al., 2020). Higher scores indicated positive perceived mental health status.

Their details are further described in the data codebook.

The SPSS Software, Version 28, was used to conduct the analysis. In Table 1, primary

study outcomes and the additional outcomes were included to further describe our population

and demographic. All of the variables in question had discrete values, not continuous, so

normality tests were impossible to conduct. Instead, dichotomous variables ‘Financial_Impact’,

‘Alcohol_Change’ and ‘Cannabis_Change’ were created. Each of the variables had two

categories, for which a 2x2 chi-square table was created to compare the proportions of

participants who fall into those categories. For the alcohol and cannabis variables, the categories

were either ‘increase’ or ‘no increase’. From the chi-square analysis, two double bar graphs were

produced, one for each dependent variable, to show the difference of how many participants had

an impact on either consumption of cannabis or alcohol from their financial circumstances.

Data Codebook

SPSS
Name

Variable
Label

Question Coding
Instructions

Variable
Description

How will the
variable be used?

LM_40 COVID-19
impacts the
ability to meet
financial
obligations or
essential
needs

Which of the following
describes the impact
of COVID-19 on your
ability to meet
financial obligations or
essential needs, such
as rent or mortgage
payments, utilities and
groceries?

1=Major Impact
2=Moderate
Impact
3=Minor Impact
4=No impact
5=Too soon to
tell

Discrete
Ordinal
Independent
Variable
Primary
Outcome

Mainly used to test
the relationship with
changes in weekly
habits for consuming
alcohol and/or
cannabis.
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BH_40
C

Change in
weekly habits
- Consuming
cannabis

Have your weekly
habits changed for
any of the following
activities? -
consuming cannabis

1=Increased
2=Decreased
3=Not
Applicable

Discrete
Ordinal
Dependent
Variable
Primary
Outcome

Mainly used to test
the relationship with
the ability to meet
financial obligations
or essential needs in
COVID-19.

BH_40
A

Change in
weekly habits
- Consuming
alcohol

Have you weekly
habits changed for
any of the following
activities? -
consuming alcohol

1=Increased
2=Decreased
3=Not
Applicable

Discrete
Ordinal
Dependent
Variable
Primary
Outcome

Mainly used to test
the relationship with
the ability to meet
financial obligations
or essential needs in
COVID-19.

AGEG
RP

Age group of
respondent

- 1=15 to 25
years old
2=25 to 34
years old
3=35 to 44
years old
4=45 to 54
years old
5=55 to 64
years old
6=65 to 74
years old
7=75 years and
older

Discrete
Interval
Secondary
Outcome

Used to filter out
data to focus on age
groups that are said
to have higher rates
of substance abuse
and to better answer
the research
question.

SEX Sex of
respondent

- 1=Male
2=Female

Discrete
Nominal
Tertiary
Outcome

Used to describe the
demographic of the
population in Table 1.

PEMP
STC

Employment
status

- 1=Employed
and at work at
least part of the
reference week
2=Employed but
absent work for
reasons not
related to
COVID-19
3=Employed but
absent from
work due to
COVID-19
4=Not employed

Discrete
Nominal
Secondary
Outcome

Used to filter out
unemployed
participants. Along
with observing the
association with the
ability to meet
financial obligations
and essential needs
in COVID-19, in
Table 1.
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PTELE
WSC

Telework
Status

- 1=Work location
has changed
from outside the
home to at
home
2=Work location
remains at
home
3=Work location
remains outside
the home
4=Absent from
work

Discrete
Nominal
Secondary
Outcome

Used to filter out
participants who
were absent from
work.

MH_05 Perceived
mental health

In general, how would
you describe your
mental health?

1=Excellent
2=Very good
3=Good
4=Fair
5=Poor

Discrete
Ordinal
Tertiary
Outcome

Used to further
describe the
population in Table 1
and observe its
impact on meeting
financial obligations
and essential needs
in COVID-19.

There are no continuous variables present within the dataset being used for this study.
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Results

Table I. Financial obligations and cannabis/alcohol consumption. Reported the count of
individuals who did or did not experience financial impact due to Covid-19 corresponding to
participant characteristics.The participants included employed Canadian individuals (male and
female) aged 15-34 with different mental health statuses residing in a province (not including
Nunuavut, Northwest Territory and Yukon).
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Figure 1. Clustered bar count of impact on cannabis consumption by financial impact. The
7.6 % (34/488) participants experienced financial impact and increase in weekly cannabis
consumption. 31.7% (142/488) participants experienced
financial impact and no increase in weekly cannabis consumption. For participants
that are financially impacted, the amount that experienced increased in weekly
cannabis consumption is less that than the participants that experienced no increase
in weekly cannabis consumption. The p-value is 0.007. The graph shows a 95% confidence
interval.

Figure 2. Clustered bar count of impact on alcohol consumption by financial impact. From
the participants that experienced financial impact due to Covid-19 pandemic, the bar increase in
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weekly alcohol consumption is less than the bar that shows no increase in alcohol consumption
change. The 12.7 % (57/488) participants experienced financial impact and increase in weekly
cannabis consumption.  26.6% (119/488) participants experienced financial impact and no
increase in weekly cannabis consumption. The P-value is 0.092. The graph shows a 95%
confidence interval.

Table II. Chi-Square correlation between Financial impact and Weekly Cannabis
Consumption. The footnote of the table applies to the expected count for each cell. Because the
statistic of the test is based on a 2x2 cross tabulation table, the degree of freedom is 1. The
P-value for this test statistic is 0.007.

Table III. Chi-square correlation between Financial impact and Weekly Alcohol
Consumption. The footnote of the table applies to the expected count for each cell. Because the
statistic of the test is based on a 2x2 cross tabulation table, the degree of freedom is 1.The
P-value for this test statistic is 0.092.

Discussion

The main findings of the study show that for the primary outcome (change in weekly

habit of consuming cannabis), the between group differences in proportions of responses (those
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who mentioned meeting their financial obligations is impacted by the pandemic vs. those who

reported not impacted) is significant, indicating a relationship between COVID-19 impact on

meeting basic financial obligations and the primary outcome (variables are not independent of

each other).  The findings also show that for the secondary outcome (change in weekly habit of

consuming alcohol), the between group differences in proportions of responses is not significant,

indicating no relationship between COVID-19 impact on meeting basic financial obligations and

the secondary outcome (variables are independent of each other).  The results failed to support

the hypothesis.  A lack of significance for the between group differences in proportions of

responses for the secondary outcome is an unexpected result. A possible reason for this may be

due to accessibility of these substances.  It may be the case that alcohol is less accessible to

individuals (particularly youth who are under financial stress), thereby resulting in no increase of

their change in alcohol consumption, and resulting in less of a difference in response in

comparison to individuals whose financial obligations are not impacted by COVID-19.

The interpretation of the Chi-Square tests determines if there is a relationship between

two variables, however, it does not tell us the size of the relationship. The results indicate a

relationship between change in weekly cannabis use and financial obligations impacted by

COVID-19 but the tests indicated that there was no relationship between change in weekly

alcohol consumption and meeting financial obligations impacted by COVID-19. These results

are different in comparison to other research. A study found that alcohol and cannabis

consumption among young adults significantly increased due to COVID-19 disruptions, mainly

financial strain (Papp & Kouros , 2021). However, this study used a smaller sample size of 295

participants, 18-21 year old’s all originating from the same university (Papp & Kouros , 2021).
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This is an age group that has been proven to be associated with an increased substance use

behaviour and the results may not be applied to a national population as our study did (Skidmore

et al., 2016). Our study looks at a more nationally representative sample which can better

ascertain the impact of financial stress on substance use. Additionally, another study found that

13.3% of participants, especially young adults aged 18-24 years old, increased their substance

use to cope with the stressors due to  COVD-19 (Czeisler et al., 2020).  It was also found that

40.9% of participants reported to have at least one adverse mental health condition relating to

anxiety, depression, and trauma/stress disorders which caused the increase in substance use

(Czeisler et al., 2020). Our results differed from this published study because of the targeted

demographic. Czeisler conducted his study in the United States whereas ours was in Canada.

With that, the United States has a greater substance use which may be the reason why COVID-19

had a greater impact on the participants in his study than ours did (Vigo et al., 2019). Our study

reflects on an audience who may be a better representation of the global population for

determining the impact of the inability to meet financial obligations due to COVID-19 on

substance use since the United States is one of the worst countries for substance abuse.

A strength of our study is that the database used is nationally-representative (responses

from all provinces). Additionally, it focuses specifically on individuals aged 15-34, an age group

with increased cannabis and alcohol use compared to other age groups (CCSA, 2020a).

However, the study has limitations to be discussed as well. First, based on the cross-sectional

design of the study and the chi-square analysis used, although a relationship can be determined,

causality between variables could not be established. Other statistical analysis methods like a

Mann-Whitney U test could not be completed given the categorical and non-continuous nature of

the data used in this study.  Second, data responses obtained through the Odesi database are
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self-reported from participants which can be subject to participant bias and affect the overall

validity of results obtained. Next, there are potential confounding variables (not accounted for)

which may have impacted outcome results regarding the change in substance use consumption.

Some examples may include accessibility to cannabis or alcohol, whether participants had prior

experiences or addiction towards the substances, prior stress inducing traumatic experiences

(impacting mental health), and other specific demographic variables like exact net income or

area of residence (urban or rural setting).  Another limitation is the inclusion criteria. Individuals

from aboriginal and first nations reserves were not included in the study as data was not

available. Previous studies have shown increased alcohol and cannabis usage in aboriginal youth

within reserves (Lemstra et al., 2013). Thus, a lack of data collection from these

participants/population may have impacted the obtained results of the study as well as limited the

generalizability of the findings.

For next directions and steps, future research should broaden the inclusion criteria of

participants to individuals not included in this study including individuals living within the

territories as well as aboriginal participants from first nations reserves.  This would increase

generalizability and accuracy of results obtained.  Additionally, further data collection of

continuous variables should be explored (i.e. exact quantitative amount of substance

consumption) in order to improve accuracy of results, as well conduct other statistical analyses

like ANCOVA to better account for possible covariates influencing outcomes.  Finally, future

studies can expand on additional data collection such as researching individuals of other age

groups to better understand how the stress of meeting financial obligations (brought forth by the

pandemic) influences substance use. The findings of this study have serious clinical implications.

The increased consumption of cannabis and alcohol has been associated with various negative
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symptoms, including weakening the immune system, making users potentially more vulnerable

to viral diseases like COVID-19 (Borgonhi et al., 2021; World Health Organization, 2020).  This

poses serious problems towards public health.  This study acts as a foundation in that it

establishes a relationship between the stress of meeting financial obligations and substance use

consumption (and how it differs between individuals who are impacted or not).  Findings from

this study can contribute to developing or improving the design of future interventions

combating substance abuse.   Politicians or health officials can use the results of this study to

develop public health measures/policies which specifically aid individuals aged 15-34, including

providing more income support or credits to mitigate the stress of meeting basic financial

obligations.
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Introduction

Tobacco usage is the leading global cause for preventable disease and mortality,

presenting a substantial public health challenge around the world (Barringtion-Trimis et al.,

2020). The most common form of tobacco usage is cigarette smoking which can increase the

risk of cardiovascular diseases such as coronary heart disease and lung cancer, and can develop

into fatal diagnosis (West, 2017). Smoking accounts for more than 8 million deaths worldwide,

with an estimated rise to 10 million by 2030 (World Health Organization, 2021). In Canada and

the United States, smoking is most prevalent among adults aged 45-54, and approximately 87%

of adult daily smokers have started smoking before the age of 18 (Reid et al, 2019).

Despite the widespread awareness of the damaging health effects of smoking, millions of

people continue to smoke because of the difficulty to quit (Chaiton et al., 2012). Researchers

have observed that in Canada nearly 50% of smokers have made an attempt to quit smoking in

the past year, and only less than 5% were still abstinent from smoking (Reid et al., 2016).

Smokers experience pleasure and reduced stress and anxiety when nicotine is inhaled from

tobacco smoke, a highly addictive compound that creates severe withdrawal symptoms from

abstinence of smoking (Reid et al., 2016). Smoking is also challenging to quit because of the

highly conditioned behavior that it presents under specific environments which become

associated with the rewarding aspects of smoking and nicotine usage (Baumeister, 2017).

Cessation assistance such as pharmacotherapy and cessation counseling can substantially

improve the success of quitting attempts in smokers (Cinciripini et al., 2013). Two thirds of

smokers who attempted quitting smoking in the past two years used cessation assistance,

including medications and nicotine replacement therapy (Reid et al., 2019). The most effective

medications for cessation assistance include varenicline and bupropion which help to imitate the
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pleasurable effects nicotine has on the body without the risk of harmful toxicities (Cinciripini et

al., 2013). Nicotine replacement therapy is aimed at reducing the symptoms of nicotine

withdrawal by slowly delivering nicotine through inhalers, chewing gum, or oral sprays (Reid et

al., 2016). One of the most popular methods of cessation assistance is electronic cigarette usage

(Jackson et al., 2019).

For over a decade, electronic cigarettes (e-cigarettes) also known as vapes, have risen in

popularity in countries around the world (Van Teijlingen et al., 2019). E-cigarettes are

battery-operated devices that heat a solution containing nicotine, flavorings, and other chemical

compounds into an aerosol that is inhaled (Vickerman et al., 2021). These devices allow the

consumption of nicotine without the consumption of other cancerous chemicals like tar in

traditional tobacco containing cigarettes (Van Teijlingen et al., 2019).

Public health officials have become divided in the inconsistent and contrasting research

surrounding the safety and effectiveness of e-cigarettes (Pinsinger and Dossing, 2014). On one

hand, there are concerns raised about the increased prevalence of e-cigarettes amongst youth, and

health hazards that are yet unknown in adult users. A product initially marketed as a smoking

cessation aid for adults is now 2-3 times more common among adolescents and young adults

(Jamal et al., 2017). Studies have shown that e-cigarette usage can prompt youth into developing

nicotine addictions and increases their chances of becoming lifetime cigarette users (Selya et al.,

2017). There are also concerns over the damaging health effects of e-cigarette usage in adult

smokers who may establish a long-term vaping addiction (Vickerman et al., 2021).

On the other hand, some research has shown that e-cigarettes can provide potential

improvements in harm reduction and smoking cessation over conventional cigarettes (Gomajee

et al, 2019). Research has shown that the use of sweet flavored e-cigarettes is positively related
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to transitioning smokers away from cigarettes (Li et al., 2021). Berry and researchers (2019)

found that frequent e-cigarette use over 12 months is associated with a reduction in cigarettes

smoked which can lower the risk of smoking related illnesses. Martínez and colleagues (2020)

observed that the dual usage of e-cigarettes and smoking leads to a reduction in the number of

cigarettes smoked, however they also observed an increase in total nicotine dependence which

can present adverse health consequences. There is mixed evidence surrounding successful

vaping induced smoking cessation as some randomized trials found that e-cigarettes can help

cigarette smokers quit (Bullen et al., 2013), whereas other studies found no association between

e-cigarette usage and smoking cessation (Rennie et al., 2016).

There has been limited definite research indicating whether or not switching from

cigarettes to e-cigarette usage can indeed increase the likelihood of quitting smoking amongst

current adult smokers (Biener and Hargraves, 2017). As a result, it is not yet known if

transitioning to e-cigarettes presents a successful smoking cessation strategy for smokers (Hajek

et al., 2019). Our study investigates if there is a difference in smoking status measured as current

or former smoker in Canadian smokers aged 25 - 54 who tried to quit smoking cigarettes by

switching to e-cigarettes compared to Canadian smokers aged 25 - 54 who have not tried to quit

smoking cigarettes by switching to e-cigarettes. This aim is with hopes of obtaining a better

understanding about the success rate of vaping-induced smoking cessation.

Methods

Study Design and Database

The Canadian Tobacco and Nicotine Survey (CTNS) 2019 measures the prevalence of

cigarette smoking, e-cigarette, and cannabis use among Canadians aged 15 years and older.

CTNS is conducted by Statistics Canada on behalf of Health Canada. The objective is to gather
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information on the prevalence of cigarette smoking, e-cigarette and cannabis use in the country.

While Statistics Canada has been conducting surveys on uses of alcohol, tobacco and other drugs

for many years, the CTNS was conducted to collect data primarily focused on tobacco and

nicotine consumption (Statistics Canada, 2020). It reports observational, cross-sectional data

from a stratified population of participants residing in Canada’s 10 provinces, who completed the

CTNS in 2020 (Statistics Canada, 2020). The questionnaire for the CTNS underwent cognitive

testing in the form of in-depth interviews in both of Canada's official languages, conducted by

Statistics Canada's Questionnaire Design Resource Center (Statistics Canada, 2020). Data was

collected directly from survey respondents either through an electronic questionnaire or through

computer assisted telephone interviewing from December 8, 2020 to January 16, 2021 (Statistics

Canada, 2020).

Study Participants

Participants in the database from the CTNS were non-institutionalized individuals aged

15 and older who reside in one of Canada's ten provinces, (Prince Edward Island, New

Brunswick, Quebec, Ontario, Manitoba, Saskatchewan, Alberta, British Columbia,

Newfoundland and Nova Scotia) and were not members of collectives or living on the reserves.

The inclusion criteria for this study consisted of a total of 139 males and females aged 25-54

living in Canada's 10 provinces who either tried to quit smoking cigarettes by switching to

e-cigarettes or did not try to quit smoking cigarettes by switching to e-cigarettes in the past 12

months and their smoking status as current or former smoker. The exclusion criteria were

individuals who did not state their gender, individuals who never smoked cigarettes, and

individuals who skipped, did not know, refused to answer, or did not state their response to

whether they have tried to quit smoking by switching to vaping in the past 12 months. These
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were removed from the data set and treated as missing cases. Participants who missed

pre-existing scheduled calls or did not complete final survey questions were also removed from

the data set.

Study Outcomes

The primary outcome investigated in this study was smoking status as current or former

smoker of participants who tried to quit smoking cigarettes by switching to e-cigarettes. To

assess e-cigarette usage as a method of smoking cessation over the past 12 months, participants

were asked "During the past 12 months, did you try to quit smoking cigarettes by switching to a

vaping device or an e-cigarette?" in which they responded either "yes" or "no". Participants were

asked to indicate their current smoking status after 12 months and could choose from the

categories "current smoker", "former smoker" and "never smoked". In our study, successful

smoking cessation was indicated by participants whose smoking status was ‘former smoker’ and

responded "yes" to switching from cigarette to e-cigarette usage in the past 12 months. We chose

to investigate participants aged 25-54 because it is the average age group of smokers in Canada,

excluding territories, and cigarette consumption is highest amongst these individuals (Statistics

Canada, 2020). A cross sectional observational approach was used to compare different variables

simultaneously amongst a diverse population while obtaining quicker results with higher external

validity compared to a longitudinal or experimental design (Carlson and Morrison, 2009). Our

approach can be easily replicated in different populations, places, and time points to generalize to

universal populations (Carlson and Morrison, 2009). Researchers have shown that in

self-reported surveys the important measures to evaluate the effectiveness of smoking cessation

included prolonged abstinence of 6-12 months (Cheung et al., 2017). Our study reflects the

literature as smoking status is indicated as current or former smoker after 12 months. Our
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outcome was chosen to get a better understanding of the success rate of e-cigarette induced

smoking cessation and to address the knowledge gap of this topic in public health.

Additional Data Collection

Some additional characteristics that can be observed in the database are gender, province

of residence, and frequency of cigarette usage in the past 12 months measured by ‘daily usage’,

‘once a month’, and ‘not at all’. The province of residence is of importance for understanding the

geographical spread of participants and where e-cigarettes usage may be most common. The

frequency of cigarette usage is used to assess participants' dependence on tobacco and nicotine,

which has shown to play a role in smoking cessation (Alagabbi and BinDhim, 2020). This

information can aid in understanding participant history and their smoking habits.

Statistical Analysis

We completed a statistical analysis using data collected through ODESI and was

manipulated through SPSS version 23. There was no continuous data and tests of normality

could not be conducted. All variables presented were categorical (i.e., trying to quit smoking by

switching to e-cigarettes, smoking status). A 2x2 chi-square test was performed to assess the

differences in distribution between the group that tried to quit smoking by switching to

e-cigarettes and the group that did not switch to e-cigarettes. A p-value of less than 0.05 was

considered statistically significant. The Yate’s continuity correlation value was used to

determine significance since no cells had an expected count of a value less than five. A binary

logistic regression was also used to evaluate the relationship between smoking status and

participants who tried to quit smoking by switching to e-cigarettes. The predictor variable ‘tried

to quit smoking by switching to e-cigarettes’ and the outcome of interest ‘smoking status’ were

included. There were no violated assumptions in the logistic regression since there were at least
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10 participants for the 1 predictor variable used, and there were no reported outliers. From this

analysis we used the significance value and the Exp(B) odds ratio.

Results

Data was gathered from a total of 139 Canadian participants aged 25-54 years. Of the

participants, 39 (28.05%) responded "yes" and 100 (71.94%) responded "no" to whether they

have tried to quit smoking cigarettes by switching to e-cigarettes. Of the participants who

responded "yes", 25 (64.1%) were males and 14 (35.9%) were females. Descriptive

characteristics of the study population are included in Table 1.

Table 1. Descriptive Characteristics of the Participants from the Canadian Tobacco and

Nicotine Survey 2020 (N=139).

Characteristics Tried to Quit Smoking
Cigarettes by Switching to

E-cigarettes - Yes
(n=39)
No. (%)

Tried to Quit Smoking
Cigarettes by Switching to

E-cigarettes - No
(n=100)
No. (%)

Age (Years)

25-34 13 (33.3) 26 (26.0)

35-44 13 (33.3) 39 (39.0)

45-54 13 (33.3) 35 (35.0)

Gender

Male 25 (64.1) 46 (46.0)

Female 14 (35.9) 54 (54.0)

Smoking Status

Current Smoker 33 (84.6) 84 (84.0)

Former Smoker 6 (15.4) 16 (16.0)

Province of Residence
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Prince Edward Island 1 (2.56) 5 (5.00)

New Brunswick 2 (5.13) 0 (0.00)

Quebec 12 (30.8) 22 (22.0)

Ontario 15 (38.5) 37 (37.0)

Manitoba 1 (2.56) 6 (6.00)

Saskatchewan 2 (5.13) 6 (6.00)

Alberta 2 (5.13) 6 (6.00)

British Columbia 4 (10.3) 10 (10.0)

Newfoundland 0 (0.00) 4 (4.00)

Nova Scotia 0 (0.00) 4 (4.00)

Frequency Smoked
Cigarettes

Daily 29 (74.4) 53 (53.0)

Once a Month at Least 4 (10.3) 31 (31.0)

Not at All 6 (15.4) 16 (16.0)

Data are presented as number (%) of participants (frequency of responses). Missing cases were

removed from the dataset.

Figure 1: Chi Square Analysis

Figure 1 shows participant responses to whether they have tried to quit smoking

cigarettes by switching to e-cigarettes and their current smoking status as a current or former

smoker. After performing a 2x2 chi-square test, a p-value of 1.000 was observed which

demonstrated no significant differences between the groups as the value was greater than 0.05.

Of the 39 participants who responded "yes" to whether they have tried to quit smoking cigarettes

by switching to e-cigarettes, only 15.4% participants (less than a quarter of the population) were

former smokers, and of the 100 participants who responded "no", 16.0% were former smokers.
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Figure 1. Number of Participants Who Have and Have Not Tried to Quit Smoking

Cigarettes by Switching to Vaping and Their Current Smoking Status (N=139). Data

displays the total number of participants who have and have not tried to quit smoking cigarettes

by switching to vaping (n=139) and their respective cigarette smoking status as current or former

smoker. Of the 139 participants, a total of 39 have tried to quit smoking cigarettes by switching

to vaping and 100 have not tried to quit smoking cigarettes by switching to vaping. Of note, 33

participants who have tried to quit smoking cigarettes by switching to vaping are current smokers

and 6 are former smokers. Chi-squared analysis was used to determine significance (p=1.000)

obtained from continuity correlation.

Table 2: Binary Logistic Regression

Finally, in Table 2 we conducted a binary logistic regression analysis to determine if

participants who tried to quit smoking cigarettes by switching to vaping contributed to their

smoking status. The predictor variable did not present a statistically significant contribution to

33



11

the model. We observed a positive relationship (Exp(B) = 1.048) between variables, suggesting

people who have tried to quit smoking cigarettes by switching to vaping are 1.048 times more

likely to be a former smoker. However, these results were not significant (Chi-squared test =

0.008, p = 0.928) and no significant differences were found between groups as the significance

value was greater than 0.05.

Table 2. Binary Logistic Regression Analysis of Participants Who Tried to Quit Smoking

Cigarettes by Switching to Vaping and Their Current Smoking Status. The model displays

data regarding the contribution of predictor variables on the outcome of interest. The predictor

variable includes participants who tried to quit smoking cigarettes by switching to vaping and the

outcome of interest is smoking status of these participants. B is the regression coefficient which

shows the relationship between the outcome of interest and the predictor variable. S.E. is

standard error which shows how far from the regression line the observed values are. The Wald

test shows the contribution of the predictor variable in interpreting the logistic regression model.

The significance value demonstrates whether the predictor value is significant. Exp (B) is the

exponentiation of the B coefficient, which is an odds ratio for the outcome of interest. From the

analysis, Exp (B) is 1.048 and significance is p=0.929.
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Discussion

This study aimed to investigate if there is a difference in the smoking status of Canadian

adult smokers who tried to quit smoking cigarettes by switching to vaping compared to those

who did not try to quit smoking cigarettes by switching to vaping. The findings from this study

showed no statistically significant difference in the smoking status as current or former smoker

between participants who have tried to quit smoking cigarettes by switching to vaping and those

who have not. We found no evidence that quitting smoking cigarettes by switching to vaping

made a difference in individual’s smoking status.

There are likely a few reasons for why switching from smoking cigarettes to vaping may

not have contributed to successful smoking cessation. One possible reason might be that

e-cigarettes should be used frequently for a sustained period of time to notice a change in an

individual’s smoking status (Zhuang et al., 2016). Researchers have shown that daily usage of

e-cigarettes for one month is strongly associated with smoking cessation amongst daily smokers

(Biener et al., 2014). Giovenco and Delnovo (2018) found that daily usage of e-cigarettes for

one year is a strong correlate of smoking cessation compared to infrequent e-cigarette users who

experienced low prevalence of smoking cessation. Participants from our study may not have

frequently used e-cigarettes during the past 12 months which can explain our findings that

e-cigarettes may not have contributed to a change in smoking status.

Alongside the frequency of e-cigarette usage, the variety of e-cigarette flavour can

contribute to smoking cessation (Yang et al., 2020). Friedman and Xu (2020) observed that

adults who vaped flavored e-cigarettes were more likely to quit smoking than those who vaped

unflavored e-cigarettes. Despite efforts of restricting vape flavours in response to the surge of

e-cigarette usage amongst youth, bans of menthol flavoured vape could prompt smokers to
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initiate back into cigarette smoking (Yang et al., 2020). Our findings could be explained due to

the possibility that participants used flavored or unflavored e-cigarettes which may have

influenced their smoking status.

Nicotine dependency may also contribute to the smoking status of an individual who

switches to vaping. Selya et al., (2017) found that e-cigarette users with high nicotine

dependence smoked cigarettes less frequently, whereas nondependent and novice e-cigarette

users smoked cigarettes slightly more frequently. Martinez et al., (2020) found that highly

dependent e-cigarette users were more likely to see a reduction in cigarette smoking. Our

findings could be explained due to higher or lower nicotine dependence amongst e-cigarette

users which may have been a contributing factor in participant smoking status.

Similar to our findings, many studies focusing on e-cigarettes as cessation aids have not

reported definitive results. Pierce and researchers (2021) found that switching to e-cigarettes is

not associated with an improved change in an individual's smoking status. Similar to our study,

their primary measures included cigarette smoking status as established smoker, recent former

smokers, and current smokers (Pierce et al., 2021). They found no association between

e-cigarette use and prevention of relapse to cigarette smoking measured by smoking status

(Pierce et al., 2021). Despite having controlled for the length of time for e-cigarette usage, there

still may be other confounding variables that could have impacted their findings, in addition to

participation bias from the observational study (Pierce et al., 2021). Wu and researchers (2018)

also found that e-cigarette use did not predict smoking abstinence in Chinese adult smokers after

a 6 months follow up. Similar to our study, participants responded "yes/no" to e-cigarette use

and whether they had tried to abstain from conventional cigarettes (Wu et al., 2018). They also

performed a logistic regression to observe multiple variables including sociodemographic
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characteristics and smoking profile (Wu et al., 2018). Although they demonstrated that

e-cigarettes have little effect on cessation from cigarettes, their findings may have been impacted

by the limited usage and lack of nicotine in e-cigarettes used by participants (Wu et al., 2018).

In contrast to our findings, Notley and researchers (2018) found positive results between

e-cigarette usage and smoking cessation. They demonstrated that vapes played a role in reducing

the effects of tobacco smoking on health by assisting attempts of smoking cessation in UK adults

(Notely et al., 2018). Unlike our study design, Notely and researchers measured the frequency of

usage of e-cigarettes and other individual factors such as perceived health benefits, pleasure from

flavours, and practical aspects of e-cigarettes (Notely et al., 2018). The differences in this study

could be a result of accounted confounding variables that may have strengthened their data and

findings (Notely et al., 2018). However, the researchers under-represented populations from

lower socio-economic groups and ethnic minorities which is important to observe as these

populations experience higher prevalence of smoking (Notely et al., 2018).

Our study has some limitations that should be considered. Firstly, participants responded

to survey questions about their self-reported tobacco use habits, so there may have been

participant bias. Secondly, the sample surveyed may not have adequately represented smokers

that have switched to vaping. The inclusion criteria of the study included only

non-institutionalized people aged 15 and older living in Canada's ten provinces, who are not

members of collectives or living on reserves. This makes it so that Indigenous communities and

group home environments may not have been considered and consequently findings cannot be

generalized to the entire Canadian population. Additionally, the sample size of 39 individuals in

the selected age group who have switched to vaping to quit smoking may not have been large

enough to produce significant results. The small sample size and non-significant results cannot
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be generalizable to represent the population that uses vaping as a cessation tool to smoking.

Finally, we did not measure secondary outcomes in this study such as frequency of e-cigarette

usage or nicotine dependence that may have played a role in vaping induced smoking cessation.

Due to the fact that we had no continuous variables and only categorical data, no normality tests

were conducted and limited categorical analysis were performed. The lack of statistical analysis

performed can explain the lack of significance observed between groups.

Our study contributes to the research topic that e-cigarette usage may not be a successful

cessation method for current smokers. However, this requires further investigation and

consideration of other factors that may be contributing to smoking cessation via e-cigarette

usage. Studies can explore how confounding variables such as frequency of e-cigarette usage

and nicotine dependence can contribute to a change in smoking status, which have both shown to

be key outcomes in smoking cessation. Looking forward researchers can perform randomized

control trials rather than observational studies that include specific intervention strategies to

obtain higher internal accuracy of results and establish a definitive causal relationship between

e-cigarettes and smoking cessation. Our findings suggest researchers to further investigate other

cessation aids that may be more successful in helping smokers quit. Researchers can also

explore the use of e-cigarettes amongst Indigenous communities since these groups have shown

to experience greater barriers to smoking cessation (Dawson et al, 2012). Public health officials

can find ways to emphasize that e-cigarettes may not be an ideal method for cessation and

encourage the youth population to limit their intake of tobacco and nicotine from e-cigarettes. It

is imperative that scientists continue to investigate the success rate of e-cigarettes as a smoking

cessation method to ensure a safe and effective solution for smokers who are trying to obtain a

healthier lifestyle.
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Introduction

It is a socially and medically accepted fact that the abuse of any drug would have a

negative impact on one’s general health (Han et al., 2010). A study focused on cigarettes,

published by Mucha et al. (2006) found that very few systems in the body were unaffected by the

impacts of smoking, and intensity such as the number of cigarettes smoked was a risk factor for

disease. Moreover, when looking at both male and female children who had or had not smoked,

children who took up smoking had higher rates of asthma and of having had wheezing than

children who had never smoked (Gold et al., 1996). This is one example of the negative health

outcomes that result from smoking cigarettes. Across North America, drug and substance use

among adolescent youth is rising (Griffin & Botvin, 2010). More specifically, there is increased

data that supports frequent use of alcohol, tobacco, and other drugs specifically among

adolescent youth (Griffin & Botvin, 2010). In addition, there is a direct correlation between early

drug use and consistent drug abuse in adulthood (Griffin & Botvin, 2010). With this behaviour

remaining consistent throughout an individual's life, we may also observe the rise of physical and

mental health problems leading to a challenging lifestyle (Griffin & Botvin, 2010).

Understanding this relationship, it is critical to not only consider preventative strategies but

examine potential agents as to why substance use occurs among adolescent youth so early

(Griffin & Botvin, 2010). One of the potential factors to consider is sleep quality. In a study

examining the sleep quality of university students, it was demonstrated that individuals who had

poor sleep quality were more likely to engage in drug use (Fadhel, 2020). This was also

associated with poor academic performance and decreased mental health among university

students (Fadhel, 2020). It is extremely important to explore this relationship as awareness and
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reinforcement for a quality night’s sleep may reduce overall intake of drugs and alcohol in

adolescents.

Over the years, cigarette smoking prevalence for adolescents is on the decline (U.S.

National Library of Medicine, 2012). In figure 5.3 of their data, cigarette smoking decreased

beyond 1991 for students in grade 8, 10 and 12. Despite this, according to the Government of

Canada (2019), the prevalence of cigarette smoking among adolescent youth aged 15 to 19

proved to be 5%. As the negative health impact of cigarettes becomes more widely known, we

should see a decline in adolescent smoking prevalence. Marketing for cigarettes is way down in

percent of millions of dollars spent, from 74.5% in 1975 to just 1.9% in 2008 (National Center

for Chronic Disease Prevention and Health Promotion (US) Office on Smoking and Health,

1970). This decrease in money spent in marketing should help decrease the prevalence of

cigarette smoking in adolescents, however, there appears to be other factors that initiate

adolescents into cigarette usage. Existing studies have observed this topic in adults, showing a

positive correlation between increased smoking levels and poorer quality of sleep, but studies

today are limited regarding an adolescent aged population (Purani et. al, 2019).

Currently, there is an abundance of information around the specific demographic of

adults, but there remains a knowledge gap when considering how quality of sleep is related to

cigarette use among adolescent youth. Particularly, there is a lack of research concerning

adolescent smoking prevalence in Canada, and the correlation this has with their sleep

satisfaction. It is important to have a study isolated to this age group to see if the positive

correlation that exists in fully matured adults also exists in adolescent developing youth (Purani

et al., 2019).
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Our study will use the Canadian Student Tobacco, Alcohol and Drugs Survey database,

collected in 2018-2019, to see if there is a correlation between smoking behaviour in Canadian

adolescent youth in grades 9 to 12 and their self-reported satisfaction of sleep.

Methods

Study Design and Database

The study design was a cross-sectional and observational study that used the database,

Canadian Student Tobacco, Alcohol and Drugs Survey 2018-19 abbreviated to CSTADS (Propel

Centre for Population Health Impact, University of Waterloo, 2021). CSTADS is a data

collection survey with a total sample size of 62850 students from grades 7-12, running from

October 2018 to June 2019 throughout most of the Canadian provinces. The primary aim of the

study was to assess if high school cigarette smokers had a different level of self-reported sleep

satisfaction compared to non-smoking high school students. The primary outcome showed that

there was an extremely weak correlation between smoker status and sleep satisfaction, though

there was a significant difference between the proportions between groups.

Study Participants

In the original database, the survey respondents included young Canadian residents

attending private, public and Catholic schools enrolled in one of grades 7 to 12. Those excluded

from the questionnaire were those enrolled in schools in Yukon, Northwest Territories, and

Nunavut. In addition, those who went to special schools were also excluded (e.g. schools for

visually impaired, virtual schools, etc.). Participants in our study fit our inclusion criteria if they

were enrolled in grades 9-12. Our exclusion criteria is participants in grades 7 or 8, as well as

participants who answered “not stated” to relevant questions in the survey. Individuals who are

former smokers were also excluded from our analysis. Grade 7 and 8 students are excluded to
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control for differences in student’s social environment and to control for the time student’s woke

up to go to school. General assumptions that high school students tend to wake up at the same

time as each other to get ready for school were made. Any individuals with missing data for our

variables of interest, recorded as “99” within all ordinal variables collected, were also manually

deleted and excluded from the study. This is to maintain the same sample population for all the

tests run. The dataset originally contained 62,850 students; based on the inclusion and exclusion

criteria, the sample size of the study encompassed 32,342 students.

Study Outcomes

The primary outcome of the study was to assess the correlation between sleep satisfaction

and smoking status, observing whether or not there is a significant relationship. This is based

upon existing research studies, indicating that smoking negatively affects the body’s sleep-wake

cycle (Purani et. al, 2019). The secondary outcomes of the study assessed the correlations

between grade and smoking status, as well as correlation between grade and sleep satisfaction.

These are important outcomes to assess as a study suggests that secondary school students are

faced with increasing amounts of stress throughout their academic careers (Hetrick & Parker,

2019). Together, social influence and stress play a significant role in substance use among

secondary school students (Hetrick & Parker, 2019).

Additional Data Collection

Aside from the data gathered concerning our main independent variable (Smoking Status)

and dependent variables (Sleep Satisfaction), additional data was obtained. Specifically,

descriptive statistics were calculated for both Grade Level and Province.
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Statistical Analysis

The data collected from the participants was expressed as ordinal variables in the original

dataset; no tests of normality were able to be performed, as there were no continuous variables

used.

For the purpose of our analysis, selected ordinal variables were re-coded to be

dichotomous categorical variables. Sleep satisfaction was originally recorded under the question,

“In the last 2 weeks, how often have you felt satisfied with your sleep?”. Participants were given

the following answer options: 1) every day / night, 2) several times, 3) twice, 4) once, 5) never.

This variable was re-coded, so that all who answered “every day / night” or “several times'' were

generalized as “satisfied” with their sleep, while all other students, indicating sleep satisfaction

twice or less in the past two weeks, were generalized as “not satisfied” with their sleep. For,

“what is your smoking status?”, participants were asked to choose from the following answer

options; 1) smoker, 2) non-smoker, 3) previous smoker. This variable was re-coded to only

include answers for "smokers" and "non-smokers" which was better suited to fit the research

question of our study.

A logistic regression analysis was not performed. Although it was initially intended, no

predictor variables satisfied the minimum 0.3 Spearman Rho correlation with the dependent

variable of sleep satisfaction. Instead, as the variables contained only categorical data, the

Spearman Rho analysis was used to study the correlation, while the Chi Square test was used to

see any significant findings between group differences. The cross-tabulation was mapped using a

bar chart addressing the main research question. The secondary outcome, observing grade and

smoking status, as well as grade and sleep satisfaction, was also analyzed with the aid of bar

charts, using the Spearman Rho and Chi Square analysis to check for significance.
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Results

Table 1.

Descriptive Characteristics of Study Participants (n=32342)

*This table includes relevant demographics of our study population and has information on

specific variables that are of interest for our study. All of the data is expressed as frequencies

with the relevant percentage in the brackets. Specific details to consider are the even ratio of

females to males (50.2% vs. 49.8%). Additionally, it was found that 43.4% of our sample was

not satisfied with their sleep and 4.4% of our population are current smokers (n= 32342).

Chi-Square and Spearman Rho Analysis

Amongst Canadian adolescents grades 9-12, the difference in percentage of people

satisfied with their sleep, compared to those unsatisfied with their sleep, is visible. When placed
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in a bar chart comparing students who reported currently smoking and those who have never

smoked, current smokers were more likely to be unsatisfied with their sleep and for

non-smokers, more of them reported being satisfied with their sleep than not. However, further

statistical analysis showed that this difference is only significant at the 0.01 level, demonstrating

that the correlation between sleep satisfaction and smoking status is very weak. A Chi-Squared

analysis showed a 2-sided asymptotic significance of <0.001, with a Pearson Chi-Square value of

117.843 at 1 degree of freedom. These results indicate a significant difference between groups in

the data, however, the Chi-Square Test is limited and cannot display between which groups

differ, in specific. Sleep satisfaction and smoking status displayed a Spearman Rho value of

0.060, with p<0.001. This results in a correlation that is significant at the 0.01 level, indicating

an existent positive correlation between sleep satisfaction and smoking status, however this

correlation is very weak, as a strong correlation value would be close or exactly 1.

Upon further observation of the demographic, it can be noted that the percentage of

smokers increases with increasing grade level, as seen in Figure 2. A Chi-Square analysis

showed a 2-sided asymptotic significance of <0.001, with a value Pearson Chi-Square value of

305.402 at 3 degrees of freedom. A Spearman Rho correlation of -0.096, with p<0.001 was

observed, confirming this correlation as present, but very weak.

In observing sleep satisfaction at each grade level, another weak relationship was

observed (Figure 3). A Chi-Square analysis yielded a 2-sided asymptotic significance of <0.01,

with a Pearson Chi-Squared value of 144.473 at 2 degrees of freedom, showing a between-group

difference. A Spearman Rho correlation showed a value of -0.064 with p<0.001, showing that

this difference exists, but the correlation between grade and sleep satisfaction is very weak.
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Figure 1: Smoking status and percentage of self-reported student sleep satisfaction.

Students were asked to report how many times they have felt satisfied with their sleep in the past

two weeks. For current smokers (1422), 57.2% (814) were observed to have been generally

unsatisfied, while 42.8% (608) were generally satisfied. For those who have never smoked

(30920), 42.7% (13189) were observed to have been generally unsatisfied, while 57.3% (17731)

reported being generally satisfied with their sleep in the past two weeks. (n = 32342)
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Figure 2: Grade level and percentage of self-reported student smokers. Grade level and

percentage of smokers was indicated above. 2.13% (208) of grade 9 students were smokers,

3.85% (370) of grade 10 students, 5.58% (453) of grade 11 students, and 8.03% (391) of grade

12 students self-reported their smoking status as “current smoker” (n = 1422).
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Figure 3: Grade level and percentage of student self-reported sleep satisfaction. In the past

two weeks, generally unsatisfactory sleep was observed in 38.59% (3763) of grade 9 students,

43.67% (4192) of grade 10 students, 46.46% (3773) of grade 11 students, and 46.70% (2274) of

grade 12 students. In the past two weeks, generally satisfactory sleep was reported by 61.41%

(5987) of grade 9 students, 56.33% (5408) of grade 10 students, 53.54% (4349) of grade 11

students, and 53.30% (2595) of grade 12 students (n = 32342).
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Discussion

Data Interpretation

Our study aimed to assess whether a correlation existed between the self-reported sleep

satisfaction of Canadian provincial high school students and their smoking status for cigarettes.

After manipulation of the CSTADS database, a series of statistical analyses were conducted. The

Chi Square analysis and Spearman rho test were used to see if a correlation existed between

sleep satisfaction and smoking behaviour with respect to our primary outcome of the study.

Additionally, these statistical tests were conducted to assess our secondary outcomes for a

correlation between grade level and sleep satisfaction along with grade level and smoking status.

For the primary outcome of the study, the Chi-Square value of 117.843 with degrees of freedom

1 was obtained. This demonstrates that there is a significant difference between sleep satisfaction

and smoking status at the significance level of 0.01 however, this difference is ultimately weak.

A Spearman Rho correlation coefficient of 0.060 was calculated, with p<0.001 which

demonstrates a weak positive correlation between the two variables. With regards to our

secondary outcomes, a Chi-Square value of 305.402 at 3 degrees of freedom was obtained for

smoking status and grade level. This suggests that there is a significant difference between the

two groups. However, the Spearman Rho correlation coefficient of -0.096, with p<0.001 which

demonstrates a weak negative correlation. When analyzing sleep satisfaction and grade level, a

Chi-Square value of 144.473 at 2 degrees of freedom was determined which expresses a

significant difference between the two groups. The Spearman Rho correlation coefficient of

-0.064 with p<0.001 which demonstrates a weak negative correlation.

These findings suggest that a weak correlation exists between sleep satisfaction and

smoking status. However, when considering individuals who reported they were not satisfied
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with their sleep, it was found that 57.4% are current smokers. Additionally, there is an increasing

upward trend for the percentage of smokers as Grade Level increases. Grade 12 students have the

highest percentages and more grade 12 students report that they were least satisfied with their

sleep, a total of 46.7%. With regards to our database, grade 12 students represented the smallest

group of students, making up only 15.1% of the population. With these specific trends existing in

our dataset for grade 12 students, having an unequal distribution across the dataset could

potentially explain why weak correlations were observed.

Comparison of Results

A previously conducted study on cigarette smoking rates among adults varied according

to usual hours of sleep, and was lowest among those who slept 7 to 8 hours (18%) and higher

among adults who slept less than 6 hours (31%) or 9 hours or more (26%). Those who slept

below 7 hours engaged in smoking behaviour more frequently than those who slept 7 to 8 hours,

and additionally, those who slept greater than 9 hours were also at a higher risk of smoking

behaviour (Schoenborn et al., 2015). This evidence supports the hypothesis that cigarette

smoking may lead to a decrease in individuals receiving the recommended hours of sleep. These

results are not entirely consistent with our findings as we found that smoking status weakly

influenced sleep satisfaction. There are several limitations that may impact this study and may

provide evidence as to why our results do not support the same conclusions. One being, the

associations between sleep and other behaviours are extremely complex. Causality is very hard

to determine based on a cross-sectional design. In addition, a study that looks at more wide

spread variables like socioeconomic status may influence sleep and cause flexibility in the results

obtained. In addition, there is an abundance of research currently being conducted on nicotine

patches and sleep quality but there appears to be limited research concerning smoking status and

56



14

sleep quality. This randomized control trial investigates various patterns related to sleep such as

rapid-eye movement densities which is very different from the self reported quality of sleep that

CSTADS reports   (Staner et al., 2006).

Limitations and Confounding Variables

From conducting this observation study there are several limiting factors and

confounding variables which must be addressed. The first limitation is associated with the

dataset we used to conduct our analysis. Although the dataset contains an abundance of relevant

information it would have been more beneficial to have control on what questions were asked to

obtain the data. This ultimately has an influence on our overall interpretation as this study

attempts to plot correlations from data collected by uninvolved individuals. Additionally, it was

necessary to make certain assumptions to transform the ordinal variables into dichotomous

categorical variables prior to running the Chi-Square tests. For example, sleep satisfaction was

initially measured over a 2 week period. However, we had to assume the reported level of sleep

satisfaction to be a generalized value over an undefined period of time. Their reported sleep

satisfaction for the 2-week period is not an accurate representation of their overall sleep patterns.

Finally, the study was conducted through self-reporting by students. It is possible that some may

have inaccurately reported, either due to forgetfulness or the presence of shame or stigma.

In regards to confounding variables, it is important to consider that an individual’s

socioeconomic status can influence their responses to the survey. Previously conducted research

showed that individuals from a lower socioeconomic background are more likely to engage in

substance use, specifically smoking and alcohol (Patrick et al., 2012) . Another confounding

variable to consider is the current attitudes towards smoking. A study has demonstrated that the

prevalence of cigarette use has begun to decrease since 2011, which could be attributed to a
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variety of factors such as education (Whitesell et al., 2013). However, the use of tobacco

products is still high with 5.5% of 10th grade students and 10.3% of 12th grade students reportedly

using these products (Whitesell et al., 2013). Understanding the presence of these limitations and

confounding variables helps in assessing the overall effectiveness and validity of our study.

Future Directions and Implications

Future directions as a result of this study would be to conduct further research to examine

the relationship between the investigated variables with a more controlled study population.

Controlling the population and data collection could be done by customizing the questionnaire

and ensuring a more even distribution across grade levels. This is important as a more similar

population to study from will lead to less confounding variables to control for. Running

additional statistical analyses would also be beneficial in exploring relationships between

additional relevant variables. If our population's data is normal, a logistic regression analysis

would be a great tool to understand the relationship between our dependent variable, sleep

satisfaction and predictor variables. Such predictor variables that we identified are if they are a

victim of bullying, risk perception of cigarettes, province of residence, if smoking was allowed

in their household and if there are other medications prescribed to the individual. This study

provides the necessary foundation to further explore the relationship between sleep satisfaction

and cigarette use. We hope the questions raised by the results of this study can start more

conversations regarding the impact of smoking behavior on sleep satisfaction and to prevent

disordered sleep by reinforcing the negative impacts associated with cigarette smoking.
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INTRODUCTION 

 Cardiovascular disease (CVD) is a major cause of death worldwide, describing conditions 

that affect the heart or blood vessels which typically manifest as heart attacks and strokes (Park et 

al., 2017). Heart disease is a type of CVD and is an umbrella term that describes any conditions 

that affect the heart’s structure and function (Giardina, 2000). In this study, we will be focusing 

on heart attacks. Myocardial infarction, otherwise known as heart attack, is the abrupt ischemic 

death of myocardial tissue caused by blockages from platelets, fatty deposits, and plaque in the 

inner walls of coronary vessels (Frangogiannis, 2015). The leading cause of death among women 

is heart disease (Park et al., 2017). Nearly half a million women globally succumb to heart disease 

every year, with a quarter of a million dying from coronary artery disease (Giardina, 2000). 

However, there are still several risk factors and symptoms that remain unknown. For instance, 

women over the age of 65 are considered an at-risk group for developing heart attacks (Tullmann 

& Dracup, 2005). Additionally, women develop heart disease approximately ten years later than 

men, and they are likely to have worse heart complications after a heart attack (Giardina, 2000). 

The lack of awareness and knowledge about heart disease and heart attacks among women 

perpetuate additional symptoms in women that are less commonly present in men, such as nausea, 

vomiting, fatigue, dyspnea, and pain in the back, neck, or jaw (Tullmann & Dracup, 2005). 

Cholesterol is an organic compound that can be synthesized by the liver and ingested from 

animal products (Eapen et al., 2009). This sterol plays a vital role in cellular processes, such as 

being a precursor for hormone synthesis and bile acids, and maintaining the fluidity and integrity 

of the cell membrane (Eapen et al., 2009; Shinitzky, 1978). The liver creates a healthy amount of 

cholesterol, but an increase in low-density lipoprotein (LDL) and decrease in high-density 

lipoprotein (HDL) is associated with the risk of heart disease (Lemieux et al., 2001). LDL and 
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HDL carry cholesterol around the body (Hernáez et al., 2019). Following the entry of the LDL 

particle into the artery, the molecule becomes oxidized and leads to plaque formation in the blood 

vessel (Wegner et al., 2012). Over time, the blood vessel will narrow, causing an increased chance 

of having a heart attack (Hao & Friedman, 2014). The HDL particle is known for having potent 

antioxidative properties, as studies show that it is a major inactivator of oxidized LDL, thereby 

preventing plaque formation in the arteries and lowering the chances of a heart attack (Kontush et 

al., 2003). Total plasma cholesterol (TCHOL) is a measure of total cholesterol in the blood, which 

includes the concentrations of both HDL and LDL combined (Lee & Siddiqui, 2021). In older 

women, studies have found that LDL levels tend to increase, HDL levels tend to decrease, and 

total plasma cholesterol (TCHOL) levels begin to elevate (Saha et al., 2013). This lipid profile is 

hypothesized to be a risk factor for developing CVDs such as heart attacks (Saha et al., 2013). In 

younger women, the risk of heart attack is 2.5 to 4.5 times lower than men of the same age, but as 

women age, there is a sharp increase in heart attack rates (Eapen et al., 2009). 

There is currently a lack of research regarding the prevalence of heart disease in older 

women. Despite CVD being the major cause of death in older post-menopausal women (Park et 

al., 2017), it was recently determined that for the National Science and Engineering Council of 

Canada (NSERC) funded cardiovascular research programs, female participants were excluded in 

63% of publications, with 49% of literature having only male participants (Wilson, Adams, & 

Pyke, 2020). Moreover, the Heart and Stroke Foundation of Canada found that over 65% of clinical 

research for heart disease focuses solely on male participants (Heart & Stroke Foundation, 2018). 

There is also research that suggests there is a tendency of physicians to diagnose men with heart 

disease conditions with greater certainty in comparison to women, and that they consider the 

potential implications of age on diagnosis for men more than women (Adams et al., 2007). Thus, 
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it is vital to consider various factors that may contribute to the potential susceptibility of women 

to heart diseases. This knowledge gap has driven us to address if Canadian women over the age of 

65 with high cholesterol levels (i.e., greater than 5.2 mmol/L) are at a greater risk for having heart-

related complications, measured by the experience of a heart attack, in comparison to men of the 

same age range who also have high cholesterol levels. 

 

METHODS 

Study Design and Database | This research study used a cross-sectional and observational design, 

with data collected from the Canadian Heart Health Database (CHHDB) at Memorial University 

(Canadian Heart Health Database, 1997). This database contained integrated information from the 

Provincial Heart Health Surveys conducted between the years of 1986 to 1992 as part of the 

Canadian Heart Health Initiative (Canadian Heart Health Database, 1997). The data collection 

aimed to estimate the prevalence of CVD risk factors, awareness among the population, and the 

consequences. The information was collected from ten provincial surveys, containing family 

history information from four provincial surveys: Ontario, Quebec, Alberta, and Saskatchewan 

(Canadian Heart Health Database, 1997). The data was collected in two stages by trained nurses. 

At the first stage, the nurses visited the participants' homes to gather demographic information, 

their knowledge of CVD risk factors, and other opinions and attitudes on the study topic. Two 

blood pressure tests were also done on the participants. During the second stage, participants came 

to a clinic to report anthropometric measurements, and two additional blood pressure 

measurements were taken (Canadian Heart Health Database, 1997). This database was chosen as 

the collection was conducted several decades ago, allowing for the investigation of trends that 

were prominent at that specific period.  
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Study Participants | The database included information on individuals aged 18 to 74 years old, 

excluding those who were full-time residents of military camps, institutions, or Indian reserves. 

The dataset contained a total of 23,129 cases and 266 continuous and discrete variables (Canadian 

Heart Health Database, 1997). For this study, only participants in the age range of 65 to 74 years 

old were included to focus the study’s observations on this specific age group. The final study 

population consisted of 3,168 participants, and only 11 variables were analyzed. The remaining 

19,961 cases and irrelevant variables in the dataset were deleted when the following criteria were 

met: did not state their gender; not in the 65-74 YEARS age group; the height (in centimetres 

[cm]), weight (in kilograms [kg]), and BMI were “VARIABLE UNKNOWN”, “RECODED 

MISSING”, or “NOT STATED/REF”; the total plasma cholesterol (TCHOL; in millimoles per 

litre [mmol/L]), the high-density lipoproteins (HDL; in millimoles per litre [mmol/L]), and the 

low-density lipoproteins measurements (LDL; in millimoles per litre [mmol/L]) were 

“VARIABLE UNKNOWN” or “NO MEASUREMENT”; and the answers to the question 

“[EVERHA] HAVE YOU EVER HAD A HEART ATTACK?” were “NOT SURE” or “NOT 

STATED/REF”.  

Study Outcomes | The primary outcome of interest for this study was total plasma cholesterol 

levels (in mmol/L), represented by the “TCHOL” variable. The secondary outcomes are high-

density lipoprotein levels (in mmol/L), and low-density lipoprotein levels (in mmol/L), represented 

by the “HDL” and “LDL” variables respectively. An additional outcome is the occurrence of a 

previous heart attack, measured by the question “HAVE YOU EVER HAD A HEART 

ATTACK?” and represented by the “EVERHA” discrete variable. Participants were asked the 

question “HAVE YOU EVER HAD A HEART ATTACK?” in a home interview sample in the 

first stage of data collection by nurses, where they answered “YES”, “NO”, “NOT SURE”, or did 
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not state their answers (represented by “NOT STATED/REF”) (Canadian Heart Health Database, 

1997). The total plasma cholesterol, HDL, and LDL levels in the participants were assessed by 

having individuals fast for at least 8 hours before visiting a clinic in-person (Canadian Heart Health 

Database, 1997). Then, a blood sample was taken where a fasting lipid panel test was used 

(Canadian Heart Health Database, 1997). Although the sensitivity for this test is 95%, as 

mentioned by Fatima et al. (2016), literature regarding its specificity is scarce. Because of this 

knowledge gap, the reliability and validity of this test were compromised, thereby also negatively 

affecting this test’s reproducibility. However, this test was used because it provides the clinical 

importance of reporting on the primary and secondary outcomes of the patients. There was the 

possibility of intrasubject variation as scheduled appointment times for the blood test varied from 

person to person. However, all participants fasted for a relatively similar duration (Canadian Heart 

Health Database, 1997). The question “HAVE YOU EVER HAD A HEART ATTACK?” was 

asked in the form of an interview, which was a valid and reproducible form of outcome 

measurement (Reuben, Siu, & Kimpau, 1992). However, there was the potential for response bias 

that must be considered (Furnham, 1986). Regardless of this, self-reported data provides clinical 

importance to the study, as researchers gain a perspective on the lifestyle factors of the patients. 

These could then be considered when analyzing the data. Intraobserver or interobserver variations 

were not seen in the blood tests or the questionnaire, as definitive concentrations were produced 

by the lipid test and no additional observers were involved in either of the data collections. 

TCHOL, LDL and HDL were assigned as the main outcome measures, as studies have shown that 

an increase in LDL with a concurrent decrease in HDL have associations to heart attack risks 

(Lemieux et al., 2001). Literature also suggests that elevated TCHOL levels were associated with 
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a greater chance of heart attack occurrence (Eapen et al., 2009), which was the justification for the 

chosen outcomes.  

Additional Data Collection | The additional outcome measures of this study included height (in 

cm), weight (in kg), and BMI, with the variable names ‘HGTC’, ‘WGTC’, and ‘BMI’ respectively. 

These variables were included in the Shapiro-Wilk test to determine if the data was normally 

distributed. Literature suggests that an individual's height, weight, and BMI exceeding a healthy 

level may contribute to an increased risk of heart attack, e.g., obesity is a risk factor for CVD (Akil 

& Ahmed, 2011). Furthermore, individuals who are obese tend to have a higher BMI, which is a 

calculation dependent on the height and weight of the individual (Akil & Ahmed, 2011).  Due to 

this association, these variables were used as additional outcome measures to determine if the data 

was normally distributed. As a result, further statistical analyses could proceed with an emphasis 

on the primary and secondary measures. 

Statistical Analysis | To test for normality of data, the Shapiro-Wilk test was conducted. 

Additionally, a Mann-Whitney U test was conducted to test between-group differences with the 

continuous variables, as the research question aimed to investigate differences in health outcomes 

based on gender. Furthermore, a chi-squared test was conducted to determine between-group 

differences in proportions of responses to categorical type questions. In Table 1, the variables were 

recorded for each gender separately and were selected based on their possible association with the 

outcome being investigated in the research question. The values were median ± the interquartile 

range (IQR) unless otherwise stated, as the data was not normally distributed. The results were 

presented in the form of a table and a stacked bar graph. All tests were performed with the SPSS 

Statistics software, using a p-value of 0.05 for significance.  
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RESULTS 

Participant recruitment | The dataset contained a total of 23,129 cases and 266 continuous and 

discrete variables (Canadian Heart Health Database, 1997). In this study, only data 3,168 

participants and 11 variables were analyzed. The remaining 19,961 cases in the dataset were 

filtered out and deleted when the following criteria were met: did not state their gender; not in the 

65-74 YEARS age group; the height (in cm), weight (in kg), and BMI were “VARIABLE 

UNKNOWN”, “RECODED MISSING”, or “NOT STATED/REF”; the total plasma cholesterol 

(TCHOL; in mmol/L), the high-density lipoproteins (HDL; in mmol/L), and the low-density 

lipoproteins measurements (LDL; in mmol/L) were “VARIABLE UNKNOWN” or “NO 

MEASUREMENT”; and the answers to the question “[EVERHA] HAVE YOU EVER HAD A 

HEART ATTACK?” were “NOT SURE” or “NOT STATED/REF”.  

Descriptive statistics and distribution of the study population | The data from Table 1 

demonstrates a comparison of the age (in years), height (in cm), weight (in kg), BMI, TCHOL (in 

mmol/L), HDL (in mmol/L), and LDL (mmol/L) measurements of the 3,168 participants, in which 

1,656 individuals identified as “MALE” and 1,512 individuals identified as “FEMALE”. The 

values are presented as medians ± IQR. The male participants had higher medians for age, height, 

and weight. The male and female participants had the same medians for BMI, but a different IQR. 

The female participants had higher medians for TCHOL, HDL, and LDL. The test for normality 

yielded a Shapiro-Wilk significance value of less than 0.001 for these continuous variables. 
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Table 1 Descriptive Characteristics of the 1986 to 1992 Canadian Heart Health Database 

Participants [N = 3168]. 

Variable Male (N = 1656) Female (N = 1512) p-Value 

Age (years) 69.00 ± 4.00 69.00 ± 5.00 <0.001 

Height (cm) 172.00 ± 9.00 159.00 ± 8.00 <0.001 

Weight (kg) 79.00 ± 17.00 66.00 ± 17.00 <0.001 

BMI 26.40 ± 4.90 26.40 ± 6.20 <0.001 

TCHOL (mmol/L) 5.46 ± 1.25 5.84 ± 1.33 <0.001 

HDL (mmol/L) 1.14 ± 0.36 1.32 ± 0.44 <0.001 

LDL (mmol/L) 3.48 ± 1.13 3.65 ± 1.28 <0.001 

Values are median ± IQR, unless otherwise stated. Height = Height in centimetres (cm) 

measured at a clinic; Weight = Weight in kilograms (kg) measured at a clinic; BMI = Body Mass 

Index; TCHOL = Total Plasma Cholesterol in millimoles per litre (mmol/L); HDL = High 

Density Lipoprotein in millimoles per litre (mmol/L); LDL = Low Density Lipoprotein in 

millimoles per litre (mmol/L).  

 

Mann-Whitney U Test showed a difference in TCHOL levels between males and females | A 

Shapiro-Wilk significance value of less than 0.001 was obtained after testing for normality, thus 

the Mann-Whitney U Test was used to compare differences for the median TCHOL variable (in 

mmol/L) between the male and female participants. The null hypothesis stated that the distribution 

of TCHOL is the same across categories of sex (i.e., male or female). The Mann-Whitney U test 

value was 1,578,751.000, with a significance of 0.000.  
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The Chi-Square analysis demonstrated no significant difference between males and females in 

terms of heart attack occurrences based on TCHOL levels | A Chi-Squared test was conducted 

to determine the proportion of male and female participants who have less than or greater than 5.2 

mmol/L levels of TCHOL (in mmol/L). The TCHOL variable was transformed to create a cut-off 

point of 5.2 mmol/L as it has been established that TCHOL levels below approximately 200 

milligrams per decilitre ([mg/dL]; or 5.2 mmol/L) are desirable in healthy individuals (High 

Cholesterol: Overview, 2017). Figure 1 demonstrates a comparison of male (A) and female (B) 

participants’ answers to the variable and question “[EVERHA] HAVE YOU EVER HAD A 

HEART ATTACK?” from a Chi-Squared test. In this analysis, 105 out of 261 (40.23%) of the 

male participants and 26 out of 109 (23.85%) of the female participants had TCHOL levels that 

are less than 5.2 mmol/L and answered ‘Yes’ to the question. 553 out of 1395 (39.64%) of the 

male participants and 320 out of 1403 (22.80%) of the female participants had TCHOL levels that 

are less than 5.2 mmol/L and answered ‘No’ to the question. 156 out of 261 (59.77%) of the male 

participants and 83 out of 109 (76.15%) of the female participants had TCHOL levels that are 

greater than 5.2 mmol/L and answered ‘Yes’ to the question. 842 out of 1395 (60.36%) of the male 

participants and 1083 out of 1403 (77.19%) of the female participants had TCHOL levels that are 

greater less than 5.2 mmol/L and answered ‘No’ to the question. The continuity correction value 

obtained was 2.478, with two-sided asymptotic significance value of 0.115.  
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A                                                                          B 

 

Figure 1. A comparison of male and female participants’ answers based on a chi-square 

analysis. Stacked bar graphs demonstrating the number of male participants [N = 1656] and 

female participants [N = 1512] who answered ‘Yes’ or ‘No’ to the question “Have you ever had 

a heart attack?”. The dark grey bars represent participants who had total plasma cholesterol 

levels less than 5.2 mmol/L. The light grey bars represent participants who had total plasma 

cholesterol levels greater than 5.2 mmol/L. A total of 3168 participants were included in this 

analysis. 

 

DISCUSSION 

Summary of Research Study and Main Findings | This research study aimed to determine if 

Canadian women over the age of 65 with high cholesterol levels (i.e., greater than 5.2 mmol/L), 
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are at a greater risk for having heart-related complications, measured by the experience of a heart 

attack, in comparison to men of the same age range who also have high cholesterol levels. The 

data was not normally distributed, but the median TCHOL, HDL, and LDL values between males 

and females were significantly different, i.e., females are more likely to have higher median 

TCHOL, HDL and LDL concentrations than males. In addition, participants who had higher 

TCHOL levels (greater than 5.2 mmol/L) experienced more heart attacks than those who had lower 

TCHOL levels (less than 5.2 mmol/L), but more males suffered a heart attack compared to females. 

Upon closer inspection, there was no significant difference between the experience of heart attacks 

in males versus females when they both have high TCHOL levels (greater than 5.2 mmol/L). 

Shapiro-Wilk and Mann-Whitney U Test Analysis | A Shapiro-Wilk test was conducted to 

determine if the data was normally distributed for the male and female participants included in the 

study. The p-values were less than 0.001 for each outcome measure (i.e., age, height, weight, BMI, 

TCHOL levels, HDL levels, and LDL levels), which indicates that the data is not normally 

distributed. Therefore, to find the between-group differences of the TCHOL, HDL, and LDL 

levels, the Mann-Whitney U test was conducted, and it was determined that the p-value was less 

than 0.05. As shown in Table 1, this indicates that the median TCHOL, HDL, and LDL values 

between males and females were significantly different. Specifically, the median values for these 

outcomes are higher in females than males. As the results showed that older women are more likely 

to have higher median TCHOL, HDL and LDL concentrations than men, this leads us to believe 

that older women are at a higher risk of having a heart attack than men. A study conducted by 

Russo et al. (2015) found that older women had higher TCHOL, HDL, and LDL levels compared 

to the men in the study and women struggled to hit a healthy LDL cholesterol target compared to 

men. They concluded that these factors expose older women to a higher risk of coronary heart 
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disease (CHD) (Russo et al., 2015). These findings by the researchers corroborate the findings in 

our study and support the notion that high concentrations of our primary outcomes are associated 

with increased heart attack risks in older women compared to men. The reason for this may be 

explained by decreased estrogen levels that occur in older women (Hodin et al., 2001). Estrogen 

is a chemical determinant to lipoprotein concentrations in women that naturally decreases with 

age; specifically, after menopause (Kilim & Chandala, 2013). It should be noted that lower 

estrogen concentration results in decreased HDL levels (Kilim & Chandala, 2013). Additionally, 

after menopause, women experience elevated TCHOL and LDL levels, and since HDL has 

decreased, there is less involvement of its cardioprotective factors (Kilim & Chandala, 2013). This 

would expose older women to an increased risk of having CVD (Kilim & Chandala, 2013).  

Chi-Square Analysis | The chi-square analysis was performed to determine the potential 

association between TCHOL, gender, and if the individual has ever experienced a heart attack. 

This analysis reveals that for both males and females, participants who had a higher TCHOL level 

(greater than 5.2 mmol/L) experienced more heart attacks than those who had a lower TCHOL 

level (less than 5.2 mmol/L). However, there were also more males who suffered a heart attack 

compared to females. After the examination of the significance values, it is evident that there is no 

significant difference between the experience of heart attacks in males versus females when they 

both have high TCHOL levels. The continuity correction value obtained was 2.478, leading to a 

two-sided asymptotic significance value of 0.115, which is greater than the significance value of 

0.05. Therefore, there is insufficient evidence to support the hypothesis of this association having 

a gender-based difference, meaning it was inconclusive for our study. According to a longitudinal 

study conducted by Corti et al., (1997), an elevation in TCHOL levels is an associated risk factor 

for death from CHD in older adults. Similarly, the Framingham study examined a group of men 
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and women prospectively for 14 years, finding that there was a higher incidence of CHD as age 

and TCHOL levels increase (Kannel et al., 1971). Finally, a prospective cohort study conducted 

in 1998 found that TCHOL was a significantly associated risk factor for CHD, with a higher risk 

as an individual ages and a 34% increase in risk correlated with high TCHOL levels for women 

(Wilson et al., 1998). It is suggested that this correlation is due to faulty lipid transport caused by 

hyperlipidemia, resulting in an increased risk of atherogenesis and subsequent reduced blood flow 

to the heart (Kannel et al., 1971). Given this mechanism of action and the findings which suggest 

associations between increased TCHOL and CHD in older women, it was hypothesized that in our 

study there would be an increase in heart attacks with higher levels of cholesterol, also 

demonstrating a gender-specific difference. However, the results obtained were not statistically 

significant, which may be attributed to the various limitations of the study which will be elaborated 

further.  

Study Limitations and Future Implications | The research study conducted provides novel 

insights into the topic of cardiovascular health for older individuals. While the chi-square statistical 

analysis does not provide sufficient evidence to support the initial hypothesis, this study provides 

the potential for further research. For instance, a randomized controlled trial can be conducted to 

determine the likelihood of older women with high cholesterol developing heart diseases. Unlike 

our study design, a randomized controlled trial would limit the number of confounding variables 

potentially affecting the results, as multiple factors may have impacted the measured outcomes in 

an observational study where groups and interventions are not randomized. For instance, lifestyle 

factors such as stress and smoking habits may impact the occurrence of a heart attack (Millet, 

Peters, & Woodward, 2018), which was not accounted for. In addition, a follow-up study can be 

conducted to determine the potential association between recurrent heart attacks and cholesterol 
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levels between genders, as this database grouped all occurrences of heart attacks in one category. 

However, it did not differentiate between the likelihood of subsequent heart attacks occurring after 

the first incidence. Another limitation of the observational study we conducted is related to the 

database. The data may be outdated since the survey was conducted in the 1980s. This field of 

research would benefit from modern data collection that considers recent environmental changes, 

medical advancements, and more. Additionally, this database contained missing data for various 

questions, which had to be accounted for in statistical analyses. This has the potential to alter the 

results presented, as certain participants had to be excluded for not providing answers to the 

questions and variables we analyzed. Another limitation to this study is that the fasting lipid test 

has limited information on the specificity as it is an older test used to determine lipid profile, 

thereby compromising the validity and reliability of the results. This can be improved by using a 

non-fasting lipid test in future studies (Fatima et al. 2016). Finally, it is important to consider that 

the questionnaire answered by participants is subject to response bias to increase social desirability 

(Furnham, 1986), meaning the results may not be as accurate. Despite these limitations, this 

research study offers a multitude of benefits to medical research. These implications can be applied 

in cardiovascular health research and education, especially towards women who may have a 

current lack of knowledge and awareness regarding their risks of the development of the disease. 

Furthermore, research like this can be useful in determining preventative and protective measures 

for CVD, as dietary intake of cholesterol is a modifiable risk factor that can be promoted through 

health campaigns. Finally, this study can be utilized for therapeutic purposes if the mechanisms of 

disease are examined further, as it provides insights on the biological mechanisms that are involved 

in the pathophysiology of cholesterol and CVD, thus providing potential pathways for targeted 

treatment approaches.  
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Introduction

Young children acquire knowledge through everyday play and exploration in a safe and

stimulating environment (Child Development Basics, 2021). Effective education within a school

environment is vital because it illuminates the developing mind which is crucial for future

aspirations (Al-Shuaibi, 2014). It is important to note that these school environments may be

effective for many students, but they may not provide the same social and intellectual stimulation

for disabled students. In terms of diagnostics, school environments are typically where students

and parents first receive professional insight on childhood disabilities. There is no guarantee as

to when students will get diagnosed or if they will, as some disabilities may go unnoticed,

however, the time at which they do could potentially affect the child’s success in school (Aron &

Loprest, 2012). An early diagnosis benefits children with disabilities as it allows for immediate

intervention and accommodations to be made. When classroom environments do not support a

child’s disability such as hearing loss, it creates a gap in education between children with

disabilities and those without. Children with hearing impairments are not any less capable of

succeeding in school compared to their hearing-abled peers, but some teachers may have a poor

understanding of hearing loss and are therefore unable to adjust teaching styles creating

disadvantages for children with auditory disabilities (Victory, 2020).

For non-disabled visual and auditory students, 80% of learning is conducted through

vision (Baum & Owen, 1988). A research study found  that children with learning disabilities

tend to perform poorly on tasks that utilize verbal stimuli, regardless of the task at hand
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(McGrady & Olson, 1970). Children with learning disabilities, especially auditory, have distinct

methods of learning and acquisition (Ontario Ministry of Education, 2014). Another study

compares cognitive and motivational patterns across disabled and non-disabled children and

found that the increasing differences are because early intervention and methods were not

administered to those with neuro-divergent learning styles, and this consequently translated into

social and behavioural habits as well (Baum & Owen, 1988). This is why a traditional classroom

is not always an ideal environment for all children as teachers may not be able to accommodate

these differences and needs, leading to an overall 35% of students with hearing impairments

being held back a year in school (Audiology Hearing Services of Charlotte, 2020).

The different language and experiential histories that deaf and hearing-impaired children

have had are often disregarded and interpreted as deficiencies, despite it being the opposite.

Research centred around deaf students ages 13 to 17, and their ability to comprehend text

indicates that deaf students are far more proficient readers than teachers give them credit for

(Marschark & Wauters, 2008). Children with disabilities can comprehend texts that teachers

might consider to be too tough, recognize tactics that assist with their own comprehension and

are well aware of when teachers undermine their capability to absorb literature. As early

investigators failed to account for the fact that deaf children have different languages and

experiential histories in contrast to hearing-abled children, this creates subtle and unsubtle

differences in cognitive and linguistic functioning of hearing-impaired children. Additionally,

specialized staff are not required to receive early childhood education in order to work with
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children with disabilities, yet another systemic issue that further contributes to the limitations in

the education system and the overall lack of financial assistance provided by governments (Child

Care Canada, 2013). The issue is of inclusion, and it stems from the lack of knowledge and

research preventing individuals and professionals from understanding that inclusion in the

classroom is an educational issue and not a private one that families must be responsible for

(Child Care Canada, 2013). While subsequent research exists for how well students can perform

on cognitive tasks, and what resources are required, the knowledge gap exists in visualizing how

systemic failings affect the progress of students with any degree of hearing disability. As this is

not seen as an issue in the education system, families must turn to outside resources, despite

studies showing the burden of inclusion programs should not be placed on children or their

families (Child Care Canada, 2013). Our study aims to assess students who claim they have

difficulty communicating, and subsequently how many years they spend behind in school- a

direct measure of the resources, aids, and accommodations they receive for their learning style.
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Methods

Study Design and Database

Our analytical study aimed to analyze data from the observational Canadian Health and

Disability Survey (CHDS) conducted from 1983 to 1984. This CHDS assessed an approximate

97% of the Canadian population; 59,195 children (14 years of age and under) of which 3,382 had

a long-term health condition, used a prosthesis or had a health-related activity limitation. This

demographic excludes residents of institutions (inmates), Indigenous and/or First Nations

reserves, the Yukon and Northwest Territories, and armed forces personnel. The CHDS measured

a variety of factors such as; individual and community health, economic and financial burdens,

education and schooling, long-term physical disability conditions, degree of disabilities, use of

aids, as well as general demographic information such as sex, residence, age, etc. Respondents

provided their answers through face-to-face interviews in a questionnaire format. Most

respondents were parents and/or guardians of the child participant.

Study Participants

From the total population of 59,195 children, 288 students were selected for our final

analysis. Our selection criteria included all students from ages 10-14, with any degree of auditory

disability or (non-medically diagnosed), and having a valid answer for the question “Does [name

of student in question] have trouble being understood by others?”. This criterion allows for

extensive focus on the social understanding of hearing impairments and learning, as our research

demonstrates that professional diagnoses and intervention is often lacking in assessing growing

children, due to many social restraints, such as adult lack of knowledge, social stigmas, culture,

etc (Child Care Canada, 2013)
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Study Outcomes

The primary outcomes of our study are to see how long students between the ages of

10-14- the critical age of psycho-social development (source)- and with auditory disabilities are

held back in school, the cases of students range from 1-11 years spent in school. Participants who

previously answered “yes” to the question ‘Does [the individual in question] have any auditory

or hearing impairments? (no need to be professionally diagnosed)’, were then asked “Does [the

individual in question] have trouble being understood by others?”. The options were ‘yes (child

can be understood by others)’, and ‘no (child has trouble being understood by others)’.

Additional Data Collection

For the question “Does [the individual in question] have trouble being understood by

others?”, 2 contingent groups were created. ‘Yes group’-signifying students who had no trouble

being understood by others, and ‘No group’ signifying students who had trouble being

understood. Additional data collection involved the observation of variables: sex, age, years held

back in school, and province of residence across both ‘yes’ and ‘no’ group. Additional analysis

was performed for another variable, the survey asked “Can (individual in question) not perform

one of the following traits? (Sign Language, Fingerspelling, and/or Lipreading)”. The options for

this variable were ‘Yes: cannot perform any of the above’ and ‘No-can at least perform one of

the listed traits’. We inferred that those with auditory impairments of varying degrees may not all

be able to communicate in ASL, lip read, and finger-spell, thus this variable was not filtered

through our data.

Statistical Analysis

Our study observes solely categorical variables within the CHDS, and therefore, due to

the nature of the data, limited tests could be performed. The software Statistical Packages for the
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Social Sciences (SPSS) v.23 was utilized to filter, sort, and analyze the data. We conducted a

Spearman Rho analysis between the variables ‘years held back in school’ and whether the

student is understood by others or not (yes and no groups). Additionally a logistic regression

analysis was performed to measure the effects of 4 categorical predictor (independent) variables

on the dichotomous dependent variable ‘years held back in school’. Predictor variables include:

Sex (male), Province of residence (10 Canadian provinces), Non-Verbal communication skills

(Yes-is unable to perform well in at least one of three tasks [sign language fluency, lipreading, or

fingerspelling] ), and being understood by others (No- child has trouble being understood by

others ). The categories mentioned in brackets for each predictor variable are the predictor

outcomes for the weight that the category influences on predicting the outcome of the dependent

variable (i.e. how much does each variable category have an effect on the dependent variable

‘years held back in school’). The dependent variable was transformed into a dichotomous

variable, with categories 1-2 years, and 3+years. As our research suggests 1-2 years of schooling

should be sufficient enough to allow students to improve their academic performance (Marschark

& Wauters, 2008), and receive appropriate aid. For this analysis ‘3+ years’ is probability=1 , and

‘not 3+ years’ (i.e. 1-2 years) is probability=0. The p-value for significance threshold for our

study is 0.05, this is most appropriate for our population size, and variables (Biostatistics: The

Bare Essentials, 2014).

89



8

Results

Table 1. Descriptive Demographic Characteristics of the selected participants from the

Canadian Health and Disability Survey of 1983-1984 (Child File). N=288. Data are presented

as the frequency and percent (%) of surveyed individuals who have been classified as either

being understood by others, or not being understood by others. All included cases are between

10-14 years of age. 1Data presented in brackets with a single asterisk indicating within-group

percentages, and total population (N) for the ‘no’ group is 237 (NNo= 237) and for the ‘yes’

group is 51 (NYes= 51).

Characteristics Yes group (child can be
understood by others)

Frequency. (%)

No group (child has trouble
being understood by others)

Frequency. (%)

Age (Years)

10-14 237 (82.29%) 51 (17.70%)

Sex

Male 165 (57.29%) 43 (14.93%)

Female 72 (25.0%) 8 (2.77%)

Years held back in school
(NNo= 237 , NYes= 51)

1 169 (58.68%) (171.3%) 7 (2.43%) (113.7%)

2 48 (16.66%) (120.3%) 15 (5.20%) (129.4%)

3+ 20 (6.94%) (18.44%) 29 (10.06%) (156.9%)

Province of Residence

Newfoundland 23 (7.98%) 3 (1.04%)

Prince Edward Island 7 (2.43%) 1 (0.34%)

Nova Scotia 15 (5.20%) 4 (1.38%)
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New Brunswick 27 (9.37%) 5 (1.73%)

Quebec 43 (14.93%) 6 (2.08%)

Ontario 63 (21.87%) 12 (4.16%)

Manitoba 19 (6.59%) 4 (1.38%)

Saskatchewan 16 (5.55%) 5 (1.73%)

Alberta 9 (3.12%) 4 (1.38%)

British Columbia 15 (5.20%) 7 (2.43%)

Figure 1. Percentage of Yes and No Groups across 10 Canadian provinces (N=288). Figure

illustrates the percentages of ‘yes’ and ‘no’ groups across all 10 provinces. All percent values

measure total population.
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Table 2.  Binary Logistic Regression Analysis of years held back in school (2 categories),

against Sex, Province of Residence, Non-Verbal Communication Skills, and Being

Understood by Others. Logistic regression model set to calculate the influence of 4 predictor

variables on the dichotomous dependent variable ‘amount of years held back in school’, with

categories of ‘3+ years’, and ‘1-2 years’, with 3+ years being the desired outcome

(probability=1). All predictor variables are categorical, and the model predicts the influence

based on the category listed for each (e.g. Sex (male) predicts the influence of being a male on

the likelihood of being held behind in school for 3+ years).2Data regarding all 10 provinces is

summarized in results.

95% C.I. for EXP(B)

B S.E. Wald df Sig. Exp
(B)

Lower Upper

Sex (male) 0.527 0.149 0.210 1 0.647 1.694 0.178 16.115

Province of Residence
2 2 2 1 2 2 2 2

Non-Verbal
Communication Skills

(No-has none of the
above skills)

1.31 0.663 2.87 1 0.924 1.140 0.079 16.541

Understood by others
(No group) 0.319 0.869 4.36 1 *0.0323 1.376 0.084 22.636

Constant
-0.535 1.749 0.094 1 0.760 0.585
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Data was gathered from 288 students across Canada between 10 to 14 years of age, who

incurred any degree of auditory disability and/or hearing loss and answered the question about

being understood by others or not (categorized as yes and no groups). Within Table 1, the

majority 71.3% of ‘yes group’ cases were held back for 1 year in school, whereas the majority

56.9% of ‘no group’ cases were held back for 3+ years in school, and 29.4% were held back for

2 years in school.

Figure 2 bar graph analysis shows that students within the ‘yes group’ comprise 237

cases, with the highest majority located in Ontario (n=63) at 21.87%, and Quebec (n=43) at

14.98%. Students who have difficulty being understood, (‘no group’) comprise a total of 51

cases, with the highest majority located in Ontario (n=12) at 4.16%, and British Columbia (n=7)

at 2.43%.

Spearman Rho Order Correlation was utilized to assess the relationship between years

held back in school with having non-verbal communication skills (p=0.30), no significant

relationship.

Table 2 Logistic Regression Analysis; Understood by others (‘no group’) was the singular

significant outcome (sig. = 0.0323). With an exponential beta value (Exp (b)) of 1.1469, the odds

of spending 3+ years in school are 1.4169 times greater if students are not understood by others.

The ‘no group’ is the cardinal predictor of spending extra time in school (Wald value= 4.36,

largest of Wald values). 2 From 10 provinces of residence, residence in Nova Scotia significantly

affects the chances of spending 3+ years in school (Sig=0.0972). All other variables present no

statistical significance.
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Discussion

Our analyses showed that out of the population of students who had difficulty being

understood by others, more than half spent 3+ years behind in school. Similarly, difficulty being

understood by others (‘no group’) is the most significant predictor in whether students will spend

3+ years behind in school.

Our statistical analysis noticed fewer significant results than expected, as most variables

did demonstrate prevalence and trends to support our hypothesis. Our study did not produce any

negative results, solely non-significant outcomes, with the exception of not being understood by

others and 3+ years spent in school.

Our preliminary research and hypothesis stipulated that to be able to grow and learn

effectively, students, especially at a young age, must actively be participating in their

environment (Al-Shuaibi, 2014). Our hypothesis explains that children who are not understood

by others will find fewer chances to actively engage in their environment due to the lack of

inclusion and acceptance of communication forms that are non-verbal. Children with auditory

disabilities often use non-verbal forms of communication (sign language, lipreading, and

fingerspelling) when engaging with their environment which may be categorized by teachers and

administrators as ‘deviant’, thus hindering the student from moving forward. Research suggests

that teachers who have a poor understanding of hearing loss create disadvantages for children

with auditory disabilities and impairments as they are unable to adjust their teaching styles to

satisfy all students within their classroom (Victory, 2020).

Our secondary analysis specifies that under certain economic, financial, personal, cultural

and social conditions, students who are not understood by others will spend extended years

(more than 1-2) in school, because they may not receive the adequate resources to excel, due to
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these very conditions. Compared to our research, we noticed that other published findings share

similarity in assessment of students within mainstream schooling systems. Choi et al, assess

students attending a mainstream, state school (equivalent to an elementary school in North

America), and do not limit their treatment groups to students with a diagnosed intellectual or

auditory impairment, rather base their answers on feedback from parents and teachers. This study

also controls for any aids provided to children through special programs, schooling, or personal

causes. This control ensures the results are unbiased to any resources students with auditory

disabilities may receive, and best tries to measure the impacts of mainstream schooling systems

on students. Similarly, other studies also assess social factors that are critical in child

development.  Mourad et al and Choi et al, concluded that children with auditory impairments

spent less time interacting with peers. In contrast, other published research often only assess

singular factors, such as social behaviour, educational development and test performance, and

often for a singular cohort. Many studies assess students within mainstream schools or special

schools (publically funded, and/or privately funded with baseline resources) and not across a

variety of schools, which does not factor in socio-economic issues. Additionally, our research

uncovered slightly higher diagnoses of ‘no’ (student is not understood by others) cases in Ontario

and British Columbia, and while statistically insignificant, this may prove that diagnosis is more

common in large cities, and more affluent areas, where there are more resources (Conference

Board of Canada, 2015). The limitations here are the lack of consideration of less-affluent areas

and even between-location differences. For example, British Columbia’s healthcare system and

integration of medicine into school are very different from Ontario. One example of this

phenomenon is that the majority of city schools across British Columbia have in-school nurses,

whereas this is not as common in Ontario (The Conference Board of Canada, 2015). Similarly,
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teacher qualifications, and the ability of teachers and administrators, as well as parents and

guardians, to recognize symptoms of deviance, hearing loss, or other disabilities or impairments

varies across different locations.

While statistics exist about disability and learning, our data adds an intersectional

perspective to the field. Rather than basing hearing loss off of a medical model, we used a social

model, eliminating barriers in diagnosis, use of aids or pieces of equipment, and including all

students who have varying degrees of hearing loss, and we also measure years held back in

school, a non-biased, irrefutable trait that cannot be denied.

As for limitations, outliers above 6 years of being held back from school were noticed.

This may explain that there are other factors contributing to the success of a student’s education.

Selection bias is another limitation of our study. Proxies were parents who may not always give

the most correct answer which can be attributed to the shame, guilt and reality of what their

children are or may be, this is heavily associated with cultural, traditional, and self-serving

factors. Similarly, with respect to the time period, stigma in diagnosis is yet another limitation.

The years 1983-1984 diagnoses as an example, what defined disability and the capability of

teachers to recognize diverse children with hearing and/or other problems were less known.

Non-verbal signs of communication are often mistaken by verbal teachers as disrespect or signs

of academic delay, for example: not paying attention, not making eye contact when learning or

being spoken to, and other forms of communication such as stimming, course breathing and

facial expressions. Students may show they are listening and engaging but teachers may interpret

this as disrespect, academic dissonance and non-progression (Baum & Owen, 1988). Moreover,

we did not assess financial factors, as government aid varies from province to province. Taking

OHIP as an example, this government-provided health plan may cover a selection of services
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provided to students or children with disabilities. However, OHIP is only for residents of Ontario

so students and families of different provinces might experience different financial struggles.

After reviewing other research, it must be considered that learning and disability surveys

cannot be grouped into general questionnaires and that these studies must be longitudinal to

assess multiple factors in an adolescent student’s life. Longitudinal studies help to identify

drivers of inequality, linkages between academic performance and environmental and social

factors and assess how mainstream services and society, in general, affect minorities and their

life courses. In the past, longitudinal studies have been used to improve policies surrounding low

socioeconomic status (UKRI, 2011). The findings of longitudinal studies may assist with

determining the amount of funding that should be allocated for educational services for children

with disabilities (Halfon, 2013). Similarly, longitudinal studies looking at children with hearing

disabilities can be used for school reform to improve educational outcomes, progression and

experiences of children with disabilities (UKRI, 2011). Policies regarding inclusion within the

education system also provide clear benefits for children and their families, as well as the general

public as a whole. Separation of students with disabilities from those who are able-bodied

contributes to stigmatization of disabilities. Even today, schools may continue to separate

students with disabilities, failing to provide inclusive experiences for all students. From external

research, an effective quality scale framework for inclusion suggests learning policies must be

reformed to cater to individual and unique experiences of all children to prevent the placement of

the burden to fit in on children and their families. This can include making sign language and

braille a part of the curriculum. These methods of communication have also shown to be outlets

of effective communication in children, in preverbal stages, and to communicate complicated

feelings (Halton & Friendly, 2013)
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Introduction

SARS-CoV-2 or COVID-19, also known as the coronavirus, is a diverse family of

viruses that can cause respiratory illnesses in both humans and animals (Mayo Clinic Staff,

2021). These illnesses can range from minor ailments like a common cold to life-threatening

infections (Mayo Clinic Staff, 2021). SARS-CoV-2 is primarily transmitted in two methods

(Centers for Disease Control and Prevention, 2021). The CDC, Centers for Disease Control

and Prevention (2021), stated that the first way is to come into direct physical contact with an

infected person or a contaminated object or surface. The second way is through an infected

individual's respiratory droplets, which are expelled by coughing, sneezing, breathing, or

speaking, and the danger is especially high for those who are in close proximity to one

another (Centers for Disease Control and Prevention, 2021). The virus can also be transferred

by small particles that stay airborne for minutes to hours and can travel long distances,

however, this is believed to be a less typical mode of transmission (Centers for Disease

Control and Prevention, 2021).

The best approach to limit the risk of developing COVID-19, according to specialists,

is to take prophylactic steps (Centers for Disease Control and Prevention, 2021). The CDC

recommends wearing cloth face coverings in public places where it may be difficult to

execute other social distancing measures along with other personal protective equipment

(PPE) such as masks and face shields (Centers for Disease Control and Prevention, 2021).

Health care workers (HCWs), such as nurses, doctors, and personal support workers

(PSWs) are particularly susceptible  to contamination, however many are neglected without

proper precautions, such as personal protective equipment (PPE) (Alam, 2020). Nurses have

been central to preventing COVID-19 transmission and the treatment for individuals who

have tested positive, especially in hospitals and nursing/long-term care homes (Alam, 2020).

In these homes more than 80% of COVID-19 deaths occurred from March through August

102



2

2020 (Clarke, 2021). This resulted in nurses being under an increased amount of mental and

physical stress, along with symptoms of depression and anxiety becoming more frequent

(Sampaio et al., 2020).

In March 2020, Ontario implemented new regulations requiring HCWs to utilise N95

respirators, face shields, and gowns when working with anyone who may or may not have

COVID-19, in order to limit contraction and spread of the disease. (Public Health Ontario,

2020). U.S. Centres for Disease Control and Prevention recommended that HCWs should be

equipped with respirators such as N95 masks or powered air-purifying respirators whenever

they come into contact with suspected or confirmed cases (Chang et al., 2020). However, the

CDC then reduced its guidelines, proposing the use of just surgical masks for when

performing non-aerosolizing treatments (Centres for Disease Control and Prevention, 2021).

It has been stated that this was a supply-driven decision rather than a science-driven one

(Brosseau, 2020).

A study conducted in China shows that infection rates dropped significantly when

increased levels of protection were supplied to HCWs (Zhu & Zong, 2020). The use of

highly-effective PPE such as N95 masks instead of medical surgical masks were credited in

part for the significant difference (Zhu & Zong, 2020).

The global lack of PPE, particularly medical N95 masks, complicated the protection

of HCWs. When it came to purchasing and storing N95 masks and other medical equipment,

Ontario had followed these guidelines, however, once the respirators expired, the government

disposed of the supplies and failed to replace them (Leo, 2020).

An understanding of the correlation between exposure and infection is paramount.

McIntosh (2021) highlighted a positive correlation between COVID-19 exposure,

vulnerability and infection. The researchers conducted a study of over 2500 people in Taiwan

who came into close contact with 100 COVID-19 patients (McIntosh, 2021). After close
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examination of exposed contacts, the study showed that only 850 exposed contacts did not

show symptoms within the set interval of 6 days. (McIntosh, 2021).

In 2020, Baker et al. identified that 18% of 26,69,810 employees worked where

exposure to disease and infection occurred more than once a month and 10% of 14,425,070

employees worked where exposure to infection occurred more than once a week. Out of all

identified employees at high risk of infection, researchers identified that 90% worked as

health and occupational practitioners (Baker et al., 2020).

From March of 2020 onwards, though traces of COVID-19 could be found all over

Canada, Ontario – due to its population – was a province with one of the most, if not the

highest number of cases of COVID-19 (Canada Public Health, n.d.). The impact of

COVID-19 in Ontario, combined with a lack of free hospital beds, respirator machines, and

PPE, had overwhelmed physicians and healthcare workers (Nielson, 2021). Through

observing the correlation between access to PPE and its influence on self-reported perceived

health, this could help fill a knowledge gap to assess the strain put on front line/healthcare

workers.

There is a knowledge gap in this area where we are assessing the correlation between

the accessibility of PPE and the general health of healthcare workers. Though it is a given

that hospital facilities should fund or provide  PPE because of the global pandemic, some

implications of clinical practices could result in inadequate healthcare services. We analysed

nurses that were 54 years of age or younger in order to increase our sample size of nurses

assessed under these circumstances.

An adequate supply of PPE would help healthcare workers treat positive COVID-19

patients which would subsequently decrease the rate of transmission. The risks that Ontario

HCWs had encountered have had an impact on their sense of security and well-being,
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culminating in mental health effects that could have been avoided by imposing stronger and

more effective protection methods (Smith et al., 2020).

Research Question: Among Ontario nurses aged 54 years old or younger, who work from

March 2020 onwards, do nurses with sufficient access to PPE, i.e. access to masks and access

to gloves, demonstrate improved levels of self-reported perceived health when compared to

nurses without sufficient access to PPE?

Methods

Study Design and Database

We selected an observational cross-sectional study from the Ontario Data

Documentation, Extraction Service and Infrastructure (ODESI) Scholars Portal, to conduct a

meta-analysis on health workers from different provinces in Canada. ODESI published the

database on September 28, 2021, titled "Impacts of COVID-19 on Health Care Workers:

Infection Prevention and Control, 2020 [Canada] (ICHCWIPC 2020)". Statistics Canada

conducted the study using a sampling procedure to select 18,139 participants assessing 101

variables. The researchers used structured questionnaires to gather information from their

participants through a survey in which the data collection period lasted from November 11,

2020, to December 13, 2020.

Study Participants

When creating our final database, we considered the PICO criteria (Participants;

Intervention/Exposure; Control/Comparison; Outcomes). As per our research question, we

intentionally selected the following as inclusion criteria for our study. Participants (P): among

healthcare workers listed in the database, we chose the age cut-off to be 54 years old (54

inclusive). Intervention/Exposure (I/E): we selected nurses including and below the cutoff
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age and excluded those above 54 years of age because the majority of nurses that worked

full-time/part time fell between the chosen age group. Control/Comparison (C): our study

focused on a group of nurses who reported sufficient access to personal protective equipment

(PPE), specifically masks and gloves. We compared this group to those who reported

insufficient access to PPE. Outcome (O): our study outcome focused on the correlation

between the sufficiency of PPE and nurses perceived health.

Study Outcomes

The primary findings of this study assessed  the sufficiency of PPE and the perceived

health of nurses. For PPE, gloves and masks were focussed on, since they are the essential

equipment that was accessible to the majority of participants in the survey. Nurses’ response

to the following question determined the sufficiency of PPE: "Since March 2020, how would

you describe your access to the following PPE at your primary job location?". Participants'

responses were categorised based on the following: “not needed for the job”; “always

available when needed”; “usually available when needed”; “sometimes available when

required”; “never available when needed”. Choices 6-9 consisted of  “Valid skip”; “Don't

Know”; “Refusal”; “Not stated”. We deleted all missing data in choices 6-9 and regrouped

the participants' responses to better suit our research question. Participants who responded to

the question with "Always available when needed" were categorised as having sufficient

access to that particular PPE. We organised the remaining responses as insufficient access to

PPE. Researchers repeated the same question for masks as well. The participants responded

to the following question to report their perceived health: “In general, how would you

describe your health? ‘Health’ refers to not only the absence of disease or injury, but also to

physical, mental and social well-being.” Akin to the PPE group, we applied the same

rationale to the perceived health responses. Answers labelled “excellent”, “very good”,
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“good” were relabelled as “improved perceived health” while “fair” and “poor” were all

categorised as “no improved perceived health.”

While analysing the original database, it was evident that most nurses reported

sufficient access to PPE, and a higher proportion reported no improvement in perceived

health. Therefore, we selected these outcome variables to determine whether there was a

significant correlation.

According to the data retrieved from the supplementary information on ODESI,

researchers collected the data to assess the impact of PPE and infection prevention and

control (IPC) measures in the workplace on a probabilistic approach. Participants were not

randomly selected like other Statistics Canada surveys. Therefore, the outcome from this

study cannot be generalised to a larger population or other health care workers, as the data

only pertain to the selected participants.

Additional Data Collection

Additional variables in our database include the age group of nurses. Nurses initially

had three groups (<35, 35-44 and 45-54), and this descriptive variable shows the population

range. We selected nurses who work in Ontario to help narrow down the varying effects of

exposure. Gender is another descriptive variable included in the database, as this analysis also

considered males and females. We also included nurses' work status - whether it be full time

or part-time to help assess exposure via the hours they had worked.

Statistical Analysis

Since our data set consisted of only categorical variables, we used SPSS to summarise

all variables based on their frequency. The number of nurses (N) was reported for all

variables in Table 1. In response to the research question, we used the chi-square test

(P-value= 0.05) to assess the difference in distribution between the PPE group and the
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perceived health. We had limited options that would help analyse our data, however, the

chi-squared analysis was efficient in helping us answer our research question.

Results

Amongst the 18,139 healthcare workers included in the analysed database, a total of

1249 healthcare workers were nurses that worked in Ontario and were 54 years old or

younger. We chose seven variables from the 101 available in the database. The nurses were

all aged 54 years old and under, with these ages being compartmentalised into three groups;

nurses less than 35 years of age, nurses between 35 and 44 years of age, and nurses aged 45

to 54. There were 567 nurses aged younger than 35 in this study, making it the largest age

group amongst the 1249 nurses. Gender was also a descriptive characteristic, with 163 of the

nurses being male and 1086 female. For employment status, amongst the two options of

full-time and part-time employment, 949 nurses were employed full time and 300 were

employed part time. The key characteristics of access since March 2020 to PPE and the

perceived health of nurses were analysed. 1055 nurses had sufficient access to gloves, and

194 nurses did not have sufficient access. Amongst nurses, the access to masks since March

2020 shows that 901 nurses had sufficient access to masks, and 348 nurses had insufficient

access. When analysing how many nurses there were for each option of perceived health, the

summary of nurses using SPSS found that 218 of 1249 nurses had improved perceived health,

while the other 1031 nurses (82.54% of total nurses observed) experienced no improved

perceived health during this same period.

Table 1: Nurses with access to PPE versus nurses without access to PPE since March

2020 and their perceived health (N=1249)
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Table 1. Displaying descriptive characteristics of Ontario nurses aged 54 years old and below

who did not have continuous access to PPE compared to nurses who did have continuous

access to PPE. Perceived Health is also included in Table 1 (See: with or without improved

health).

*p < 0.05 considered significant.

*Mean (SD) and median (IQR) are not reported in Table 1

PPE: Personal Protective Equipment

Perceived health: ‘Health’ refers to not only the absence of disease or injury, but also to

physical, mental and social well-being.
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Figure 1: Access to gloves and masks and classification of  who amongst these groups

experienced improved or declined perceived health

Figure 1. Access to personal protective equipment and its effect on perceived health. Level

of access to gloves and masks (either sufficient or insufficient) to nurses aged 54 years old or

younger working in Ontario and whether the nurses experienced improved perceived health.

P-values for both access to gloves and masks and the correlation with perceived health are

displayed in Figure 1.

*P < 0.05 considered significant.

*P-value for gloves is 0.369, and 0.062 for masks. Both are greater than 0.05

After categorising the Ontario nurses used in this study and collecting the

demographic information of the nurses, the correlation between access to personal protective

equipment and perceived health of the nurses was calculated. The correlation between these

two variables did not factor in the gender or employment status of the nurses analysed. Of the

1055 nurses which had sufficient access to gloves, 189 had reported improved personal

health, with 866 nurses reporting no improvement. 29 nurses with insufficient access to
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gloves still experienced improved health, and 165 of the 194 nurses with insufficient access

had no improvement in perceived health. When analysing access to masks and perceived

health, of the 901 nurses with sufficient access, 169 had improved health, and 732 did not

have any improvement in perceived health. Of the 348 nurses that did not have sufficient

access to masks, 49 had experienced an improvement in perceived health, and 299 had no

improvement. Using the chi-square test to determine correlation, the effects that a lack of

access to these two types of personal protective equipment have on perceived health was

analysed. The p-value of 0.05 is used, and values lower than 0.05 were considered

significant. For the access to gloves, the p-value calculated was 0.369 and the p-value for

access to masks was 0.062. Since these values are both larger than the value 0.05, there was

no significance between access to gloves and masks, both sufficient and insufficient, and the

improvement of perceived health of the nurses. Therefore, we fail to reject the null

hypothesis.

Discussion

Main Findings

COVID-19, being an infectious disease and now a worldwide public health

emergency, poses a novel challenge to our healthcare professionals, impacting not only their

daily job but also their social surroundings (Markwell et al., 2020). Healthcare workers are

likely to encounter new obstacles as we transition to adapt to the new ways of living

following COVID-19.

The results indicated that among Ontario nurses aged 54 years old or younger, who

worked from March 2020 onwards, nurses with sufficient access to PPE, i.e. access to masks

and access to gloves, did not demonstrate improved levels of self-reported perceived health

when compared to nurses without sufficient access to PPE.
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Contrary to the associated hypothesis, we could not observe a significant

improvement in Ontario nurses' perceived health despite the participants indicating they had

sufficient access to PPE. Rather, the data showed that more often, nurses who did have access

to sufficient PPE still indicated no improvement in perceived health, where 82% and 81% of

nurses reported no improvement in health when they had sufficient access to gloves and

masks, respectively.

One possible explanation for our findings was that enhanced use of PPE may have

caused adverse side effects which resulted in physical and mental distress to the users

(Swaminathan et al., 2020). This could be due to the novel discomfort of the many layers of

PPE and visual obstructions, as well as difficulty breathing through several masks and a face

shield. Although, we believed that as access to PPE became more widely available to nurses,

their perceived health should, in return, improve, many studies have reported that prolonged

use of PPE can result in mental and physical ailments (Swaminathan et al., 2020).

We hypothesised that as nurses receive sufficient access to PPE, in return their

personal health should improve - but it is important to note that other factors also play a role

in determining one’s health. Other personal elements could have an impact, such as home

life, pre-existing health conditions, and financial circumstances. Sufficient and insufficient

access to PPE would not be the sole factor influencing one’s health.

Comparison of findings with those reported in the literature

Limited studies researched the impact of access to PPE on nurses working during the

COVID-19 pandemic. The reasons for this are unknown. The majority of the research studies

differ from our study because they primarily assess PPE and its direct impact on healthcare

workers, aka. how its usage affected surgical performance (Benitez et al., 2020), or caused a

negative physical impact on healthcare workers (Davey et al., 2021). Contrary to our research

question, many studies found a positive correlation between usage of PPE and worsened
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self-reported health and well-being, as mentioned in the 2020 study by Swaminathan et al.

There were not many limitations with these other studies that would be considered significant

in relation to our study.

We discovered only one research study that was similar to ours, which assessed

personal protective equipment and mental health symptoms among nurses during the

COVID-19 pandemic. A study conducted by Arnetz et al. in 2020 focused on nurses in the

United States and the findings followed that which we had expected of our study as well.

Their study results stated that nurses lacking access to adequate PPE were more likely to

report symptoms of depression, anxiety and post-traumatic stress disorder (Arnetz et al.,

2020). Between this study and ours, it can be agreed that the main takeaways were similar -

organisations should be aware of the magnitude of mental health problems among nurses and

be vigilant in providing them with adequate PPE as the pandemic continues (Arnetz et al.,

2020). The results from this study could have differed from our study due to the prevalence

of cases in the United States being greater than Ontario’s which could explain why nurses in

the States were under more mental duress. This could be why access to PPE made a more

significant difference for nurses in the States than it did for nurses in Ontario. Our findings

can add to this field of study because due to the contradictory evidence behind whether PPE

can improve nurses’ and other healthcare workers’ self-reported perceived health or not,

further research can be conducted to specify what ‘sufficient’ or ‘insufficient’ access is,

which can help develop methods to address these concerns.

Strengths and Limitations

A notable strength of our research study is that we attempted to look into a novel

research topic. We felt that it was a really important topic to learn more about because nurses

play an integral role in healthcare and are often overlooked. Especially during the COVID-19

pandemic, there was a greater strain on nurses because of understaffing and many incoming
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patients. As such, we hypothesised that during a global pandemic, when stress is at an

all-time high, not having access to sufficient PPE would indicate that nurses would report

worsened self-reported health and well-being. The uncertainty of the disease itself, tied with

the risk of being exposed to it daily, could make anyone in this situation more stressed and

concerned for their own health which could result in worsened self-reported health.

A significant limitation for our research study was the lack of prior background

research available. Due to this being such a novel topic to be researched, we did not have a

lot of supporting research. As such, we were very limited when it came to obtaining external

data. Another limitation for our study was that sufficient and insufficient access can be quite

subjective and not everyone would agree on what is defined as sufficient or insufficient

access. Due to the subjectivity of these terms, which could vary between the nurses, this

could have influenced the results. We also could have considered a different format for

organising our research. Had we categorised our findings into sections based on PPE

restrictions, which could have been heavily influenced by inventory for respective locations,

we could have been able to break down who had sufficient access. By grouping sections

based on the restrictions they had for PPE usage - such as needing to reuse PPE or request

permission to obtain PPE, this could have been a next step for outlining further classification

distinctions within our study. Seeing as we only considered nurses working in Ontario under

the age of 54, and did not classify them any further, this could have influenced our p-values,

therefore our conclusion.

We had very limited options when it came to analysing our data, since we only had

categorical data. Though we could have done a regression analysis, the associated

complications would not be beneficial for analysing our data. For this reason, we had used

the chi-squared analysis because this served as the most effective when it came to addressing

our research question. The varying workplace environments of nurses were also another
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limitation because it could have influenced the usage of PPE. For example, there may be

more PPE required in the emergency ICU department, compared to a long-term care home,

which could have subsequently influenced the supply and demand for PPE.

Implications

Despite these limitations, these findings suggest several theoretical and practical

implications. While the COVID-19 pandemic has been largely contained in certain regions,

the situation in other regions remains adverse. To avoid a repetition of this pandemic, we

must take the necessary precautions. Government officials should recognize the importance

of PPE, especially in the setting of healthcare workers, and ensure that PPE is always stocked

so no shortages can be experienced in the future. This would help to keep medical personnel

and patients as safe as possible and prepared in case another outbreak occurs. As the

circumstances of COVID-19 worsen, we believe that a psychological and physical

examination and timely professional assistance for healthcare workers are required to prevent

the ongoing outbreaks from having a more acute impact on their health.

Although this study fails to support our research hypothesis, the most important

contribution may be that it raises intriguing questions for future study. An intriguing question

for future directions can assess how periodic discussions on the justification for PPE usage,

as well as empirical evidence from frequent risk assessments help to increase coping

strategies and aid the general wellbeing of medical personnel. The correlation of PPE on the

physical and mental well-being of healthcare workers during COVID-19 should definitely be

further investigated, as there is contradictory evidence on whether it enhances or decreases

one's perceived health. A correlation between consistent usage of PPE and decreased mental

and physical health should also be further researched, as it can aid in our knowledge of the

impact of pandemics on the mental health of medical professionals and will propose actions

to take.
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Introduction 

The current global pandemic has forced workplaces all around Canada to shut down in 

attempt to contain the spread of COVID-19. Many people were obligated to work from home, 

whereas several other individuals with hourly wages lost their jobs entirely (Lemieux et al., 

2020). Lemieux and colleagues (2020) conducted an experiment where they found a 32% decline 

in weekly work hours (Lemieux et al., 2020) among the typical working-class individuals aged 

20-64 years of age. More specifically, the researchers found that aggregate hours fell by about 

34% for women and 31% for men (Lemieux et al., 2020), within this age range. Studies have 

found that employment status can contribute to whether an individual is likely to smoke or not 

(Prochaska et al., 2013). Prochaska and colleagues (2013) conducted an experiment where they 

looked at the likelihood of tobacco use among job-seeking unemployed individuals (Prochaska et 

al., 2013). Their research found that job-seeking unemployed individuals had the highest 

smoking prevalence rate (20.9%) compared to non-job seeking unemployed (15.9%) and 

employed individuals (14.8%) (Prochaska et al., 2013). Much of the research they conducted 

also found that men had a higher prevalence to smoking than women (Prochaska et al., 2013). 

Learning how to deal with unemployment is important, however, many individuals around the 

globe depend on drug use to cope with employment loss (Nagelhout et al., 2017). Nagelhout and 

colleagues (2017) conducted an experiment which looked at how unemployment can affect drug 

use (Nagelhout et al., 2017). The researchers found that economic recessions and unemployment 

can increase psychological distress; therefore, increasing drug use and consumption (Nagelhout 

et al., 2017). COVID-19 is considered an economic recession which is why it is important we 

access its intensity closely (Costa et al., 2021). With the shutdown of workplaces and the 

growing need of consecutive lockdowns, many countries’ Gross Domestic Product (GDP) has 

dropped by 10% in 2020 (Costa et al., 2021). With safety measures in place, there were many 
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shortages in local drugs, for which, people began to use replacement drugs (Costa et al., 2021). 

For this reason, in the first few weeks of the lockdown in European countries, there was a 

frequent pattern of increased drug consumption which further led to increased mental health 

problems (Costa et al., 2021). It is important to inspect the aspects of employment status and 

smoking status, especially during COVID-19 pandemic. Studies show that smoking tobacco can 

lead to increased risk of respiratory tract infections (van Zyl-Smit et al., 2020). As we get deeper 

into the pandemic, it is important that we assess these problems and look for solutions to 

promote not only overall physical health but also mental well-being.  

As outlined by many research studies (Costa et al., 2021; Nagelhout et al., 2017; 

Prochaska et al., 2013), your employment status can often lead to negative consequences such as 

increased drug consumption; however, there are also some circumstances of positivity. A study 

(Yang & Ma, 2021) completed in China during COVID –19 pandemic found that many 

individuals’ smoking habits changed during the pandemic. Results showed that many decreased 

the number of cigarettes smoked a day or even quit smoking (Yang & Ma, 2021). Many of the 

participants realized that there was an increased health risk from the respiratory disease of 

COVID-19, and worried that smoking could interfere and make them more susceptible to 

contracting the virus (Yang & Ma, 2021). Those who decreased their smoking intake reported 

feeling more physically healthy along with a better emotional well-being (Yang & Ma, 2021).  

Aside from the various stress factors such as living in a global pandemic and having to 

face employment issues, there could be other variables that could increase how addicted 

someone is to smoking cigarettes such as the age they started smoking and their marital status. 

According to the American Lung Association (2020), individuals who start smoking at an earlier 

age are more likely to develop a nicotine addiction compared to those who start later (American 
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Lung Association, 2020). The marital status of individuals could also be analyzed as a 

contributing stress factor, resulting in an increase in negative smoking habits. Studies 

(Lindstrom, 2010) show that unmarried or divorced individuals significantly smoked more 

compared to those who were married or in a relationship (Lindstrom, 2010).  

With the varying factors that could affect whether people increase or decrease the number 

of cigarettes they intake daily, there is still little understanding as to how someone’s employment 

or marital status could be associated with daily cigarette consumption. Or factors including their 

level of education and the age at which they started smoking. It is important to look at these 

factors in relation to cigarette consumption to understand if there are interventions needed to 

decrease this ongoing health risk and to implement more preventative measures.  

Therefore, our research question for this study is, among Ontario adults (20-64 years of 

age) what is the relationship between the working-class individuals and the number of cigarettes 

they smoke daily, compared to the non-working individuals of the same age group? 

Methods 

Study Design and Database 

The design of this study was a cross sectional observation. Using the website Odesi, the 

database “smoking habits of Canadians, 1981” was downloaded onto the SPSS software. This 

database was designed to evaluate the smoking trends amongst Canadians 15 years old and older. 

The main focus using this database was to assess the 3 different subgroups: non-smoker, regular 

cigarette smokers and occasional cigarette smokers. The data from this database was collected on 

behalf of Health and Welfare Canada and the participants were surveyed using a Labour force 

survey.  
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Study Participants  

The database originally assessed a population of Canadians from all provinces which 

included a total of 39137 participants. However, we solely looked at Ontarians. We included 

men and women participants who were over the age of 19 and under the age of 65 to analyze the 

working-class population which consisted of a total 4301 participants. We also deleted data that 

had missing values for the variables that we were mainly testing which were employment status 

and cigarettes smoked daily. 

Study Outcomes  

The primary study outcome is evaluating the number of cigarettes smoked daily in 

relation to working class individuals compared to non-workers. To analyze the primary study 

outcomes of cigarette smoked daily, the variable used in the dataset was “CIGANO” the 

participants listed the number of cigarettes smoked per day. We used the variable of labour force 

status “LFS” to evaluate the participant’s employment status. In the database the participants 

were put into 2 groups (1=employed, 2= unemployed). To ensure that we were using people who 

are in the working class we used the age group variable “AGEGP” and only evaluated 5 

categories (3= 20 to 24, 4= 25 to 34, 5= 35 to 44, 6= 45 to 54, 7= 55 to 64). 

Additional Data Collection  

Additionally, we assessed 4 more variables from the database. The education level of the 

patients was assessed to analyze the association of a person’s highest degree of education with 

employment status which may increase the number of cigarettes smoked. This variable is listed 

as “EDUC” in SPSS and the participants were divided into 5 categories (1 = non or elementary, 2 

= high school, 3 = some post-secondary, 4 = post-secondary certificate or diploma, 5 = university 
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degree). Education status was recoded into two categories (0 = university degree, 1 = no 

university degree) to compare how high or low education levels influenced smoking status. 

Using the marital status variable “MSTAT” the respondents were assessed and were divided into 

3 groups (1=single, 2=married, 3=other). Marital status was recoded into two categories (0 = 

married, 1 = not married) to compare how such a relationship played a role on smoking status. 

The variable “SEX” which divided the participants (1=male, 2=female), was used to assess the 

gender influences on smoking status. The variable to measure the age at which one started 

smoking was “AGSTART” the participants listed the age in years in which they started smoking. 

This was used to assess whether the age of onset influences a person’s smoking behaviours when 

they get older. 

Statistical Analysis 

Descriptive information was calculated for demographic characteristics, as well as for 

primary and secondary relations of all participates. These characteristics were compared between 

employed and unemployed status. The Shapiro-Wilk test was performed to analyze the normality 

distribution of continuous variables, ‘age at which started smoking’ and ‘number of cigarettes 

smoked daily’ (Table 2). ‘Number of cigarettes smoked daily’ was converted into a dichotomous 

categorical variable to identify smoking status, in which participants who reported smoking zero 

cigarettes were categorized into “non-smoker” and responses of one or more cigarettes smoked 

were categorized into “smoker”. Using this new smoker status variable, we performed a bivariate 

analysis using a chi-square, non-parametric test of association to test for associations between 

marital status (married or not married), education status (university degree or no degree), and sex 

(male or female) with smoking status (smoker or non-smoker). Using nnonparametric testing 

allowed us to analyze skewed, nominal, ordinal, and nonnormal data that did not meet parametric 
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statistical assumptions. A significance level of P <0.05 was determined using Yate’s Correction 

for Continuity. Microsoft Excel was used to construct the bar charts that reported the data 

collected from the chi-square tests (Figure 1). Our dataset was analyzed using the SPSS software 

(IBM Corp, 2017).  

Results 

Table I displays the baseline participant characteristics by employment status of 

employed or not employed, along with the supporting explanatory variables. The statistical 

significance of between group difference is present in Table I. We analyzed 4301 participants, of 

whom 2539 were male (59%) and 1762 were female (41%).  In this cohort, a majority of the 

participants were employed (n=4039), while unemployed participants represented the minority 

(n=262). Of those 4039 employed, 3304 reported to not being married (81.8%), and 1400 had 

education greater than high school level (34.6%). The employed group had a mean (SD) number 

of cigarettes smoked per day of 19 (11), and age at which started smoking of 17 (4.1). Of those 

unemployed, 196 reported to not being married (74.8), and 51 had education greater than high 

school level (19.5%). The unemployed group had a mean (SD) number of cigarettes smoked per 

day of 21 (12.3), and age at which started smoking of 16 (3.27). There is a statistically 

significant difference between groups in age, marital status, and education as it relates to 

employment status, “employed” and “unemployed”. In our sample, sex, number of cigarettes 

smoked daily, and age at which started smoking did not have any significant effect on 

employment status, variables “employed, and “unemployed”. Our primary analysis showed no 

significant difference between number of cigarettes smoked daily, whether the participant was 

employed or not.    
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Values are presented as number (%) unless otherwise noted. SD = standard deviation. Statistical  
significance is calculated at the p<0.05 level.  
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The results of the normality table below shows that our continuous variables, number of 

cigarettes smoked daily and age at which started smoking, are significantly different from the 

normal (p<0.001). The median was used to report the measurement of central tendency. 

 

 

 

 

 

The graphs below are made from the results of a bivariate analysis using a chi-square to test for 

difference between 2 dichotomous categorical variables among a total of 4301 participants, with 

smoking status being compared in every graph. The graph compares expected and observed 

results for sex, education status, and marital status between the smoker group and the non-

smoker group. We used Yate’s Correction for Continuity to test for independence in a 2x2 

contingency table and define the P-value. Three asterisks (***) on each graph represent the P-

value to be <0.001, indicating statistically significant association between match-pairs. Figure 1B 

and Figure 1C show that differences between smokers and non-smokers are significant when 

being plotted against education status and when plotted against sex. This significance infers that 

sex and education status may influence the number of cigarettes smoked per day between adults 

ages 20 to 64. Those who did not have an education higher than high school or were of the male 

sex had a larger frequency of smoker status. In Figure 1A, we indicate that differences between 

smokers and non-smokers when plotted against marital status is not significant, as the continuity 

correction P-value is 0.937. 
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Discussion   

From the primary findings of our study, we were not able to conclude that employment 

status has a direct influence on the number of cigarettes an individual smokes daily. Our 

secondary findings suggested that participants who did not have an education higher than high 

school or were of the male sex were more likely to be smokers that those who had an education 

higher than high school or of the female sex.  
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Overall, a negative result was produced, failing to reject the null hypothesis. As there was 

no significant evidence to prove the research hypothesis, it can be deemed that an individual’s 

employment status, whether they are employed or not, does not influence their daily 

consumption of cigarettes. There was also no significance between other covariates including sex 

and age at which an individual started smoking in relation to employment status. A plausible 

explanation for this finding may be that cigarette smoking is a result of culture influence and 

stress. Those two factors which we did not directly assess in our study, could be more related to 

cigarette smoking as psychological determinant. Since everyone's mental strength and response 

to peer influence and stress might vary a large amount in a population, employment status comes 

across as a weak determinant of drug consumption.  

There are two studies to which we would like to compare our findings with. The first 

study was conducted by Lee and colleagues (1991) on Cigarette smoking and employment status 

of 10,000 participants aged 40-59 in Scotland (Lee et al., 1991). The researchers found that the 

unemployed group had a higher number of smokers and that unemployed smokers had started 

smoking at an earlier age, with significantly more smoking while in school (Lee et al., 1991). 

Among current smokers, they found that unemployed men smoked fewer cigarettes daily than 

employed men (Lee et al., 1991). They also contrarily found that unemployed women smoked 

more cigarettes daily than employed women (Lee et al., 1991). Although we tested for such 

relationships between sex and age at which an individual starts smoking, the low statistical 

significance did not allow us to make the same inference. Considering the differences with our 

study, a limitation that must be addressed is the unavailability of information on the length of 

time between job loss, changes in smoking behaviour, and re-employment.  
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Another study conducted by Prochaska and colleagues (2013) looked at tobacco use 

among 68,501 job-seeking unemployed individuals aged 20-65 (Prochaska et al., 2013). They 

found that job seeking unemployed individuals had the highest smoking prevalence rate and this 

prevalence rate was higher in men and people with lower levels of education (Prochaska et al., 

2013). A limitation to this study mentioned in the paper was that data was derived from self-

reports, which means social desirability could have undermined the accuracy of smoking status 

(Prochaska et al., 2013). Another limitation to the study was that data was collected from a state 

in recession and with strong tobacco control law enforcement, which could have largely limited 

the population’s consumption of tobacco specifically (Prochaska et al., 2013). 

  In addition to the absence of significant results in our study, it's also important to note 

how the design and analysis of data are different between our study and the studies conducted by 

Lee and colleagues (1991) and Prochaska and colleagues (2013). In our present study, we did not 

directly compare age, sex, education, age at which started smoking, and marital status to number 

of cigarettes smoked daily. Instead, we compared these variables to employment status. This 

way, we were not able to conduct the same analysis as the papers mentioned above. We did 

however compare sex, marital status, and education to a smoker status variable in our secondary 

analysis and found similar results to those papers suggesting that participants who did not have 

an education higher than high school or were of the male sex were more likely to be smokers.  

Although we could not offer any distinct findings to this research field based on our 

negative results alone, we could reflect on what is missing from our analysis and its limitations 

and use that to better design future studies with different approaches. Based on the explanation 

given for our negative results, perhaps future prospective studies could assess this phenomenon 

with a psychological viewpoint and collect results from participants’ self-reports of their mental 
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health and how they view their life being impacted. As mental health is a growing topic of 

awareness, its association to cigarette smoking could shed more light on health status of 

Canadians.  

With what was considered and accounted for during the interpretation of the results 

gathered in this study, the overall conclusion could have potentially been limited by the 

experimental design. Due to the restricted nature of our selected database, there were no 

requirements of distribution that needed to be met by the variables in our dataset to comply with 

any statistical assumptions. Assumptions like normality were violated, resulting in limited 

options for the use of other data analysis models to test for association and account for more 

covariates. Some other components of our study that must be considered are the sample size, the 

population distribution of Ontario, and the relatively large age scale utilized in our research. 

Considering our study only looked at one province, the sample size is too small to make concrete 

conclusions about the study. The overall sample size of this study consisted of 4301 participants 

out of which 4039 of the participants classified as being employed. The ratio between employed 

and unemployed participants is more one-sided towards the employed individuals; thus, a 

balanced relationship between the two groups could not be explored. 

We must also consider the demographics of the province when trying to draw concrete 

conclusions. Ontario is a province where most of the population resides in the southern part. 

With the population density being more clustered towards the south, many of our study 

participants are more subject to similar living conditions, employment opportunities, and thus 

smoking habits. By taking an approach to studying only Ontario, we are limiting ourselves and 

allowing for less variation of our results when drawing conclusions. If perhaps we used data 

from more provinces, the increased sample size could have allowed the ratio between employed 
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and unemployed to have been more balanced, allowing for a more thorough analysis of the 

results. With the addition of data from more provinces, people would also be subject to different 

living conditions allowing for greater variation. 

 Another limitation that must be pointed out is the large age scale. We studied the 

smoking habits of the ages of 20-64. This large scale could have affected the results as younger 

adults may have been more likely to smoke than those in their 60s. Perhaps splitting up the age 

groups into two categories would allow for deeper analysis. Instead of using an age group of 20-

64, we could have done something like 20-45 and 46-64. By having these two groups, we would 

be able to investigate deeper between-group differences for the two age ranges.  

Last, we could study different cultures and ethnic groups to account for religious and 

cultural beliefs. This database showed general data for Ontario adults and their smoking habits; 

however, accounting for religion and culture would allow us to factor out unemployed 

individuals who are not smoking due to religious reasons. The survey's set criteria were not 

available to us for use when coming to these conclusions. We were able to distinguish between 

smokers and non-smokers; however, all surveys are subject to biases that we cannot account for. 

All the results were naturally considered accurate, and we had to believe participant answers 

were as honest as possible.    

Although limitations are subject to our results, our overall findings are still able to make a 

difference when future studies are being conducted. Our findings provide the fundamental 

relationship of smoking and employment status for the province of Ontario. With our results, 

future studies should be able to better understand the trend being proposed by our findings and 

should be able to come up with more thorough results. Our database is from 1981. With new 

settlements of populations in the 21st century, more accurate and reliable results in Ontario itself 
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should be able to be produced. A more balanced ratio of employed and unemployed could now 

be proposed with the sudden increase in population and future research should consider 

investigating our findings further. With more recent findings, significant results could propose 

alternatives for the betterment of public health. Studying smoking habits provincially could help 

provincial health officials to investigate which communities need help and provide resources to 

those trying to quit smoking. Information from newer studies could also help social workers raise 

awareness about the potential trends discovered and help make a more meaningful impact when 

serving the community.   

Ultimately, the study design may have slightly hindered the potential of our findings. 

However, our findings themselves do present as a foundation to the relationship between 

smoking status and employment status. Our results may not have shown a significant 

relationship, but with future studies, a more concrete relationship could be discovered, and the 

public health of Ontario residents could be set into a healthier direction.   
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Introduction 

     Throughout history, various culturally distinct groups have used alcohol for a 

multitude of reasons. It has been incorporated into cooking, social influence, medicine, 

and other areas. Alcohol is typically regarded as a sedative-hypnotic substance, 

indicating that at greater dosages it depresses the central nervous system while at 

lower amounts it stimulates feelings of pleasure and heightened self-expression 

(Grønbaek, 2009). In the absence of oxygen, alcohol is produced via the breakdown of 

carbohydrates in various foods (Grønbaek, 2009). Examples include wine which is 

derived from grapes, cider from apples, and vodka from potatoes or beets (Grønbaek, 

2009). 

Cholesterol is a wax-like lipid that regulates the characteristics of all of the body's 

cell membranes (Beckerman, 2020). It aids in the synthesis of hormones, vitamin D, 

and chemicals that help with food digestion (Beckerman, 2020). While all needed 

cholesterol is produced by the body, it may also be derived from the intake of foods 

such as egg yolks, meat, cheese, and other animal sources (Beckerman, 2020). 

Although cholesterol is needed by the body it exists in both good and bad forms 

(Fernandez & Webb, 2008). Good cholesterol, also known as high-density lipoprotein, 

functions to transport cholesterol from the bloodstream to the liver, where the liver 

works to remove it from the body (Fernandez & Webb, 2008). Bad cholesterol, also 

called low-density lipoprotein (LDL), circulates in the bloodstream and has the ability to 

clump together on artery walls, creating a plaque lining that may obstruct blood flow 

(Fernandez & Webb, 2008). This study focuses on the correlation between blood 

cholesterol levels and alcohol intake. Excessive alcohol intake is known to enhance LDL 
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production since both the digestion of alcohol and the synthesis of cholesterol takes 

place in the liver (De Oliveira e Silva, 2000). Alcohol has also been shown to raise 

triglyceride levels in the body by increasing food and drink consumption, which presents 

the body with extra calories that, if not used for energy, are converted to triglycerides 

(Baek et al., 2021). 

There have not been a lot of recent studies which investigate the effects of 

alcohol consumption on cholesterol levels. The most recent study that addressed such 

effects was published in 2010 by Perissinotto et al. In this study, they investigated the 

effects of moderate alcohol consumption on cardiovascular risk factors in 65 to 84 year 

old Italian men, where 98% percent of the participants were lifelong wine drinkers 

(Perissinotto et al., 2010). Risk levels for cardiovascular factors were estimated by 

comparing drinkers with people who abstain completely from alcoholic beverages 

(Perissinotto et al., 2010).  The researchers found that moderate alcohol consumption in 

seniors was associated with healthier hematological markers such as HDL levels 

(Perissinotto et al., 2010). However, it was also found to be associated with more 

adverse hematological markers like systolic pressures and LDL cholesterol (Perissinotto 

et al., 2010). 

There are studies that investigate cholesterol concentrations, however they do 

not place emphasis on the specific relationship between alcohol and cholesterol. For 

instance, Chyou et al. (2000) studied the impact of serum cholesterol concentrations on 

the total mortality risk in people aged 65 and older. In this study researchers used 

patient history files to evaluate the combination of age, sex, and cholestrol on all-cause 

mortality (Chyou et al., 2000). Although alcohol consumption was included in the 
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patients’ history it was not the focus of the study as the research examined other factors 

such as BMI, smoking status, BP, diabetes, cancer, and stroke (Chyou et al., 2000). In 

a study on Finnish men (Paunio et al., 1994), there was considerable evidence, 

indicating that low serum levels of HDL cholesterol is a risk factor for coronary artery 

disease. Although this study is relevant to our hypothesis, it provides limited information 

regarding alcohol intake in middle aged individuals (Paunio et al., 1994). Reducing LDL 

concentrations in the body is beneficial and many studies seem to focus on the 

negatives of moderate alcohol consumption on the liver and the circulatory system 

(Paunio et al., 1994). There is a large knowledge gap on the benefits of alcohol to the 

cardiovascular system. Since drinking alcohol is a part of Canadian culture, it is 

important to research and understand both its positive and negative impacts on people’s 

health . The objective of this study is to examine whether light to moderate alcohol 

consumption in males aged 45-65 years reduces the concentration of LDL cholesterol in 

their blood when compared to males of the same age group who do not drink or rarely 

drink alcohol. Reducing LDL cholesterol is beneficial to cardiovascular health, so it is 

also important to study the positive health impacts of alcohol consumption. 

Methods  

      In our observational and cross-sectional study, we used previously collected data 

from the “Canadian Heart Health database” which contains an integration of data from 

heart health surveys, conducted in 10 Canadian provinces, between 1986 and 1992. 

The primary investigator for the data collection, which was the Canadian heart health 

database center from Memorial University, used a stratified multistage probability 

sample design to yield independent samples in each province. There were two stages in 
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data collection from the selected cases: First, They were interviewed at their homes for 

collection of basic demographic data. Then, those who responded to the first stage, 

attended a medical clinic for anthropometric measurements including plasma LDL 

levels. All the measurements were collected by trained nurses. The database consisted 

of data from 23129 individuals, aging 18 to 74. In this study, we investigated serum low 

density lipoprotein concentration (LDL) in males aging 45 to 65.  

We removed all the 11753 female cases from the database as well as 9158 male 

cases who aged either below 45 or above 65. In our study, the missing data was tackled 

by removing the cases that had missing LDL concentration measurement, and/or daily 

and monthly alcohol consumption habits. Therefore, we removed 1356 cases with 

missing data. We also removed 11 cases who had non-fasting cholesterol 

measurement. Diet impacts cholesterol levels, which is why a non-fasting condition 

could make changes to the measured LDL concentration (shekelle). We divided 580 

cases into an experimental and control group based on the alcohol drinking status of the 

participants. The database had two variables for monthly and daily alcohol consumption 

which were specified for the reported number of drinks respondents had on a monthly 

and daily basis, respectively. For monthly alcohol consumption, there were “not 

applicable” and “< once a month” categories  for respondents who never or rarely drank. 

Based on both of the variables, we created a categorical variable called “alcohol 

drinking status” which was used as our independent variable and had two categories of 

“non-drinkers” and “Light to moderate drinkers”. The non-drinker category was assigned 

as the control group which consisted of 299 respondents who reported either “non-

applicable” or “< once a month” as their monthly alcohol consumption frequency. The 
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Light to moderate drinkers formed our experimental group  which consisted of 281 

individuals with variable monthly alcohol consumption, but having either 1 or 2 drinks 

per day which was the inclusion criteria for this group. The remaining 271 cases were 

removed due to failure in meeting the definitions and inclusion criteria, which were 

adapted from Siscovick et al. (1986), and Abel et al. (1998). The inclusion criteria 

ensured the exclusion of  heavy drinkers, and inclusion of the individuals in the 

experimental group with a regular but moderate alcohol drinking habits. 

The primary outcome in this study was the measured concentration of low density 

lipoprotein (LDL) in mmol/L.  During the data collection, the serum LDL concentration  

was measured in the clinic and reported in mmol/L for each participant.  

We used SPSS version 28 to conduct all the statistical analysis in this study. A Shapiro-

wilk test was conducted for determining the normality of LDL serum concentration for 

each group with a significance value of p > 0.05. According to table 2, LDL 

concentration follows a normal distribution in both experimental and control groups. 

Therefore, we conducted a student t-test for determining the difference in the primary 

outcome with a significance value of p < 0.05. Levene’s test was conducted for 

determining the equality of variances with a significance  of P > 0.05. It is important to 

note the maintenance of the human lipid profile is a complicated process which can be 

impacted by several factors including Body mass index - For short  BMI - (Wonisch et 

al., 2012), exercise (Muscella et al., 2020) and smoking status (Hallit et al., 2017). 

Therefore, a second statistical analysis method was considered for controlling for 

potential confounding factors. Specific variables from the database for each potential  

factor were chosen and intended to be used for a logistic regression analysis ( p < 
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0.05), followed by a spearman rho correlation analysis with the correlation being 

significant at 0.01. The shapiro-wilk test was used for determining the normality of 

continuous potential factors (p > 0.05). For the correlation analysis, we specified that a 

value of r => 0.8 is a strong correlation between the factors and considered a cut-off 

value for each factor. We also specified a value of r <= 0.3 is a weak correlation 

between each factor and the primary outcome, and a cut-off value for the corresponding 

factor. From the database, we chose a categorical variable that represented the 

smoking status of the respondents. They were asked to state their smoking status by 

choosing between “Non-smoker” and “Regular smoker” categories. For BMI, we chose 

a variable which was specified for BMI value in kg/m^2, and was calculated from the 

measured height and weight of the respondents. Finally, for exercise, we chose a 

categorical variable which was specified to whether participants exercised regularly or 

not, with two categories of “Yes” and “No”. For this variable, The respondents were 

asked whether “they engaged in physical activity more than once a week over the past 

month”. A summary of respondent characteristics for each variable can be found in 

table l.  
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Results: 

Table 1: Respondent characteristics in the experimental and control groups  
 

Variable   Non- Drinkers  

(control group) 

N = 299 

Light to moderate 
Drinkers 

 (Experimental group)  

N = 281 

         P-value 

Age -- median 
(IQR)*              
Unit: Years 

          57(12)                                                                    56 (12)            0.460 

BMI -- median 
(IQR)               Unit: 
kg/m^2 

          27.6 (5.8)                    26.6 (4.4)            0.022 

LDL serum 
concentration  -- 
mean (SD)**              
Unit: mmol/L                 

     3.501 (0.8375)              3.513 (0.0459)            0.913 

Smoking Status --              
n (%)*** 
Non-smoker 
Regular smoker                                 

         210 (70.2) 

       89   (29.8)    

                   216 (76.9)     

                   65 (23.1)   

           0.087 

Exercise -- n (%)             
Yes                                    
No 

         140 (46.8) 

       159 (53.2) 

                  54 (54.8)       

                 127 (45.2) 

           0.066 

The method of expression and the units are stated next to the variable name. Mean (SD) was only used 

for normally distributed data in both samples. IQR means interquartile range, “SD” standard deviation, 

and “n” frequency of data. 
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All the 580 subjects in this study were males aging 45-65. 281 light to moderate drinkers 

were included in the experimental group and 299 non-drinkers made up the control 

group. As shown in table 1, The median age for the control and experimental groups 

were 57 (12) and 56 (12), respectively and there was no significant difference for this 

variable (p = 0.46). The exercise and smoking status of both groups weren’t significantly 

different, as well (p = 0.087 and 0.066, respectively). BMI was the only variable which 

was significantly different between both groups and significantly higher in non-drinkers 

(p = 0.022). According to table 2, LDL serum concentration was the only continuous 

variable that followed a normal distribution in both groups. The mean of LDL serum 

concentration, which was 3.506 ± 0.8375 for non-drinkers, and 3.513 ± 0.0459 for light 

to moderate drinkers, was shown not to be significantly different between both study 

groups (p = 0.913). This P-value was reported given the assumption of equality of 

variances since a p value of 0.222 (significance value > 0.05) was obtained from the 

Levene’s test. The 95% confidence interval of difference was [-0.1388, 0.1241], further 

showing no statically significant difference between the study groups. A summary of the 

difference in means between non-drinkers and light-to moderate drinkers is shown in 

figure 1. There were 3 outliers in the control group and 4 outliers in the experimental 

group. However, we did not remove the outliers from our study groups since doing so 

didn’t cause major changes in the p value (p = 0.778 when outliers were removed, 

assuming equality of variances). In addition, we can understand from figure 1 that the 

spread of data is quite similar when we don’t consider the outliers, which further 

indicates no statistically significant difference between the groups.The results for the 

spearman rho correlation analysis is summarized in table 3. All of the correlations 
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between the LDL serum concentration and each potential confounding factor are too 

weak to meet the requirement of r > 0.3. The correlation between LDL and BMI is 0.71 

while that between LDL and smoking status is 0.033. In addition, the correlation 

between LDL and exercise status is -0.01. The correlation between each pair of the 

potential factors are weak which meets the requirement for r < 0.8. Due to very weak 

correlations between LDL and each factor, we did not proceed with conducting a 

regression analysis. 

Table 2: The results of the shapiro-wilk test for LDL and BMI.  

       Non-drinkers Light to moderate drinkers 

LDL Serum concentration 
(mmol/L) 

                 0.081                     0.066 

BMI (kg/m^2)                    0.007             < 0.001 

  The alpha level is p > 0.05 
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Figure 1: Independent samples t-test bar chart (top) and scatter plot (below). Both plots 
indicate the difference in LDL serum concentration between the experimental and control 
groups. The error bars in the bar chart represent 95% confidence intervals. The scatter-plot 
shows the distribution of individual data in each group. The mean for non-drinkers is 3.506 ± 
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0.8375, and 3.513 ± 0.0459 for light-to moderate drinkers. The two-sided p value is 0.913 
(alpha level is 0.05). Outliers weren’t removed for both groups. 

 

Table 3: The results of the spearman rho correlation analysis between LDL serum concentration 
and each potential confound variable which are BMI, smoking status and exercise status. 

 

Discussion  

We were unable to conclude that light to moderate alcohol consumption in males 

aged 45-65 years lowers the concentration of LDL cholesterol in their blood when 

compared to males of the same age group who do not or rarely drink alcohol. Our 

inconclusiveness was due to no significant difference in LDL cholesterol levels between 

those who light to moderately drink and those who do not. In contrast to our findings, 

Sohel et al. (1994) evaluated the relationship between alcohol consumption and serum 

lipids in Japanese men. After correcting for age, BMI, and the number of cigarettes 

smoked per day, they discovered that higher alcohol intake increased HDL levels while 

lower alcohol consumption decreased LDL levels in a multiple regression study of 832 
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Japanese males aged 35 to 59 years old (Sohel et al. 1994). They found that although 

daily alcohol consumption was shown to have a substantial positive association with 

HDL-cholesterol ratio and a significant negative correlation with LDL-cholesterol, the 

type of alcoholic beverage did not affect the blood HDL-cholesterol or LDL-cholesterol 

levels. Although there are limited publications on the direct impact of BMI on LDL and 

HDL cholesterol levels, Mohammad et al. (2010) investigated the impact of BMI on a 

variety of cardiovascular risk variables, including blood cholesterol levels. The 

association between BMI and mean cholesterol levels was found to be minimal in this 

investigation (Mohammad et al. 2010). This coincides with the finding of our study as we 

identified a weak correlation between BMI and and LDL cholesterol levels in our study 

population. The impact of smoking on low-density lipoprotein cholesterol levels and 

high-density lipoprotein subfraction distribution was examined by Freeman et al. (1993). 

Smoking was shown to be strongly associated with an increase in HDL as well as the 

HDL/LDL ratio in blood, according to the findings of his study (Freeman et al. 1993).  

Vasankari et al. (1998) discovered that following a 10-month training program, male and 

female participants had a significant 15 percent increase in HDL cholesterol levels and 

a significant 10 percent decrease in LDL cholesterol levels in the blood. The quality of 

the circulating LDL improved as a result of the constant activity offered by their workout 

routine, according to this study. As we found weak correlations between serum LDL 

cholesterol levels and the BMI, smoking, and exercise variables, we were unable to use 

a regression analysis to test our results.  

There were some limitations associated with our study that may have resulted in 

the insignificant difference between the LDL cholesterol levels in light to moderate 
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drinkers and non drinkers. The first limitation comes from the fact that we had to omit a 

variety of cases from the database due to missing data. Inaccuracies were discovered 

in several of the survey questions as well. Participants were, for example, questioned 

about their exercise habits, such as how often they exercise on a weekly basis. This is a 

wide subject since different forms and intensities of exercise can have varied effects on 

LDL cholesterol levels in different people. Lira et al. (2009) found that acute high-

intensity exercise with low energy expenditure decreased LDL-c and total cholesterol 

levels in males in a research study. Another issue with this question is that individuals 

only have to work out once a week to be classified as someone who regularly exercises, 

when different frequencies of exercise in individuals may affect LDL cholesterol levels. 

Since all the data on smoking status was reported rather than monitored, the results 

may have been biased by the reporting individual's emotions, perceptions, or 

recollections at the time of responding to questions. Our study identified an overall high 

significance value for the LDL cholesterol level in all participants. This significance value 

could have been a result of the fact that we had to remove a lot of cases and they had 

missing information that could have caused inaccuracy in our findings. Another 

explanation for the high significance value found could be that diet was not included as 

a variable in the database, despite the fact that diet has been linked to the effect of HDL 

and LDL cholesterol levels. In Marcia et al.’s (1998) study of the effect of diet and 

exercise in men and postmenopausal women with low levels of HDL cholesterol and 

high levels of LDL cholesterol, it was identified that there was a significant reduction in 

LDL cholesterol levels in individuals who took on a low-fat diet as well as consistent 

exercise (Stefanick et al. 1998).  When assessing the women and men in the diet only 
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group of participants they found that there was not a significant change in LDL 

cholesterol level (Stefanick et al. 1998). The failure to include this variable in our study 

could have hindered the results of the study as we may have been able to better 

understand any variances identified in LDL cholesterol levels across individuals in the 

study. 
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Introduction

Studying trends and common observations among individuals who face similar

circumstances allows prominent factors affecting mental health to become more evident. A study

done by Debowska et al. (2020) found an increase in participant’s depressive symptoms and

identified loneliness as being one of the contributing factors to depression throughout the

COVID-19 pandemic. A substantial amount of research has surmised how personal, social, and

environmental conditions play a prominent role in one’s mental health. Research has shown that

social support is associated with mental health (Hefner et al., 2009). Specifically, as perceived

quality of social support increased, the likelihood of mental health disorders such as depression,

anxiety, and suicidality decreased (Hefner et al., 2009). Individuals who form meaningful and

positive social relationships tend to experience better feelings of cognitive and mental health

(Silva et al., 2019). When Durkheim introduced a study in 1987 that found greater suicide rates

more closely associated with single individuals in comparison to those who were married or in a

relationship, there has been great interest in the scientific community about the connection

between external social environments, relationships, and personal health (Silva et al., 2019). A

prime example of indicative external factors can be illustrated in individuals who have

immigrated to a new country as they may face job insecurity or difficulties adjusting to a

different culture, resulting in increased stress levels (Gonzales, 2013). Evidently, personal and

social circumstances prompt an appreciable discussion in research on mental health.

In addition to social relationships and demographic characteristics, the connection

between mental health and substance use is intriguing, since cannabis is trailing behind tobacco

and alcohol as one of the most widely used drugs in the world (Caulkins, 2016). Following its

legalization in Canada in 2018, the reported use of cannabis between 2018 and 2019 in people
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aged 15 and older has increased from 14.9% to 16.8% (Rotermann, 2020). The most prevalent of

concerns, with an increase in cannabis use in Canadians, is the effect cannabis can have on

mental health (Rotermann, 2020). Research by Degengardt et al. (2012) has found a positive

association between frequent cannabis use in adults and negative mental health effects—mainly

for psychosis, depression, and anxiety. Research done by Hudson & Hudson in 2020 wanted to

explore if there was an association between increased cannabis use in elders (65+) and mental

illness. Results found that frequent use of cannabis was associated with increased risk for mental

illness, but this was dependent on the reasons for use, mainly when using it to cope and using it

to help you sleep.

A large amount of research has been conducted throughout the course of the pandemic in

relation to mental health, the effect of increased cannabis use on self-reported mental health

remains largely unclear, particularly in the context of the pandemic. Although research seems to

suggest a negative effect on mental health with an increased use and potency of cannabis, there is

conflicting research on participants reporting more positive mental health after cannabis use

(Health Canada, 2017). Additionally, most studies have looked at side effects associated with the

potency of cannabis used and not the frequency. Similarly, apart from limited studies

highlighting the importance of social identification and positive social relationships on good

mental health, no studies to our knowledge have examined whether positive social relationships,

or even something as simple as having a person you trust that you can talk to is a predictor of

good mental health.

In this study, we primarily aim to understand how cannabis use frequency and a

perceived presence of someone close to confide in, predicts self-reported mental health status in

Canadians aged 15 or older during the pandemic. We hypothesize that increased cannabis use
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frequency and having no one to talk to will predict poor mental health in Canadians aged 15-75.

Our secondary aim is to discover if there is a difference in the number of participants with high

frequency cannabis use, low frequency cannabis use, or no use of cannabis and good vs. poor

self-reported mental health. According to the PECO method, P (participants) are Canadians aged

15 or older, E (exposure) is cannabis use frequency and presence of someone to talk to, there is

no C (comparator group), and our O (outcome) is self-reported mental health.

Methods
Study Design and Database

Our analyses were based on the sixth survey of the Canadian Perspectives Study Series

(CPSS). This survey was designed to produce data on the use of substances, such as cannabis and

opioids during the pandemic, on a national level. The study design used was observational

cross-sectional. The survey was administered between January 25, 2021 and January 31st 2021

by Statistics Canada and individuals who had previously participated in the Impacts of

COVID-19 crowdsource collection study were invited to participate in this study. They used a

Sign-Up method in order to collect the participants for this study. Inclusion criteria were

residents of all 10 Canadian provinces aged 15 or older. Those who were living on reserves and

other Aboriginal settlements, or living in the territories were excluded. Institutionalized

individuals and individuals living in households in areas with a very low population size were

also excluded from the study. The initial Sign-Up had 31,896 randomly selected individuals aged

15 or older from LSF households. Of those people, 3,941 participated in the study.

Study Participants

Participants were included in our analysis if they were a Canadian citizen, between the

ages of 15 and 75, and, if they were not missing information on our variables of interest.

Individuals younger than 15, or older than 75 or people who had missing data for our variables of
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interest were excluded from our study. For both of our predictor variables, cannabis use

frequency in the past 30 days and presence of someone to talk to, and for our dependent variable,

self-reported mental health, anyone who answered “valid skip”, “don’t know”, “refusal”, or “not

stated”, were excluded from our analysis. Thankfully, no participants selected these categories,

and so our sample size was not affected by this exclusion. However, there were a total of 10

missing cases for our variables of interest, which will be discussed in more detail in the results.

Study Outcomes
This study was primarily conducted to conclude if high frequency cannabis users and

having no one to talk to predicted poor self reported mental health in participants who are

between the ages of 15 to 75. We also aimed to discover if there was a difference in the number

of participants with high frequency cannabis use, low frequency cannabis use, or no use of

cannabis and good vs. poor self-reported mental health. We chose these outcomes due to

previous research by Hefner et al. (2009) indicating that as perceived quality of social support

increased, likelihood of mental health disorders decreased. The pandemic has certainly

contributed to increased social isolation (Hwang et al., 2020), and this in turn could cause people

to increase their cannabis use frequency, and feelings of having no one to talk to, which is why it

is more important now more than ever, to understand the risks of high cannabis use and having

no people to talk to. For the ordinal variable, perceived mental health, participants were

originally presented with the following options in response to the question “In general, how

would you describe your mental health?” “Poor”, “Fair”, “Good”, “Very good”, “Excellent”,

“Valid skip”, “Don’t know”, “Refusal”, “Not stated.” For the purpose of our analyses, these

outcomes were transformed into a dichotomous variable, 1= Poor (this includes participants who

selected poor or fair originally) and 2= Good (this includes participants who selected good, very

good or excellent originally). In response to the question “  In the past 30 days, how often did you
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use cannabis?”, participants had the option to choose from “Never used cannabis”, “No, not

during the past 30 days”, “1 day in the past 30 days'', “2 or 3 days in the past 30 days”, “1 or 2

days per week”, “3 or 4 days per week”, “5 or 6 days per week”, “Daily”, “Valid skip”, “Don’t

know”, “Refusal”, “Not stated.” These were transformed to become 0= Never used in past 30

days (includes participants who selected options 1 or 2), 1= Low frequency cannabis use in the

past 30 days (includes participants who selected options 3 or 4), and 2=High frequency in the

past 30 days ( includes participants who selected options 5-8). For the presence of people to talk,

participants could choose between “No people to talk to”, “People to talk to”, “Valid skip”,

“Don’t know”, “Refusal” “Not stated”. These were transformed to become 0= “People to talk to”

(includes option 1), and 1= “No people to talk to” (includes option 2).

Additional Data Collection
A chi-squared test will be conducted on five descriptive variables to report their p-value

scores and determine whether there is a difference in the number of people reporting poor vs.

good mental health for each descriptor variable. Descriptive variables being reported include

marital status [PMARSTC], employment status [PEMPSTC], amount of stress in a participant's

life since the pandemic [STRESS], child under 18 on January 25, 2021 resides in dwelling

[PCHILD], immigration status [IMMIGRNC], sex [SEX], and age [AGEGRP]. The results of

our chi-square test are depicted in Table 1. There was some missing data for these variables and

as such, 16 cases were deleted from the variable measuring stress levels [STRESS] and 101 cases

were deleted from the employment status variable [PEMPSTC]. This data will be collected to

assess if there is a difference in the proportion of responses of these variables with poor vs. good

self-reported mental health. This information is valuable to understand as, if any of these

variables are more likely to report poor mental health, they can potentially be confounders to our
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results, whereby these variables might indirectly affect cannabis use frequency and presence of

someone to talk and subsequently mental health.

Statistical analyses
We used SPSS software version 26 to conduct a binary logistic regression analysis in

order to address whether cannabis use frequency in the past 30 days, and presence of people to

talk to were predictors of perceived mental health. A Spearman Rho correlation coefficient of at

least 0.10 was chosen as our proposed cut-off value in order to determine whether or not our

predictor variables were significantly related to the dependent variable or to each other as

suggested in previous research (Ranganathan et al., 2017). A p-value of 0.05 was used to indicate

statistical significance for all analyses. After running our Spearman Rho analysis, we found that

both of our predictor variables are related to our dependent variable, perceived mental health,

with p>0.05 for both variables. Our predictor variables were not significantly related to each

other (0.229 > 0.05). With a sample size of well over 20, (3,814 participants) and no outliers, we

proceeded with the logistic regression. Next, a chi-square analysis was run to find the frequency

of responses for each category with either poor vs. good perceived mental health and whether or

not the difference in proportions are significant. Descriptive statistics of our study population are

presented in Table 1. The data was obtained using chi-square tests between the variables having

people to talk to or frequency of cannabis use in the past 30 days, and perceived mental health.

Furthermore the p-value produced by the test was used to determine if there was a significant

difference in the proportion of responses to either option. For each variable we see the sample

size, number of responses for each category, and the frequency of either poor or good mental

health.

Results
Participants
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Our database had a total of 3,941 participants. The number of participants included in our

analyses was a total of 3,931 participants. A total of 10 cases were missing across our dependent

and independent variables. Missing data was minimal for our initial analysis. 7 cases were

missing for perceived mental health, 2 cases were missing for frequency of cannabis use in the

past 30 days and 1 case was missing for having people you feel close to and that you can talk to.

Descriptive characteristics of the population can be found in Table 1. The sample contained more

women than men, and most people included in the study were between the ages of 55-64. Most

people reported little to no stress, had no child under 18 living with them, were employed, never

used cannabis, had someone they could talk to, were born in Canada, and were married.

Table 1. The statistics of independent and descriptive variables shown on the left, and
their ability to predict the dependent variable, perceived mental health [N=3941].

Values in brackets represent the frequency of responses for each of the predictor and descriptive
variables to a distinct category of the dependent variable. Percentages represent each frequency
reported as a percent.
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Bivariate associations
The results of the first chi-squared test are presented in Figure 1. As we can see, people

who used a high frequency of cannabis in the past 30 days were more likely to report poor

mental health (160/371 or 43%) compared to people who used a low frequency (184/721 or 26%

or no use of cannabis in the past 30 days (499/ 2722 or 18%). The difference in the proportion of

responses to poor mental health was significantly different between categories of cannabis use

(p<0.01). Results of the second chi-square analysis can be found in Figure 2. As we can see,

participants who reported having no people close that they could talk to were more likely to

report poor mental health (85/167 or 51%) compared to participants who reported having people

they could talk to ( 758/3647 or 21%). The difference in the proportion of responses to poor

mental health was significantly different between categories of having people to talk to with a

continuity correction of p<0.01.

Figure 1: Frequency of cannabis use in the past 30 days among those who experienced good
self-reported mental health vs. poor self-reported mental health (n= 3,931). A chi-squared
analysis was run to find between group differences in proportion of responses to self-reported
mental health and past 30 day cannabis use frequency. The percent of responses to “good” vs
“poor” mental health for each category is indicated above the bars. The significance (p-value) is
also reported. * represents statistical significance and a p<0.05, ** represents a p<0.01.
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Figure 2: Number of participants who had someone to confide in among those who
experienced good vs. poor self-reported mental health (n= 3,931). A chi-squared analysis was
run to find between group differences in proportion of responses to self-reported mental health
and presence of someone close to talk to/confide in. The percent of responses to “good” vs
“poor” mental health for each category is indicated above the bars. The significance (p-value) is
also reported. * represents statistical significance and a p<0.05, ** represents a p<0.01.

Multivariate analyses

The results of the regression analysis without any of our predictor variables included in

the model indicated that SPSS correctly classified 77.8% of cases that it guessed or predicted

would have good self-reported mental health. SPSS did not do a good job predicting cases that

would have poor self-reported mental health as there are no predicted cases for the “poor”

category. The results of our logistic regression with the predictors included indicated that 78% of

all cases were correctly classified by our model, which is slightly better than 77.8% from before

our predictors were included. Our percentage accuracy in classification (PAC) is 78% for our

model. The Hosmer and Lemeshow Test indicated a chi-square of 0.127 and P=0.721, meaning

our model is a good fit (p > 0.05). According to the Omnibus Tests of Model Coefficients, the

full model containing both predictors were statistically significant (Chi-squared=181.035,
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p=0.00), suggesting that the model was able to predict cases who had poor self-reported mental

health, versus those who had good self-reported mental health. The model correctly classified

78% of cases. As we can see in Table 2, both predictor variables made a unique, significant

contribution to the predictive ability of our model (p<0.01). Table 2 depicts how the most

important predictor of poor mental health was a high cannabis use frequency in the past 30 days.

The odds of having a poor self-reported mental health was 3.4 (95% CI 0.189-0.357) times

higher for those who had a high frequency of cannabis use than for respondents who had low

cannabis use frequency or no use of cannabis at all. The odds of having poor self-reported mental

health was 1.6 times higher for those who had a low frequency of cannabis use as compared to

those who did not use it at all. Finally, the odds of having poor self-reported mental health was

0.3 times higher for those who did not have anyone close to talk to as compared to those who

did.

Table 2: Binary logistic regression results examining the association between self-reported
mental health with frequency of cannabis use and presence of someone to talk to (n= 3,931).
B is the regression coefficient which indicates the direction of the relationship between predictor
and outcome variable and the amount of change in the predictor variable that results in a change
in the probability of developing the outcome of interest. S.E is the standard error and represents
the average distance that the observed values fall from the regression line. Exp(B) is the odds
ratio for developing the outcome of interest. Wald test indicates how much each predictor
variable contributes to the model. The p-value indicates if the predictor variable is a significant
contributor to the model.

Predictor variable B S.E Wald Exp(B) P-value 95% CI for Exp(B)

Presence of someone to talk to that you
trust (no/yes)

-1.348 0.163 68.623 0.260 .000 (0.189, 0.357)

Never used cannabis in past 30 days 115.938 .000

Low frequency of cannabis use in the
past 30 days

0.441 0.098 20.115 1.554 .000 (1.282, 1.884)

High cannabis use frequency in the past
30 days

1.212 0.115 110.737 3.360 .000 (2.681, 4.211)
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Discussion
Main findings

It is distinguished that all descriptive variables besides immigration status, represent a

significant difference in the proportion of negative mental health presence. We found that

cannabis use frequency and presence of someone to talk to that you trust, were both predictors of

decreased mental health, supporting our hypothesis. People who use cannabis at a high frequency

are more likely to report poor mental health compared to people who never use it or use it at a

low frequency. More participants reported poor self-reported mental health in the population of

individuals that did not have people they felt they could talk to. These findings coincide with a

study administered by Vidal et al. (2019), which found that adults with low perceived social

support were more likely to experience depressive and anxiety symptoms, confirming other

research regarding the connection between social relationships and mental illnesses. As Kawachi

and Berkman (2001) surmised in their article, feeling included in a social circle is a positive

indicator of good mental health by facilitating favorable sentiments such as a sense of belonging

or by regulating levels of stress during stressful situations (Kawachi and Berkman, 2001). An

individual’s perception of available moral support during a stressful situation could create a more

cordial approach to the dilemma or a positive social relationship could help to mitigate a

negative reaction to the event (Kawachi and Berkman, 2001). However, researchers have also

substantiated that individuals can experience greater stress caused by social relationships, due to

unhappiness with their current social circle, or pre-existing poor mental health fuelled by

believing or creating worse social relationships (Silva et al., 2019). Our main finding was that the

most important predictor of poor mental health was a high frequency of cannabis use in the past

30 days. Individuals who reported a high frequency of cannabis use in the past 30 days had 3.4
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times higher odds of having poor mental health compared to those in the low or never used

cannabis use frequency category. This provides evidence that high cannabis use frequency

contributes to poor mental health and can increase your risk of poor mental health, and

subsequently of possible mental health disorders, more than threefold. It is important to consider

that both low frequency cannabis use and presence of people to talk to were also found to

increase the odds of having poor self-reported mental health by 1.6 times and 0.3 times

respectively. These odds are visibly lower than the likelihood of high cannabis use frequency

corresponding to poor mental health, which indicates that a lack of meaningful social

relationships has less effect on self-reported mental health compared to cannabis use frequency.

This finding is supported by research by Degengardt et al. (2012) who found that adults who

used cannabis on a daily basis and those who had a cannabis dependence, had 2.3 times higher

odds and 2.5 times greater odds of meeting the criteria for an anxiety disorder compared to

non-users, respectively. Our results are also consistent with research done by Hines et al. (2020)

who found that high-potency cannabis was more common in people with depression, generalized

anxiety disorder, psychotic experiences, alcohol use disorder, and frequent cannabis use.

Evidently, the results of our study are well justified by external research and other studies, while

also shedding light on how frequency of cannabis use (not just potency) and a lack of a close

confidante can affect mental health.

Limitations
There are inherent limitations of observational cross sectional studies, including the lack

of causal inference, since all the data was assessed at one point in time. Another limitation is that

the dependent variable needed to be dichotomous to run binary logistic regression, thus the

responses were accounted for as poor or good mental health. In actuality, we may have

interpreted people's mental health as poor, when they felt it was fair, or as good, when they felt it
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was excellent. Additionally, it may not be accurate to deem that high cannabis use frequency

predicts poor mental health since our database only reported on past 30 day cannabis use. The

long term effects of cannabis use beyond 30 days was not explored and the 30 day timeframe

used in the study may not be representative of the participant’s cannabis use habits, since it could

have been an irregular month where cannabis was used more or less than normal. Additionally,

since we ran a chi-square test for cannabis use frequency (which has more than 2 categories),

even though we found a p<0.01, we can't tell what is significant from what. Another important

limitation to our study is the difference in responses for each category of our variables. For

example, only 167 people reported having no people to talk to as opposed to the 3647 people

who reported that they did have someone to talk to. It makes sense to see a higher percentage of

people reporting poor mental health when they have no one to talk to since the denominator is

much lower. The same problem is seen for cannabis use frequency, since only 371 reported high

frequency, as opposed to 2722 reporting never used. Finally, there are confounding variables that

might be responsible for the results that we found. For example, the amount of stress in your life,

and employment status are potential confounders in our study. Research shows that cannabis is

used more chronically for people who use it as a stress-coping strategy (Hyman & Sinha, 2009),

and that stress (especially over a prolonged period of time, increasing the risk of mental health

problems like anxiety, depression and substance use problems (CMHA, 2021). Similarly,

research has found that the risk of mental disorders was higher among the unemployed than

amongst the employed (Honkonen et al., 2007), and that cannabis use is directly associated with

job loss, and thus unemployment (Airagnes et al., 2019).

Future directions and implications
The findings of this study highlight how mental health can be predicted by a perceived

presence of no one to talk to and cannabis use. Future studies should observe how certain factors
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such as age, sex, amount of stress in your life, employment status and socioeconomic status

(SES) affect our results. For example, being of a certain age, gender, or SES might increase

cannabis use frequency or perceived presence of someone to talk to and subsequently

self-reported mental health, making our findings due to these external factors rather than to our

variables. Since our study examined past 30 day cannabis use frequency, future studies should

look at a longer time period, such as cannabis use frequency over a year, to get a better

understanding of participants actual cannabis use patterns and how this might affect their mental

health. Future studies should increase their sample size, while also examining reasons for

cannabis use since people who use cannabis medically might report better mental health as

opposed to those who use it recreationally. Finally, future studies should seek replication of

results in different populations, such as other countries.

Although more research is needed to confirm our findings, we should err on the side of

caution by increasing warnings associated with cannabis use through informative labels on

government-purchased cannabis. Another implication of our research may be to target

individuals who perceive that they have no one to talk to. Especially in the midst of the pandemic

with social isolation increasing (Hwang et al., 2020), figuring out a way to make people feel less

alone could help prevent mental illness and protect the lives of Canadians. Programs could be put

in place such as daily or weekly zoom calls with peers for those who feel as though they have no

one to talk to, and if they have a diagnosis of a mental disorder, they can be provided with

options such as therapy and other forms of treatment that may have an effect of improving the

individual's mental health. Overall, our findings highlight the potential negative side effects of

high frequency cannabis use and having no people to talk to on mental health, which can be

translated into real-world change.
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Introduction 

Folic acid (FA) is a supplement that is universally recognized to aid with 

neurodevelopment and cognitive development in offspring (Li et al., 2019). However, multiple 

studies have recently claimed that there is a potential association between FA consumption and 

many adverse effects such as gestational diabetes mellitus (GDM) in pregnant women (Li et al., 

2019). GDM is diabetes that is first diagnosed during pregnancy and is characterized by the 

inability to tolerate blood glucose (Zhuang et al., 2020). Short-term and long-term effects 

associated with GDM include:  hypertension, birth injury, increased caesarean section, 

miscarriage, fetal malformation and post–natal diabetes (Zhuang et al., 2020). Research identifies 

body mass index (BMI) as a predictor for the risk of development of GDM. Women with 

prepregnancy BMI of either overweight or obese were found to be at an increased risk of 

developing GDM (Shin & Song, 2015). Currently, there are limited studies looking at the potential 

relationship between FA intake of expecting mothers and GDM.  

Studies propose that pregnant women may develop GDM due to an imbalance of vitamin 

B12 and folate, caused by the consumption of FA supplements, which leads to a decline in 

resistance to insulin (Zhu et al., 2016). Researchers believe that unmetabolized plasma FA leads 

to a decrease in natural killer cell cytoactivity, resulting in the development of GDM (Zhu et al., 

2016). In a past study by Obeid et al. (2010), the presence of unmetabolized FA has been confirmed 

to be in the maternal serum. Due to the popular intake of FA supplement, there has been 

overconsumption of FA going past the recommendation of 400μg per day (Kelly et al., 2016). This 

raises the concern for potential undesirable effects that may arise due to its consumption. The 

adverse effects of high FA consumption have been previously observed in animal models. Kelly 

et al.’s (2016) study found that a high FA diet resulted in increased weight gain, increased fat mass, 

and adipose tissue inflammation. A similar study found that a high FA intake by rats induced 
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insulin resistance and impaired glucose tolerance (Kintaka et al., 2020). These are all factors that 

contribute to the diagnosis of GDM. Another study looked at the duration of FA consumption and 

observed how an increased duration of FA use is correlated with an increased risk for GDM (Cheng 

et al., 2019).   

Although extensive studies have been made in the past, it is unclear whether the risk of 

GDM is associated with the intake of FA supplements. A study by the Slone Epidemiology Center 

Birth Defects in the United States and Canada examined the association between FA 

supplementation to gestational hypertension and preeclampsia (Hernández-Díaz et al., 2002). They 

suggest multivitamins containing FA reduces the risk of gestational hypertension and preeclampsia 

(Hernández-Díaz et al., 2002). Hypertension intensifies the risk of cardiovascular diseases causing 

diabetes while the risk of preeclampsia increases with GDM, although the common 

pathophysiological pathway is uncertain (Petrie et al., 2018; Weissgerber et al., 2016). Similarly, 

another study concluded that the risk of preeclampsia is reduced by multivitamins containing FA 

in the second trimester. In 2,951 women, multivitamins increased serum folate by 10.52 μmol/L, 

decreased plasma homocysteine by 0.39 μmol/L, and lowered the risk of preeclampsia by 0.37 

(Wen et al., 2008). These two studies suggest that FA supplement consumption decreases the risk 

for the development of GDM.    

Despite there being many studies done on the importance of FA supplements and their use 

in decreasing the risk for birth defects, it is still unclear as to whether taking FA supplements can 

increase the risk of diabetes in pregnant women. The limited number of studies on this topic have 

highlighted a controversial research area - it is known that taking FA supplements can decrease 

the risk of birth defects, however it remains contradictory whether FA supplements may also 

increase the risk of GDM which in turn can increase the risk of birth abnormalities (Cheng et al., 

2019). Furthermore, other factors that may have impacted previous studies done on this topic such 
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as the timing of the intervention, the dose of folic acid, and the population (Li et al., 2013). 

Therefore, using data collected from the 2017-2018 Canadian Community Health Survey, we 

would like to see if there is a clear link between the consumption of FA supplements and the risk 

of developing diabetes in pregnant women.   

Another key factor to consider is the specific ethnicities of pregnant women. A study done 

by Huang et al. (2019) suggested that the risk of GDM was more pronounced among Indian women 

with the consumption of FA supplements. However, no substantial association was seen in Chinese 

and Malay women. This inconsistent relationship between FA intake and risk for GDM is another 

reason our study is relevant and important today. Given that women globally are taking FA 

supplements both pre-pregnancy as well as during pregnancy, it is important to investigate the 

potential effects it may impose on their health and weigh out both the pros and cons of FA 

consumption. Additionally, diabetes during pregnancy can impose negative effects on the fetus 

such as miscarriage and fetal malformation (Zhuang et al., 2020). It is important that there is a 

greater overall understanding on this matter. Thus, we would like to investigate the possible 

connection between FA consumption and the increased risk for GDM with respect to BMI. 

Specifically, whether there is a potential risk for developing GDM in Canadian women between 

the ages of 25-50 who consume FA supplements everyday for the first trimester when compared 

to women who do not consume FA supplements across varying BMI categories.  

 
Methods 

Study Design and Database 

Our study is observational and cross-sectional using data collected from the year between 

2017-2018 Canadian Community Health Survey (CCHS). The Canadian Institute for Health 

Information, Statistics Canada and Health Canada created the CCHS in 1991 due to several issues 
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being reported regarding the health information system (Statistics Canada, 2018). The survey 

collects information pertaining to health status, health utilization and health determinants for the 

Canadian population with the purpose of developing health surveillance programs and providing 

a single data source for a community of users (Statistics Canada, 2018). Questionnaires were 

administered using computer-assisted interviews (CAI) in English or French in 2001, 2003 and 

2005, and then annually since 2007.  CAI allows for a reliable case management system and 

automatically schedules calls; it checks for inconsistent answers and can skip questions that are 

not applicable to the respondent (Statistics Canada, 2018).  

75% of respondents completed the survey over the phone while 25% completed it in person 

using the CAI (Statistics Canada, 2018). There was a total of 130,000 respondents with 120,000 

aged >18 years and 10,000 respondents aged 12 to 17 years (Statistics Canada, 2018). For each 

age group, the sample size of each province was assigned using a power allocation of 0.75 

according to the size of their respective population. Each province's sample is then allocated among 

its health regions (HRs) using a power allocation of 0.35 according to the size of the population in 

each HR (Statistics Canada, 2018). The Canadian Child Tax Benefit (CCTB) frame was used to 

sample respondents aged 12-17 years and the Area frame was used to select respondents aged 18 

and over (Statistics Canada, 2018).  

Study Participants  

We had a total of 4386 participants in our study. Participants had to be pregnant Canadian 

women and between the age of 25-50. Participants also fell into the category of either saying yes 

to taking FA supplements for the first 3 months of pregnancy everyday for our experimental group 

or answering no to folic acid supplements for the first 3 months of pregnancy for the control group. 

We had 40 valid cases for those diagnosed with GDM. Our number of valid participants 
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significantly dropped due to missing cases and filtering for age and gender. There were 223 

missing cases for weight, 336 missing cases for height, and 325 missing cases for age. This also 

impacted the number of valid cases for BMI.  

Study Outcomes 

Our study sought out to find a possible correlation between FA consumption and GDM, in 

which an increased risk of GDM may be found with FA intake. BMI was used as a way to check 

for significant group differences as higher BMI is indicative of a greater risk of GDM diagnosis 

(Shin & Song, 2015). Our independent variable (FA consumption) was split into two groups - 

those who took FA every day for the first 3 months of pregnancy and those who did not take FA 

during the first three months of pregnancy. In order to obtain values for our control group we 

utilized the survey question “Did you take it every day or almost every day?” with the options of 

Yes, No, Valid Skip, Don’t Know, Refusal and Not Stated. We utilized the survey question 

“During the first three months of your pregnancy, did you take a folic acid supplement or a 

multivitamin containing folic acid?” for the control group, as answering no to the everyday 

variable could still indicate some amount of consumption of FA. Our dependent variable (GDM 

diagnosis) was derived using the survey question “Were you pregnant when first diagnosed with 

diabetes?” with the options of Yes, No, Valid Skip, Don’t know, Refusal, and Not stated. Height 

and weight were self-reported values from the survey which the BMI variable was derived from 

using SPSS. BMI was split into 4 groups: BMI <18.5 = underweight, BMI 18.5-24.9 = healthy, 

25.0-29.9 = overweight, 30.0+ = obese. We expected the underweight and healthy groups to have 

a significant difference between FA consumption groups for GDM diagnosis as BMI would not 

have a significant impact. Contrastingly, we expected to see no significant difference between FA 

consumption groups for GDM diagnosis in the overweight and obese categories as high BMI is a 

precursor to GDM (Shin & Song, 2015).  
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Additional Data Collection 

The study also looked at the province of respondents in order to assess the demographic. 

Participants could select from a list of each province and territory as well, a Valid Skip, Don’t 

Know, Refusal, and Not Stated option was included. By confirming a proportionate spread of 

respondents this ensured equal representation of females across the country, allowing for more 

generalizable results.  

Statistical Analysis 

SPSS software was used for all analyses. Histograms and Q-Q plots showed deviation in 

our data, showing that our data was not normally distributed. A Shapiro-Wilk test was also used 

to check for normality, where a p-value of 0.05 was used for significance. We obtained a value 

less than 0.05, confirming our data was not normally distributed. Chi-squared tests were used to 

check for between group differences. The test was run four times, filtering for a specific BMI 

group each time. We ran the test with the variables “FA consumption” and “GDM Diagnosis” 

where a p-value of 0.05 for significance was used. 

Results 

Our study looked at 4, 386 women older than 25 years old, compared to the original 

database of 130, 000 participants. We had 325 missing cases for age, 223 missing cases for weight, 

and 336 missing cases for height. Our focus was to investigate whether FA supplementation 

impacted GDM diagnosis in women of different BMI categories. It was found that only two 

individuals were diagnosed with GDM and took FA. 13 individuals who consumed FA and were 

healthy weight or overweight had GDM. Seven obese women were also found to be taking FA 

supplements and had GDM.  

Table I: Descriptive Characteristics of Canadian Community Health Survey Participants  
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Variable Consumption of FA 
supplement during 
first 3 mon. of preg.  
(N = 3973) 

No consumption of FA 
supplement during 
first 3 mon. of preg. 
(N = 413) 

p-Value 

Province of respondent 
     Newfoundland  
     and Labrador  

87 (2.2) 5(1.2) < 0.001 

     Prince  
     Edward Island  

61 (1.5) 2(0.5) 

     Nova Scotia 136 (3.4) 11(2.7) 
     New Brunswick 88 (2.2) 13 (3.1) 
     Quebec 812 (20.4) 116 (28.1) 
     Ontario 1128 (28.4) 91(22.0) 
     Manitoba 235 (5.9) 33(8.0) 
     Saskatchewan 203 (5.1) 26(6.3) 
     Alberta 623 (15.7) 55(13.3) 
     British Columbia 493 (12.4) 36(8.7) 
     Yukon 42 (1.0) 5 (12.2) 
     Northwest Territories 42 (1.1) 9 (2.2) 
     Nunavut 26 (0.7) 11 (2.7) 

Age  
     25 – 29  792 (19.93) 122(29.5)  
     30 – 35  1552 (39.06) 141 (34.1) 
     35 – 39  1144 (28.79) 95 (23.0) 
     40 – 44  420 (10.57) 41 (9.9) 
     45 – 49  58 (1.49) 13(3.1) 
Weight before 
pregnancy (in 
kilograms) 

66.9780 (15.07) 67.7925 (16.61) < 0.001 

Self-reported height 1.6453 (0.67) 1.6414 (0.69) < 0.001 
 

Diabetes diagnosed during pregnancy 

     Yes 35 (0.90) 5 (1.2)  
     No 3938 (99.1) 408 (98.8) 
BMI (kg/m2)                      
< 18.5 171 (0.43) 22(5.3)  
18.5 - 24.9  2303 (58.00) 205(49.6)  
25.0 – 29.9  914 (23.00) 107(25.9)  
30.0 + 585 (14.7) 79 (19.1)  
Consumption of folic acid supplement every day during first 3 months of pregnancy 

     Yes 3973(90.58) - < 0.001 
     No  413 (9.42) - 
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Data are presented as frequency in percentage (%) of individuals unless otherwise stated. Weight 

before pregnancy and self-reported height is shown in mean (standard deviation), respectively. 

Four Chi-Squared Tests were performed to analyze the group differences in proportions 

between FA consumption habits during the first trimester and GDM diagnosis in individuals of 

varying BMIs. Participants with a BMI (kg/m2) below 18.5 are underweight, 18.5-24.9 are healthy 

weight, 25.0-29.9 are overweight, and 30.0 or above are obesity.  

 

Figure 1: Percentage of participants with gestational diabetes mellitus. N = 193 for individuals 

with BMI below 18.5. N = 2, 508 for individuals with BMI 18.5 - 24.9. N = 1, 021 for individuals 

with BMI 25.0 - 29.9. N = 664 for individuals with BMI 30.0 and above. Individuals who 

consumed FA everyday during the first three months of pregnancy are shown in black, and 

individuals who did not consume FA everyday during the first three months of pregnancy are 

shown in grey. 

In our study, the number of individuals with GDM, but were not consuming FA daily 

during the first three months of pregnancy, increased with BMI. These outcomes were expected as 

they aligned with knowledge from previous research studies. However, no trends were found in 
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participants who were consuming FA every day during the first three months of pregnancy and 

GDM diagnosis. We expected those who consumed FA with a higher BMI value to experience a 

higher risk of GDM, compared to those who did consume FA with a lower BMI. Results showed 

that GDM among participants who consumed FA everyday was random. The percentage of women 

with GDM was highest in the category overweight, while healthy weight had the lowest percentage 

of women who were affected. Underweight and obesity, both had a near identical percent of 

individuals with GDM.  

 

Figure 2: Percentage of participants without gestational diabetes mellitus. N = 193 for 

individuals with BMI below 18.5. N = 2, 508 for individuals with BMI 18.5 - 24.9. N = 1, 021 for 

individuals with BMI 25.0 - 29.9. N = 664 for individuals with BMI 30.0 and above. Individuals 

who consumed FA everyday during the first three months of pregnancy are shown in black, and 

individuals who did not consume FA everyday during the first 3 months of pregnancy are shown 

in grey. 
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While GDM was observed in individuals who both consumed and did not consume FA, it 

was also found that GDM was not detected in a small number of individuals with varying FA 

consumption habits. We expected individuals who did not consume FA everyday during their first 

three months of pregnancy and had a BMI less than or equal to 24.9, to have little or no risk of 

GDM. Our results instead suggested that the absence of GDM is consistent throughout all 4 BMI 

categories for both FA consumption and no FA consumption. Results of GDM diagnosis in 

participants were opposite to our predictions.  

Table II: Chi-Squared Tests for BMI and FA consumption. Four Chi-Squared Tests were 

performed on the BMI categories underweight, healthy weight, overweight, and obesity, to 

examine group differences between FA consumption habits during the first trimester and GDM 

diagnosis. Significance values for each Fisher’s Exact Test are reported.  

BMI Category 
 

Fisher’s Exact Test Sig. (2-sided)  

Underweight 1.000 
Healthy Weight 1.000 
Overweight .665 
Obesity .291 

Due to the small sample size and observed values less than 5 in the 2x2 tables, Fisher's 

exact test significance values were used, specifically the 2-sided p values, since it is more 

conservative. There were no significant differences between FA consumption and all BMI 

categories including underweight, healthy weight, overweight, and obesity, p = 1.000, 1.000, 

0.665, and 0.291, respectively. If there were any p values reported less than 0.05, the proportions 

between that specific BMI category and FA consumption would be considered significantly 

different.  

Discussion 
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There were unexpected outcomes in our results, which led to insignificant results when 

running a statistical analysis. Results presented in Figure 1 is inconsistent with our hypothesis. We 

expected that the group of individuals consuming FA in BMI categories such as overweight and 

obesity would have higher frequencies of GDM diagnosis. However, we observed that the 

frequency of GDM were similar in the underweight and obesity category. The percentage of 

participants without GDM diagnosis, shown in Figure 2, also did not meet our expectations as 

frequency of GDM in all BMI categories were consistent. Results in Table II indicates that our 

data is insignificant. Our findings suggest there is no correlation between the consumption of FA 

supplements everyday for the first trimester in pregnant women aged 25 to 50 year old, and the 

risk for GDM diagnosis. This contradicts our original hypothesis that looked at the potential 

increased risk for GDM diagnosis of Canadian pregnant women between the ages of 25 to 50 

consuming FA supplements daily during their first trimester. 

Reflecting on the data, we considered multiple limitations that may have contributed to the 

potential insignificant results. One statistical limitation includes the assumptions in each statistical 

analysis. Our data only allowed for the statistical analysis of a Chi–Squared Test, which limited 

the variety of perspectives in different analyses to draw possible conclusions. Through a Q-Q plot, 

the Shapiro-Wilk test, and histogram shape distribution, we learned that our data was not normally 

distributed. When conducting the Shapiro-Wilk test, a p - value of less than 0.05 would suggest 

the data is not normally distributed. In our analysis, we had a significance level of less than 0.001, 

thereby indicating to us the data was not normally distributed. The histogram that was generated 

with the selection of a plot analysis on SPSS allowed us to see that the data shape distribution was 

left skewed. Upon the confirmation that our data was not normally distributed, we were limited in 

our choice of statistical tests such that student t – test which required normal distribution. 
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The Mann Whitney U test can be used to compare differences between two independent 

groups when the dependent variable is not normally distributed. However, were also limited to this 

analysis since our variables used categorical data, which did not align with the requirement for the 

dependent variable to be continuous. We considered using a logistic regression analysis which 

would have allowed us to make predictions on the potential relationship between FA consumption 

and GDM risk. To perform a logistic regression, our Pearson’s coefficient would need to be greater 

than 0.30 in a Spearman’s rho analysis. However, the test found our value to be 0.043, ruling out 

the possibility of a logistic regression. Moreover, it should be recognized that we considered using 

BMI as a continuous variable to provide more flexibility in statistical analyses. Due to that fact 

that our research question and primary outcomes focused on FA consumption and GDM diagnosis, 

we did not want our data primarily focusing on BMI. Ultimately, our study was limited to using a 

Chi-Squared Test for statistical analysis. We ran four Chi-Squared analyses, each with a filter for 

one of the four BMI categories. This was performed to counter the problem of the analysis itself 

being limited to looking at two variables as our study investigated three variables. The test 

examined group differences between if FA was consumed and if they were diagnosed with GDM.  

Another limitation to consider is the sample size. The database our study reflected was by 

CCHS, which conducted interviews for over 130 000 individuals. The original database is not a 

pregnancy or diabetes specific survey, causing many cases to be filtered out. This resulted in a 

total of only 4, 386 relevant individuals to our study. Our sample size does not allow us to be 

confident in representing a good measure for the greater population. Among the 4, 386 individuals, 

only 40, or 0.91%, were diagnosed with GDM, while 3, 938 of the 4, 386 participants, or 89.76%, 

were not diagnosed with GDM. The sample sizes for these groups are imbalanced which may have 

led to skewed results. We also want to note that only 0.91% of participants were diagnosed with 

GDM. This percentage highly deviates from the typical rate of GDM diagnosis in the Canadian 
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population of 5.45% (Government of Canada, 2014.). This suggests our data may have been 

impacted as there is a gap in rate for GDM diagnosis. Potential future studies may want to consider 

utilizing larger and more proportionate sample groups to give better precision of results. 

To add, the dosage of FA consumption was not studied in the survey. In previous literature, 

it was noted that women typically consumed FA dosages over the recommended amount due to 

the popularity of fetal benefits (Li et al., 2019). Certain foods also have a higher concentration of 

FA such as vegetables and cheese compared to meat (Öhrvik et al., 2018). Moreover, our data did 

not consider how much FA one consumed, but rather if they consumed supplements or not. This 

could impact the study because one individual could be taking more FA than another, and still be 

grouped under the same category. This may have resulted in our Chi-Squared analyses being 

insignificant. We want to consider this data as inconclusive as the results potentially may be 

different if we had the opportunity to control for FA dosage. Many studies that did find a potential 

risk for increased GDM when consuming FA, controlled the amount of FA consumed (Huang et 

al, 2019; Li et al., 2019). A study by Li et al. (2019) controlled for FA amounts grouped in <400µg, 

400 – 799 µg and >800µg, and found that women in the >800µg consumption group had a greater 

risk for GDM. Contrary, other studies that have countered this claim there is no risk of GDM when 

consuming FA supplements (Petry et al., 2021). 

Current research makes claims on both sides, suggesting that there is a conflicting 

understanding of the health benefits or detriments of FA consumption on the expecting mother 

(Greenberg et al, 2011). Further research could potentially explore the FA consumption and how 

it can influence people of different ethnic groups, as there are studies that show FA consumption 

and GDM risk is different between ethnicities (Chen et al., 2019). In our data, of the 40 individuals 

who were diagnosed with FA, only 16 cases were Caucasian, and most were of different races. 

Research suggests that there is greater risk for Indian women to be diagnosed with GDM while 
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consuming FA, compared to Malaysian or Chinese women believed to have little or no risk (Huang 

et al., 2019). Although our study produced negative results to our hypothesis, this suggests that 

current literature needs further research to better grasp this potential relationship between FA 

consumption and GDM diagnosis.  
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Introduction 

Current literature suggests that education is inversely correlated with the development of 

cardiovascular disease (CVD) in a general population (Dégano et al., 2017). Studies have found 

that body mass index (BMI) and blood pressure (BP) are factors associated with both education 

and CVD (Dégano et al., 2017). However, these studies have not been able to draw links 

between CVD and levels of education while accounting for the effects of frailty in a population 

(Dégano et al., 2017). Papers in this field have tended to generalize populations by samples aged 

between 25-34 years (Dégano et al., 2017). Frailty increases with age, and susceptibility for 

development of CVD increases with frailty (Vitale et al., 2018). Studies have found that men are 

typically more susceptible than women for CVD development (Bots et al., 2017). Current studies 

investigating the association between education and CVD do not account for the effects of frailty 

within their age group selection, including those over the age of 65 (Dègano et al., 2017; Xue, 

2011). A gap in knowledge arises when frailty is not accounted for in participant groups. This 

can be overcome by limiting the study’s scope to young adults. 

BP consists of two readings, the systolic and diastolic BP. Systolic BP measures the 

maximum pressure of the left ventricle wall of the heart during its contraction–to circulate blood 

supply to the rest of the body (James & Gerber, 2017). Diastolic BP measures the force exerted 

on the cardiac walls during relaxation–when the heart is being refilled in preparation for its next 

contraction. (James & Gerber, 2017). It was found that level of education is inversely related to 

BP as well as the development of CVD (Dyer et al., 1976). 

Interestingly, while systolic BP increases progressively with age until 80 years of age, 

diastolic BP increases gradually up to the age of 55 years then decreases. The gradual increase in 

systolic BP has become the leading cause of hypertension, making systolic BP a superior 
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predictor of CVD risk compared to diastolic BP (Izzo et al., 2000). In a multifactor intervention 

program on coronary disease mortality called “Multiple Risk Factor Intervention Trial 

(MRFIT)”, it was found that populations with high systolic BP combined with low diastolic BP 

had the worst prognosis (Neaton & Wentworth., 1992). In a longitudinal follow-up study, 

researchers have shown that men with increased systolic BP along with decreased diastolic BP 

had the greatest mortality rate (Benetos et al., 2000). These studies not only show the power of 

BP in predicting CVD risk, but also highlight the importance to consider the differences in 

systolic and diastolic BP and their combined effect on the risk of developing CVD. 

Studies dating back decades have highlighted an association between education level and 

BP (Dyer et al., 1976). In a study in which the participants had levels of education ranging from 

high school to a graduate degree, it was found that mean systolic and diastolic BP decreases with 

increasing education (Dyer et al., 1976). An additional study that compared individuals with a 

graduate degree to those with a high school degree found that there were significantly lower 

systolic and diastolic BP readings in those with a graduate degree. This study also noted that 

those participants with a higher level of education also had a lower mean BMI and smoked fewer 

cigarettes per day (Liu et al., 2011).  

BMI [kg/m2] is generally an indicator of overall obesity (Benson et al., 2018). A cohort 

study investigated a population from age 14-22 in 1979 through age 47-55 in 2012 (Benson et 

al., 2018). In ages as early as 18, differences in BMI scores were observed throughout different 

educational groups, including high school diploma, and bachelor’s degree (Benson et al., 2018). 

However, this longitudinal study also noted that education only predicted slight (10-30%) 

changes in BMI in women. This was a longitudinal study and is subject to the Hawthorne effect, 

an observer effect that alters participants’ behaviors (Chen et al., 2015). 
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Higher BMI is a strong indicator of obesity, an independent CVD risk factor (Akil & 

Ahmad, 2011). There is a positive relationship between BMI and CVD risk, particularly, CVD 

mortality has found to increase with BMI (Akil & Ahmad, 2011). Atherosclerosis is a disease 

with pathology linked to accumulation of lipids in large arteries (Lusis, 2000). Atherosclerosis is 

a specific type of arteriosclerosis (Andrus et al., 2015). Atherosclerosis has been identified as a 

risk factor for CVD incidence (Lusis, 2000).   

Our primary research question aims to fill this knowledge gap around accounting for 

frailty and is the following. Is there a relationship between higher education (attainment of a 

university degree) in middle-aged Canadian adults aged 25-34 and overall CVD incidence 

compared to overall CVD incidence in middle aged Canadian adults aged 25-34 with lower 

education (high school diploma)? A knowledge gap in many studies investigating risk factors is 

that they are subject to the Hawthorne effect, as they are longitudinal in nature. Our secondary 

research question addresses this knowledge gap and is the following. Is there a relationship 

between higher education (attainment of a university degree) in middle-aged Canadian adults 

aged 25-34 and risk factors for CVD incidence (systolic and diastolic BP, body mass index, 

arteriosclerosis, and self-reported stress) compared to these risk factors in middle-aged Canadian 

adults aged 25-34 with lower education (high school diploma)? 

Methods: 

 The database used in this study is from the Social Science Data Centre at Queen’s 

University. This cross-sectional study took place from 1988-1989. The study ran from 1986-

1992. The rationale for creating this database was to estimate CVD risk factors at the provincial 

level; provide insight as to participants’ awareness about CVD causes; determine awareness 

about CVD consequences and risk factors, including lifestyle factors. All units of analysis were 
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at the individual level. The literature suggests that data in the database are sufficiently 

representative of the Canadian population and are reliable for producing public health policies in 

relation to cardiovascular health (CH) (Langille et al., 1999).  

This database was designed by the Canadian Heart Health Database Centre at Memorial 

University. The design consisted of an inclusion criteria of participants individuals aged 18 to 74. 

Exclusion criteria–justified by operational concerns, included those who are full-time residents 

on military camps, Indian reserves, or in institutions.  

Data collection took place in 10 Canadian provinces. Sampling frames were established 

using health insurance agencies (Langille et al., 1999). Initial stages of data collection aimed to 

collect demographic, CVD risk factor, and data related to opinions of CH. Within these initial 

states, public health nurses were employed to visit the respondents at their dwellings. 

Participants were instructed to fast for a minimum of 8 hours before their first clinical visit. Data 

collection consisted primarily of clinical visits and personal interviews. 

Study Participants included in this survey included individuals surveyed from all ten 

provinces of Canada. Since our research aimed to limit the age range to young adults, we 

included people under the age of 25 and excluded people over the age of 34.  

The primary outcome that is investigated in our research is the change in CVD risk with 

level of education. Level of education constitutes two levels, secondary school completion or 

attainment of a university degree. The secondary outcomes of the study include average 

systolic/diastolic BP and BMI as clinical indicators, and cigarette use as lifestyle indicators for 

CVD risk. History of heart attack and stroke are included to investigate a potential direct 

association between education and CVD.  
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Three additional variables were included in the dataset to serve as descriptive statistics. 

Descriptive statistics are important to control our population to limit confounding factors that 

may skew our data. The variables most descriptive of CVD risk per the literature are the age of 

the participants (systolic/diastolic BP increases with age) (Izzo et al., 2000). Therefore, age must 

be controlled in this study. Adjustments for age were done using the GPAGE2 variable to limit 

the sample size to middle aged Canadians aged 25-34 years old.  The variable EDUC is included 

to provide insight into participants’ level of academic attainment. HDART was used to determine 

whether participants had a heart disease due to arteriosclerosis. The remaining two variables, 

BMI and CIG_DAY, are included to provide details about participants’ lifestyle factors.  

All tests were performed using IBM SPSS version 28.0.0.0 (190). The initial sample size 

of the dataset was 17,995. The dataset underwent several adjustments. Education levels were 

narrowed using the EDUC variable to either “SECONDARY COMP” or “UNIVERSITY DEG” 

using the if function in select cases as follows: “GPAGE = 2 AND (EDUC = 2 OR EDUC = 4)”. 

Missing cases were then deleted using the select cases feature in SPSS with the “delete 

unselected cases” function for all variables included in the analysis (Table 3). After adjusting the 

database to align with the research question, the total sample size decreased to 6,056. Normality 

tests were performed on all continuous, scalar variables to verify assumptions for Pearson and T-

test analyses (Table 2). 

Two biserial correlation analysis tests were performed, a Pearson and Spearman’s rho. 

The Pearson test was used to investigate the degree of linear relationship between EDUC (a 

dichotomous categorical variable) and the following three CVD risk factors: BMI, MSYS, and 

MDIAS. The Spearman’s rho test was performed to investigate the degree of linear relationship 
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between EDUC and CVD risk factors that were non-normally distributed. These included blood 

cholesterol, excess fats, smoking and arteriosclerosis (Wu et al., 2015). 

A chi-squared analysis was performed to calculate the difference in proportions between 

groups for EDUC and risk factors including: HDWGT, HDFATS, HDCHOLBD, HDSMOKE, 

HDHBP, HDART, HDSTRESS, HDSTRESS, and HDCHOLBD. The CIG_DAY variable was 

transformed from continuous to ordinal data through the binning function in SPSS. The first cut 

point location was 0, representing 0 cigarettes smoked per day with a width of 50. The label 

“None” represented 0 cigarettes smoked per day, represented by CIG_DAY = 0, while the label 

“Any” represented a CIG_DAY value >0. Average systolic and diastolic BP, binned CIG_DAY, 

and BMI were selected to undergo a T-test analysis to investigate potential statistical differences 

in the means of these variables between higher and lower education. 

Results 

 Education Level 

 High School Diploma 
N=4469(%) 

University Degree 
N=1587 (%) 

Smoking Status   
Smoker 2990 (66.9) 1300 (81.9) 

Non-Smoker 1413 (31.6) 242 (15.2) 
Missing Cases 66 (1.5) 45 (2.9) 

History of Heart Attack   
Disease Incidence 13 (0.3) 6 (0.4) 

No Disease Incidence 4441 (99.4) 1578 (99.4) 
Missing Cases 15 (0.3) 3 (0.2) 

History of Stroke   
Disease Incidence 24 (0.5) 6 (0.4) 

No Disease Incidence 4436 (99.3) 1579 (99.5) 
Missing Cases 9 2 (0.1) 

Heart Attack Due to Fats   
Disease Incidence 798 (17.8) 347 (21.9) 

No Disease Incidence 3671 (82.1) 1240 (78.1) 
Missing Cases 0 (0) 0 (0) 

Heart Attack Due to Smoking   
Disease Incidence 2550 (57.1) 940 (59.2) 

No Disease Incidence 1919 (42.9) 647 (40.8) 
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Missing Cases 0 (0) 0 (0) 
Heart Attack Due to Arteriosclerosis   

Disease Incidence 302 (6.8) 164 (10.3) 
No Disease Incidence 4167 (93.2) 1423 (89.7) 

Missing Cases 0 (0) 0 (0) 
Heart Attack Due to Stress   

Disease Incidence 1818 (40.7) 745 (46.9) 
No Disease Incidence 2651 (59.3) 842 (53.1) 

Missing Cases 0 0 
Age Group e   
25-34 years 6056 (100)  

Table 1. Baseline Characteristics of Population in Adjusted Dataset. Only participants 

aged 25-34 were included in this study. Participants with missing data for any of these 

variables were removed from the dataset. Since some participants did not answer certain 

questions on the survey, missing cases will exist for those variables. N denotes sample size. 

 

Variable Variable Description 

GPAGE2A,I Grouped age bracket 

EDUCA,I Grouped education 

EVERHAA,D Ever Had a Heart Attack? 

HDARTA,C Cause of heart disease: Arteriosclerosis? 

EVERSTRA,D Ever had a stroke? 

MSYSB,D Average Systolic BP 

MDIASB,D Average Diastolic BP 

BMIB,D Body Mass Index 

Variable Shapiro-Wilk Significance Mean (Standard Deviation) 
MSYS 0.650* 116.427 (11.818) 
MDIAS 0.467* 73.980 (8.919) 

BMI 0.659* 24.633 (4.339) 
CIG_DAY 0.156* 5.07 (9.308) 

Table 2: Shapiro-Wilk Normality Test Results. 

Note: *Significant as p < 0.05 
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CIG_DAY (Binned)A,D Daily Smoking Habits 

HDFATSA,D Cause of heart disease: excess fats 

Table 3. Description of Variables Used in Statistical Analysis 

Note: Superscripts denote the following ANominal, BScalar, CIndependent, DDependent 

The results of the Pearson correlation analysis suggested that there was a weak, negative 

association between EDUC and BMI. The Pearson correlation value was found to be r = -0.060 

and had a corresponding p value less than 0.001 (p < 0.001), statistically significant. 

 [EDUC] [HDFATS] [HDSMOKE] [HDART] 

[EDUC] 

Pearson 1 -0.045*** -0.019 -0.059*** 

Sig. (2-tailed)  < 0.001 0.133 < 0.001 

N 6056 6056 6056 6056 

[HDFATS] 
Pearson -0.045*** 1 0.074*** 0.082*** 

Sig. (2-tailed) < 0.001  < 0.001 < 0.001 

  [EDUC] [BMI] [MSYS] [MDIAS] 

[EDUC] 
Pearson Correlation 1 -0.060*** -0.004 0.007 

Sig. (2-tailed)  < 0.001 0.745 0.574 
N 6056 5190 6048 6048 

[BMI]  
Pearson Correlation -0.060*** 1 0.393*** 0.366*** 

Sig. (2-tailed) < 0.001  < 0.001 < 0.001 
N 5190 5190 5189 5189 

[MSYS]  
Pearson Correlation -0.004 0.393*** 1 0.712 

Sig. (2-tailed) 0.745 < 0.001  0 
N 6048 5189 6048 6048 

[MDIAS]  
Pearson Correlation 0.007 0.366*** 0.712 1 

Sig. (2-tailed) 0.574 < 0.001 0  
N 6048 5189 6048 6048 

Table 4: Pearson Correlation Test Output. Note: ***Significant as p < 0.001  
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N 6056 6056 6056 6056 

[HDART] 

Pearson -0.059*** 0.082*** -0.038** 1 

Sig. (2-tailed) < 0.001 < 0.001 0.003  

N 6056 6056 6056 6056 

Table 5. Spearman Correlation Output. *** p < 0.001, ** p < 0.01 
The results of the spearman’s rho analysis showed that there was a significant correlation 

between EDUC and risk factors of CVD. There was a weak, negative correlation of ρ = -0.059 

between EDUC and HDART (p < 0.001). 

In a chi square test, it was found that there was no significant difference in proportion 

between EDUC and the HDWEIGHT (X2 = 0.109, p = 0.741l). The same was true for 

HDSMOKE (X2 = 2.174, p = 0.14). Similar results were found for EDUC and heart attack 

history (X2 = 0.073, p = 0.788). Finally, a significant difference in proportion was found between 

EDUC and HDFATS (X2 = 12.015, p <0.001), HDART (X2 = 20.588, p <0.001), HDSTRESS 

(X2 = 18.567, p <0.001), and binned CIG_DAY (X2 = 152.048, p < 0.001) (Figure 1).  

 

 

 

 

 

 

 

 

 

 Figure 1. Comparison Between Groups: Lower vs Higher Education and Binned cigarettes 

smoked per day. **Significant at p < 0.001 level. 
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From the independent two-sample t-test, there was a statistically significant difference between 

the means of the participants’ BMI. They were separated by those who attained a secondary 

school diploma and those who completed a university degree. The test revealed that there was a 

significant difference in the means of BMI (T = 4.569, p < 0.001) and CIG_DAY (T=14.836, p 

<0.001), between high school and university graduates. 

 
 
 
 

Levene's Test for 
Equality of Variances 

 
 

 
 

Significance 

F Sig. t df One-sided 
p 

Two-sided 
p 

[BMI] 
EVA 27.339 <.001** 4.318 5188 <.001** <.001** 

EVNA   4.569 2664.022 <.001** <.001** 

[CIG_DAY] 
EVA 545.191 <.001** 12.439 5943 <.001** <.001** 

EVNA   14.836 3938.052 <.001** <.001** 

Table 6: T-Test Analysis Output. 

Note: Abbreviation “EVA”: equal variances assumed. “EVNA”: equal variances not assumed. 

**Significant at the two tailed level. 

Discussion:  

In this study, we found limited significant relationship between education and risk factors 

of CVD. The Pearson correlation analysis indicated a weak correlation between EDUC and BMI, 

while the Spearman rho correlation analysis indicated EDUC to have weak correlation with 

HDART and HDFATS. The chi square analysis shows a difference in proportions between the 

groups for EDUC and, HDFATS, HDART, HDSTRESS, and binned (CIG_DAY); the T-test 

indicated significant differences in mean BMI and average cigarettes smoked per day for higher 

and lower education.  
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MSYS and MDIAS were selected for the Pearson correlation analysis to determine any 

correlation between education and CVD to address the first research question. BMI along with 

risk factors in other tests addressed the second research question. Previous studies have found 

that there is an inverse relationship between level of education and BP, in which those with a 

lower education were found to have a higher BP and increased mortality from CVD (Dressler, 

1990). Another study found that those who achieved a higher degree attainment had a lower 

mean BMI (Liu et al., 2011). Since the objective of this study was to investigate the potential 

association between the level of education and CVD within the limit of a singular database, a 

correlation between education and the markers of CVD risk must first be established. Of the 

three variables that were examined in the Pearson correlation analysis, there was a statistically 

significant correlation in only one of the relations, education, and BMI. The Pearson correlation 

value for this relationship was r = -0.060 and had an associated p-value less than 0.001. The R2 

value represents the proportion of variance in the dependent variable (Hazra & Gagtay, 2016).  

For this analysis, the R2 value was 0.0036. This tells us that 0.36% of the difference seen in BMI 

can be attributed to education. Since this value is less than 0.1 or 10%, this finding is 

insignificant. These findings, however, are inconsistent with the results of Liu et al. (2011) study 

in which they observed a significant inverse relationship between education and BP. They also 

found an association between education and BMI which is consistent with our results.  

The variables, HDFATS and HDART were additionally selected for the Spearman Rho 

analysis. This is because high cholesterol in blood can induce arteriosclerosis (Zhao et al., 2018), 

and increased fats in diet may lead to obesity (Hohos & Skaznik-Wikiel, 2017). Together 

arteriosclerosis and obesity are predictors of CVD risk (Frostegård, 2013; Ortega et al., 2016). 

Arteriosclerosis was found to be weakly correlated with education (p <0.001). Although there is 
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an association between arteriosclerosis and CVD risk, these results suggest that education is not 

a CVD risk factor.  The R2 value for arteriosclerosis is 0.003481 This tells us that 0.3% of the 

difference seen in arteriosclerosis can be attributed to education. Since the R2 value is less than 

0.1 (R2 < 0.1), this finding is insignificant. Another variable where p < 0.05 was HDFATS. 

However, to evaluate its potential association between education and CVD risk, the R2 value 

must be considered. The R2 value between excess fats and education is 0.002025. This means 

that 0.2% of the change observed in HDFATS can be attributed to education. Similar to 

HDARTS, since R2 < 0.1, this correlation is insignificant. The research question looked at the 

effect of different education levels on markers such as average systolic and diastolic BP and 

BMI, because BP is a marker for arteriosclerosis (Huang et al., 2021) and BMI is associated with 

obesity (Vecchié et al., 2018). 

The variables, HDFATS, HDART, HDSTRESS, Binned CIG_DAY, and EVERHA were 

selected for chi-square analysis. In this study, it was found that there was a significant difference 

in the proportion between groups for HDFATS, HDART, HDSTRESS, and binned CIG_DAY. 

The literature establishes a relationship between smoking cigarettes and coronary heart disease 

(Hackshaw et al., 2018). Studies have suggested that physiological stress is indirectly associated 

with CVD through contributing to the development of factors like obesity–although stress itself 

is not necessarily related to CVD development (Dar et al., 2019). Since studies have found that 

those in lower socioeconomic workplaces are often less educated and have higher stress levels–

the association between stress related CVD risk and levels of education was an important factor 

to consider in this study (Lunau et al., 2015). Studies suggest that arteriosclerosis risk and 

educational attainment have an inverse relationship–with lower educated groups being more at 

risk (Kubota et al., 2017). It was important to investigate the difference in proportions between 
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educated and lower-educated groups who had ever had a heart attack as studies have found that 

those with lower education have higher predisposition for adverse CVD related outcomes (Kelli 

et al., 2019). The findings with HDFATS were inconsistent with Mosli et al. (2017), where a 

correlation between education and obesity was established. HDART was unique as there are 

limited publications on the correlation between education and arteriosclerosis. A study by 

Xiuyun et al. (2020) looked at education and stroke incidence in a population of individuals who 

have atherosclerosis, however, the correlation was not measured between education and 

atherosclerosis. The participants in this study were separated by secondary education completed 

and bachelor’s degree attained. Past studies have used chi-square analysis to investigate the 

potential association between education attainment and CVD risk (Ricceri et al., 2016). Studies 

have suggested that educational attainment can influence lifestyle factors which heavily 

influence CVD risk (Ricceri et al., 2016). 

T-tests have been performed to investigate any statistical difference between the means of 

high school graduates and university graduates in two categories, BMI, and CIG_DAY. This 

means that there is a statistical difference in the average BMI and the average cigarettes smoked 

per day between high school graduates and university graduates. This suggests that there is a 

significant difference between the means of higher and lower education when comparing BMI 

and cigarettes smoked per day. This is inconsistent with a study by Leshargie et al. (2019) where 

they found that university students on average smoke more than high school students. This may 

be explained by the fact that this study was conducted in Ethiopia where the education system is 

not fully developed. In contrast, Canadian school curriculums are more developed and prevent or 

deter students from smoking cigarettes. 

Limitations and Future Directions 
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Although this cross-sectional study filled some knowledge gaps, limitations still exist. 

Since this study was limited to a single database, often a variable may not be the perfect variable 

to measure the desired outcome. To measure CVD risk, the variables EVERHA and EVERSTR 

were assigned as dependent variables, however, both are nominal data. To circumvent this, a 

separate non-survey dataset can be incorporated; that way, there can be continuous data for CVD 

incidence and risk. This will allow for analyses such as ANCOVA which would be beneficial as 

we can remove certain variables to see their effect on the dependent variable.  

Furthermore, in the variable EDUC, there is no option to select “some university”. Since 

this database classifies participants with some level of post-secondary education as “high school 

complete”, the age group had to be limited to 25-34, as the average age for completing an 

undergraduate degree in Canada is 25 (Statistics Canada, 2019). Future studies should use 

databases with more descriptive ways of indicating participants’ level of academic attainment 

whilst increasing the sample size in higher education which will increase the power of the study.  

Implications: 

 This study sheds light on how differences in education may lead to increased risk of 

CVD. This is a critical topic as obesity rates continue to rise in Canada (Statistics Canada, 2018). 

Education may allow individuals to live a healthy lifestyle, however, it has been found that 

university students often opt for fast food over healthy alternatives (Jiang et al., 2019). The 

correlation between markers of CVD and education is a promising method to understand the 

rising obesity rates despite increasing higher education graduates (Statistics Canada, 2019). 

These findings can also be used to help review high school curriculums to incorporate 

healthy lifestyle factors to prevent susceptibility for CVD risk if graduates choose not to attain a 

post-secondary degree. 
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Does sun exposure during work or leisure activities in the months of June to August have a

positive correlation in causing skin cancer in males and females aged 15 to 65 or more

years old in Canada and the frequency of sunscreen use?

The first instinct when there is a high UV index is to grab a beach towel and lay out for

hours with the sun beating down. However, the thought of skin damage rarely crosses one's mind

when tanning is the focus. The majority of the population knows that sunscreen is a key

component when focusing on the ability to protect your skin from the harsh UV-rays (Nahar,

2016). Sunscreen contains a variety of different SPF (sun protection factor) levels. Studies have

shown that sunscreens with an SPF ≥ 15 are greatly recommended over lower SPF levels (Autier,

Boniol, & Doré, 2007). SPF levels generally correlate with individuals' pigmentation within their

skin. A study showed that lighter skin pigmentation has a strong correlation with sunburns

compared to darker skin pigmentation (Watts et al., 2018). A study identified that individuals

who frequently use sunscreen are likely to burn more often when sunscreen is not applied due to

the development of higher sun sensitivity (Autier, Boniol, & Doré, 2007). Experiments

determined that sunscreen in addition to preventing sunburns, has the capability of reducing

UV-induced skin lesions; skin cancer (Autier, Boniol, & Doré, 2007). It has been known that the

risk of skin cancer has a higher chance of developing due to long durations of being exposed to

the sun. Longer durations of sun exposure can occur during intentional (tanning) or unintentional

(overcast day) activities and sunscreen is used more frequently during intentional activities

(Autier, Boniol, & Doré, 2007). No matter the skin type being exposed to the sun through

tanning, there is still an excessive amount of sun exposure that causes temporary change of skin

tone (Idowu & Markiewicz, 2020). Therefore, whether your activity is intentional or

unintentional, sunscreen should always be applied. Even though you can not see the sun, the
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potential of getting burned and causing damage to your skin can still arise. When looking at skin

cancer due to sun exposure we see a pattern between males and females. Males typically contract

cutaneous melanoma (CM) more than females do, due to ultraviolet light index (UVI) rays that

they are exposed to (Liu-Smith et al., 2017). Melanoma in females typically shows a low

association with UVI rays that they are exposed to. This could be because females have a higher

frequency of using cosmetics on their face and many products have SPF in them to protect

against the ultraviolet light index (Liu-Smith et al., 2017). Females are also more likely to use

sunscreen on a daily basis to protect their skin, making them have a protected layer against the

UVI. When looking at geographical location we see there is a difference in the incidence of

melanoma depending on where you are living and what the UVI typically is on a day to day

basis. People tend to be darker in more tropical places near the equator from the higher UV index

compared to those that are further from the equator (Markiewicz & Idowu, 2020); which can

damage people’s skin pigments when traveling to tropical places from different demographics.

However, when we look at the age association we see melanoma cases rise over the period of a

life span. UVI was only responsible for 2% of cases of melanoma in females, 33% of cases in

males, and about 13-15% of the entire population (Liu-Smith et al., 2017). It is important to

consider these factors when you are exposed to the sun and to ensure that you protect your skin,

especially if you are a male. When looking at the difference between genders in regards to

developing melanoma we need to provide some background to the genetics and inheritability of

skin cancer. Firstly, close to 10% of melanomas are inherited by mutations in the body's

reproductive cell DNA (Ransohoff et al., 2016). Therefore, melanoma will pass down throughout

a family's DNA. The DNA sequences found in each ethnic group contains variations of skin

pigmentation that is determined by the different amounts of melanin found in the body
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(Markiewicz & Idowu, 2020). Additionally, phenotypic traits like fair skin, freckles and red hair

can increase the risk of melanoma by 2 to 3 times (Ransohoff et al., 2016). Furthermore, there

are three different genetic mechanisms that can increase overall cancer risk. One being the

activation of oncogenes, this specifically promotes cell proliferation, increasing tumor risk

(Ransohoff et al., 2016). Next, genetic silencing and alterations in tumor suppressor genes lead to

mutated proteins that fail at limiting cellular growth (Ransohoff et al., 2016). Lastly, mutations

and inactivation of genes like BRCA1 and BRCA2 lead to predisposition of many types of

cancer. It is evident that genetics plays a role in developing melanoma, with 5% to 12% of

melanoma diagnoses being hereditary (Ransohoff et al., 2016). Overall, when focusing on the

frequent use of sunscreen, gender and genetics it is noticeable that they are all linked to early

stages of developing skin cancer in the long run (Markiewicz & Idowu, 2020).

Current literature provides data that shows the differences in behaviour correlated with

UV exposure and how it has a great influence in the risk of developing skin cancer. However,

there is very limited information about the relationship between UV exposure patterns and

indoor work and/or leisure activities. It is shown that no matter if the individual is outside or

inside their skin is still exposed to UV radiation however, to a lower degree if they are inside.

What is not very well discovered is that the development of skin cancer can also come from a

lower degree or indirect exposure from the sun during certain activities. However, from studies

looking into the location of where individuals are performing certain activities, it has been found

that outdoor activities have a  significantly higher risk of causing skin cancer compared to indoor

activities (Thieden et al., 2005). In order to move forward from this, people who tend to work or

do leisure activities outdoors should; take frequent breaks indoors and apply sunscreen more

often, to block the UV exposure at different time periods when the UV index is at its highest.
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Methods

Study Design and Database

The design for the study was a cross-sectional observational study that was carried out

with the information from our Odesi dataset. Odesi is a large database that contains thousands of

datasets, this was used to find the primary research study which provided the information and

variables used. The dataset captured information regarding sun exposure and other descriptive

variables by using a large computer-assisted telephone interview completed by over 4000 people

living within Canada. Statistics Canada were the primary investigators that completed this

survey. The data in the survey was collected for approximately 5 weeks from September 1996 to

November 1996. The main focus of the survey was to expand knowledge and gather information

about Candians over the age of 15, and their responses to sun exposure. These responses

included their mental thoughts about sun exposure and how they portrayed these thoughts in their

daily behaviours. Our mission with this information is to explore if sun exposure correlates with

the development of skin cancer in males or females, and the frequency of sunscreen use.

Study Participants

The study consists of seven variable groups; sun exposure questions, protective

behaviour, attitudes-protection, background, demographics, derived variables, and sun exposure.

Individuals aged 15-65 years old who lived in Canada were included in this study. Residents who

lived in the Yukon and Northwest territories were excluded from this study. As well as

individuals that lived in institutions on a full time basis; such as retirement homes and

households that did not have an accessible phone in the home. There were approximately 3% of

households that did not contain phones and these were accounted for by using survey estimates.
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Study Outcomes

The primary outcome of the study examined the comparison between males and females

and the amount of sunscreen applied between each group, and the impact it had with the amount

of sun exposure during work or leisure activities. The responses collected were number based

and were plotted on two bar graphs. One bar graph compares sun exposure at work to the daily

duration of work, with separating the data based on the sex of the individual. While the other bar

graph compares sun exposure during leisure hours to the leisure activities and were also

separated based on sex. The secondary outcome of the study examined each valid participants’

genetic history and compared their genetic history to being diagnosed with skin cancer. The

genetic history of each participant consisted of looking at their country of birth, hair colour, and

inner arm colour. An additional outcome that was examined was the comparison of males and

females' concern levels with their skin being exposed to the sun. For all of the outcomes found,

the data collected is categorical. Therefore, the kinds of categories formed had data that is

considered as ‘missing data’, such as “valid skip”, “don’t know”, “refused”, or “not stated”.

These variables were not included in our study, but were still found in the database itself.

Additional Data Collection

There were numerous variables that were included in our representation of the dataset.

The majority of them were used to figure out how the participants in the study were dealing with

sun exposure. For example the frequency of avoiding sun while at work. This variable was

included to gather further knowledge on whether participants that worked outside had the

intention of avoiding the sun when possible. Similarly, to understand participants' behaviour

towards sun exposure we looked at whether or not participants attempted to avoid the sun at

leisure, and if they were concerned about sun exposure. Additionally, we included variables such
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as country of birth, natural hair colour and natural skin colour of inner arm. This was done to

assess differences between participants' physical demographics, in case there was a relationship

between these variables and skin cancer. Two more variables that were used were if participants'

relatives had ever been diagnosed with skin cancer or if the participants themselves had ever

been diagnosed. These variables are important in order to expand our knowledge when looking

at the heritability of skin cancer. Lastly, we looked at the frequency of sunscreen being applied

and the SPF that the participants normally used. These variables were used to assess whether the

participants had good habits with sunscreen use when being exposed to the sun, and if this

correlated with the risk of skin cancer.

Statistical Analysis

The central tendency that was measured with the following dataset was frequency. In the

SPSS data given regarding the research question there were only categorical variables.

Therefore, no table of normality was assigned leading to the measurement of frequency. Data

was summarized throughout our table 1 showing the comparison of frequencies of different

variables between males and females. Frequency measured the amount of times individuals

chose a certain answer for a particular variable. Spearman’s rho was run on 5 categorical

variables in the dataset. This was used to gather results on the correlation between the number of

participants who answered the questions in the survey, and those participants’ genetic history.

This analysis was also used to gather results on the correlation between the diagnosis of skin

cancer and participants genetic history. These analyses were run through SPSS and a significance

level of <.01 was considered statistically significant.
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Results

Prior to running the analyses, the data was reformed by deleting missing data. The data

that was deleted either did not pertain to our research question or was because participants

answered with ‘Not stated’, ‘Valid skip’ or ‘Do not know’. Specifically, we used our independent

and dependent variables and filtered out the data based on the answers that were provided. There

were 4023 participants included in the start of the study, after the missing data was deleted 146

participants remained; which included 20 variables in total, one being the participant ID number.

Table 1: Comparison of Demographics of Females and Males (n=146)

Females (n= 43) Males (n= 103)

Frequency of Age Group Age 15-19 (n=8)
Age 20-24 (n=6)
Age 25-34 (n=11)
Age 35-44 (n=7)
Age 45-54 (n=5)
Age 55-64 (n=3)

Age 65 or more (n=3)

Age 15-19 (n=6)
Age 20-24 (n=9)
Age 25-34 (n=28)
Age 35-44 (n=27)
Age 45-54 (n=22)
Age 55-64 (n=10)

Age 65 or more (n=1)

Frequency of avoiding sun
11am-4pm at work

Always (n=1)
Often (n=9)

Sometimes (n=13)
Rarely (n=11)
Never (n=9)

Always (n=4)
Often (n=20)

Sometimes (n=17)
Rarely (n=28)
Never (n=34)

Frequency of avoiding sun
11am-4pm at leisure

Always (n=1)
Often (n=8)

Sometimes (n=11)
Rarely (n=6)
Never (n=4)

Always (n=8)
Often (n=22)

Sometimes (n=31)
Rarely (n=20)
Never (n=15)

Country of Birth Canada (n=40)
United States (n=0)

United Kingdom (n=2)
Other European (n=0)

Asia-India (n=1)
South America-Caribbean (n=0)

Other (n=0)

Canada (n=95)
United States (n=1)

United Kingdom (n=4)
Other European (n=1)

Asia-India (n=1)
South America-Caribbean (n=0)

Other (n=1)

Frequency of sun exposure Work sun 30min > day (n=43) Work sun 30min > day (n=103)
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at work Work sun 30min< day (n=0)
Did not work outdoor (n=0)

Work sun 30min< day (n=0)
Did not work outdoor (n=0)

Frequency of sun exposure
during leisure hours

Least 30min day, sun (n=30)
Less 30min day, sun (n=13)

Least 30min day, sun (n=96)
Less 30min day, sun (n=7)

Frequency of not being
concerned about sun
exposure*

Agree (n=8)
Disagree (n=35)

Agree (n=29)
Disagree (n=73)

Frequency of natural skin
colour of inner arm

Light skin (n=24)
Medium (n=17)

Dark (n=2)

Light skin (n=37)
Medium (n=51)

Dark (n=15)

Frequency of hair colour Blonde (n=11)
Red (n=3)

Light brown (n=14)
Dark brown (n=12)

Black (n=3)

Blonde (n=11)
Red (n=4)

Light brown (n=43)
Dark brown (n=38)

Black (n=7)

Frequency of relatives ever
having skin cancer

Yes (n=21)
No (n=22)

Yes (n=64)
No (n=39)

Frequency of ever being
diagnosed with skin cancer

Yes (n=3)
No (n=40)

Yes (n=6)
No (n=97)

Frequency of sunscreen use
on body

Always (n=9)
Often (n=13)

Sometimes (n=5)
Rarely (n=7)
Never (n=9)

Always (n=11)
Often (n=10)

Sometimes (n=15)
Rarely (n=10)
Never (n=57)

Frequency of SPF usually
used on body*

Less than 15 (n=4)
15-25 (n=15)

More than 25 (n=9)

Less than 15 (n=7)
15-25 (n=22)

More than 25 (n=18)

Table 1 summarizes the comparison of demographics of both females and males. The
comparison identified that females and males tend to have similar demographics but are different
in terms of genetics, frequency of using sunscreen and avoidance of sun exposure. Males on
average tend to have medium skin pigmentation compared to females who have light skin
pigmentation. In addition, females generally always use sunscreen whereas males on average
never use sunscreen. Another difference is during the highest peak of the sun (11am-4pm)
females typically work indoors whereas males generally work outdoors.
*means that variable has missing data (valid skip, not stated or do not know)
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Figure 1. Clustered Bar Graph of Daily Duration of Sun Exposure at Work and Frequency
of Sunscreen Usage on the Body Compared between Females and Males.
Participants were given five categories to choose from for the frequency of sunscreen used on the
body based on the duration spent in the sun during work activities. A clustered bar graph was
used to compare males and females while examining the comparison between the frequency of
sunscreen usage on the body and the duration spent in the sun during work activities. The units
on the y-axis represent the number of participants within each category.

The first part of the primary outcome to determine the frequency of sunscreen used on the

body between males and females who were exposed to sun at work. A clustered bar graph was

conducted to visualize the comparison between the frequency of sunscreen used on the body to

the duration of time in the sun at work (Figure 1).

A significantly high proportion of males do not apply sunscreen when reporting to be

spending the most amount of time in the sun working. In contrast, females tend to use sunscreen

more frequently (“often”) when spending most of their time in the sun, working as well. There is

an inverse proportional relationship between males applying sunscreen during the shorter hours

outside working compared to females, who have a proportional relationship of applying

sunscreen during the longer hour of working outside.
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Figure 2. Clustered Bar Graph of Leisure Activities that Caused Sunburns and Frequency
of Sunscreen Usage on the Body Compared between Females and Males.
Participants were given five categories to choose from for the frequency of sunscreen used on the
body based on the leisure activities they performed in that caused sunburns. A clustered bar
graph was conducted to compare males and females while examining the comparison between
the frequency of sunscreen usage on the body and the duration spent in the sun during work
activities. The units on the y-axis represent the number of participants within each category.

The first part of the primary outcome to determine the frequency of using sunscreen

between males and females who were exposed to the sun during leisure activities that caused

sunburns. A clustered bar graph was conducted to visualize the comparison between the

frequency of sunscreen used on the body to the leisure activities that caused sunburns.

A major trend shown is that an extremely large amount of males never used sunscreen

when it comes to leisure activities that caused sunburns. Majority of the male participants either

sometimes, rarely or never used sunscreen compared to females who mainly always or often use

sunscreen when partaking in leisure activities that caused sunsburns.
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Table 2. Correlation of Participants asked Ever Diagnosed with Skin Cancer and their
Genetic History

Participants who answered yes and no to the ever diagnosed with skin cancer survey  question
were included. A Spearman Rho correlation was conducted between the number of participants
who answered the question and those participants' genetic history; country of birth, natural hair
colour, and natural skin colour of inner arm. ** means that the correlation is statistically
significant at the 0.01 level (2-tailed)

To analyze the secondary outcome, a Spearman Rho correlation test was conducted

between the survey question on diagnosis of skin cancer and the genetic history of the

participants (Table 2). A weak negative correlation was found between the survey question and

the birth country of those participants (rs = -0.153, p = 0.066). A positive correlation was found

between the survey question and the natural hair colour of the participants (rs = 0.222, p =

0.007); the correlation is statistically significant.

Table 3. Comparison of the Prevalence of Males and Females Not concerned about Sun
Exposure

Note. Only 43 females and 102 males were included. One male participant was excluded since he
answered with ‘do not know’. Values are reported as frequency (valid percent %).

The prevalence of females and males in regards to their concern about sun exposure to
their skin was analyzed to answer the additional outcome. It was found that 81.4% of females
and 71.6% of males were concerned about sun exposure.
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Discussion

Our main findings suggest that for males and females aged 15-65 or older, participating

in either work and leisure activities during the months of June to August do not show a strong

correlation with a risk of causing skin cancer. In the population of males, for both work and

leisure activities majority of them never use sunscreen. Finally, our study found that more than

70% of both males and females are concerned about sun exposure.

Our findings are supported by existing literature, ‘Ultraviolet Exposure Patterns of Irish

and Danish Gardeners during Work and Leisure’ by Thieden et al. (2005). The literature

suggested that being directly exposed to UV radiation has a higher risk for developing skin

cancer compared to being indirectly exposed. The researchers furthered their findings by

explaining that even the individuals who are indirectly exposed to UV radiation still have a

chance of developing skin cancer. These individuals still have a slight risk however, it is not as

prominent as being consistently exposed to the sun’s UV rays directly (Thieden et al., 2005).

Another study conducted by Wickenheiser et al. (2013) showed that males have a lack of

concern in applying sunscreen (SPF) when spending long durations in the sun. Their findings

align with our study; showing how frequently sunscreen is applied in relation to the duration

spent in the sun. A limitation within this study explains that more research needs to be done to

show the effectiveness between different sunscreen products, such as sunscreen sprays with UV

radiation (Wickenheiser et al., 2013). Both studies provide additional information about our

knowledge gap and results of our study, within the field of research done on sun exposure. The

public, specifically males, are not fully aware of the detrimental effects UV radiation has on their

health, especially when individuals are not taking precautions when exposed to the sun.
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Our findings report that individuals' natural hair colour has a statistically significant

correlation with the survey question, ‘ever diagnosed with skin cancer’ compared to country of

birth which had a negative correlation. This association may be a result of the genetic aspect of

the individual and the factor that different hair colours are more sensitive towards the UV rays of

the sun. The occurrence of the variable natural skin colour of the inner arm having a moderate

correlation was not expected, since fair skin tones compared to darker ones burn easier. Looking

further into the correlation of the participants inner arm colour, that area typically receives less

sun exposure than other parts of the body. Therefore, it showed minimal correlation towards the

risk of skin cancer. The association between country of birth and the survey question may be a

result of different geographical locations when the survey was conducted. Most participants

within the study could have moved from their country of birth, therefore that factor would have

no correlation with the risk of skin cancer occurring. However, our study fails to differentiate

whether or not the participants who had been diagnosed with skin cancer or not, have a stronger

correlation to the genetic history variables.

Our study reports when looking at the gender separately, females have a higher concern

towards sun exposure compared to males within the age range of 15-65 or older. This association

may be a result of the unbalanced number of participants within each gender; 103 males and 43

females. When looking at males and females within the entire population, males would have a

higher percentage of participants who are concerned about sun exposure compared to females;

73/146 (50%) and 35/146 (24%), respectively. By having a smaller population of females

compared to males, it caused bias among the prevalence of participants not concerned and

concerned about sun exposure. The difference in prevalence between genders in terms of their

concern towards sun exposure due to the occurrence of bias, was viewed as an additional
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outcome to provide further understanding of the participant population instead of a main

outcome.

The variables used in the current study were categorical variables therefore, there were

little to no continuous variables available. Also the nominal categorical variables were unable to

be transformed into scale variables, which limited our abilities to run certain analyzes and

graphical representations. When analyzing the participant population there was a split of 70%

males and 30% females, which altered the results. The results were biased in a sense that there

were higher percentages and frequencies for females because they had a smaller total population

compared to males. The participant population of our study after manipulating our data set only

contained 146 subjects. Going further, a larger population size is needed to determine if the

findings are accurate and not biased. Our study contained limitations that were due to the type of

variables and the size of the population the database contained, which have the ability to be fixed

within future studies.

In the future, studies that collect continuous ordinal data would be useful for the purpose

of running a Spearman’s Rho analysis. This could be used to determine the correlation between

genetic history and individuals who have been or have not been diagnosed with skin cancer.

Additionally, running a study with a larger population would be beneficial for the use of analyses

like the Chi-Squared test, to ensure each category contains enough participants. A larger

population would also help with looking at individual age groups like children or elderly for

example; to draw correlation between age groups and their sun exposure habits. As of now, the

results obtained from our study can be used to further educate people that are outside often for

work or leisure, on the risks that can cause skin cancer and the importance of sunscreen use.
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1. Introduction 

Cardiovascular diseases (CVD) are a group of diseases that affect both the heart and 

blood vessels. CVDs include but are not limited to strokes, arrhythmias, heart attacks and 

myocardial infarctions. The prevalence of CVD amongst a population can be greatly attributed to 

specific sociodemographic factors such as age, sex, marital status, lifestyle choices such as 

tobacco use and income (Wang et al., 2020).  

According to a study completed by Wang et al. (2020), marriage has been found to 

reduce unhealthy behaviors such as substance abuse and increased stress. They studied the 

relationship between marital status and CVD prevalence amongst both men and women. The 

results stated that marital status is associated with an increase in CVD mortality (Wang et al., 

2020). Particularly, evidence suggested that men have a greater CVD prevalence and mortality 

when compared to women (Wang et al., 2020). This can be linked with the finding that marital 

status, in specific, being married, had a greater positive correlation with men’s overall health 

when compared to women (Wang et al., 2020). Unmarried, divorced, or widowed men had a 

greater susceptibility to CVD (Wang et al., 2020). The increase in CVD amongst men can be 

explained by its underlying association with marital status and changes in societal attitude 

towards marriage which were considered by Wang et al., (2020). 

The impact of smoking on the human body has been associated with several mechanisms 

that potentially increase the risk of CVD, including vascular dysfunction, progression of 

atherosclerosis, and the development of thrombi (Erhardt, 2009). The level of exposure and 

duration of smoking is also a crucial factor to consider when determining the effect smoking has 

on the prevalence of CVD. Smoking has been associated with increasing the risk of myocardial 

infarction by 5.6% for every additional cigarette smoked per day (Erhardt, 2009). Exposure to 
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environmental tobacco in non-smokers is also a risk factor of CVD. Smoking has been identified 

as one of six major modifiable risk factors of CVD that have resulted in twice as many deaths 

when compared to lung cancer and respiratory diseases (Erhardt, 2009). While it has been 

observed that CVD became more prevalent with age, the risk of a heart attack in smokers 

younger than 50 years old is at least five times greater than smokers above 60 years old (Erhardt, 

2009).. 

Additionally, a study conducted by Dhindsa et al. (2020), found that stronger financial 

support can play a crucial role in the CVD prevalence and mortality rates amongst men. Dhindsa 

et al. (2020), argued that men had a greater risk of CVD when widowed as they are less likely to 

benefit from government resources when compared to widowed women. Additionally, 

researchers at the University of Saskatchewan determined why income amongst unmarried men 

caused worse outcomes upon CVD prognosis (Lemstra et al., 2015). They determined the rates 

of heart disease amongst Canadians to be 17.9% of lower and lower-middle-income residents, 

5.2% of upper-middle-income and 2.9% of high-income residents (Lemstra et al., 2015). 

Evidence suggests that these rates are caused by financial stress that is prevalent amongst those 

living in lower-income households (Lemstra et al., 2015). 

Through our research, we found that current publications on the prevalence of CVD 

report that men have a greater susceptibility to CVD when compared to women. However, there 

is little known about the impact of these risk factors amongst different age groups of men. In 

particular, the studies we analyzed recruited a general population that included men and women 

of all age groups. In our study, we aimed to investigate the association of CVD risk factors and 

the prevalence of CVD amongst specific age groups of men. We targeted married and unmarried 

men who are 35 to 64 years of age, inclusive, in order to determine how risk factors can play a 
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crucial role in the onset of CVD amongst the age groups of interest. Particularly, within our 

literature review, we found that current publications did not analyze the correlation between 

marital status amongst target age groups of men and smoking paraphernalia. While there are 

studies that explore the mechanisms behind this, little is known about the varying effects that 

different smoking paraphernalia can have on CVD. Our study aims to analyze the varying effects 

of cigarettes, cigars, and pipes on the risk of developing CVD. Furthermore, the prevalence of 

CVD has been associated with several demographic factors including income. The information 

obtained from our research will be beneficial to healthcare professionals when developing 

treatment plans or diagnosing a CVD based on the patient’s age. Our study primarily focuses on 

if the type of smoking paraphernalia used (cigarettes, cigars, pipes) affects the prevalence of 

CVD in married Canadian men aged 35-64 years old, inclusive, compared to unmarried 

Canadian men aged 35-64 years old. Additionally, this research will also evaluate whether 

income (low, medium, and high levels of income) among married Canadian men aged 35-64 

years old compared to unmarried Canadian men aged 35-64 years old affect the prevalence of 

CVD. 

2. Method 

This cross-sectional cohort study was conducted to analyze the relationship between 

Canadian men and the prevalence of CVD as a part of the LIFESCI 3LL3 assignment. To begin 

the study, we accessed the data portal via the Odesi database to collect the appropriate data 

required for our analysis. Then, we selected Health > CANADA > Canadian Heart Health 

Database and downloaded the data using SPSS format. We then used the IBM SPSS Statistics 

program (version 28.0.0.0) to sort appropriate data by filtering out unrelated data for this study 

such as diet or physical activity. 
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After analyzing the raw data from Odesi, we included only Canadian males between the 

age of 35 to 64 years old (n = 2783) who provided their marital status, information regarding 

smoking and income. The sample participants were then divided into two groups based on their 

marital status including the married group (2412 men) and the unmarried group (371 men). In 

addition, we restricted our database to males who provided information regarding their previous 

medical history, including whether they have had a stroke, heart attack or other heart diseases. 

We chose to exclude women from our study as they have lower smoking rates and benefit less 

from being married (Wang et al., 2020). 

Within the Canadian Heart Health Database, data from ten Provincial Heart Health Surveys 

conducted from 1986 to 1992 were primarily assessed to analyze the prevalence of CVD risk 

factors amongst Canadians. Surveys are an effective method that allow for the collection of 

descriptive variables of a large population. Through this method, we were able to analyze 

specific data regarding variables to address the research question. The data from the Canadian 

Heart Health Database consisted of 16 individual sections which aimed to determine if 

demographics or specific lifestyle factors play a role in the diagnosis of CVD. Within our study, 

we chose to analyze whether different types of smoking paraphernalia (cigar, pipes, cigarettes) 

and income influence the prevalence of CVD amongst Canadian men from the age of 35 to 64. 

Our primary research assessed correlation between smoking status amongst married and 

unmarried men, and the prevalence of CVD, by obtaining information regarding the smoking 

paraphernalia (cigars, pipes, cigarettes) that the participants used. Research conducted by Diez-

Roux et al. (2000) mentioned a positive correlation between low income (annual household 

income is less than $25,000) and smoking, which is positively associated with an increased risk 

factor of CVD. In this large pool of data, we chose to look at gender (male only), age (35-64 
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years), level of income (low, middle, high), marital status (married or unmarried), pipe use (yes 

or no), cigar use (yes or no), cigarette use (yes or no), and the incidence of CVD (yes or no). Our 

primary outcome was the type of smoking paraphernalia and their prevalence on CVD and our 

secondary outcome was level of income. In addition, to determine the correlation between 

income and marital status, the participants were asked to indicate their current marital status 

(never married, married, widowed, separated, not stated) and income adequacy level which was 

categorized into low income, middle income and high income. Average household income was 

retrieved from the participants as they selected the range of their total gross household income 

(under $12000, $12000 - $24999, $25000 - $49999, $50000 and over, prefer not to answer). 

Smoking and income are important risk factors when considering one’s susceptibility to CVD.  

To study the relationship between the marital status of Canadian men types of smoking, 

level of income and the prevalence of CVD, we ran a Chi-squared test on the IBM Statistical 

Package for the Social Sciences (SPSS) statistics program. A Chi-squared test was used to 

analyze the relationship between the marital status of Canadian men aged 36-64 years old and 

the type of smoking paraphernalia used (cigarette, cigars, pipes). A chi-square test is used to 

determine the presence of an association among variables in the rows and columns of a 

contingency table (Singhal & Rana, 2015). The study used the chi-square test to evaluate 

whether there was a difference between the study groups in relation to the prevalence of CVD 

among the risk factors of interest (Singhal & Rana, 2015). The p-value for significance used for 

the Chi-square tests conducted in our study was 0.05, values below 0.05 were considered to be 

significant. Table 1 indicates the values that were depicted for each of the categorical variables, 

as well as the number of participants that provided valid data during the survey for the given 

variables.  
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3. Results 

3.1 Marital Status and Prevalence of CVD  

 The Canadian Heart Health Database presented on Odesi Data Portal consisted of an 

original sample size of male and female respondents from the ages of 18 to 74, n = 23,129 (male, 

n= 11,376 and female, n=11,753). The participants of our study were males from the ages of 35 

to 64 who provided information regarding age, income, marital status, type of smoking 

paraphernalia and cardiovascular health history (n= 2783) as shown in Table 1. 

Descriptive variable Value Participant Count 
SEX 1. Male 2783 
AGE Number Minimum: 35 

Median: 48 
Maximum: 64 
Range: 30 
IQR: 17 

INCOME 1. under $12,000 205 
2. $12,000 - $24,999 583 
3. $25,000 – 49,999 1108 
4. above $50,000 887 

INCADEQ 1. Low 547 
2. Middle 1274 
3. High 962 

MARRIAGE 0. Not currently married and/or no 
current common-law partner (e.g., 
never married, divorced, separated, 
widowed/widower) 

371 

1. Currently married and/or current 
common-law partner 

2412 

PIPE 0. No 2665 
1. Yes 118 

CIGAR 0. No 2635 
1. Yes 148 

CIGET 0. No 1687 
1. Yes 1096 

EVERCVD 0. No 2410 
1. Yes 373 

Table 1. Descriptive Characteristics (Sex, Age, Income, Employment Status, Marital 

Status, Height & Weight) of Canadian Male Participants Between the age of 35-64 Years (n 
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= 2783). The data was obtained from the Canadian Heart Health Database on the Odesi Data 

Portal and analyzed on IBM SPSS Software. 

3.2 Marital status and smoking 

 

Figure 1. Analysis of the distribution of CVDs amongst Canadian men who smoke pipe, cigars, 

and/or cigarettes. The data for the graphs were retrieved from the Canadian Heart Health Database and 

analyzed on IBM SPSS (n=2873). 

Figure 1 showed the percentage differences between the prevalence of CVD and different 

types of smoking. Those percentages were calculated the same way it was done for Figure 2. For 

Canadian men who smoke pipe, the married group showed 0.50%, whereas the unmarried group 

showed 0.54% with a standard deviation of 0.02%. For Canadian men who smoke cigars, the 

married group showed 0.54%, whereas the unmarried group shows 0.58% with a standard 

deviation of 0.02%. For Canadian men who smoke cigarettes, the married group showed 4.52%, 

whereas the unmarried group showed 6.47% with a standard deviation of 0.97%.  
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Table 2. Chi-Square Analysis for the Relationship between Pipe Use and CVD Prevalence 

Amongst Married and Unmarried Canadian Men.  This table reports the Pearson Chi-Square value of 

the 2- sided Asymptotic Significance (p-value) of the relationship between CVD prevalence and the use 

of pipes for smoking amongst married and unmarried men. The data was obtained from the Canadian 

Heart Health Database and analyzed on IBM SPSS (n=2873). 

  A 2×2 chi-square test was performed to examine the relationship between the 

marital status of Canadian men, the incidence of CVD, and the use of pipe in Table 2. The 

relationship between these variables for the married group was insignificant, X2 (N = 2412) = 

0.124, p = 0.725. Similarly, the relationship between these variables for the unmarried group was 

insignificant, X2 (N = 371) = 0.190, p = 0.663. 
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Table 3: Chi-Square Analysis for the Relationship between Cigar Use and CVD Prevalence 

Amongst Married and Unmarried Canadian Men.  This table reports the Pearson Chi-Square value of 

the 2- sided Asymptotic Significance (p-value) of the relationship between CVD prevalence and the use 

of cigars for smoking amongst married and unmarried men. The data was obtained from the Canadian 

Heart Health Database and analyzed on IBM SPSS (n=2873). 

A 2×2 chi-square test was performed to examine the relationship between the marital 

status of Canadian men, the incidence of CVD, and the use of cigars in Table 3. The relationship 

between these variables for the married group was insignificant, X2 (N = 2412) = 0.380, p = 

0.538. Similarly, the relationship between these variables for the unmarried group was 

insignificant, X2 (N = 371) = 0.855, p = 0.355.  

 

Table 4: Chi-Square Analysis for the Relationship between Cigarette Use and CVD 

Prevalence Amongst Married and Unmarried Canadian Men.  This table reports the Pearson Chi-

Square value of the 2- sided Asymptotic Significance (p-value) of the relationship between CVD 

prevalence and the use of cigarettes for smoking amongst married and unmarried men. The data was 

obtained from the Canadian Heart Health Database and analyzed on IBM SPSS (n=2873). 
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A 2×2 chi-square test was performed to examine the relationship between the marital 

status of Canadian men, the incidence of CVD, and the use of cigarettes in Table 4. The 

relationship between these variables for the married group was insignificant, X2 (N = 2412) = 

2.253, p = 0.133. Similarly, the relationship between these variables for the unmarried group was 

insignificant, X2 (N = 371) = 0.248, p = 0.618. 

 

3.3 Marital status and income 

      

Figure 2. Analyzes the distribution of CVDs among Canadian men from low, medium high-

income households.  The bar graph created on MS Excel displays the distribution of CVDs among 

married and unmarried Canadian males from different levels of income. 

Figure 2 showed the percentage differences between the prevalence of CVD and the level 

of income. Those percentages were calculated by dividing the number of positive cases by the 

total number of the population in that specific group and multiplying the result by one hundred 

percent (e.g. (86÷2412) × 100% = 3.57% for the married group with low income). For Canadian 

men with low income, the married group showed 3.57%, whereas the unmarried group showed 

4.85% with a standard deviation of 0.64%. For Canadian men with medium income, the married 

group showed 6.38%, whereas the unmarried group showed 3.50% with a standard deviation of 
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1.44%. For Canadian men with high income, the married group showed 3.48%, whereas the 

unmarried group showed 4.85% with a standard deviation of 0.68%. 

A 3×2 chi-square test was performed to examine the relationship between the marital 

status of Canadian men, the incidence of CVD, and the level of income. The relationship 

between these variables for the married group was significant, X2 (N = 2412) = 19.297, p = 

<0.001. On the other hand, the relationship between these variables for the unmarried group was 

insignificant, X2 (N = 371) = 5.358, p = 0.069. 

Discussion 

Our findings suggest that there is not adequate evidence to suggest a correlation between 

smoking paraphernalia, marital status, and the prevalence of CVD among our sample 

participants. Additionally, there is no correlation between the level of income, and the prevalence 

of CVDs for unmarried Canadian men aged 35 to 64 years. However, a significance was found 

between the level of income, and the prevalence of CVDs for married Canadian men aged 35 to 

64 years.  

A large prospective study conducted by Banks et al., (2019) concluded that there is a 

correlation between smoking and the risk of developing CVDs. Through this study, the 

researchers were able to identify that the risk of specific CVDs were doubled in participants with 

a history of smoking.  The findings of our study differed from the findings of the study by Banks 

et al (2019) as it did not analyze the effect of varying types of smoking paraphernalia. The study 

by Banks et al., grouped the different types of smoking into one category because of the 

inadequate sample portion of participants that used pipes and cigars. Furthermore, the study by 

Banks et al (2019) population characteristics differed from our study as they analyzed males and 
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females above the age of 45. The study specifically focused on 36 CVD subtypes whereas our 

study analyzed occurrences of any CVDs among our participants. Both studies were limited by 

the potential information bias of data collection as the methods were survey-based.  Smoking has 

been identified as a known lifestyle risk factor for CVDs, however existing studies do not 

analyze the varying impacts of types of smoking paraphernalia on males aged 35 to 64. Through 

our data analysis we were able to provide evidence that there is not a significant association 

between smoking paraphernalia, marital status and the prevalence of CVDs. 

According to a study conducted by Dhindsa et al. (2019), an association was identified 

between marital status and the risk of CVD. They indicated that men benefited greatly from 

being married as it decreased their susceptibility to CVD and improved their outcomes upon 

diagnosis (Dhindsa et al., 2019). The findings of our study differed from the study conducted by 

Dhindsa et al. (2019) as the researchers did not assess the effect of household income on the 

prevalence of CVD amongst married and unmarried men that are 35 to 64. The study reported 

the relationship between marital status and CVD prevalence that was found for both male and 

female participants while our study focused our research on men, who have a greater risk for 

CVD.  In addition, Dhindsa et al. (2019), used different categories for marital status including 

married, divorced, widowed, separated, and never married, whereas our study combined the 

widowed, divorced, separated and never married into one category, unmarried. This created 

heterogeneity between our respective analyses, however, both studies analyzed the role of 

demographic factors and the risk of CVD but were limited as they were cross-sectional studies. 

 Another study by researchers at the University of Saskatchewan, analyzed demographic 

variables such as income, in relation to their effect on heart disease amongst Canadians. They 

determined that heart disease is increasingly prevalent amongst lower-income residents, whereas 
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the evidence from our study was not adequate to suggest this relationship (Lemstra et al., 2015). 

The researchers from the University of Saskatchewan study obtained their information from 

participants through the same survey that was used in this study, the Canadian Community 

Health Survey (CCHS). Questions were asked in a similar manner, however there were 

additional variables that were included within this survey.  

The first limitation of our research was a large gap between our group samples. After 

applying the inclusion and exclusion criteria, our sample population was reduced from 23,129 

people to 2,783 people. The reduced sample population was then divided into two groups, which 

were the married Canadian men (n = 2412) and the unmarried Canadian men (n = 371). The 

population size of the married Canadian men group was over 6-fold greater than the comparison 

group, which made the statistical analysis more challenging to conduct with limited options. The 

second limitation of our research was a small age range and gender restriction in our sample 

participants (Canadian males aged 35 to 64 years). As a result, it made our research findings less 

generalizable to all Canadian populations and provide no indication of whether the level of 

income and different types of smoke influence Canadian men aged below 35 or above 64 as well 

as Canadian women. The study is limited by the use of surveys for data collection as it is self-

reported (Ponto et al, 2015). Surveys can produce inaccurate results that do not represent the 

characteristics of the population studied as the responses are objective (Ponto et al, 2015). The 

results of the study are limited as it may not apply to the present general population as the data 

was collected in 1986-1992. 

Researching the risk factors associated with CVD is significant as it allows us to consider 

the implications of income and preferred smoking paraphernalia that must be accounted for when 

providing primary care for patients who are susceptible to CVD. Further research is needed in 
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this area as the results from our study suggested that there is not enough evidence to confirm a 

relationship between these variables. However, this result is due to limitations from the sample 

size of men in our study. In order to obtain further data and assess the relationship between 

income and preferred smoking paraphernalia amongst unmarried and married men, future studies 

should be observational and include a larger population of both unmarried and married men. The 

results from future studies can be analyzed through the use of the Chi-square test to determine if 

there is a statistically significant difference amongst the observed and expected values of these 

categorical groups. 

Our research findings may be useful for family doctors, CVD specialists, and other 

healthcare providers to pay closer attention to married Canadian men between the age of 35 to 64 

years who earn medium income for any early signs of CVD. However, our research findings did 

not provide enough evidence to conclude an association between marital status, the level of 

income, different types of smoking paraphernalia, and the prevalence of CVD. Therefore, 

additional research on this topic is needed to see the true correlation between those variables and 

other factors that contribute to an increase in the prevalence of CVD. Future researchers may use 

this study as a guideline or a starting point to further study different factors that contribute to 

CVD. It is essential for practitioners to detect and diagnose the early-onset cardiovascular 

vascular disease as it can lower the chance of developing further health complications and 

improve the quality of life for all patients. 
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Introduction

Alcohol misuse includes a wide range of unhealthy alcohol use beginning from at-risk

drinking to alcohol use disorders (Hawkins et al., 2010). There are numerous variables that can

be taken into account when defining alcohol misuse, such as, quantity of drinking, frequency

(Bradizza et al., 2015). There are many forms of alcohol misuse such as heavy drinking and

binge drinking, both of which can cause extreme harm to health and result in an alcohol

dependency (Bradizza et al., 2015). Binge drinking is classified when women consume 4 or more

drinks in about 2 hours and men consume 5 or more drinks in about 2 hours (Hoke & Cotti,

2015). Despite the well-known effects of alcohol misuse, alcohol consumption is a serious issue.

Unfortunately, many individuals who struggle with alcohol consumption may experience other

forms of substance misuse, such as opioids. Opioids are pain-relieving drugs that work by

interacting with opioid receptors in your cells (Weiss & Rao, 2017). The National Institute on

Drug Abuse categorizes opioids into three classes: heroin, synthetic opioids, and pain relievers

(Weiss & Rao, 2017.). Any form of opioid when consumed in excess can create an addiction,

which can then take individuals down a very dangerous path, one that can ultimately result in

death. Unlike alcohol use disorder (AUD), which has been steadily increasing over the past

years, the causes of opioid use disorder (OUD) has increased drastically over the past couple of

years (Hood et al., 2020). The opioid crisis is currently a major problem and seeking to better

understand this drug and the factors that contribute to its use is extremely important. However, as

the incidences of OUD begin to increase, the co-use of alcohol and opioid is becoming fairly

popular (Hood et al., 2020). The effects of AUD and OUD together can be considered very

dangerous, as researchers in the past have struggled to treat both substance abuse disorders

together (Hood et al., 2020).
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In recent years, a fair bit of literature has suggested that a potential link may exist

between consumption of opioids and alcohol intake. Researchers believe that the endogenous

opioid system plays an important role in controlling alcohol-seeking behavior (Gianoulakis,

2001). Consumption of alcohol may trigger the release of specific opioid peptides which are

believed to interact with reward and positive reinforcement centers of the brain that in turn lead

to more alcohol consumption (Gianoulakis, 2001). Previous studies have attempted to solidify

this mechanism responsible for the potential relationship between opioids and alcohol by

establishing binge-drinking behavior in female and male models (Haun et al., 2020). Researchers

were then able to block a kappa opioid receptor (KOR) in the extended amygdala using a KOR

antagonist. This direct injection of the KOR antagonist resulted in a significant decrease in

binge-like alcohol consumption (Haun et al., 2020). A study by Witkiewitz et al., conducted

secondary analyses where they looked at if opioid misuse was related to outcomes of alcohol

treatment for those with AUD (Witkiewitz et al., 2018). Their analysis revealed that baseline

opioid misuse predicted higher probability of being a heavier and more frequent drinker by the

end of the treatment and at one-year follow up (Witkiewitz et al., 2018). In addition, participants

with opioid use had significantly higher alcohol dependence levels than other participants

(Witkiewitz et al., 2018). When examining the relationship between opioid use and alcohol use,

not many studies factor in the potential sex differences (Haun et al., 2020). However, a

self-report study did look into the link between opioid use and alcohol use in prenatal females

(Bakhireva et al., 2018). Researchers compared prenatal females with an OUD and those without

an OUD, and found that they reveal similar results as previous studies (Bakhireva et al., 2018).

There appeared to be a higher rate of alcohol use in the women with OUD than those without it

(Bakhireva et al., 2018).
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Unfortunately not much research exists regarding the mechanism between alcohol use

and opioid use. Although there have been quite a few studies attempting to identify an

association between alcohol use and opioid use by looking into self-reported data, researchers are

unable to develop a concrete link between the two substances. This could be due to the potential

influence of lifestyle factors such as personal income, education, presence of a support system.

This study will explore the primary question which is if individuals (female and male) above the

age of 15 who use pain relievers are more likely to binge drink alcohol (for females 4 or more

and males 5 or more in a single occasion) when compared to individuals (female and male)

above the age of 15 who do not use pain relievers. The secondary question that we will explore is

if people over the age of 15 (male and female) with lower income level or lower education level

will have a higher risk of binge drinking alcohol (for females 4 drinks and more on a single

occasion and males 5 drinks or more on a single occasion) as compared to people of the same

age who has a higher income level or higher education level. This will help further support

whether or not the link between opioid use and binge drinking alcohol exists.

249



5
Methods

Part A

This is a cross-sectional study that used the Canadian Alcohol and Drug Use Monitoring

Survey 2012 to address three exposure variables - opioid uses, education level, and income level,

that may affect binge drinking alcohol. Other studies used this database to investigate risk factors

associated with marijuana use and prevalence of tobacco co-morbidities (Bonner et al., 2017;

Krist et al., 2013). This database was designed to provide detailed national and provincial

estimates of alcohol- and drug-related behaviors and outcomes. Data was collected through

telephone interviews.

Part B

The inclusion criteria included: (a) no restriction on sex, (b) individuals above the age of

15, (c) individuals residing in Canada, (d) individuals who reported binge drinking alcohol

behaviour and those that reported non-drinking behaviour, and (e) individuals who live in a

household with an operating telephone. The exclusion criteria excluded missing data which

included individuals who did not provide an answer for the questions regarding pain reliever

consumption in the past year, monthly alcohol use in the past year, highest education level

completed and personal income before taxes in the past year, as this was irrelevant for our study.

Part C

For the primary outcome, binge drinking alcohol levels, participants were asked if in the

past 12 months they had 4 or more drinks (for female) or 5 or more drinks (for male) in a single

sitting once a month or more often. Participants had two categories to choose from –

never/non-drinker and binge drinking alcohol (4 or more drinks (for female) or 5 or more drinks
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(for male)). With education level, participants were asked what their highest level of completed

education was. There were a total of 14 categories, which was collapsed into 2 categories:

completed highschool or less or post-secondary or higher. The completed highschool or less

category consisted of 5 of the 14 original categories. The post-secondary or higher category

consisted of the remaining 9 original categories. Participants were asked to choose a category

that best fit their personal income before tax in the past year. Initially there were 11 categories to

choose from with the first category being less than $20,000 and the last category with a

significant value for our analysis being more than $100,000. In between, there were 8 categories

with a $9,999 interval. These categories were then collapsed into 2 new categories appropriate

for our study which were classified as low income ($49,999 or less) and high income ($50,000 or

more). The average annual income for Canadians was reported to be $49,738 so we decided to

use $50,000 as the benchmark to categorize participants as high income or low income (Kuenzig

et al., 2019). For our analysis, individuals who earn more than the average Canadian are

considered to have a high income and individuals who earn less than the average Canadian are

considered to have a low income.

Opioid use is believed to play a role in alcohol addiction behavior (Gianoulakis, 2001).

Pain relievers were used as the primary outcome to represent opioid misuse since the misuse of

opioid analgesics appears to be of growing health concern (Ives et al., 2006). Binge drinking

alcohol level is a type of alcohol misuse hence making it an appropriate illustrative of alcohol

misuse (Bradizza et al., 2015). Previous literature has shown that personal income and education

level do affect alcohol consumption behavior (Assari & Lankarani, 2016; Cerdá et al., 2011). We

included individuals above the age of 15 years because even though substance misuse is fairly

discussed for the adult population, there is not much emphasis on adolescents, despite the
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increasing substance misuse across the adolescent population (Kilpatrick et al., 2000). The data

collected was self-reported which may result in individuals reporting a more socially acceptable

answer (Brenner & DeLamate 2016). However, this effect may have been minimized with the

choice to use telephone interviews to collect the self-reported data. When collecting data

regarding sensitive information, such as substance use, telephone interviews allow for a more

open environment and anonymity (Carr, 1999). We ran statistical tests using SPSS to analyze the

collected data which ensures a high reproducibility for analysis by other researchers.

Part D

In addition to our study outcomes - monthly alcohol use, personal income and education

level, we used additional variables such as age and sex to help understand the characteristics of

our population and will be used to describe the population. These variables, along with our study

outcomes, were separated into two groups in table 1 based on pain reliever use: participants who

use pain relievers and participants who do not use pain relievers. Missing data was eliminated.

Part E

The data was analyzed using the statistical software, SPSS. The database was selected

from odesi. The variables were mainly categorical, so frequency and percent were measured for

these variables. We used a chi-square statistical test to identify whether a difference exists

between pain reliever use and binge drinking alcohol, and our secondary outcomes, education

level and personal income, and binge drinking alcohol. If there is a difference, the asymptotic

significance (p-value) tells us if this difference is significant (p-value < 0.05) or not significant

(p-value > 0.05).
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Results

The database consisted of 11,090 participants which we narrowed down to 8,451

participants in our study. First, we excluded cases that did not report their heavy monthly alcohol

use (n = 105). After we excluded cases who did not report their past years personal income

before taxes, we had 8,579 participants remaining. We also excluded cases who did not report

their highest level of education completed which gave us 8,550 participants. We arrived at our

final participant population of 8,451 after we excluded cases who did not report their past years

pain reliever use (n = 99).

Table 1. Sociodemographic Characteristics for Pain Reliever Users and Non-Pain
Reliever Users

Variables People who do not use pain
reliever (N = 6930)

People who do use pain
reliever (N = 1521)

Age (years)

15-17 154 (2.2) 31 (2.0)

18-24 311 (4.5) 88 (5.8)

25-34 781 (11.3) 209 (13.7)

35-44 1207 (17.4) 225 (14.8)

45-54 1324 (19.1) 345 (22.7)

55-64 1507 (21.7) 329 (21.6)

65+ 1646 (23.8) 294 (19.3)

Sex

Male 2941 (42.4) 595 (39.1)

Female 3989 (57.6) 926 (60.9)

Education level
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Completed high school or less 2534 (36.7) 595 (39.1)

Post-secondary school or
higher

3989 (57.6) 926 (60.9)

Personal Income

Low income ($49,999 or less) 4522 (65.3) 1032 (67.9)

High income ($50,000 or
more)

2408 (34.7) 489 (32.1)

Monthly Alcohol Use

Non-drinker 5675 (81.9) 1232 (81.0)

Binge Alcohol Drinkers (5 or
more drinks for male, 4 or
more drinks for female)

1255 (18.1) 289 (19.0)

Note: Data are presented as frequency (%) unless otherwise specified. N represents the number
of participants that provided answers and this excludes the number of people who refused to
answer and people who answered “don’t know”

The final sample (N = 8,451) consisted of 4915 females and 3536 males of those 15 years

and older. As indicated in table 1, individuals in the 45-54 age category appear to use pain

relievers the most, 22.7% (n = 345). Females use pain relievers the most, 60.9% (n = 926) in

comparison to males, 39.1% (n = 595) (table 1). Individuals in the low-income category ($49,999

or less) appear to use pain relievers the most at 67.9% of the entire population (table 1).

Non-drinkers make up 81.0% of pain reliever consumers and those considered binge drinkers

make up 19.0% of those who consume pain relievers (table 1).
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A chi-square test of independence was utilized for all statistical analyses conducted. We

used an alpha level of 0.05 for all statistical tests. In table 2, a chi-square test was used to

determine if significant differences exist between the use of pain relievers and monthly alcohol

use. A total of 289/1521 (19%) participants use pain relievers and binge drink alcohol (table 2).

The number of participants who used pain relievers did not differ by whether they were a binge

alcohol drinker or not, X2 (1) = 0.663, p = 0.437 (table 2).

A chi-square test of independence was performed to examine the relationship between

highest education completed and monthly alcohol use. 593/1544 (38.41%) participants who

completed a high school or less and 951/1544 (61.59%) participants who completed
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post-secondary or higher were binge alcohol drinkers (table 3). Monthly alcohol use did not

differ between the highest education level completed, X2 (1) = 2.590, p = 0.114 (table 3).

A chi-square test of independence was used to identify the relationship between personal

income levels before taxes in the past year and monthly alcohol use. The proportions did not

differ between low income and monthly alcohol use, X2 (3) = 7.198, p = 0.066. A total of

2249/6907 (32.56%) participants who classified as non-drinkers and 648/1544 (41.97%)

participants who classified as binge alcohol drinkers had high income levels. As indicated by the

asterisk in figure 1, the relationship between high income and monthly alcohol use was

significant, X2 (5) = 17.068, p < 0.001.
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Discussion

The primary aim of this study was to examine the association between opioid use and

alcohol consumption among individuals 15 years of age and older. The secondary objective was

to assess whether education level and income level had an effect on binge drinking. The present

study showed no significant difference of binge drinking alcohol between people who consume

pain relievers and those who did not consume pain relievers. Many studies have shown a high

comorbidity between opioid use and alcohol consumption. Frank et al. found when combined

with alcohol, opioid overdoses were more likely to occur (Frank et al,. 2015). Another study

found that opioid use disorder medication is associated with lower incidence of alcohol-related

acute events (Xu et al., 2021). In previous experimental research, the binding of naltrexone,

which is an opioid antagonist that binds to opioid receptors, has resulted in a decrease of alcohol

consumption (de Laat et al., 2019). A possible explanation is that alcohol properties are able to

bind to opioid receptors which in turn increases alcohol craving (White and Irvine, 1999).

Education level did not differ with drinking status. Our results differ from the findings of

Murakami and Hashimoto as they found individuals with lower levels of education were more

likely to engage in heavy drinking in a Japanese population based study (Murakami &

Hashimoto 2019). They classify the drinking pattern that is greater than 46 g/day of ethanol

intake as heavy drinking (Murakami and Hashimoto, 2019). Another study found that excessive

drinking is more prevalent in male with lower education levels. They found that there is no

significant relationship between excessive drinking and education levels among females (van

Oers et al,. 1999).

There is a significant difference in income level and drinking status, particularly, there is

a significant association between individuals with a high income and monthly alcohol use. These
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results support the findings from a study by Peacock et al., which also found that the region of

high-income North America has some of the highest rates of cannabis, opioid, and cocaine

addiction (2018). A study done by Cerdá et al., compared the effect of life-time income and past

year short-term income on drinking pattern (2011). They found that a history of low or middling

lifetime income from childhood to adulthood was linked to increased probabilities of abstinence

and excessive drinking (Cerdá et. al,. 2011).

One limitation was the statistical analysis methods used. Since our variables are

categorical, there are a limited number of analyses that can be used for our data. After running

the Shapiro-Wilk test and Mann-Whitney U test, we found that our data is not normally

distributed. The Pearson correlation analysis is for variables that are continuous and normally

distributed. Biserial correlation analysis can only be used for one continuous variable and one

categorical variable. Spearman’s Rho test is used for continuous variables that are not normally

distributed. ANCOVA requires the data to have at least one continuous variable. We were unable

to use logistic regression because our predictor variables for Spearman Rho was less than 0.3

which violates the assumption of linear regression. The data was collected from a self-reported

study which impacted validity. Self-reported studies could have individuals who overstate

symptoms to fit them in the scenario that they believe they are in. There was also an opportunity

for individuals to understate their symptoms to minimize their problems.

The self-reported study has individuals who simply don’t feel like answering specific

questions, so they tend to answer, “I don’t know” or simply refuse to answer, which then affects

our sample size. When individuals were asked about whether they used pain relievers in the past

year, there were about 0.3% and 0.1% of the total number of participants who answered “don't

know” and “refused” respectively. Some individuals might provide false answers due to recall
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bias. The questions about alcohol consumption were mostly over the past year, month, or week

therefore, some participants might not remember the number of times they used alcohol over that

period of time. This will cause some participants to subconsciously base their answers on recent

consumptions. Some individuals may provide a more socially acceptable answer rather than an

honest answer. If the nature of the question had the potential to impact an individual’s self image,

then some individuals may choose not to answer or to provide an incorrect answer. Additionally,

if the nature of the question involves legal aspects like asking about opioid use and pain relievers

where people are more likely to lie then people are more likely to provide false answers. When

questions are related to normative behaviors, people tend to answer the question in a way that

allows them to look collaborative with the examiner and at the same time place them in their

perfect self image that they have for themselves (Brenner & DeLamate 2016).

Another limitation is the fact that the questionnaire was only collected in Canada. This

indicates that there is a lack of globalization. The research is preferred to be approachable around

the globe. If the research was localized then a bias is expected. For example Denmark is

considered the top 10 countries to consume alcohol so they are more likely to drink more than

Canadians because it is embedded in their culture (Grønkjær et.al 2011). The survey did not

include the whole population in Canada. Individuals who were homeless and households that

lacked a telephone were not surveyed. Further research should look at potential sex differences

when examing opioid users likelihood of devloping binge drinking habits. Longitudinal studies

can also assist with understanding these associations because people change their habits and

norms constantly and as a result their answers might change with time. Another suggestion is to

understand the role of genes and environment when looking at the likelihood of pain reliever

users to develop binge drinking habits. According to the famous psychologist Francis Galton, the
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concept of genes and environment are the main reasons why humans behave the way they do

(Galton, 1876). For example, if a pain reliever user is living in an environment where the mother

tends to binge drink, then the likelihood of this individual developing a binge drinking habit is

high because of the environment and may not be because of the use of pain reliever.

Furthermore, research found that CHRM2 genotype is associated with binge drinking habits

(Bauer & Ceballos, 2014). So if the same individual has CHRM2 genotype then the individual is

more likely to develop binge drinking habits because of genotype and not because of the pain

reliever itself.

There is limited research currently being done on the association between pain relievers

and binge drinking habits. Most research looks at substance use disorder and other variables like

mental health and alcohol use disorder and other variables. Yet little cross-sectional research is

done on whether there is an association between pain relievers and binge drinking habits. Further

investigation of this topic will allow for the prevention and management of substance misuse. If

a biological mechanism between pain reliever use and alcohol misuse does exist, then healthcare

professionals can find ways to implement prevention strategies for those struggling with

substance abuse. The hope is that this article will be an introduction to further research on this

topic, in order to help individuals with substance addictions.
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INTRODUCTION

Cholesterol can be a double-edged sword when it comes to heart health. Studies have

shown across various populations that increased dietary cholesterol levels are associated with an

increased risk of developing cardiovascular disease due to a buildup of plaque in the arteries

(Jeong et al., 2018; Berger et al., 2015; Toth, 2005). Low-density lipoprotein cholesterol

(LDL-C) and triglycerides, have been identified to be the primary risk markers of cardiovascular

disease and are targets for risk mitigation (Wadhera et al., 2016). However, there is a subset of

total dietary cholesterol, high-density lipoprotein cholesterol (HDL-C), which has been

suggested to be advantageous due to its therapeutic effects on cardiovascular disease risk (Bhatt

& Rohatgi, 2016; Toth, 2005). LDL-C buildup can block the arteries and vital organs, such as the

brain and heart, which reduces blood flow and may result in heart attacks or strokes (Toth, 2005).

High systolic and diastolic blood pressures (BP) have been found to lead to a 1.18 increase in the

hazard ratio for heart disease (Stevens et al., 2016). Intervention studies have found that

administering medications to lower LDL-C levels have been associated with reductions in the

incidence of cardiovascular events (Jeong et al., 2018). HDL-C on the other hand, is correlated

with lowering of LDL-C levels as well as regression of coronary atherosclerosis (De Vries et al.,

2014). High triglyceride levels are the main lipid component of dietary fat, which is composed of

very low-density lipoprotein cholesterol (Sandesara, 2019; Cox & García-Palmieri, 1990). A

study by Morrison & Hokanson (2009) found that higher levels of nonfasting triglycerides is a

predictor of coronary heart disease. Exercise is one of many ways to help in reducing LDL-C and

triglyceride levels (Mann et al., 2014). The literature suggests that exercise in school aged

children can help in increasing HDL-C levels as well as decreasing triglyceride levels (Janssen &

LeBlanc, 2010). A meta-analysis showed that aerobic exercise interventions increased HDL-C
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by a factor of 0.26 and decreased triglycerides by a factor of 3.03 (Janssen & LeBlanc, 2010).

This study demonstrated that children who were 20% fit, were two to three times more likely to

have low HDL-C and develop hypercholesterolemia in the future than fit children (Janssen &

LeBlanc, 2010). Since this study did not analyze LDL-C, or how this would affect individuals

who are aged 18-34, we will be addressing this knowledge gap. We decided to observe LDL-C

and triglyceride levels in this age group to determine if an excess of these lipoproteins could

negatively impact cardiovascular health in the future. Triglyceride and LDL-C levels were

included in our data because it provides an indication for the risk range. LDL-C levels above 3.5

mmol/L are considered high (unhealthy), and triglyceride levels above 2.2 mmol/L are

considered high (unhealthy) (Pike et al., 2017). HDL-C levels were included in order to observe

the abundance of healthy cholesterol in the participants studied. HDL-C levels below 1.3

mmol/L are considered very low (unhealthy) (Arsenault et al., 2009). Systolic BP above 130 mm

Hg, and diastolic BP above 80 mm Hg, are direct indicators for poor heart health (Smitson et al.,

2017; Whelton et al., 2018). Many other studies have attempted to analyze how exercise affects

cholesterol levels in middle aged to older adults as well as children. Limited studies have

analyzed how exercise affects BP and cholesterol levels in females who are in the age range of

18-34. For example, a study that observed men and women in their 60’s and 70’s discovered that

fat was reduced in central regions of the body after exercise training (Kohrt et al., 1992). A

separate study looked at how there is a gender difference between profiles in healthcare research

in students aged 17-25 (Anish et al., 2013). They found that physical exertion is less pronounced

in the female population (Anish et al., 2013). This study failed to analyze the triglyceride levels

of the participants, which is where our research comes in. The literature suggests that

cardiovascular diseases are considered to be more alarming among the male population, yet,
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cardiovascular disease is the leading cause of death in women (Woodward, 2019). While this

study analyzed LDL-C levels in women, they neglected to observe the effect of exercise for

18-34 year olds. Nybo et al. (2012) found that prolonged exercise for two hours per week

resulted in a significant 8 mm Hg decrease in systolic BP in 20–43 year old men. This was

limited to men. Studies have also looked at household income and exercise frequency of school

aged children (Assari et al., 2021). Researchers found a significant positive correlation between

household income and physical activity (Assari et al., 2021). However, they did not address the

age range of 18-34 or the subsequent effects on cholesterol. It is of utmost importance to focus

on young adult women because there is limited research on the effects of exercise for their

cholesterol levels. There is minimal research on cardiovascular disease risk in 18-34 year olds

since 78% of research conducted on heart disease is on adults over the age of 60. (Rodgers et al.,

2019). This may be the case because youth are physiologically healthier and more active (Tsai et

al., 2020). However, youth also tend to have unhealthy lifestyles and eating habits which is why

it is important to study this age range (Andersson & Vasan, 2018). We also sought to take a

closer look at income levels and how it impacts exercise frequency due to gym memberships and

equipment costs. Our research aims to fill the aforementioned knowledge gaps and will help

address the following question: is there a difference in the proportion of individuals with healthy

LDL-C levels, triglyceride levels, HDL-C levels, average systolic BP, and average diastolic BP

in Canadian females who exercise for a minimum of once a week and for at least 30 minutes per

session compared to Canadian females of the same age group who do not exercise on a weekly

basis? The primary outcome of this study is LDL-C levels, the secondary is triglyceride levels,

the tertiary is HDL-C levels, the quaternary is average systolic BP, and the quinary is average

diastolic BP.
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METHODS

Study Design and Database. This study has an observational, cross-sectional design. Data was

obtained from the Canadian Heart Health Database (1986-1992) and it was designed to estimate

the awareness levels and prevalence of cardiovascular disease risk factors among Canadians. A

nurse conducted a home interview to collect demographic and lifestyle data, whereas cholesterol

and BP data were collected in a clinic. Participants fasted for 8 hours or longer before their

cholesterol blood tests and for at least 30 minutes before the BP readings were taken with a

standard mercury-gravity manometer (Potvin et al. 2000). Four BP readings were taken at the

beginning and end of two sessions; the mean of those measurements was used for analysis

(Potvin et al., 2000).

Study Participants. Participants consisted of two groups: (1) those who regularly exercise for a

minimum of 30 minutes, at least once a week (n = 1,929), and (2) those who do not exercise at

all or those who do not exercise for a minimum of 30 minutes, at least once a week (n = 1,591).

The inclusion criteria of the final database consisted of: (1) Canadian women, (2) participants

aged 18-34, and (3) those who had data available for their exercise frequency. The exclusion

criteria of the original database consisted of individuals: (1) on indigenous reserves, (2) in

military camps, and (3) in institutions (Potvin et al., 2000).

Study Outcomes. The primary outcome is LDL-C, secondary is triglycerides, tertiary is HDL-C,

quaternary is average systolic BP, and quinary is average diastolic BP. Outcomes were separated

into healthy and unhealthy categories using the following critical values: (1) 3.5 mmol/L for

LDL-C, (2) 2.2 mmol/L for triglycerides, (3) 1.3 mmol/L for HDL-C, (4) 130 mm Hg for

average systolic BP, and (5) 80 mm Hg for average diastolic BP (Pike et al., 2017; Smitson et al.,
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2017; Whelton et al., 2018). These outcomes were selected due to the high volume of literature

suggesting their association with cardiovascular disease risk (Jeong et al., 2018; Miller et al.,

2011; Nordestgaard & Varbo, 2014; Whelton et al., 2018). Although these outcomes were

continuous measurements, data collected on exercise and income were categorical. The

following question was used to stratify the exercise groups: “do you regularly engage in physical

activity during your leisure time? By regularly we mean at least once a week during the past

month.” Participants selected one of the following responses: yes, no, cannot remember, or not

stated. The following question was used to identify income level: “could you please indicate

from the list the income range for your household?” Participants identified their gross income by

one of the following ranges: under $12,000, $12,000 - $24,999, $25,000 - $44,999, $50,000 and

over, or not stated. In order to optimize validity and reproducibility, this study analyzed LDL-C,

HDL-C, and triglyceride levels in participants who fasted for eight hours or longer. It has been

suggested that raised triglyceride levels are associated with low HDL-C (Nordestgaard & Varbo,

2014). HDL-C was chosen to be observed since it has a sensitivity of 83.3% and a specificity of

96.3% in a blood test (Craig et al., 2000). This ensures that the HDL-C levels measured are true

values. A standard mercury-gravity manometer was used to measure BP due to its high accuracy

and because electronic instruments require more maintenance and have not been validated for a

range of external factors (Jones et al., 2001). To minimize intrasubject variation as well as

increase validity and reproducibility, participants were dressed in light, comfortable clothing

(Jones et al., 2001).

Additional Data Collection. Aside from our outcomes, the proportions of individuals with high

or low incomes were tested between the exercise groups to explore whether socioeconomic

status played a role in participants' exercise regimens.
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Statistical Analysis. Statistical analyses were performed using the IBM® SPSS® software to

determine whether there was a difference in the proportions of healthy cholesterol and BP levels

between participants that regularly exercised and those that did not. The Shapiro-Wilk normality

test was performed on all outcomes. A Mann-Whitney U test was done to evaluate the

differences in median cholesterol levels and BP measurements between the exercise groups.

Chi-Square tests were also used to test for between group differences in proportions for each

outcome as well as income level. For this purpose, all outcome variables were transformed from

continuous variables into “healthy” and “unhealthy” categories as outlined in the study

outcomes. This was carried out to gauge if regular exercise played a role in having healthy

cholesterol and BP levels. An alpha value of 0.05 was used for significance. The original

database (n = 4,370) was filtered in SPSS according to the inclusion criteria. Missing data was

removed by sorting and deleting each case with missing information for each outcome in the

following order: LDL-C, triglycerides, HDL-C, average systolic BP, and average diastolic BP.

After missing data was removed, the final sample size was 3,520 participants.

RESULTS

At baseline, our database included 4,370 Canadian women aged 18 to 34 years old. Of

that number, 850 (19.5%) were excluded because of missing LDL-C, triglyceride and HDL-C

levels (n = 849) and missing average systolic and diastolic BP (n = 1). Complete baseline data

for the sample population of Canadian women aged 18 to 34 years old was therefore available

for 3,520 study participants. Data was found to be not normal for all variables. For income, data

was available for n = 3,206 participants after missing data (n = 314) was removed.
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Table 1. Descriptive Characteristics of Study Population of Canadian Women aged 18 to 34

Variables Regular Exercise (n = 1,929) No Regular Exercise (n = 1,591)

Income†

$24,999 and under 512 (29.025) 536 (37.171)

$25,000 and over 1,252 (70.975) 906 (62.829)

LDL-C

< 3.5 mmol/L 1,708 (88.543) 1,347 (84.664)

≥ 3.5 mmol/L 221 (11.457) 244 (15.336)

Triglyceride

< 2.2 mmol/L 1,818 (94.246) 1,478 (92.898)

≥ 2.2 mmol/L 111 (5.754) 113 (7.102)

HDL-C

< 1.3 mmol/L 780 (40.435) 752 (47.266)

≥ 1.3 mmol/L 1,149 (59.565) 839 (52.734)

Average Systolic BP

< 120 mm Hg 1,619 (83.929) 1,335 (83.910)

≥ 120 mm Hg 310 (16.071) 256 (16.091)

Average Diastolic BP

< 80 mm Hg 1,751 (90.772) 1,415 (88.938)

≥ 80 mm Hg 178 (9.228) 176 (11.062)

Values are presented as number (percent) of participants. LDL, Low-density lipoproteins; HDL,

High-density lipoproteins. [N = 3,520]. †Income data was available for n = 3,206 participants.

The research sample depicted more participants with higher income levels in both exercise

groups, however, this disparity was more pronounced in the regular exercise group.
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Table 2. Medians, IQR Values and Mann-Whitney U Test Values

Variables Regular Exercise
(n = 1,929)

No Regular Exercise
(n = 1,591)

Mann-Whitney U Test
Value (n = 3,520)

LDL-C, mmol/L 2.500 (0.840) 2.570 (0.950) <0.001***

Triglyceride, mmol/L 0.970 (0.550) 0.980 (0.600) <0.001***

HDL-C, mmol/L 1.390 (0.410) 1.370 (0.410) <0.001***

Average Systolic BP, mm Hg 109.500 (11.500) 109.500 (12.000) 0.172

Average Diastolic BP, mm Hg 69.500 (9.500) 69.500 (10.000) 0.601

Values are presented as median (IQR). LDL-C, Low-density lipoproteins; HDL-C, High-density

lipoproteins. Mann-Whitney U test values for LDL-C, triglyceride and HDL-C were significant

(p-value <0.001). *** represents results with a p-value of <0.001.

Table 3. Chi-Square Test Values

Variables Continuity Correction Value

Income† <0.001***

LDL-C <0.001***

Triglyceride 0.118

HDL-C <0.001***

Average Systolic BP 1.000

Average Diastolic BP 0.081

LDL-C, Low-density lipoproteins; HDL-C, High-density lipoproteins. [N = 3,520]. †Income data

was available for n = 3,206 participants. Income was also included in this analysis. LDL-C,

HDL-C and income had significant continuity correction values. *** represents results with a

p-value of <0.001.
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Figure 1. Frequency of unhealthy and healthy LDL-C (A), Triglyceride (B), HDL-C [N =

3,520] and Income (D) levels among participants that exercise regularly once a week for at

least 30 minutes compared to those that do not [N = 3,206]. A - frequency of participants with

LDL-C levels less than 3.5mmol/L, and greater than or equal to 3.5mmol/L. B - frequency of

participants who have triglyceride levels less than 2.2 mmol/L, and greater than or equal to 2.2

mmol/L for those who exercise or not. C - frequency of participants who have HDL-C levels less

than 1.3mmol/L, and greater than or equal to 1.3mmol/L. D - frequency of participants who have

income levels of $24,999 and under, and $25,000 and over. Error bars represent standard errors

of the means at a 95% confidence interval. *** represents results with a p-value of <0.001.
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Figure 2. Frequency of unhealthy and healthy average systolic BP (A) and average diastolic

BP (B) among participants that exercise regularly once a week for at least 30 minutes

compared to those that do not [N = 3,520]. A - frequency of participants with average systolic

BP of less than 120 mm Hg, and greater than or equal to 120 mm Hg. B - frequency of

participants who have diastolic BP less than 80 mm Hg, and greater than or equal to 80 mm Hg.

Error bars represent standard errors of the means at a 95% confidence interval. *** represents

results with a p-value of <0.001.

Summary of Outcomes. For the primary outcome, the Mann-Whitney U test revealed a

significant difference (p-value < 0.001) in the medians of LDL-C levels between the regular

exercise and no regular exercise groups (Table 2). The Chi Square test found a significant

difference (p-value < 0.001) in the proportions of LDL-C levels, less than 3.5 mmol/L, between

exercise groups (Figure 1A). For the secondary outcome, a significant difference (p-value <

0.001) was found in the medians of triglyceride levels between exercise groups (Table 2).

However, no significant difference (p-value = 0.118) was found in the proportions of triglyceride

levels between exercise groups (Table 3). For the tertiary outcome, a significant difference

(p-value < 0.001) was found in the medians of HDL-C levels between exercise groups (Table 2).

277



12

A significant difference (p-value < 0.001) was also found in the proportions of HDL-C levels,

greater than or equal to 1.3 mmol/L, between exercise groups (Figure 1C). For the quaternary

outcome, no significant differences were found in the medians of average systolic BP (p-value =

0.172) and in its proportions (p-value = 1.000) between exercise groups (Table 2 & 3). For the

quinary outcome, no significant differences were found in the medians of average diastolic BP

(p-value = 0.601) and in its proportions (p-value = 0.081) between exercise groups (Table 2 & 3).

DISCUSSION

Through our analysis, we found significant between group differences in healthy LDL-C

levels and healthy HDL-C levels in 18-34 year old Canadian females who exercise at least once a

week for a minimum of 30 minutes per session versus those who do not. Triglyceride and BP

levels were not found to have significant differences in proportions between exercise groups.

However, triglyceride levels had a significant difference in medians between groups. A

significant difference in the proportions of income between groups was also found.

Health literature often suggests that individuals exercise to lower triglyceride and BP

levels (Mann et al., 2014). There are some possible reasons why this was not observed in our

study. Some studies observed reduced triglyceride levels with endurance and prolonged exercise

(Henderson et al., 2010; Davitt et al., 2013). Since the intensity and span of the exercise regimen

was not controlled in our study, it is possible that high intensity and long-term exercise may be

needed to observe lower triglyceride levels in participants. The type of exercise is another

important factor to consider. If participants engaged in exercise that specifically tested

cardiopulmonary function, such as the master two-step test (Russek, 1957), it is possible that a

significant difference would be found in BP levels between exercise groups.
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There are similarities and differences when comparing this study’s results with other

scientific findings. One study found that after 9-12 months of endurance jogging in adults, aged

60-70, there were no significant changes in any cholesterol levels (Kohrt et al., 1992). In

contrast, we found significant differences between exercise groups in healthy LDL-C and

HDL-C levels (Figure 1A & 1C). A limitation of that study is that they did not account for the

natural overestimation of LDL-C levels when triglyceride concentrations are over 400 mg/dL

(Sundjaja & Pandey, 2021). Another study that analyzed 36 men who were between 20-43 years

of age found that after 12 weeks of prolonged exercise for two hours per week, no significant

changes in cholesterol levels were observed compared to those who didn’t exercise at all (Nybo

et al., 2010). However, they discovered that systolic BP was reduced by 8 mm Hg and diastolic

BP was reduced by 5 mm Hg (Nybo et al., 2010). This is in contrast to our study which observed

no significant differences in BP levels between exercise groups (Figure 2A & 2B). A limitation

for this study is that there were inconsistencies with the prolonged exercise regime used between

participants (Nybo et al., 2010). A different randomized control trial had college aged women go

through aerobic exercise for 16 weeks at three 35-minute sessions per week (LeMura et al.,

2000). These researchers did not measure average systolic and diastolic BP. They noticed a

significant 0.4 mmol/L increase in HDL-C and a significant 0.2 mmol/L decrease in

triglycerides, but no significant decreases in LDL-C (LeMura et al., 2000). Similarly, our study

observed a significantly higher proportion of healthy HDL-C levels in the exercise group and a

significant difference in the medians of healthy triglyceride levels between groups (Figure 1B &

1C). However, a point of difference was that we observed a significant difference in proportions

of healthy LDL-C levels between groups (Figure 1A). A limitation to this study is that there was

a small sample size of only 48 participants. In another randomized control trial by Prabhakaran et
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al., (1999), females aged 20-34 years old went through high resistance training for 14 weeks,

three times per week for 45-50 minutes per session. A significant 0.42 mmol/L reduction in

LDL-C was found, but there were no significant changes in HDL-C or triglyceride levels. Our

study also observed a significantly higher proportion of LDL-C levels less than 3.5 mmol/L in

the regular exercise group (Figure 1A & 1B). A limitation of that study includes its small sample

size (n=24) and that the serum lipids they measured varied during the menstrual cycle,

specifically in the late follicular phase, due to progesterone fluctuations (Prabhakaran et al.,

1999). A study by Assari et al. (2021), looked at household income and exercise frequency of

school aged children. Similar to our study, these researchers found significantly higher exercise

frequencies among those with higher household income levels (Assari et al., 2021). A limitation

of this study is that the availability of green space and physical activity was not measured (Assari

et al., 2021). This suggests that those with higher income levels may have better access to

exercise equipment leading to healthier habits than those with lower income levels.

The results from our study add to the current literature by filling in the existing

knowledge gaps for cardiovascular disease risk in 18-34 year old Canadian females. It also

fortifies findings from previous studies, such as that there are significantly higher proportions of

healthy LDL-C and HDL-C levels in those who exercise regularly. This research provides insight

into how LDL-C, triglyceride, HDL-C, and BP levels are affected when one exercises. The lack

of significant differences in proportions of healthy triglyceride and BP levels could provide

opportunities for more research to explore the meaning behind this.

Limitations of this study include the fact that since females were analyzed, the levels of

cholesterol may have been skewed depending on if the female was menstruating or not. This is

because progesterone fluctuations impact cholesterol levels (Prabhakaran et al., 1999). Also, the
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data in the database used for this study was conducted from 1986-1992, hence, the results

gathered are outdated. Since the chi square test was used for variables with more than two

categories, we weren’t able to determine whether the unhealthy categories were significant

between the exercise groups. This was the case for income and all outcomes. Finally, since the

standard mercury-gravity manometer was used to measure BP, the measurements may have been

subject to observer bias. This may have skewed the results when measuring BP. A major

implication of this study is that it provides more knowledge on the topic of heart disease risk in

young females in the field of preventive medicine. Having the knowledge of how exercise can

minimize LDL-C, triglyceride, and BP levels in younger individuals can bring awareness in

preventing the onset of heart attacks and strokes in the future. The results of this study may also

be a pivoting point for youth, encouraging them to become more active and incorporate healthier

habits into their daily routines. A future study could conduct a longitudinal, prospective cohort

study design where participants’ cholesterol levels and exercise frequencies are monitored

starting from their 20’s until their 40’s. This will allow researchers to draw conclusions on how

heart health is affected by lifestyle changes throughout their lives. Future studies could also

analyze how the participants' level of knowledge on exercise, cholesterol, and heart health

influence their eating and physical activity habits. In conclusion, this study observed that there

was a significant difference in proportions of healthy LDL-C and HDL-C levels between

participants that exercised regularly and those that did not. Healthy triglyceride, average systolic

BP, and average diastolic BP levels did not have any significant differences in proportion

between exercise groups in 18-34 year old Canadian females.
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Introduction

In 2018, the Canadian government made the decision to legalize and regulate recreational

cannabis under the Cannabis Act, making it the second country to do so (Rotermann, 2019). The

legal age to consume and purchase cannabis was set at 19 (Nguyen et al., 2020). Youth cannabis

use in Canada has increased from 30.5% in 2016/17 to 32.4% in 2018/19 and is expected to

continue rising (Zuckermann et al., 2021). Cannabis use among youth poses a serious concern

regarding educational achievement. Higher use of cannabis is associated with lower educational

attainment and a lower chance of obtaining a higher-level degree in adulthood (Maggs et al.,

2015). There is also a relationship between marijuana use during adolescence and cognitive

deficits like poor attention and verbal memory (Lisdahl et al., 2014). Following its legalization,

seeking differences in marijuana use among various adolescent groups is important to determine

which adolescents are at the highest risk to suffer these consequences.

The terms “cannabis” and “marijuana” are often used interchangeably. However,

marijuana is a component of the cannabis plant (Kimura., et al 2018). Both marijuana and

cannabis contain the active ingredient THC (Kimura et al., 2018; Chaves et al., 2020), and thus

will be studied under the same group in this study. The terms will be used interchangeably.

The Canadian government defines an urban region as a region with a population of at

least 1,000 people, and a population density of at least 400 people per square kilometre, while a

rural region is defined as anything which is not an urban region (Statistics Canada, 2017). The

database from which the information for this study was extracted, the Canadian Student Tobacco,

Alcohol and Drugs Survey, 2018-2019, did not specify alternate definitions for these terms,

therefore, it is assumed that the database followed national guidelines.
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Youth cannabis consumption may be related to geographic location, however, it is unclear

whether their region influences their use. Adolescents in urban communities may have easier

access to the drug due to the greater availability of cannabis in metropolitan areas (Warren et al.,

2015). Additionally, there may be a greater opportunity to make more social connections through

which one may obtain marijuana due to the greater population density in urban areas (Warren et

al., 2015). In contrast, there are unique aspects to rural living which may lead to greater

substance use, such as lack of recreation opportunities, access to care, and loneliness (Warren et

al., 2015). Rural populations have shown more relaxed attitudes toward youth substance use, and

adults are more likely to offer substances to children (Warren et al., 2015).

Previous studies have shown variable results regarding the influence of an urban versus

rural environment on youth cannabis use. A 2008 study by Martino et al. found that in South

Dakota, young adults aged 13-19 started using marijuana at an earlier age in urban communities

compared to rural. Their findings suggest that less populated rural areas are more protective

against the usage of certain drugs (Martino et al., 2008). Another study in 2015 by McInnis et al.

had inconclusive results. Roughly 38% of their surveys found that students in a rural region were

more likely to have tried cannabis than urban students (McInnis et al., 2015). Other surveys

indicated no differences between attending school in an urban or rural region and consumption of

marijuana or cannabis (McInnis et al., 2015). Approximately 25% of their surveys showed that

students in a rural setting had a higher likelihood of almost daily or daily cannabis or marijuana

use (McInnis et al., 2015). The data for this study was collected from multiple province-wide

surveys from British Columbia, Alberta, Manitoba, Québec, Newfoundland and Labrador, and

New Brunswick; not all Canadian provinces were included in this study (McInnis et al., 2015).
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Due to confounding evidence, a knowledge gap exists regarding the correlation between

geographic location (urban versus rural) and youth marijuana use. Findings exist both in favour

of and against this correlation, however, no studies have focused specifically on high school

students in Prince Edward Island (P.E.I.), Canada. Our research aims to answer the primary

question of “what association is there between attending school in an urban area as opposed to in

a rural area and the consumption of cannabis in male and female high school students in P.E.I.?”

and the secondary question of “what association is there between attending school in an urban

area as opposed to in a rural area and the frequency of cannabis use in the last 12 months in

female high school students in P.E.I.?”

Methods

Study Design and Database. The database followed a cross-sectional format, while the sample

design was a stratified single-stage cluster, which involves choosing a random sample of clusters

and gathering data from every single subject within that cluster. Information for this study was

extracted from the Canadian Student Tobacco, Alcohol and Drugs Survey (CSTADS),

2018-2019.   The CSTADS was conducted for Health Canada to provide data on student tobacco,

alcohol and drug use. The full database included young Canadian residents in private, public, and

Catholic schools from grades 7 through 12. Provinces included in the complete database were

Newfoundland and Labrador, P.E.I., Nova Scotia, New Brunswick, Québec, Ontario, Manitoba,

Saskatchewan, Alberta, and British Columbia. Excluded from this database were students

enrolled in schools in Nunavut, the Yukon and Northwest Territories, as well as those who

attended special schools (e.g. schools for visual or hearing impaired, First Nation reserve

schools, etc). Also, students from schools with less than 20 students were excluded. A total of

442 schools participated in the study for the database, with a total of 62,850 participants.
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Study Participants. Only data from students in grades 9 through 12 in P.E.I. was used for this

study. Data from other provinces, as well as missing data, was removed. There were 58,096

participants removed from provinces outside of P.E.I., 1,929 students removed from P.E.I. who

were not in grades 9-12, and 32 participants removed who answered “not stated” to the first

question, “Have you ever tried cannabis?”. This resulted in a final study population of 2,793.

Further refinement was made that investigates the frequency of cannabis consumption. All

participants must have used cannabis at least once, so the 1,996 participants who answered “no”

to the first question were removed. Lastly, there were 48 cases removed who answered “I don’t

know” or “Not stated” to the second question, “In the last 12 months, how often did you use

marijuana or cannabis?”. This resulted in a final study population of 749.

Study Outcomes. The participants who stated P.E.I. as their Province ID were studied due to the

relatively equal participants in rural and urban regions, to allow for the best comparison. The

primary outcome of this study was to determine if the respondents' schools are in an urban or

rural region in P.E.I. and if they have ever used or tried marijuana or cannabis in the form of a

joint, pot, weed, hash, or hash oil. Participants chose from categories of either “urban” or “rural”

for school location, and either “Yes” or “No” for whether they have ever tried cannabis or

marijuana. The secondary outcome of this study was to determine if there is an association

between the respondents’ schools in an urban or rural region and how frequently they have used

cannabis or marijuana in the last 12 months. Participants could choose from the categories “I

have not done this in the last 12 months”, “less than once a month”, “once a month”, “2 or 3

times a month”, “once a week”, “2 or 3 times a week”, “4 to 6 times a week”, or “every day”.

These variables were studied as cannabis consumption poses a serious risk to youth. For

example, it has been found that cannabis use can cause attention and memory deficits, which
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may lead to lower educational attainment (Chang et al., 2006; Maggs et al., 2015). Thus,

cannabis use during adolescence is an issue that should be targeted early on. Furthermore,

reproducing this study in other provinces or countries to continually assess youth cannabis

consumption is also important to understand what can be done to prevent adolescent use and

consequences associated with that (Sampasa-Kanyinga et al., 2018).

Additional Data Collection. Additional variables included in the study were the participants’ sex

at birth, and what high school grade they are in. Respondents chose either “male” or “female” as

their sex at birth and stated their year of study between grades 9-12. These descriptive variables

were used to help illustrate the population characteristics.

Statistical Analysis. Statistical analyses for this study were run using version 28 of the SPSS

Statistics software to create figures and determine results. Frequencies for each category were

determined using SPSS and presented in a table. One bar graph was constructed using SPSS to

illustrate the consumption of cannabis or marijuana users and the area of the respondent’s school.

Using Microsoft Excel, another bar graph was constructed to compare the frequency of cannabis

consumption and the percentage of responses in urban or rural areas. The data set was limited to

categorical variables, therefore, SPSS was used for both outcomes to perform a Spearman’s rho

test to assess the relationship between the two variables, and a chi-squared test to compare the

proportion of responses between groups. P-values in both analyses of less than 0.05 are

considered significant, and a Spearman’s rho correlation coefficient between 0.3-0.8 is

considered significant. SPSS was used to transform the variable, “In the last 12 months, how

often did you use marijuana or cannabis” to perform a 2x2 chi-square analysis for each

frequency of use, then each p-value was put into a table to compare between-group differences.
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Results

Table 1 demonstrates the distribution of answers between the various participants based

on their characteristics. Notably, 70.65% of high school students reported that they have never

used or tried marijuana or cannabis (a joint, pot, weed, hash, or hash oil), while there were

28.21% of high school students that have tried marijuana or cannabis.

Table 1. Descriptive characteristics of high school students in P.E.I. [n=2,825].

Each of the percentages is of the total population and was rounded to the nearest 2 decimal

places. This table includes all missing cases.

In Figure 1, of those 797 who partook in marijuana or cannabis consumption, 298

attended school in an urban area, compared to 499 of them who attended school in a rural area.

Comparing the two different regions, there were approximately 34.34% of the rural students who

have tried it and about 22.24% of the students who attended school in the urban area who have

used or tried it.
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Figure 1. A bar graph presenting the consumption of cannabis or marijuana and the area

of the respondent’s school (urban versus rural) [n=797]. This figure represents the students

who replied “yes” to the question of whether or not they have ever tried or used marijuana or

cannabis. The 1,996 participants who replied “no” and the 32 who did not state an answer were

excluded from this graph.

Table 2 presents a Spearman’s Rho analysis for marijuana or cannabis (a joint, pot, weed,

hash, or hash oil) consumption and the respondent’s school in an urban versus rural area. SPPS

produced a Spearman's rho correlation coefficient value of  -0.134 and a p-value < 0.001,

indicating that there is a weak, negative association between marijuana or cannabis consumption

and the respondent’s school.

Table 2. Spearman’s Rho analysis for marijuana consumption and respondent’s school in

an urban versus rural area.
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Participants who responded “yes” or “no” to have you ever tried it and “urban” or “rural” to the

school region were included in this analysis. A total of 32 missing cases were excluded. A “*”

indicates a significant value.

In Table 3, the Pearson chi-square significance was <0.001, indicating that the

proportions are significantly different between all proportions of the variable groups.

Table 3. Chi-square test for whether the respondents live in an urban or rural area, and

whether they have ever tried marijuana or cannabis.
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Those who answered the questions of “have you ever tried or used marijuana or cannabis?” and

“is the respondent’s school in an urban or rural region?” were included in this analysis. A total of

32 missing cases were excluded. A “*” indicates a significant value.

As shown in Figure 2, rural high school students used cannabis or marijuana more often,

while urban high school students used cannabis or marijuana less frequently. From this graph, it

is visible that roughly 18% of urban students responded with “I have not done this in the last 12

months”, as compared to 14% of rural students. Rural students were found to have more frequent

use of cannabis as 13% of rural students consumed cannabis every day, and only 9% of urban

students consumed it every day. However, the difference between urban and rural students was

small and insignificant.

Figure 2. Frequency of users’ cannabis consumption and percentage of responses in urban

or rural areas [n=749]. The 1,996 participants who answered “no” and the 32 who did not

respond to “have you ever tried or used marijuana or cannabis?” are excluded from this graph.

The number of respondents for each frequency of consumption was divided by the total number

of marijuana or cannabis users in that region to obtain percentages of the population.
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In Table 4, the p-value obtained was equal to 0.040, however, the correlation coefficient

obtained for Spearman’s rho was 0.075, indicating no significant relationship between these

variables.

Table 4: Spearman’s Rho Analysis for the region of respondent’s school and frequency of

cannabis use.

The two variables used in the analysis were, “in the last 12 months how often did you use

marijuana or cannabis?” and “is the respondent’s school in an urban or rural region?”. There

were 2,076 missing cases excluded from the frequency of cannabis use.

Table 5 shows a summary table of all the p-values from 8 different chi-square analyses

between the region of the respondent’s school and the frequency of cannabis use. The p-values

from each test were greater than 0.05, therefore, no significant relationships were found between

groups.

  Table 5: Chi-square analysis p-values comparing all proportions from all groups.

Groups p-value from Chi-Square Test

I have not done this 0.284

Less than once a month 0.439

Once a month 0.718

2 or 3 times a month 0.467
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Once a week 0.830

2 or 3 times a week 0.891

4 to 6 times a week 0.507

Every day 0.134

There were 2,076 missing cases excluded from the groups analyzed.

Discussion

There was an association between high school students attending school in rural and

urban areas in P.E.I. and the consumption of marijuana or cannabis. Most often, respondents

attending school in an urban area have never tried cannabis or marijuana, and most of those who

have tried it were found to attend school in a rural area. Additionally, there was more frequent

use of cannabis or marijuana in rural areas, however, the association was not significant between

the frequency of cannabis or marijuana use and those who attend school in rural areas versus

rural areas.

Our study found that there was a significant association between a student's school

location and marijuana or cannabis use. Specifically, there were more high school students in

rural areas who have tried or used marijuana or cannabis. Contrary to these results, past research

reported a significant difference in marijuana use between youths in urban and rural regions, as

they commonly reported that youth from rural areas consumed less marijuana than their urban

counterparts (Ousey & Maume, 1997). In this study, the higher rates of cannabis or marijuana

use in rural regions could be due to rural regions having a lack of recreation and access to care,

higher rates of isolation, and more relaxed attitudes towards illicit substance use (Warren et al.,

2015). In addition, previous studies have found that rural schools can sometimes be one of the

main places, if not the only source, for students to connect with their peers (Rostosky et al.,

2003). Urban areas are found to have more social outlets and more resources providing support
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to students who are in need (Rostosky et al., 2003). Consequently, the psychosocial health of

rural students may be worsened as compared to their urban counterparts, so they may resort to

cannabis as a solution for their problems (Rostosky et al., 2003). However, a limitation to the

study performed by Rostosky et al. (2003) is that it was performed roughly 2 decades ago, but

developments have been made to infrastructure and social support systems with time that alters

these results.

There was found to be no significant difference between the frequency of cannabis use

and attending school in an urban versus rural region. These results can be supported by a study

that found no consistent association between students who attended school in an urban versus

rural area and their daily use of cannabis (McInnes et al., 2015). Another study that looked at

urban and rural youth daily marijuana use found that there was a higher prevalence in urban

youth at the beginning of the study period (Cronk & Sarvela, 1997). This study monitored

substance use in 3-year intervals, and by the end of the final interval, the difference between

daily consumption between urban and rural youth was reduced (Cronk & Sarvela, 1997). A

potential reason for no difference between these groups could be due to a lack of participation in

the survey. If the survey was taken while at school, perhaps students who use cannabis more

frequently were skipping school and, therefore, did not participate in the study (Sznitman, 2007).

In urban areas, youth have easier access to illicit drugs through their social circles (Warren et al.,

2015). Alternatively, urban areas may have less frequent use due to a greater awareness of the

risks associated with substance abuse (Cronk & Sarvela, 1997). In rural areas, there is a lack of

recreation and healthcare resources, and more relaxed attitudes toward illicit drug use (Warren et

al., 2015). Furthermore, rural students may have a more frequent use due to less effective or

uncommon preventative efforts (Cronk & Sarvela, 1997). Therefore, both urban and rural regions
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have reasons why youth would or would not use marijuana, which may be why it was difficult to

find differences between the groups. These results are important because determining which

youth are at a greater risk allows health officials to determine the groups which will need more

interventions, preventative measures, and education on the risks of marijuana use. Interventions

will not be effective if they are not targeted to the groups that need them.

Although this study provided some insightful information, there were several limitations.

A possible limitation for our study is that the database did not specify their definition of what is

considered to be an urban or rural area, and did not have an option for suburban communities.

Therefore, if the database went by the Canadian definition of an urban region, it’s a very loose

definition that may not accurately reflect the region. Moreover, there were unequal participants

in the urban and rural groups making it difficult to make a comparison. Additionally, due to the

cross-sectional design of our study, causal relationships cannot be inferred because the variables

were examined at the same time. Moreover, the survey used to collect results was based on a

self-report questionnaire, which may introduce self-report bias, leading to the incomplete or

inaccurate answering of survey questions. As the legal age for marijuana use is 19-years-old in

P.E.I., these underage students may have been afraid to admit whether or not they have used

cannabis and the frequency of their consumption. Lastly, since this study focuses on students

attending school, it may not be indicative of all cannabis users in that age range, as students who

have dropped out of school have a higher rate of cannabis use (Sampasa-Kanyinga et al., 2018).

Future studies could investigate these relationships in other Canadian provinces and

territories to see if consistent results could be obtained. For example, a territory like Nunavut has

a short growing season and it is costly to import goods (Panchen, 2016). Therefore, perhaps they

are less likely to consume cannabis or marijuana due to these conflicting factors and may have
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less of an importance for implementing drug-use resources than a province where cannabis is

more prevalent. Additionally, future studies could look deeper into variables that may mediate

the relationship between urban versus rural living and youth marijuana use. This includes

attitudes toward drug use, accessibility of marijuana, peer drug use, socioeconomic status, and

prevalence of mental illness. This study only looked at the consumption of cannabis and the

frequency of use, but evaluating the risks associated with frequent use could be beneficial. Once

future studies can determine which groups are at high risk for youth cannabis use, the next steps

are to implement increased supportive resources, cannabis abuse education systems, and

prevention methods targeted and catered toward these areas.
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ASSOCIATION BETWEEN EDUCATION AND FERTILITY BEHAVIOUR 2

Introduction

Fertility refers to the ability to conceive and bear children. There are many different

factors in life that might affect someone’s attitudes towards fertility, more specifically, whether

someone chooses to conceive and bear many children or if they take the steps to avoid

conceiving and bearing children. A study by Woldemicael and Beaujot (2012) depicted that the

increasing number of immigrants migrating to Canada are characterized by high fertility levels.

In particular, it is documented that the discrepancy in higher fertility for foreign born individuals

compared to second generations may be caused in part by sociodemographic factors

(Woldemicael & Beaujot, 2012). Zelkowitz et al. (2015) have further supported that immigrants

born outside Canada are subject to more unemployment and lower incomes, which may

contribute to their reduced access to fertility resources as well as fertility education.

Kravdal (2001) provided the finding that women who had more education tended to have

reduced fertility rates. Primary education contributed only slightly to the increasing age of the

mother during first childbirth, whereas secondary school education resulted in the mother having

her first child at a later age (Kravdal, 2001). Family planning education impacts fertility control

by increasing spousal communication, providing a sense of control about one’s destiny, and by

increasing the potential income of couples, thus making contraceptives more available

(Weinberger, 1987). In Tanzania, the fertility desires of women were largely influenced by their

education (Kravdal, 2001). A shift has been observed in the preferences of Tanzanian women

from children towards consumer goods or other satisfaction sources (Kravdal, 2001). This is

presumed to be due to an increased access to knowledge about the modern world and a desire to

hold positions in professional careers, which require higher education (Kravdal, 2001).
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A study conducted by Eskild et al. (2007) explored the impact of education and ethnic

background on childbearing and induced abortion. The researchers included women between the

ages of 15-50 years from Norwegian (n = 94,428) and Pakistani (n = 5,390) populations (Eskild

et al., 2007). For Norwegian women who received education upto university level, Eskild et al.

(2007) found that 15.3% of them gave birth and 2.9% had an induced abortion between the years

2000 and 2002. For Norwegian women who recieved less than high school education, 5.3%

delivered a child while 4.3% had induced abortions (Eskild et al., 2007). For Pakistani women,

Eskild et al. (2007) found that among the women who received university education, 23.0% gave

birth and 2.9% had an induced abortion. Among the high school education Pakistani women,

20.8% delivered a baby while 2.8% had an induced abortion (Eskild et al., 2007). Overall, it was

seen that lower education in Norwegian women correlated with lower rates of child birth and a

higher frequency of induced abortions. Childbirth was not related to education level in Pakistani

women, but the frequency of induced abortions increased with higher educaiton. These results

specifically showed the rates of childbirth and abortions relative to education levels for

Norwegian and Pakistani women (Eskild et al., 2007).

Another study found that education levels of women, and youth in general, had a

correlation with their contraceptive usage (Lou et al., 2004). Researchers of this study explored

how promoting safe sex behvaiour – using contraception and condoms – affected youth aged

between 15-24 in Shanghai, China. To do this, one town in Shanghai was taught about sexuality

and reproduction, while another town was used as the control and not given this education (Lou

et al., 2004). Lou et al. (2004) found that there was a greater proportion of individuals reporting

using contraceptives and condoms regularly within the intervention group – the town that was

provided information – showing that education did in fact influence their behaviours.
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Both of these previous studies occurred outside of Canada, but there has not been

Canadian research done on the age at which a woman has her first child and how many children

she has in total as a result of the amount of education received. It is also unknown whether

Canadian women who obtain higher levels of education tend to avoid having children early on or

any at all, and whether they partake in an increased frequency of abortions and contraceptive use.

After the 1959 Baby Boom peak, Canada was distinguished as having relatively low fertility

(Bashir & Guzzo, 2021). The rate of fertility had been stabilized at 1.5 children per woman

(Bashir & Guzzo, 2021). Due to this, fertility related questions are important to answer because

they determine the resources that must be made available for future generations (for instance, if

more primary schools need to be built, if more abortion clinics and access to contraceptives

needs to be implemented, etc). The fertility decline in a country has implications for its economy,

population, resource allocation, and future planning, all of which need to be studied.

The goal of this research study was to explore the association between education levels

and fertility among Canadian women using The Canadian Fertility Survey (1984). Specifically, is

there an association between a higher level of education (anything above a high school diploma)

and the age at which Canadian women between the ages 18-49 have their first child, as compared

to the age that women of the same age group who have a lower level of education (high school

diploma or less) have their first child? As a secondary outcome, this research study will look at

the total number of children a woman (aged 18-49) has as a result of their level of education. As

a tertiary outcome, this study will explore the prevalence of abortions and contraceptive usage

among women between the ages of 18-49 who receive a higher level of education.
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Methods

Study design and database

The Canadian Fertility Survey (CFS) was conducted from April through June of 1984. It

was the first national study done in Canada that looked at the fertility of women during their

childbearing years. This observational, cross-sectional survey, which was retrospective in nature,

collected data concerning Canadian women’s fertility, contraceptive use, marriage and work

histories, fertility expectations, attitudes towards marriage and family, and socio-economic

characteristics (Balakrishnan et al., n.d.). The project was executed by co-investigators from the

University of Montreal, The University of Alberta, and The University of Western Ontario

(Balakrishnan et al., n.d.).

Study participants

The Canadian Fertility Survey interviewed and collected data from women between the

ages of 18-49 (n=5315) exclusively over the phone. Both the selection of the sample and the

interview were done over the phone, and for this reason, only households accessible over the

phone were included in the sample. All ten Canadian provinces were covered, but the Yukon and

the Northwest Territories were excluded due to cost and efficiency. Individuals unable to speak

English or French were also excluded from the study, as well as individuals living in institutions.

The process of collecting data included dialing randomly generated numbers instead of

using numbers from the telephone book, allowing for an equal chance of all households to be

selected for the study. This also avoided an under-representation of individuals living alone,

young people, separated and divorced individuals, and renters, who generally tend to have a

lesser chance of having a working number in the telephone directory. Researchers identified

Canadian women aged 18-49 to participate and answer questions regarding fertility.
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For the purpose of this study, we excluded individuals who did not specify their highest

level of education, specifically their highest diploma/degree/certificate received. We are also not

including participants with missing data in the dependent variables – age at birth of first child,

number of total live births, and contraceptive and abortion use. The total sample size used in this

study was 1704.

Study outcomes

The primary outcome of this study is the age at which participants with a higher level of

education had their first child compared to those with a lower level of education. To determine

the level of education, participants were asked “What is the highest degree, certificate, diploma

or grade you have obtained?” Participants' responses included: no diploma, elementary school

certificate, trades school certificate/diploma, secondary school graduate certificate, technical

school diploma, teacher school diploma, general college degree/diploma, technical college

degree/diploma, college degree/diploma with no specialization, university certificate, or a

bachelor’s degree. This outcome was selected to determine if age and education are correlated as

to when women have children.

A secondary outcome of this study is the total number of children participants have as a

result of their level of education. To determine this, the level of education is looked at, the same

as above, and the total number of live births. Participants were asked, “How many live births

have you had up to now including those who died after birth or who do not live with you?” This

question is asked as the number of live births will help determine how fertility rates correlate to

level of education.

Lastly, the tertiary outcome of this study is the prevalence of contraceptive usage and

abortions to prevent early or overall pregnancy in participants with a higher level of education.
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Participants were asked if they have used various types of contraceptive methods. From these

responses, two categories were created; one which combined all of the contraceptive methods

and another category which represented no contraceptive usage. An additional question

participants were asked was whether they have had an abortion before, and the answer categories

included yes, no, and no answer. This outcome is observed to see if there is a relationship

between level of education, and contraceptive use and abortion.

Additional data collection

Participants were also asked their age at the time of the interview, which was used along

with the year their first child was born to determine their age at the birth of their first child.

Statistical analysis

For our analysis of the Canadian Fertility Survey version 28.0.0.0(190) of the SPSS

program was used to run statistical tests on the variables. To test for normality, the Shapiro-Wilk

test was used. The data in Table 1 is summarized in the ascending order of the study outcomes.

The Mann-Whitney U test is used for our primary analysis as the data is not normally distributed

and the dependent variable of age at first birth is continuous. For our secondary analysis, a

Spearman correlation is used as we are evaluating a monotonic relationship between the ordinal

variables of education level and the total number of live births. A chi-square test is used for our

tertiary analysis as we are determining association between categorical variables. The p-value for

significance used for our statistical analyses is 0.05.

Results

After removing 2371 cases of the complete dataset (n=5315) that were missing complete

data for education level, 2994 participants remained. After removing 1222 cases with missing

data for the age at the birth of the first child, 1722 participants remained. Finally we removed 18
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cases because of missing data about contraceptive use and abortion, and 1704 participants

remained which were ultimately included in our study. These participants were all women that

ranged from the ages 18-49 years. Of these women, 699 received education higher than a high

school diploma, while 1005 received either a high school diploma or less. All of these women

have had at least one child.

The main characteristics of interest between the lower education level group (n=1005)

compared to the higher education level group (n=699) were looked at in Table 1. Because the

data was not normally distributed, the median and interquartile range were reported for the

continuous variables including the age of the participants, the number of live births, and the age

at the birth of their first child. The frequency and percent were reported for the categorical

variables ‘contraceptive method use’ and ‘have you used abortion’. These between group

differences were used to conduct statistical tests to determine whether there was a significant

difference between the lower and higher education level groups.

Table 1. Characteristics of participants who have a lower level of education compared to

participants who have a higher level of education.
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Findings from primary analysis

The Mann-Whitney U test was used to look at the between group of the lower and higher

education level groups in relation to the age at the birth of their first child. The p-value found

when testing the between group difference was <0.001 suggesting that the null hypothesis, which

states that the median age at the birth of the first child is the same in both the lower and higher

education groups, is rejected. As depicted in Figure 1, the median age of participants at the birth

of their first child in the lower education group was around 22 years of age. This is significantly

different from the median age of participants at the birth of their first child in the higher

education group, which was around 25 years of age.

Figure 1. The between group difference of the age at the birth of their first child

of participants with a lower education level (n=1005) compared to participants

with a higher education level (n=699).

Findings from secondary analysis

Spearman’s correlation was computed to assess the relationship between education level

of women between the ages 18-49 (n=1704) versus the total number of live births that they had.
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There was a negative correlation between the two variables. The spearman’s rho coefficient from

this analysis was r(1704) = -0.018, p = 0 .469. This rho value depicts that the strength between

the two variables is trivial.

Findings from tertiary analysis

The chi-squared test was run to determine the between group differences among the

groups of participants with higher versus lower education. This test displayed results for the

proportion of responses to categorical-type questions including whether the participants partook

in abortion and contraceptive method use. As depicted in Table 2, 5.8% (58/1005) of the

participants with a lower education had opted for abortion while 94.2% (947/1005) had not.

6.4% (45/699) of the participants with a higher education have had an abortion while 93.6%

(654/699) have not. The chi-square test produced a significance value of 0.642, indicating that

the proportion of participants opting for abortion was not significantly different between the

groups of higher and lower education. The chi-square analysis for the contraceptive use between

the two groups is presented in Table 3. 92.0% (925/1005) of the participants with a lower

education had used contraceptives while 8.0% (80/1005) had not. 94.1% (658/699) of the

participants with a higher education had used contraceptives while 5.9% (41/699) had not. The

chi-square test produced a significance value of 0.119, indicating that the proportion of

participants using contraceptives was not significantly different between the groups.

Table 2. Prevalence of abortion use between groups of higher education (n=699) and lower

education (n=1005).
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Table 3. Prevalence of contraceptive use between groups of higher education (n=699) and lower

education (n=1005).

Discussion

Main findings

We found that while level of education did have an association with the age at which

Canadian women have their first child, there was no association when it came to the total number

of children a woman has, or the prevalence of abortions and contraceptive use.

The main goal of this study was to determine whether there was an association between

level of education and the age at which Canadian women had their first child. The

Mann-Whitney U test shows that there was, in fact, a difference in the median age at which

women had their first child. The results showed that while most women in the higher level of

education group had their first child at 25-26 years of age, the women in the lower level of

education group had their first child about 4 years earlier. This could be due to the understanding

that women who have received more education did so with the objective of obtaining a

professional career (which often takes longer to obtain than an occupational career). Having a

child often halts the progression of completing higher education or receiving promotions, hence,

the women who received a higher level education may put off having their first child until after

they have established themselves.

The findings from the secondary question, looking at whether there was a difference in

the total number of children women had based on their education level, were not significant. The
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Spearman rho’s correlation coefficient was of trivial value. This meant that there was not a

noteworthy difference in the total number of children Canadian women had based on a higher or

lower amount of education. This inconvenient result could be due to the fact that education does

not play a key role in determining how many children a woman will conceive and give birth to.

The total number of children a woman has could just be due to personal preference, financial

situations, past experiences, health complications, etc.

The tertiary goal of this study was to determine whether education level made a

difference on the prevalence of contraceptives and abortions among Canadian women aged

18-49. The findings from chi-square analysis depict that the level of education did not make a

significant difference to the prevalence of contraceptives or abortions, meaning that education

was not a contributing factor. The reasoning for this could be that having a higher education did

not necessarily mean that one also had a greater amount of knowledge on the topics of

contraceptives and abortion. Schools do not have a great amount of time devoted to

sex-education, and this means that the women who received lesser education were not missing

out on key information. For instance, physical and health education is only mandatory in the first

year of high school in Ontario, and so, it does not make a difference whether or not a woman

decides to obtain higher education since the education often is not related to contraception

methods and abortions.

Comparison of results

A study done by Bader et al. (2014), supported our hypothesis that contraceptive use

among young women is influenced by education but also included moral attitudes toward

contraception as a contributing factor in contraceptive use. The findings of our tertiary analysis

adds to this study in support that there are other contributing factors to the use of contraceptives
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and abortion. The limitations of this study were influenced by the way many cross-sectional

research are, in that data was obtained by telephone interview. Survey responses do not allow for

rationale behind answers to be explained, for example it is difficult to understand how

participants came to their conclusions of whether contraceptive use is morally right or wrong

(Bader et al., 2014). A study conducted by Monstad et al. (2008), indicates that postponement of

first births is due to increasing education, thus decreasing teenage pregnancy and increasing first

births for women in their 20s to a range of 35 to 40 years of age. These results support the

findings from our primary analysis in that women with a higher level of education had their first

child at a later age than women with a lower level of education. It is important to note that these

findings are interpreted as a correlational relationship rather than a causal relationship. This

means that increased education does not necessarily induce women wanting to remain childless

or having children at a later age, but more so be due to increased human capital accumulation

(Monstad et al., 2008). While our findings showed a significant difference between women of

different levels of education, we also consider different factors contributing to the age when

women decide to have their first child. For example, a woman may want to pursue higher

education resulting in postponement of having her first child as it could put a delay in her

educational and career goals. As this study was conducted in Norway, our data adds to the

research as we focus on Canadian women, broadening the discussion of the purpose and findings

of these studies. Though, this adds a limitation to the comparison of results as policies and

attitudes regarding family and education differ from country to country.

Limitations

Limitations of this study were influenced primarily by how the data in the Canadian

Fertility Survey was collected. Since the survey was conducted over the phone only households
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that could be reached over the phone were included in the study. This may have resulted in

excluding women of lower socioeconomic status who may not be able to afford a telephone.

Women living in Yukon and Northwest Territories were also excluded from participating in this

study which also may have impacted the results because it excluded First Nations communities

who primarily live in these regions of Canada. Communities living in the Territories of Canada

potentially have less access to resources like contraceptives and abortions, thus it may have

impacted results, had they been included in the study. Women who did not speak English or

French were also not included in the study which means that women who have immigrated to

Canada, which is a significant portion of the population, were overlooked. Additionally, women

living in hospitals, nursing homes, institutions or were in jail were excluded which may have

impacted results. The participants may have also provided answers to the survey questions which

were not completely honest or unbiased. This may have been caused by cultural and religious

influences concerning fertility behaviours, feelings of embarrassment, and the fear of judgment.

Another limitation of this study is that the Canadian Fertility Survey was conducted in the year

1984, which means that the data collected in the survey is not very indicative of the fertility

patterns of women in our current time.

Future directions/implications

To move forward from this study, future possibilities must be considered. To observe the

most recent fertility trends, data should be collected about the fertility of current Canadian

women. This will allow a critical analysis of how trends have changed from the 80s, which is

when The Canadian Fertility Survey was conducted. In addition, a need exists for data to be

collected representing those individuals who have immigrated to Canada. These non-English or

French speakers were underrepresented in the current study, thus they must be accounted for
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moving forward. The missing data of these immigrants can influence the outcomes of results by

allowing for a larger sample size in which more variation of results may be observed.

More research is also required pertaining to how specific contraceptives affect fertility in

women. One contraceptive may guarantee greater effectiveness against pregnancy over another,

so there is potentially a correlation between what types of contraceptives women are using and

how educated they are. With gaps in knowledge, the potentially child-bearing population of

women remains susceptible to uninformed decision-making. As a future direction, it is essential

to ensure that the entirety of the Canadian women population is well informed about such topics.

In their schooling years, students should be taught about the various contraceptive options

available to them. Often, students are unaware of the resources available to them, so they must

be informed about the access they have to contraceptives, as well as abortions. These individuals

must be educated on where they can access such resources. This may be implemented by means

such as a change in the schooling curriculum to include more education on contraceptives and

abortions. Sex-education may also be made its own mandatory course to separate it from the

traditional side role it plays in physical education courses. The importance of sex-education is

often undermined, and it is rushed in school in comparison to the focus placed on physical

education. From a public health standpoint, doing so will be progressive in terms of overall

public health because a greater proportion of the population will be informed on these matters

and safer regarding their fertility decisions.
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An investigation into the self-reported feelings of isolation and alcohol and cannabis

consumption change over the course of the COVID-19 pandemic in Canadian youths and

adults: A cross-sectional observational study

In March 2020, the world changed dramatically when the COVID-19 virus outbreak was

declared a pandemic. The multiple stay-at-home orders for Canadians led to many individuals

working from home or attending school online, ultimately causing prolonged isolation from

family and friends. As such, one of the potential outcomes of isolation is deteriorating mental

health and consequential substance use.

Before the pandemic, substances such as alcohol and cannabis remained popular among

youths and adults in Western countries. This is attributed to social and cultural norms that

encourage the use of these substances in social gatherings. According to Novacek et al. (2007),

the most common reasons for substance use among youths include social acceptance and

pleasure. Adults claim to consume alcohol for positive reinforcement defined by celebratory

occasions and recreation (Abbey et al., 1993). As for cannabis consumption in Canada, cannabis

was the most consumed drug even before legalization (Lowry & Corsi, 2020). After legalization,

the social acceptance of cannabis gained more popularity, resulting in a greater rise of Canadian

cannabis users (Lowry & Corsi, 2020). Specifically, the Canada’s National Cannabis Survey

reported an increase in the daily use of cannabis in middle-aged and older-aged individuals

(Haines-Saah & Fischer, 2021).

While alcohol and cannabis are predominantly associated with social settings amongst

youths and adults, these substances are also consumed to alleviate stress. Alcohol has addictive

properties that allow individuals to escape negative stressors in their day-to-day life by

enhancing positive memories (Abbey et al., 1993). Cannabis belongs to a class of drugs used to
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reduce anxiety (Spradlin & Cuttler, 2019). Isolation from loved ones is a form of stress that has

the potential to lead to substance dependence. According to Stockdale et al. (2007), individuals

residing in neighborhoods with low social support systems reported having a higher chance of

suffering from alcohol, drugs and mental health (ADM) disorders. This is attributed to the lack of

positive relationships that can be fostered in such environments (Stockdale et al., 2007). In

general, adolescents who are feeling more depressed, anxious, and fearful for their safety due to

the COVID-19 pandemic may engage in solitary substance use as a coping mechanism (Dumas

et al., 2020).

Although previous studies have explored the effects of self-isolation on substance use

behaviors, not much dedication has been given to this matter in the Canadian population,

especially during the COVID-19 pandemic. Moreover, recent publications on substance use

during the COVID-19 pandemic are predominantly based on the adult population. There is

limited knowledge on the effects of pandemic-related isolation on the substance use behaviors of

youths and limited knowledge on how these behaviors compare to that of adults. Dumas et al.

(2020) claim that it is important to investigate this in youths as solitary substance use in

adolescents during the pandemic is not well-rooted in evidence. Many of the studies are

overgeneralized to the whole population which leads to biases and exclusions of demographics

that may need more attention, such as youths. For example, previous research by Capasso et al.

(2021) suggests that older adults with depression and anxiety reported the greatest increase in

alcohol consumption compared to youth during the COVID-19 pandemic. However, one of the

distinct limitations in this study was that the majority of the respondents were in their 50s and

60s (Capasso et al., 2021). This suggests that there was an underrepresentation of younger
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individuals in the survey and the results could be different if there was an accurate portrayal of

age groups across the study.

Based on the pressing concerns mentioned above, our study’s primary research question

is: Is there a difference in the proportion of self-reported substance use of alcohol and cannabis

in Canadian youths aged 15 to 24 compared to Canadian adults aged 45 to 54 since the beginning

of the COVID-19 pandemic? The secondary research question is: Is there a correlation between

self-reported feelings of isolation and the consumption of alcohol and cannabis in Canadian

youths aged 15 to 24 years old and Canadian adults aged 45 to 54 years, and how do these

correlations compare? The main outcomes we hope to bring to attention in this study are the

substance use differences, if any, that may exist in both age groups and if these changes are

correlated to self-isolation.

Methods

Study Design and Database

This study was conducted by analyzing the cross-sectional database; Canadian

Perspectives Survey Series 6, 2021: Substance Use and Stigma During the Pandemic accessed

through the Odesi database. Statistics Canada collected the data through an online survey. The

information in the dataset includes substance use behaviors, demographic information and

feelings of stigma towards substance use. The data was collected from residents in the ten

Canadian provinces, aged 15 years and above. Individuals excluded from the survey were those

living in reserves, institutionalized persons, households in extremely remote areas with low

population density, and the three Canadian Territories as these groups together represent less than

2% of the Canadian population. The sampling procedure for this dataset was conducted by

contacting a subset of participants from the Impacts of COVID-19 crowdsource collection to
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participate. The collection response rate was 54.4% which resulted in a total of 3941 responses.

The period of data collection was from January 25th to January 31st, 2021.

Study Participants

The original dataset contained 3941 participants of varying ages. 158 of those

participants were youth aged 15 to 24, and 654 were adults aged 45 to 54. The participants from

these age groups were further filtered to only include pre-existing alcohol and cannabis users,

and those who provided valid responses on their feelings of isolation. This resulted in a final

study sample of 812 participants. The remaining cases that did not meet this criteria (i.e. those

who answered valid skip, don't know, refusal, chose not to answer, not applicable, or had missing

data), were excluded from the statistical analyses. In the youth category this resulted in a total of

35 excluded cases for alcohol consumption and 102 excluded cases for cannabis consumption. In

the adult category there were 147 excluded cases for alcohol consumption and 527 excluded

cases for cannabis consumption. This resulted in a total of 123 participants in the Canadian youth

aged 15-24 category and 507 participants in the Canadian adults aged 45-54 category for

self-reported alcohol consumption. The final sample size for cannabis consumption was 56

participants in the Canadian youth aged 15-24 years category and 127 in the Canadian adults

aged 45-54 years category.

Study Outcomes

The primary outcome of this study was to understand how the substance use of alcohol

and cannabis has changed during the pandemic between adults and youth and to observe which

age group had a greater difference in consumption. Participants answered the survey questions:

“On average, over the course of the COVID-19 pandemic, how has your alcohol consumption

changed when comparing to before the pandemic” and “On average, over the course of the
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COVID-19 pandemic, how has your use of cannabis changed when comparing to before the

pandemic?” (Canadian Perspectives Survey Series [CPSS], 2020). The response options were:

increased, decreased, not applicable, stayed about the same, and do not know. Cannabis

consumption was referred to as marijuana, hashish, oil or any other product of the cannabis plant

that is smoked, eaten, vaped, drank, dabbed, or consumed by some other method. Alcohol

consumption was referred to as drinking one bottle, a can of beer, one glass of wine, a wine

cooler, one drink, or a cocktail with one and a half ounces of liquor. The main dependent variable

was the change in consumption of alcohol and cannabis and the independent variable was age,

particularly the age group of 15-24 and 45-54. The secondary outcome was to investigate if

self-reported feelings of isolation were correlated with alcohol and cannabis consumption in

youths and adults. Participants were asked “In general, how often have you felt the following

since the start of the COVID-19 pandemic: Isolated from others” (CPSS, 2020). Response

options were: never, hardly ever, some of the time, often, always, and do not know. Assessing the

correlation between isolation and substance use could provide a deeper insight into the ways

youths and adults were impacted by the pandemic which could be used to create support

programs.

Additional Data Collection

Additional data collected were sex, employment status, needed help for managing

emotions, mental health, alcohol and drug use but did not receive it, life satisfaction, mental

health now compared to pre-pandemic, amount of stress since the start of the pandemic, and the

number of relatives and friends participants felt close with. The variable sex was used to further

analyze the changes in alcohol and cannabis consumption in youths and adults to assess if there

were any sex differences in the study sample.
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Statistical Analysis

The IBM SPSS software was used to analyze, cleanse, and perform all statistical tests.

The results for Table I were reported as the number and percentage of participants who provided

valid responses. All variables were measured using a Likert scale, with the exception of “sex”,

“employment status”, and “Needed help for managing emotions, mental health, alcohol and drug

use but did not receive it”. In order to conduct a Chi-square analysis, the variables were

transformed into dichotomous variables using SPSS. An alpha value of 0.05 was used for each

variable in accordance with Norman & Streiner (2014). Chi-square tests were used to answer the

primary research question and a significance value of 0.05 was used for each test (Norman &

Streiner, 2014). Alcohol and cannabis consumption variables were re-coded and binned to create

3 new categories with 0 indicating decrease, 1-stayed about the same, and 2-increase. A

Spearman’s rho analysis was used to answer the secondary research question and a 0.01

significance value was used (Norman & Streiner, 2014).

Results

The original survey sample consisted of 3,941 individuals of varying ages. In this study,

812 participants were examined which consisted of 158 (19.5%) youths aged 15 to 24 years and

654 (80.5%) adults aged 45 to 54 years. 123 (19.5%) youths and 507 (80.5%) adults were used to

investigate the difference in alcohol consumption change over the course of the pandemic, and

56 (30.6%) youths and 127 (69.4%) adults were used to assess the changes in cannabis

consumption. The majority of participants in both age groups were females and reported being

employed, having a satisfied life, and decreased mental health (see Table I). Most participants

reported experiencing frequent to severe levels of stress since the beginning of the pandemic and

having close relationships with five or less family members and/or friends. Although both study
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groups reported feeling isolated most of the time, a greater proportion of youths (84.8%) reported

feeling isolated compared to adults (72.0%).

Table I. Descriptive characteristics of Study Population from The Canadian Perspectives

Survey Series 6, 2021: Substance Use and Stigma During the Pandemic (N = 812).

Values are presented as the number (%) of study participants. All variables with the exception of

“sex”, “employment status”, and “Needed help for managing emotions, mental health, alcohol

and drug use but did not receive it”, were measured using a Likert scale. A Chi-square test and

an alpha value of 0.05 were used to calculate the p-value for each variable.
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Alcohol and Cannabis Consumption

Most youths (44.7%) and adults (55.6%) reported that their alcohol consumption

remained about the same when compared to before the pandemic (see Figure 1). Using a 5%

significance value, a Chi-square analysis revealed a significant difference in the proportions of

alcohol consumption in youths and adults (X2= 6.404, p=0.041), as seen in Figure 1. A slightly

greater proportion of youths (26.8%) reported an increase in alcohol consumption over the

course of the pandemic compared to adults (25.2%). Figure 2 shows a significant difference in

the proportions of cannabis consumption in youths and adults through a Chi-square analysis (X2=

12.739, p=0.002). Most youths (46.4%) reported a greater increase in their cannabis consumption

compared to adults (22.0%) and most adults (63.8%) reported their current cannabis

consumption remained about the same when compared to before the pandemic.

Figure 1. Bar graph of Chi-square analysis depicting the average alcohol consumption

change over the course of the pandemic in youths (15-24 years) and adults (45-54 years).

Using an alpha value of 0.05, the graph shows that the proportions of alcohol consumption in

youths and adults were significantly different (**) with a Chi-square statistic of 6.404 and a
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2-sided asymptotic significance p-value of 0.041. Total sample size was 630 individuals (youth:

n=123; adults: n=507).

Figure 2. Bar graph of Chi-square analysis depicting the average cannabis consumption

change over the course of the pandemic in youths (15-24 years) and adults (45-54 years).

Using an alpha value of 0.05, the graph shows that the proportions of cannabis consumption in

youths and adults were significantly different (**) with a Chi-square statistic of 12.739 and a

2-sided asymptotic significance p-value of 0.002. Total sample size was 183 individuals (youth:

n=56; adults: n=127).

The differences in alcohol and cannabis consumption between males and females were

also analyzed. Using a significance value of 0.05, a Chi-square analysis revealed that there were

no significant differences in the proportion of alcohol consumption in males and females in both

youths and adults (X2
Youths= 4.557, pYouths=0.102 and X2

Adults=2.516, pAdults=0.284) (see Table II). A

second Chi-square analysis revealed that there were no significant differences in the proportion

of cannabis consumption between males and females in youths and adults (X2
Youths=0.77,

pYouths=0.681 and X2
Adults=0.066, pAdults=0.968).
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Table II. Chi-square analysis comparing the change in alcohol consumption in males and

females over the pandemic in Canadian youths (15 to 24 years) and adults(45 to 54 years).

Using a 2-sided asymptotic significance value of 0.05, the test amongst youths (X2=4.557,

p>0.05) and adults (X2=2.516, p>0.05) revealed that there was no significant difference in the

change in alcohol consumption between males and females. Values are presented as the number

(%) of study participants.

Table III. Chi-square analysis comparing the change in cannabis consumption in males and

females over the pandemic in Canadian youths (15 to 24 years) and adults(45 to 54 years).

Using an alpha value of 0.05, the results indicate that there were no significant differences in the

change in cannabis consumption between males and females in youths (X2=0.77, p>0.05) and

adults (X2=0.066, p>0.05). Values are presented as the number (%) of study participants.

Correlation Between Isolation and Substance Use

Tables IV and V display Spearman’s rho correlation coefficients (⍴) for the relationship

between feeling isolated and the substance use of alcohol and cannabis in youths and adults.
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Using a significance value of 0.01, a small, but significant positive correlation (i.e. ⍴ is between

0.1- 0.29) was found between feelings of isolation and alcohol consumption in both youths and

adults (⍴Youths=0.250, pYouths=0.005, and ⍴Adults=0.126, pAdults=0.005). A positive correlation was

found between feelings of isolation and cannabis consumption in youths and adults, however,

these correlations were not significant (⍴Youths=0.234, pYouths=0.083, and ⍴Adults=0.141,

pAdults=0.113). In both analyses, youths have a slightly stronger correlation between feelings of

isolation and substance use compared to adults.

Table IV. Spearman’s rho analysis for feelings of isolation and alcohol consumption change

over the pandemic in Canadian youths (15-24 years) and adults (45-54 years).

There is a small, positive correlation between feelings of isolation and alcohol consumption

change over the COVID-19 pandemic in youths (⍴= 0.250, p<0.01) and adults (⍴=0.126,

p<0.01). However, there is a slightly stronger correlation in youths compared to adults. “**”

indicates the correlation is significant at the 0.01 level (2-tailed).

Table V. Spearman’s rho analysis for feelings of isolation and cannabis consumption change

over the pandemic in Canadian youths (15-24 years) and adults (45-54 years).

A weak, positive correlation exists between feelings of isolation and cannabis consumption

change over the COVID-19 pandemic in youths (⍴=0.234, p>0.01) and adults (⍴=0.141,

p>0.01). However, there is a slightly stronger correlation in youths compared to adults.
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Discussion

This study investigated the changes in alcohol and cannabis consumption in Canadian

youths aged 15 to 24 years and Canadian adults aged 45 to 54 years, over the course of the

COVID-19 pandemic. It also assessed the correlation between feelings of isolation and alcohol

and cannabis consumption between the two age groups. A significant difference was found in the

proportion of alcohol and cannabis consumption in youths and adults since the beginning of the

pandemic, however, no significant difference was found between males and females.

Additionally, a small, but significant positive correlation was found between feelings of isolation

and alcohol use in both youths and adults, but not in cannabis consumption.

Chi-square tests were used to compare the differences in alcohol and cannabis

consumption change over the COVID-19 pandemic in youths and adults. The Chi-square statistic

for alcohol consumption was 6.404 and 12.739 for cannabis consumption. Both tests resulted in a

p-value less than 0.05, indicating significant differences in both age groups for alcohol and

cannabis consumption. Most youths and adults reported that their alcohol consumption stayed

the same whereas most youths reported that their cannabis consumption increased over the

course of the pandemic. These differences indicate that youths and adults were impacted by the

pandemic in different ways. This can be seen in Table I where there were significant differences

in the self-reports of life satisfaction and mental health status in youths and adults. About 40.5%

of youths reported living a dissatisfied life compared to 29.2% of adults, and approximately

92.8% of adults reported a decline in their mental health compared to 85.4% of youths. These

varying conditions amongst youths and adults could have led to the differences in consumption

changes observed in Figures 1 and 2.
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Our results support the findings by MacEachern et al. (2021) who found that both men

and women between the ages of 18 to 44 who reported showing depressive symptoms, were

more likely to report increased cannabis and alcohol use. This population is similar to the

population in our study as our participants also reported a decrease in their mental health.

Additionally, a study done by Imtiaz et al. (2018) on cannabis use during the pandemic also

found that a large proportion of the population had an increase in cannabis use during the

pandemic. This suggests a need for interventions to limit increased cannabis use and address

policy measures monitoring the use of cannabis during and after the pandemic.

Sex was an additional factor that was considered to further understand the substance use

behaviours in youths and adults. Previous research has shown that there are sex differences in the

consumption of drugs. Namely, males have been found to report a higher use of psychoactive

drugs like alcohol, tobacco, and marijuana compared to women (Kuhn, 2015). Using a

Chi-square test, our study found that there were no significant differences in alcohol or cannabis

consumption between males and females in either age group (see Table II and III). Although

these results are contrary to Kuhn’s findings (2015), it is important to note their research

observed high levels of consumption which may not be applicable to this study. However, our

findings support Alvanzo et al.’s (2011) study who discovered that sex had no relationship with

alcohol dependence or age of initiation into substance use. Our findings suggest that the

substance use behaviours in males and females were similarly impacted during the pandemic.

The Spearman’s Rho test showed a significant correlation between feelings of isolation

and alcohol consumption in youths and adults, but indicated no significant correlation with

cannabis consumption in youths or adults. In both tests, there was a slightly higher correlation

between substance use and feelings of isolation in youths, which could be because a larger
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proportion of youths (84.8%) reported feeling isolated most of the time compared to adults

(72%). These results are consistent with the findings by Gutkind et al. (2022) who discovered

that loneliness is associated with an increased frequency of alcohol use amongst pre-existing

substance users. Contrary to their study, we did not find a significant correlation between

loneliness and increased cannabis use in our study sample. This could be explained by the idea

that cannabis is a social drug and could have been incorporated in social settings which decreases

its association with feeling isolated. Dumas et al. (2020) found that many youths reported

engaging in cannabis use with peers through technology or face-to-face interactions during the

pandemic. This suggests that although youths may have felt isolated during the pandemic, there

was still an emphasis on connecting via technology (i.e. video chatting, texting, posting on social

media etc.) to engage in substance use behaviors together (Dumas et al., 2020).

While our study had meaningful observations, there were limitations that should be

addressed in future research. A logistic regression analysis could not be included as the predictor

variables were related and did not meet all the assumptions. Future studies should consider using

other variables listed in this study such as mental health status, life satisfaction, and stress levels.

By performing such tests it allows for a better understanding of the driving factors related to

substance use behaviours during the pandemic. The sample size in this study was exclusive and

only included individuals from ten provinces, so the results cannot be generalized to all

Canadians. Additionally, qualitative and self-reported data was used to conduct our analyses

which limited the scope of our study and the statistical tests that could be performed. The survey

questionnaire also used general terms such as “increased” and “stayed about the same” but this

terminology can have different interpretations and is an ambiguous measure for assessing the

change in substance. Future studies should develop more definitive terms and/or definitions, if
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using self-reported data or use other forms of quantitative measures as this would increase the

accuracy of the study.

The results from this study are important as it provides a better understanding of how the

COVID-19 pandemic affected substance use behaviours in youths and adults. Future studies

could explore potential reasons for the increase in cannabis use in youths. Factors such as the

recent legalization of cannabis in Canada, accessibility, and the recent decrease in the

stigmatization of cannabis could be explored as potential reasons for the increased usage.

Previous studies have also found a relationship between race, age of initiation into substance use,

and substance dependence (Alvanzo et al., 2011). Although sex differences were accounted for in

this study, the impact of ethnicity and socioeconomic status was not assessed which should be

explored in future studies. The results from this study showed that youths reported an increase in

cannabis use. Research and healthcare professionals can implement these findings for future

studies to educate youths on the long-term effects of prolonged cannabis use. This can then be

used to develop programs that promote positive coping strategies for feelings of isolation and

loneliness. Interactive education campaigns in schools are an example of an effective way to

spread awareness to target youth audiences and to increase education on the various effects of

cannabis. Another strategy would be to educate youths and parents on cannabis consumption by

emphasizing positive reinforcement measures that promote learning and acceptance in drug

rehabilitation rather than negative reinforcement such as punishment which fuels feelings of

stigmatization and shame in seeking help. Substance use in Canada is a silent epidemic that has

been ongoing long before the COVID-19 pandemic. These results highlight the immediate need

to implement meaningful changes before negative consequences are deep-rooted in youths well

beyond the pandemic.
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Introduction  

Mental health has become a prominent topic amongst the age range of 12-25, as studies 

have found that the onset of 75% of mental disorders, such as depression, occur before this upper 

age boundary (Malla et al., 2018). Various studies have been conducted to examine relationships 

between the prevalent psychopathology of depression and a multitude of potential underlying 

factors. With the rapid advances of technology and constant evolution of society, distinct 

variables may affect the lifestyles of the younger adult population than previously reported or 

considered. Thus, the frequency and causation of depression in this population should be 

particularly assessed. A 2017 US study assessed this relationship and revealed that 44% of the 

young adult sample reported problematic social media use, which was significantly correlated 

with depressive symptoms assessed through a survey (Shensa et al., 2017). Additionally, a 2018 

study conducted on an Appalachian college population examined the relationship between 

mental health and diet (Wattick et al., 2018). The study demonstrated that food insecurity was a 

significant predictor of depression. The authors suggested that poor diet, added sugar, and 

college lifestyle could potentially contribute to the increased depression incidence among young 

adults (Wattick et al., 2018). Based on this research, depression is common among 

undergraduate students and could be attributed to a variety of factors, one being health care. 

Health care access may play a role in the development of psychopathology in conjunction with 

additional factors.  

The Mental Health portion of the Canadian Community Health Survey previously 

reported a high prevalence of youth mental health problems and inadequate or late care (Malla et 

al., 2018). Prior research reports that current services in Canada are insufficient to address youth 

mental health problems, potentially due to the current structure which delineates adolescent and 
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adult mental health services as separate systems (Malla et al., 2018). Radez et al. identified the 

four largest barriers to accessing professional help amongst adolescents as limited mental health 

knowledge, social stigma, perception of therapeutic relationships with a professional, and 

systemic as well as structural barriers such as cost and availability (2021). General practitioners 

also play a role in lack of access to professional mental health help as they identify the need for 

specialist referrals (Radez et al., 2021). Due to these barriers to health care access, a large 

proportion of adolescents do not receive professional mental health care, resulting in less 

beneficial self-help methods and lower future help-seeking intentions (Sheppard et al., 2018). 

This can ultimately lead to comorbidities and poor future outcomes (Malla et al., 2018).  

 Mental Health and Addiction services in Canada addresses a range of conditions, such as 

depression, anxiety, substance abuse disorders, and psychoses (Moroz et al, 2020). 2.3 million 

Canadians believe their mental health care needs are unmet or partially met; Canadians spend 

$950 million annually on private psychotherapists, 30% of whom pay out of pocket (Moroz et al, 

2020). In 2015, only 7% ($15.8 billion) of Canadian healthcare funds were spent on mental 

health care, a number which the Mental Health Commission suggests will increase to 9% by 

2022 (Moroz et al, 2020). Although there is little research surrounding health insurance and 

mental health, a 2012 study conducted in Northwest China found that symptoms of depression 

were more severe in individuals who were not insured (Tian et al., 2012). These individuals were 

also found to be at greater risk of developing severe depressive symptoms. Regular access to 

health insurance has continuously been proven to result in improved physical health status (Tian 

et al., 2012). However, the relationship between health insurance and mental health status is yet 

to be fully understood. This relationship has also yet to be examined amongst Canadian 

individuals, specifically between the ages of 18-24.  
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There is a current lack of quantitative research surrounding a relationship between mental 

health problems such as depression and access to health care in Canadian individuals aged 18-

24. Our research question is: Is there a relationship between health care access (presence of a 

primary health care provider and health insurance) and the self-reported prevalence of depression 

amongst individuals aged 18-24 in Canada? We hypothesize that the relationship between health 

care access (with access comprised of presence of a primary health care provider and insurance 

coverage) and prevalence of self-reported depression does exist. Specifically, we predict a 

decreased prevalence of depression among those who reported having access to health care 

services. This study will involve data analysis from the Canadian Community Health Survey, 

2017-2018: Annual Component data set to address our objective of identifying a relationship 

between presence of health care access and self-reported presence of depression.  

Methods  

Study Design and Database 

Our research study used the Canadian Community Health Survey 2017-2018 Annual 

Component database from the Health Statistics Division of Statistics Canada, obtained from the 

Odesi data portal. The objective of this biannual survey is to collect health-related data of regions 

across Canada with variables such as health status and use of health care services (Statistics 

Canada Health Statistics Division, 2020). The collected data is commonly used by federal and 

provincial departments for surveillance and health research as well as non-profits and the media 

to raise awareness about various health topics. Previous uses of this database include research 

surrounding mental health and well-being, prevalence of diseases, and examining health care 

areas that require more attention such as unmet mental health needs.  
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The study design was observational and cross-sectional, with participants being 12 years 

of age or older. The researchers used extensive sampling methods involving a multi-stage sample 

allocation strategy which accounted for location, and measures to ensure only one participant 

was chosen from the same household to obtain a fair sample distribution (Statistics Canada 

Health Statistics Division, 2020). Participants were excluded if they lived on reserves, resided in 

a foster home, were a full-time member of the Canadian Forces, were institutionalized, and lived 

in specific Quebec health regions. The survey was carried out via phone or in-person interviews 

and collected data on 1051 total variables (Statistics Canada Health Statistics Division, 2020). 

Due to the self-report survey design, participants’ answers were subject to self-report bias and 

inaccuracy which is important to note when analyzing results. 

Study Participants 

The original sample size of the database was 113 290 participants. Our study sample size 

was 7001 after selecting our variables of analysis and age range. Participants were included if 

they were 18-24 years of age and reported a valid response for the variables of access to health 

care, primary health care provider, health insurance coverage, and presence of depression. 

Participants were excluded if they were younger than 18 or older than 24 and had a missing 

response or indicated ‘valid skip’, ‘don’t know’, ‘refusal’, or ‘not stated’ for the four previously 

mentioned variables.  

Study Outcomes 

Our primary study outcome was to determine if there is a relationship between health 

care access, health insurance coverage, and self-reported presence of depression among 

individuals 18-24 years of age in Canada. This outcome is of importance as research has shown 
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that many Canadians have reported an unmet need for mental health care (Sunderland & Findlay, 

2013). Additionally, researchers have found that the rates of unmet needs are higher in 

individuals with a diagnosed mental illness, especially depression, further emphasizing the 

importance of our research study (Sunderland & Findlay, 2013). We included the variables of 

access to health care, having a regular health care provider, and having health insurance coverage 

as independent variables to assess the prevalence of health care access amongst our study 

population. This allowed us to further analyze if there is a relationship between the presence of 

depression and availability of health care. Self-reported presence of depression, as diagnosis of a 

mood disorder was not needed to answer this survey question, was examined as the dependent 

variable to compare the prevalence of depression between those who have access to health care 

services and those who do not in our study population. All variables were asked as individual yes 

or no questions, with ‘yes’ indicating the participant had access to health care services, had a 

regular health care provider, had insurance, and had depression, and ‘no’ indicating lack of these 

variables. Other response options included skip, don’t know, refusal to answer, and not stated.  

Additional Data  

Additional data pertaining to demographic characteristics were collected to present in 

Table 1. Inclusion of variables such as sex, age, education level, student status, employment 

status, and having other health care providers allow for examination of demographics that may 

impact an individual’s access to health care. This would aid in the analysis of our results when 

examining potential reasons behind the relationship between health care access and depression.  

Statistical Analysis 
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To summarize data in Table 1, participants were organized into one of two groups; Group 

1 included participants who answered ‘yes’ to both having access to health care services and 

having a regular health care provider, and Group 2 included participants who responded ‘no’ to 

one of these variables or ‘no’ to both variables. We used IBM SPSS version 28.0 for all 

statistical tests and figure creation. We used the program to obtain frequencies of all variables for 

Table 1 and our variables of analysis. To handle missing data, variables that were not used in our 

analysis and participants that had missing responses for our variables of analysis were removed 

from our data set. Chi-squared tests were used to determine the presence of between-group 

differences regarding self-reported presence of depression and health care access, having a 

regular health care provider, and having health insurance coverage. The p-value for significance 

in our analyses was p<0.05 in which a p-value of less than 0.05 indicated that proportions were 

significantly different between groups.  

Results  

The study consisted of 7001 participants who had valid answers for the variables of 

analysis. The missing data was removed from the dataset. There is missing data in Table 1, as 

identified by the varying values of N, however this demographic data was not used for analysis.  

Table 1. Demographic frequencies of study population (N = 7001).  

Total sample (N = 7001)  

  Group 1 (N = 214)  Group 2 (N = 6787)  

Characteristics    %    %  

Sex  N = 214    N = 6787    

Male   88  41.1  3389  49.9  

Female  126  58.9  3398  50.1  

Age  N = 214    N = 6787    
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B/w 18-19  41  19.2  1855  27.3  

B/w 20-24  173  80.8  4932  72.7  

Level of education  N = 210    N = 6722    

Less than secondary 

school  

20  9.5  796  11.8  

Secondary school 

grad  

118  56.2  3537  52.6  

Post-secondary grad   72  34.3  2389  35.5  

Student Status  N = 76    N = 2863    

Full-time or full-time 

and part-time  

74  97.4  2514  87.8  

Part-time  2  2.6  349  12.2  

Working status  N = 130    N = 4515    

Full-time  100  76.9  3024  67.0  

Part-time  30  23.1  1491  33.0  

Employed or self-

employed  

N = 131    N = 4543    

Employee  126  96.2  4378  64.5  

Self-employed  5  3.8  165  2.4  

Has a mood 

disorder  

N = 211    N = 6776    

Yes  45  21.3  793  11.7  

No  166  78.7  5983  88.3  

Other Healthcare 

Provider   

        

Psychologist  N = 213    N = 4763    

Yes  15  7.0  321  6.7  

No  198  93.0  4442  93.3  

 Social Worker  N = 213    N = 4762    

Yes  5  2.3  109  2.3  
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No  208  97.7  4653  97.7  

Table 1 was divided based on the presence of a health care provider and access to health care, as 

stated in the methods. Group 1 indicated the presence of a health care provider and access to 

health care. Group 2 reports individuals without a health care provider, health care access, or a 

lack of both.  

Collection of demographic data shows that most of the study population are full or part 

time students and had graduated secondary school. The study population was between the ages 

of 18-24. It is important to note that a greater number of participants reported having a mood 

disorder in group 2 than in group 1. The demographic data presented in Table 1 is important in 

determining the characteristics of the study population to aid in the analysis of the results, 

however, this grouped data was not used in the Chi-squared statistical analyses.  

Table 2. Frequency table of individuals who have reported the presence or absence of health 

care access, a health care provider, and health insurance (N=7001). 

  N (%)  

Characteristic  Yes  No  

Health care Access  383 (5.5)  6618 (94.5)  

Health care Provider  4986 (71.2)  2015 (28.8)  

Health care Insurance  397 (5.7)  6604 (94.3)  

Table 2 displays the frequencies of the total population in respect to our variables of analysis. 

The frequencies show that most of the study population has a regular health care provider but 

does not have health insurance and general access to health care.  

The frequencies displayed in Table 2 are used to construct a crosstabulation of variables 

for Chi-Squared analyses of these variables in relation to the self-reported presence of 

depression.  

Table 3. Summarized Chi-Squared analyses (N=7001). 
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  Value (χ2) 
 

Degrees of Freedom   Asymptotic Significance 

(2-Sided)  

Health care Access  9.998  1  0.002  

Health care Provider  45.220  1  <0.001  

Health care Insurance  10.423  1  0.001  

The values obtained by the Chi-Squared test are used to report the significance value. To 

determine this significance, the continuity correction value was reported as a 2x2 table was 

obtained while performing crosstabulation of the variables with one degree of freedom.  

Table 3 summarizes the statistical analyses obtained from SPSS. Since a p value below 

0.05 is obtained for all three variables, a significant difference between the groups is present. At 

a degree of freedom of 1, a χ2 value above 3.841 is significant at a 5% significance level 

(Norman & Streiner, 2000).  

 

Figure 1. Bar graph with standard error bars displaying the frequency of self-reported 

depression in relation to (A) having access to health care services (p=0.002), (B) having access 

352



   
 

  11 
 

to a regular health care provider (p <0.001), and (C) having health insurance coverage 

(p=0.001).  

Chi-Squared Test, 1 df, * indicating a significant result with a significance level of p < 0.05 

(N=7001). 

Figure 1 summarizes the crosstabulation frequencies of the Chi-squared analyses in a bar 

graph for all three variables of interest in relation to the self-reported presence of depression. The 

error bars indicate a 95% confidence interval for the given frequencies. In Figure 1A and 1C, 

individuals who self-reported presence of depression did not have access to health care services 

as well as health insurance coverage. After analysis using a Chi-Squared Test, all three variables 

(access to health care services, access to health insurance coverage, and access to a health care 

provider) demonstrated significant differences amongst the groups. These significance values are 

0.002, 0.001 and < 0.001, respectively (Table 3).  

Discussion  

Results from our study revealed there were significant between-group differences with 

each of the Chi-squared analyses performed. This means there were differences between those 

who answered “yes” and those who answered “no” in each of the three groups of health care 

access, provider, and insurance, in whether participants reported the presence of depression. This 

supports our initial prediction of the existence of a relationship between these variables. It was 

found that those who reported “yes” to any of the three groups had a lower prevalence of 

depression, while a greater number of individuals reported “yes” to depression if they reported 

“no” to these variables. The most notable outcome of the study was that there were no responses 

indicating “yes” to self-reported depression in those who answered “yes” to either having health 

care access or health care insurance. This poses the question as to why this occurred in these two 
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variables but not the health care provider variable. As we will further discuss, various 

confounding factors not accounted for in our study could be responsible for this difference. 

A study by McAlpine and Mechanic explores a similar relationship. While the study used 

a logistic regression with a population of a wider age range of 18-97, their results highlight the 

significant relationship between socioeconomic disadvantage (including lack insurance and 

access to health services) and the presence of severe mental illness (McAlpine & Mechanic, 

2000). Our study outcomes align with these findings, further supporting the potential presence of 

a relationship between depression and health care access. However, McAlpine and Mechanic’s 

study only involved a small sample size, potentially limiting the analysis of group differences. 

Their study also involved self-reported data, challenging the validity of the study relationships 

(McAlpine & Mechanic, 2000). This coincides with the limitations of our study and establishes 

the need for further research in this area.  

A potential reason for the findings from the analyses between the variables of health care 

access and health care provider with self-reported depression to be significantly different is a 

direct, causal relationship, where having a regular health care provider or regular health care 

access could lead to a reduced occurrence of depression. This could be caused by a variety of 

reasons, one example being reduced stress and anxiety over health issues, leading to the 

individual feeling secure in knowing their health is being taken care of and regularly assessed. 

However, since our analysis does not provide detailed information on the relationship between 

the two variables, this relationship may be a coincidence due to confounding factors or may exist 

as a relationship in the opposite direction. For example, those with more economic and life 

stability likely have a regular health care provider, and it may not be health care access or 

provider itself which is leading to lower depression levels. It could in fact be that those with a 
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lack of stability in their environment are predisposed to developing depression. Again, when 

examining the findings from the analysis between health insurance and self-reported depression, 

direct or causal relationships cannot be determined due to the lack of information obtained from 

the Chi-squared analysis. One possible inference of the relationship is that those who are covered 

by health insurance are less depressed due to reduced mental or financial stress over health. 

Those with insurance likely receive more health check-ins and feel more secure in their financial 

situation, so depression is less likely to stem from worry over health issues. Individuals covered 

by insurance would not face stress about paying for hospitalization or health procedures, 

eliminating the helplessness which accompanies this financial burden. Another possible reason 

for this association could be that those with a stable income and full-time job inherently have 

better mental health and this relationship may not be directly related to insurance. It may be that 

positive mental health is required to maintain a full-time working status, and insurance is simply 

a coinciding benefit. This is supported by a study by Hovenkamp-Hermelink et al., which 

demonstrates a relationship between locus of control and depression, revealing that an external 

locus of control predicted depression severity (Hovenkamp-Hermelink et al., 2019). This 

suggests and supports a possible confounding factor regarding locus of control, where 

individuals who have an external locus of control attribute life events to factors outside of their 

control and are more likely to feel helpless. It could be that those who possess an internal locus 

of control and believe they have control over their life are less likely to develop depression. 

Based on these findings, locus of control influences mental health and is an additional factor to 

consider. Overall, depression is a multi-faceted condition with many factors likely contributing 

to its presence and development, making it difficult to isolate each specific factor. 
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There are three primary limitations to our study. First, the only available analysis option 

for our data was the Chi-Squared Test. Due to a lack of continuous variables within our data, we 

were unable to conduct a Spearman Rank Order Correlation or an Analysis of Covariance. Our 

data was also not suited for logistic regression analysis since our independent variables were 

significantly related, indicating that the data does not follow the lack of multicollinearity 

assumption necessary to carry out a logistic regression analysis. While there was a significant 

relationship found between the self-reported presence of depression and health care access, the 

nature and the directionality of the relationship is unknown due to this limitation. Second, the 

potential presence of biases in our study could have altered our findings. Since depression is a 

self-reported measure, the relationship between health care access and the presence of depression 

may not be valid or may be bidirectional. Response and/or social desirability bias could have 

influenced our outcomes by leading participants to respond in a manner they perceived to be 

expected by the experimenter or socially desirable, respectively. Additionally, since our study 

was cross-sectional, it is not certain the result will be representative of the population in another 

time period. Finally, as already discussed, since our study was observational it should be noted 

that there was no control for confounding variables such as pre-existing mental health conditions 

and socioeconomic status, which may also contribute to the self-reported presence of depression. 

Considering these limitations, our results have important implications. It is crucial to 

reassess the healthcare system and available health care services, as well as establish groups of 

individuals who are unlikely to receive help. Examining the reasons they are unable to access 

health care could also be beneficial in mediating health care inequities. Those with mental illness 

may have more difficulties accessing health care services due to the nature of their illness or the 

stigma surrounding receiving treatment for invisible conditions. Additionally, those with 

356



   
 

  15 
 

socioeconomic disadvantages, such as income level and lack of insurance, may also experience 

greater difficulties in accessing health care for financial reasons. Policy intervention involving an 

increase in insurance coverage is necessary to improve health care access to populations in need. 

 For future research, longitudinal studies could assess the direct effects of utilization of 

mental health care services on mental health. To control for confounding variables, it is crucial to 

restrict or randomize the study population so that the observed effect can be attributed to the 

variables of interest. Moreover, measures of depression could be taken before and after 

individuals receive health care access or insurance in order to further control the study and obtain 

an improved understanding of the relationships between variables. Finally, continuous data, such 

as depression severity scale data, should be included through standardized psychological testing 

so that other analyses, like Spearman’s Rank Order Correlation, can be used to further analyze 

the relationship between depression and aspects of health care access. 

To conclude, according to our analysis, there is a relationship between healthcare access, 

provider, and insurance, and self-reported presence of depression, however, the manner and 

degree of this relationship between variables cannot be fully understood until further research in 

this area is conducted. 
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Introduction 

Background Information 

The COVID-19 pandemic originated in China during the winter of 2019 and has since 

then changed many aspects of society (Meyer et al., 2020). To mitigate the spread of COVID-19, 

countries across the world have issued the practice of social distancing, resulting in changes in 

interaction patterns of individuals worldwide. Many have been forced to alter their day-to-day 

routines. Humans have been forced to rely on other mechanisms to cope with the lack of social 

interactions (Meyer et al., 2020). As a result of bar and restaurant closures, alcohol and cannabis 

sales for residential use have increased significantly (Vanderbruggen et al., 2020). Although 

some individuals consumed alcohol and cannabis for celebrations as well as relieving stress for 

many generations, substituting it as a coping mechanism can be detrimental to overall health 

(Vanderbruggen et al., 2020). The outcome of a pandemic could potentially introduce changes in 

mental health as well as substance use disorders (Magson et al., 2020).  

Related Studies 

Several researchers conducted studies in the past to help the health sector in maintaining 

safe alcohol and cannabis consumption. According to Weitzman (2004), the 1997 and 1999 

survey of the Harvard College Alcohol study was utilized to analyze the relationship between 

poor mental health in college aged students and alcohol consumption and abuse. Weitzman chose 

to study this age group due to the lack of published reports about mental health and substance 

abuse in the college setting (Weitzman, 2004). According to Knight et al. (2002), 31% of college 

students meet the DSM-IV criteria for alcohol abuse, therefore Weitzman found it important to 

analyze the role that mental health plays in alcohol overuse. The results of the study revealed that 

female students who come from ethnic or racial minority groups or have parents who 3 did not 
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pursue college have more mental health problems. The poor mental health respondents of the 

study were more likely to report drinking to get drunk, as well as binge drinking, suggesting that 

individuals with mental health problems are more likely to seek out alcohol as a coping or self-

medicating mechanism. Weitzman recognizes that there are several factors that contribute to 

poor mental health development in college aged students, and further research is needed to 

identify these connections (Weitzman, 2004). Another research paper by McGee et al. (2000) 

examined the association between cannabis use and mental health in adolescence to early 

adulthood (15 to 21 years). Participants self-reported their use of cannabis and participated in a 

standard diagnostic interview that assessed mental health. The researchers conducted the study 

on this topic because they wanted to understand the longitudinal association between cannabis 

use and mental health as opposed to a cross-sectional association. Findings revealed that 

cannabis use at age 18 elevated the risk of mental disorder at age 21. Alcohol use and cigarette 

smoking had independent associations with later mental health disorders. Study participants who 

reported earlier use of cannabis have socio-economic disadvantage, behaviour problems, low 

levels of parental attachment in adolescence and adolescent mental health problems. McGee et 

al. acknowledged that several variables, demographics play a role in the relationship between 

cannabis and mental health and the prevalence of cannabis dependence and frequent cannabis 

use among young adults is relatively high (McGee et al., 2000).  

Knowledge Gap and Research Question 

Although there has been several research conducted on the impact on factors such as 

stress that contribute to the excessive use of substances before the pandemic, there is limited data 

collected on the impact of mental health and its association with 4 substance abuse during the 

COVID-19 pandemic (Welte & Russell, 1993). According to Gili et al. (2021), there is currently 
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a lack of information about health and social consequences of the pandemic, therefore, 

increasing the likelihood of an emerging research field related to the COVID-19 pandemic. Due 

to the unpredictable nature of the pandemic, the perceived mental health of individuals is 

constantly evolving, making it difficult to examine data related to mental health and substance 

abuse over a period of time (Abramson, 2021). According to research papers related to the 

COVID-19 pandemic, it is important to examine the effects of the COVID-19 pandemic on 

individuals who have previously abused drugs as well individuals who recently started to engage 

in drug use (Zaami et al., 2020). The current health crisis governs certain restrictions that favour 

self-isolation and other factors that could contribute to a change in perceived mental health. 

Research studies that focus on preventing the risk group of substance abusers can become a start 

to ending a pandemic and encouraging safety precautions (Zaami et al., 2020). This research 

paper investigates: is there a difference in the consumption of alcohol and cannabis during the 

pandemic in the past 30 days among Canadians aged 15 and older who report their mental health 

as poor, compared to Canadians aged 15 and older who report their mental health as excellent by 

looking at the association of factors such as stress, boredom and loneliness? The primary 

outcome of our study is to assess the difference between the frequency of substance use for 

individuals who perceive their mental health as poor or excellent and the secondary outcome for 

our study is assessing the reasons associated with an increased use of substance abuse during the 

pandemic due to factors such as stress, boredom and loneliness. The variables interested in this 

paper include the frequency of alcohol and cannabis consumed within the past 30 days during the 

pandemic. 

 
 

 

363



 
                                                                                                                                                                      5 

Methods 

Study Design and Database 

Our study is based on the Canadian Perspectives Survey Series 6: Substance Use and 

Stigma During the Pandemic, an observational and cross sectional study conducted by Statistics 

Canada (Zajacova et al., 2020). The dataset was obtained from Odesi, an extraction and analysis 

tool. The survey was administered online to Canadians 15 years and older living in the 10 

Canadian provinces who previously participated in the Labour Force Survey (Findlay et al., 

2020). The LFS survey excluded participants living on reserves or Aboriginal settlements, 

members of the Canadian Armed Forces, and households in areas with low population density 

(Findlay et al., 2020). The goal of the survey was to collect data about Canadians’ outlooks on 

trends and changes in society in an effective manner that is fast and low-cost (Government of 

Canada, 2020). The study covered a variety of social topics, and had several series’ that focused 

on different issues. The series we chose to analyze in our study focuses on substance use and 

stigma during the pandemic (Government of Canada, 2020). We analyzed and extracted 

information from this dataset using SPSS, a software used to conduct statistical analysis (IBM, 

2021). 

Study Participants  

The original database invited 31,896 people to participate in the survey, and 3,941 people 

were surveyed in Series 6. We constricted our participant group by focusing on their perceived 

mental health status, which was self-reported by participants. Our survey included participants 

who reported their perceived mental health to be poor or excellent. We chose to exclude 

participants who did not report in one of these groups in order to look at the relationships 

between the two extremes of mental health and our outcome variables. We did not exclude 
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participants based on age, as we decided to look at all participants aged 15 years and older. After 

considering this inclusion and exclusion criteria, the number of participants was reduced to 683. 

Study Outcomes 

The primary outcome of our study was to assess the difference between the frequency of 

alcohol or cannabis use for individuals who perceive their mental health as poor or excellent. 

According to Kumar & Nayar (2020), the result of the COVID-19 pandemic has introduced new 

measures that concern the mental health of individuals. We chose to assess this outcome in order 

to evaluate whether there is a correlation between perceived mental health and substance abuse 

as a result of the COVID-19 pandemic. The secondary outcome for our study was to assess the 

reasons associated with an increased use of substance abuse during the pandemic due to factors 

such as stress, boredom and loneliness. According to researchers, pandemic-related conditions 

involve individuals using substances as a coping mechanism for a variety of reasons (Gritsenko 

et al., 2020). After investigating the main cause for the increased substance use, health 

interventions can be proposed to alleviate the use of substances such as cannabis and alcohol.  

Additional Data Collection 

There are a number of different variables that are used in our statistical analysis that 

describe the study population in different ways. The majority of the variables we used are 

categorical, as the survey was structured so that participants picked a specific answer. Perceived 

mental health is used to analyze respondents’ status of mental health at the two extremes of 

mental health, poor and excellent, and serves as the dependent variable in our analysis. The 

variables that are used to assess our primary outcomes include frequency of alcohol usage in the 

last 30 days as well as frequency of cannabis in the last 30 days. These variables are used to 

analyze and compare the frequency of these substances consumed with the participants’ 
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perceived mental health of poor or excellent. The variables that are used to assess our secondary 

outcomes include the reasons why participants may have increased their use of alcohol or 

cannabis, which include stress, boredom, and convenience. These variables are used to analyze 

and compare the frequency of respondents in the poor and mental health groups and their 

individual reasons for increased alcohol and cannabis use.  

Statistical Analysis 

Table 1 outlines the values as frequencies in the form of number and percentage in 

brackets. The SPSS database was used to perform a statistical analysis such as the chi-squared 

test to analyze the difference between groups of perceived mental health of poor and excellent 

and our primary and secondary outcome variables. The chi-squared test was used because of the 

nature of our data being categorical, as well as the ability of the test to analyze the difference 

between two experimental groups. Our study considered a p-value significance level of 0.05 in 

order to assess the significance of a variable.  

Results 

683 participants were included in the final analysis. The descriptive statistics regarding 

participants’ responses are outlined in Table 1. There were no missing cases for any of the 

observed variables. There was a total of 195 individuals who perceive their mental health as poor 

and 488 individuals who perceive their mental health as excellent. Most of the population that 

was chosen in our database were middle-aged adults.  

Primary Outcomes 

When looking at the descriptive characteristics outlined in Table 1, we can observe some 

key characteristics in the variables related to the primary outcomes. For the consumption of 

alcohol during the pandemic, there are a substantial number of participants who said that they 
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consumed alcohol in the last 30 days. There was a similar percentage of individuals who said 

they consumed alcohol during the pandemic for both poor and excellent perception of mental 

health. For the frequency of cannabis use, there was a higher percentage of individuals with an 

excellent perception of mental health who never used cannabis. Compared to the other 

categories, there was a higher percentage of participants who did not consume cannabis in the 

last 30 days.  

After we performed the chi-squared test for poor and excellent perceived mental health, 

we observed if there was a significant difference between the groups for the frequency of alcohol 

consumption and the frequency of cannabis use during the past 30 days. According to Table 2, 

there were no significant differences (p = 0.166) observed between the poor and excellent 

perceived mental health groups for the frequency of alcoholic beverages drank in the past 30 

days. There was a statistical difference (p < 0.001) observed for the frequency of cannabis use in 

the past 30 days.  

Secondary Outcomes 

When analyzing the descriptive characteristics outlined in Table 1, we can observe some 

key characteristics in the variables related to the secondary outcomes. For all the reasons for the 

increased use of both alcohol and cannabis in the last 30 days, there was a higher percentage of 

participants with poor perceived mental health who reported an increased consumption of 

substance due to either stress, boredom, or loneliness compared to participants with excellent 

perceived mental health. 

After performing the chi-square test for poor and excellent mental health, we observed if 

there was a difference in the groups due to increased alcohol and cannabis use due to stress, 

loneliness, and boredom. Referencing Table 3, there was a statistically significant difference 
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observed in both increased alcohol usage due to stress (p < 0.001), increased alcohol usage due 

to loneliness (p < 0.001) as well as increased alcohol usage due to boredom (p= 0.006). There 

was a statistically significant difference observed in increased cannabis usage due to stress ( p < 

0.001) as well as increased cannabis usage due to loneliness (p = 0.015). There was no statistical 

difference between the perceived mental health groups for increased cannabis use due to 

boredom. Figure 1 showcases a visual comparison of the poor and excellent perceived mental 

health groups for the reasons for the increased consumption of alcohol.  

Table 1. Baseline Characteristics of the Respondents from the Canadian Perspectives Survey 
Series 6 (N=683) by Random Assignment.  

 Characteristics (Age in years)  

Poor Mental 
Health Perception  

Excellent Mental 
Health Perception  

(n=195)  (n=488)  

      
15 to 24   16 (8.2)  4 (0.8)  
25 to 34  45 (23.1)  47 (9.6)  
35 to 44  45 (23.1)  52 (10.7)  
45 to 54  44 (22.6)  67 (13.7)  
55 to 64  31 (15.9)  124 (25.4)  
65 to 74  10 (5.1)  128 (26.2)  
75+  4 (2.1)  66 (13.5)   

 Alcohol Beverage consumed within the past 30 
days during the pandemic       

Yes  127 (65.1)  322 (66.0)  
No, not during the past 30 days  34 (17.4)  61 (12.5)  
Never drank alcohol  34 (17.4)  105 (21.5)  

  
Frequency of cannabis consumed within the 
past 30 days during the pandemic      
      

Never used cannabis  101 (51.8)  403 (82.6)  
No, not during the past 30 days  29 (14.9)  48 (9.8)  
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1 day in the past 30 days  5 (2.6)  8 (1.6)  
2 or 3 days in the past 30 days  10 (5.1)  9 (1.8)  
1 or 2 days per week  11 (5.6)  3 (0.6)  
3 or 4 days per week  8 (4.1)  5 (1.0)  
5 or 6 days per week   6 (3.1)  3 (0.6)  
Daily  25 (12.8)  9 (1.8)  

  
Increased use of alcohol: Stress  
  

Yes  67 (34.4)  5 (1.0)  
No  9 (4.6)  22 (4.5)  

  
Increased use of alcohol: Boredom  

Yes  51 (26.2)  10 (2.0)  
No  25 (12.8)  17 (3.5)  

  
Increased use of alcohol: Loneliness   

Yes  44 (22.6)  4 (0.8)  
No  32 (16.4)  23 (4.7)  

  
Increased use of cannabis: Stress  

Yes  38 (19.5)  2 (0.4)  
No  4 (2.1)  8 (1.6)  

  
Increased use of cannabis: Boredom  

Yes  27 (13.8)  4 (0.8)  
No  15 (7.7)               6 (1.2)  

 
Increased use of cannabis: Loneliness   

Yes  22 (11.3)  1 (0.2)  
No  20 (10.3)  9 (1.8)  

Values are presented as number (%) of respondents unless stated otherwise.  
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Table 2: Statistical values for the Chi-square Test Analysis for the Primary Outcome. 

Statistical significance was evaluated using a significant level of p= 0.05.  

Variable Pearson Chi-
Square Value 

Degrees of 
Freedom 

P-value 

Drink any alcoholic beverage in the 
past 30 days 

3.596 2 0.166 

Frequency of cannabis use in the past 
30 days 

91.294 7 <0.001 

 

Table 3: Statistical values for the Chi-square Test Analysis for the Secondary Outcome. 

Statistical significance was evaluated using a significant level of p= 0.05.  

Variable Pearson Chi-
Square Value 

Degrees of 
Freedom 

P-value 

Increased use of alcohol due to stress 45.923 1 < 0.001 

Increased use of alcohol due to 
loneliness 

14.858 1 < 0.001 

Increased use of alcohol due to 
boredom 

7.458 1 0.006 

Increased use of cannabis due to stress 22.599 1 < 0.001 

Increased use of cannabis due to 
boredom 

1.979 1 0.160 

Increased use of cannabis due to 
loneliness 

5.881 1 0.015 
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Figure 1. Comparison of the various reasons for increased consumption of alcohol of 

individuals aged 15 and older who perceive their mental health as poor or excellent 

(N=683). Error bars represent standard deviation for the percentage of participants.  

Discussion 

Summary of Main Findings 

After we conducted several analyses, some of the main findings of the study were that a 

larger number of individuals with excellent mental health compared to poor mental health use 

alcohol. A substantial number of participants with excellent mental health reported never having 

used cannabis. More individuals with poor mental health reported increased use of alcohol and 

cannabis due to factors of stress and loneliness. 

Analysis of Main Findings 

As highlighted in Table 2, we found a statistically significant difference for frequency of 

cannabis use due to the pandemic. Based on the p-value of 0.166, there was no significant 

difference for alcohol abuse, however, further analysis suggests a negative result between 
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alcohol use and perceived mental health. Data showed that individuals in the poor and excellent 

mental health categories generally consumed more alcohol. According to Table 3, p-values for 

increased alcohol use due to stress and loneliness (p < 0.001) as well as increased cannabis use 

due to stress (p < 0.001) were statistically significant suggesting that the relationship for alcohol 

and cannabis abuse during COVID-19 is due to factors of stress and loneliness for individuals 

with poor mental health.  

Results vs Published Findings 

 We can look at some key findings from previously published studies to see how they 

align with our findings. A study by McGee et al. examined the association between cannabis use 

and mental health in adolescence to early adulthood (McGee et al., 2000). The study established 

a relationship between cannabis use prior to 18 years and future mental health problems (McGee 

et al., 2000). Our study demonstrated similar findings as we observed a higher number of 

individuals with poor mental health reporting to use cannabis compared to those with excellent 

mental health. This finding could be explained by the fact that cannabis was being used as a 

mechanism to cope with poor mental health. A limitation in the study by McGee et al. is that 

specific variables and demographic variables were not identified which may play a role in the 

relationship between cannabis and mental health. Our study explored the association of the 

factors stress, boredom, and loneliness to low mental health, to further expand on the previous 

field of research.  

Another study by Weitzman reported individuals with poor mental health to seek alcohol 

as a coping strategy (Weitzman, 2004). However, the findings from our study indicated that a 

higher number of individuals with excellent mental health reported to use alcohol compared to 

those with poor mental health. A possible reason explaining these findings may be that those 
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with excellent mental health used alcohol as a form of entertainment or celebration, while those 

with poor mental health chose to stay away from alcohol in efforts to prevent the possibility of 

addiction. Weitzman recognizes that there are several factors that contribute to poor mental 

health development in college aged students, and further research is needed to identify these 

connections (Weitzman, 2004). Our study explored the factors stress, boredom, and loneliness to 

find these associations that contribute to poor mental health. We can also conduct future studies 

to see if household income had any effect on alcohol use during the pandemic. Since the 

pandemic took a financial toll on many individuals, income and finances may have been a barrier 

for some to purchase alcohol.  

Limitations and Future Directions  

It is important to understand that there are possible limitations that may have affected the 

outcomes of the study. One limitation is that there was a lot of missing data from the initial 

population that was surveyed, which caused us to reduce our sample size when conducting our 

analysis, which may have altered the outcomes of the survey. There may have also been self-

reporting bias since our study was based on a self-reported survey. This could have been avoided 

if the researchers conducted the survey rather than holding the participants responsible for the 

self-reported survey. Asking participants to self-report their mental health status may come with 

some bias, as mental health is constantly fluctuating and may not be clinically diagnosed, which 

may alter results of the study if participants had been clinically diagnosed. The nature of the 

variables in the survey may have also been a limitation to the study. Most of the variables in the 

survey are categorical, which limited the types of analyses that could have been conducted. The 

survey questions also did not consider factors such as previous alcohol and cannabis use, which 

may have influenced the findings or could have been something that was taken into account 
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when conducting analysis. Additionally, because the pandemic was a very unpredictable event, 

there was no data collected prior to the beginning of the pandemic, and so we cannot directly 

visualize the trends associated with these variables, which may have limited the extent to which 

we are able to analyze the statistical analyses. Possible confounding variables could have also 

impacted why an individual may resort to cannabis and alcohol use apart from the variables that 

we explored.  

 To avoid such forms of limitations in the future, there are some changes that we can 

make to the design of the study. Future studies can follow a randomized controlled trial, a design 

that increases the strength of the cause-effect relationship and allows researchers to attribute 

differences in the outcomes between groups to the incorporation of the target intervention. 

Further baseline statistics and background information about the participants prior to the 

pandemic can be collected to make concrete conclusions about our findings. Some information 

that can be collected includes medical history, and alcohol and substance use prior to the 

pandemic. Having these factors in our analysis will help us determine the root cause of increased 

substance abuse during the pandemic and reduce the number of confounding variables in our 

analysis. By incorporating these changes into the design of the study, we can improve the 

reliability of the findings that we achieve.  We can also investigate conducting a longitudinal 

study rather than a cross-sectional study that assesses changes in participants post-pandemic. 

This type of study may be helpful in order for us to assess the fluctuations in cannabis and 

alcohol usage as well as mental health status, and possibly look at whether or not the aftereffects 

of the pandemic have made a significant difference on Canadians’ mental health and alcohol and 

cannabis usage. By implementing these next steps, we may be able to unfold new findings about 

the relationship between substance abuse and mental health. 
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Implications  

The findings from our study provide prospective researchers with a true understanding of 

the root cause of alcohol and cannabis use in relation to the pandemic. With limited research 

conducted for factors including stress, loneliness and boredom during the pandemic, our research 

provides support programs information on how to alleviate substance abuse. Additionally, as the 

COVID-19 pandemic is still new to many of us, protocols and measures that are put into place by 

the government are not always effective for the public, and it is crucial to have studies that 

analyze how these measures are affecting the general population. Our research can help modify 

existing protocols to better serve the public in terms of attempting to reduce some of the adverse 

effects that may result after the pandemic is over. In the event that another pandemic occurs, we 

hope that our findings will help researchers understand how to tackle these issues that arise as a 

result of the pandemic. We hope that our study can help the government and additional partners 

create programs and preventative methods to refrain people from using substances to cope with 

their possible decline in mental health status. 

Conclusion  

Overall, we can see that the recent COVID-19 pandemic has played a significant role in 

the increased use of cannabis and alcohol and its association with one’s perceived mental health. 

We hope that our research drives future research and can positively impact affected individuals 

who abuse substances during the pandemic because of their decline in mental health. 
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Examining the Associations Between Age of Initiation of Alcohol Consumption and

Learning Problems: A Cross-Sectional Study

Ethyl alcohol, known colloquially as alcohol, is an intoxicating compound found in beer,

wine, and liquor (Sullivan et al., 2010). Alcohol is generally classified as a depressant drug due

to its sedative and depressant psychoactive effects on the central nervous system (Karlsson &

Roman, 2016). At low doses, alcohol can induce feelings of euphoria; however, high quantities

can lead to exhaustion, respiratory depression, organ failure, coma, or death associated with

damage to the nervous system (Karlsson & Roman, 2016; Pfefferbaum & Sullivan, 2005).

Recent research has linked alcohol use to more than 60 acute and chronic diseases

contributing to physical and cognitive decline (Griswold et al., 2018). However, as a result of

factors such as acute and chronic alcohol consumption, adverse effects on internal systems and

consequently, psychological impairment, the true extent of harm attributed to alcohol use

remains unclear (Griswold et al., 2018).

In Canada, the legal drinking age is 19 years, except in Alberta, Manitoba and Quebec,

where it is 18 years (Callaghan et al., 2014). Alcohol is one of the most common substances used

in underaged Canadians with 64.5% of grade 10-12 students having reported alcohol drinking

and more than 25% report binge drinking (Gohari et al., 2021; Miller et al., 2007). Youth who

engage in drinking alcohol are more likely to experience school problems such as higher rates of

absences, lower grades, memory problems, and changes in brain development that can have

lasting effects (Miller et al., 2007).

According to the National Survey on Drug Use and Health (2019), 85.6% of individuals

18 and older self-reported using alcohol at some point in their lifetime. Many choose to consume

alcohol for recreational and social purposes. However, there is a growing trend of individuals
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turning to alcohol to blunt emotional trauma and cope with daily stresses (Glassman et al., 2010;

LaBouvie & Bates, 2002). Culture is another important factor to consider when discussing

reasons for alcohol consumption, especially in youth. Drinking culture involves multiple

elements that can affect the age an individual begins consuming alcohol. These include cultural

practices, occasions, and pressure pertaining to societal influence (Katainen et al., 2021). A

qualitative study by Friese and colleagues also reported that parents who ineffectively

communicate the dangers of alcohol consumption may unintentionally provoke underaged

drinking (Freise et al., 2012).

Individual differences such as genetics, family history of alcohol use, overall physical

and mental health, sex and gender differences, and the age of onset of alcohol consumption can

have an impact on the extent and location of brain damage (Oscar-Berman & Marinković, 2007).

The duration an individual uses alcohol also contributes to cognitive and structural brain health

outcomes ranging in severity. Acute effects depend on an individual’s blood alcohol

concentration as well as their tolerance to acute intoxication. These effects do not cause major

damage to the brain. (Oscar-Berman & Marinković, 2007). Acute effects can include difficulty

walking, blurred vision, slurred speech, slowed reaction times, and impaired memory

(Oscar-Berman & Marinković, 2007). In contrast, the effects of chronic alcohol use on the brain

can lead to permanent damage and dysfunction (Oscar-Berman & Marinković, 2007). In

particular, this can arise in the frontal lobe, which is important for executive function and the

hippocampus, which is responsible for learning and memory formation (Nagel et al., 2005; Meda

et al., 2018).

The prefrontal cortex (PFC), which is the anterior region of the frontal lobes, is essential

for assorted cognitive functions including, detailed thought processes, self-control, personality
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growth, and appetitive behaviours such as drinking (Oscar-Berman & Marinković, 2007;

Anderson et al., 2001; Joffe, 2018). The development of the PFC during infancy and adolescence

stages is crucial, as it builds the foundation for complex learning abilities (Anderson et al.,

2001). Alcohol use during this critical developmental period of the PFC can lead to impairments

that persist into adulthood and increase the risk of developing alcohol use disorders (Joffe, 2018).

Despite Canada’s legal drinking age beginning from age 18-19, the PFC does not reach full

maturation until age 20-25. To ensure the function of the PFC is not damaged, the initiation of

alcohol consumption would be more appropriate after it is fully matured (Anderson et al., 2001).

Numerous studies have investigated the association between alcohol use and potential

learning deficits in young individuals (Balsa et al., 2011; Gohari et al., 2021). Specifically,

researchers have looked at relationships between heavy alcohol consumption and learning

outcomes, including long-term effects on the brain (Gohari et al., 2021). However, the

correlation between the initial age of alcohol consumption and consequent challenges in learning

remains unknown. Understanding potential factors that contribute to learning problems can assist

researchers and clinicians in developing prevention and treatment strategies that improve

learning outcomes. Therefore, the purpose of this analysis is to demonstrate the presence of

learning challenges that can arise from alcohol consumption depending on the age of initiation of

consumption. This analysis will investigate if there is a difference in the prevalence of

self-reported learning problems in relation to the age that alcohol was first consumed in one’s

first 19 years of life compared to later use in life (>19) in Canadian females and males aged 15

years and older.
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Methods

Study Design and Database

The Canadian Addiction Survey (CAS) 2004 is a major national survey that assessed

Canadians’ attitudes, beliefs and personal use of alcohol and other drugs (Health Canada &

Canadian Executive Council on Addictions, 2013). It was an observational, cross-sectional study

that was designed to fill a critical gap in knowledge about prevalence rates, trends, and changes

in alcohol and other drug use. The results of this study aimed to help addiction agencies allocate

financial and human resources where they are most needed (Health Canada & Canadian

Executive Council on Addictions, 2004). The study had 5 main goals: (1) to determine the

prevalence, incidence and frequency of alcohol and other drug use in Canada; (2) to measure the

extent of harms that are associated with those individuals who use alcohol and other drugs; (3) to

assess the context of use and identify the risk and protective factors related to the use and

consequences of alcohol and other drug use; (4) to measure the public’s opinions, views and

knowledge regarding existing and potential addiction policies and to identify emerging policy

issues; (5) to provide baseline data for future evaluations of the effectiveness of Canada’s Drug

Strategy and other efforts to reduce the harm associated with alcohol and other drug use ((Health

Canada & Canadian Executive Council on Addictions, 2004)).

This study was administered through telephone interviews done by the research firm

Jolicoeur et associés. Computer-assisted telephone interviewing (CATI) was utilized, and was

based on a two-stage (telephone household, respondent), random sample, and used

random-digit-dialing methods (Health Canada & Canadian Executive Council on Addictions,

2004).
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Study Participants

The study participants included Canadian females and males 15 years of age and older

living in a Canadian province. Individuals who were residents of prisons, hospitals, military

establishments as well as transient populations such as the homeless were excluded from the

study (Health Canada & Canadian Executive Council on Addictions, 2013). Individuals who did

not respond to relevant questions pertaining to the study outcomes were omitted from the

analysis.

Study Outcomes

The primary outcome of the study was learning problems in relation to the age of initial

alcohol consumption. The data for this outcome was collected during a telephone interview that

asked the participant, “Was there ever a time when you had difficulty learning things because of

your alcohol use?”. In the case that there was poor understanding of the question asked, the

interviewer followed up with “What about difficulty learning things?”. Participants were given

the option of answering “yes”, “no”, or “don’t know”. The survey also asked “Not counting

small sips, how old were you when you started drinking alcoholic beverages?” and participants

responded by stating their age corresponding to the question.

The survey relied on self-reported data from participants. The questionnaire was

favourable to subjects as questions were easy to understand and answers were anonymous.

Self-reported data was important to this study as it is easily reproducible due to not requiring

in-depth background information from alternative sources such as medical records. Self-reported

learning problems due to alcohol consumption provides insight on individual life-experiences

associated with particular ages that subjects began drinking. Phone surveys are more accessible
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compared to in-person and written surveys. This accessibility provides individuals with the

opportunity to participate from a location of their choice.

Assessing self-reported learning problems is important in terms of establishing a

relationship between the primary outcome and alcohol consumption in minors. It is possible that

self-reported data may provide a high test-retest reliability under the right conditions (Harrison,

1995). According to Harrison (1995), the validity of self-reported data often depends on multiple

factors including the social desirability of the substance in question as well as anonymity of the

study. This study will contribute to the literature by Balsa et al. (2011) and Gohari et al. (2021)

by looking specifically at the age alcohol was first consumed and comparing it to subsequent

self-perceived learning problems. This will effectively answer our primary research question as

we analyze the data collected by the Canadian Addiction Survey (2004).

Additional Data Collection

Additional descriptive variables that were used for data collection included age, sex,

education, and province. The purpose of including this data is to ensure that there is knowledge

pertaining to participants’ identity and general demographics. The variable age had one

constriction of the minimum being 15 years, and the sex of participants was collected as either

“male” or “female”. For the variable education, participants were asked “What is the highest

level of education you have completed?”, ranging from less than high school to university degree

as seen in Table 1. The variable province was simply stated by the participant based on their

current location.
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Statistical Analysis

All data collected is categorical and is represented using frequencies and percents. The

dependent variable is self-reported learning problems, whereas the independent variable is the

age individuals started drinking. To answer this study’s primary research question, the

chi-squared test (χ2) was chosen because the dependent and independent variables are categorical

with 2 categories each. Performing a chi-squared test effectively determined between-group

differences in proportions of the age individuals started drinking and self-reported learning

problems. Respondents that did not answer the two questions associated with our primary

outcome were removed from the data set. Significance was reported if p<0.05. All statistical

analyses were performed using IBM SPSS Statistics (Version 28.0) (IBM SPSS, 2021).

Results

A total of 13,909 individuals responded to the Canadian Addiction Survey (2004). Of

these responses, there were 1,421 participants who did not respond to one or both of the

questions regarding alcohol use causing learning problems, as well as the age they first

consumed alcohol. These cases were removed from the data set leaving 12,488 participants who

responded to both questions. A summary of the participants’ demographic characteristics are

reported in Table 1.

Table 1. Descriptive Characteristics of Study Participants [n=12488]

Variables Began drinking ≤19

years (n=9685)

Began drinking >19

years (n=2803)

Age in years (n=12266)

15-24 1800 (18.6) 47 (1.7)
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25-44 4213 (43.5) 533 (19.0)

45+ 3536 (36.5) 2137 (96.9)

Sex  (n=12488)

Females 5178 (53.5) 2040 (72.8)

Males 4507 (46.5) 763 (27.2)

Province (n=12488)

Newfoundland 626 (6.5) 252 (9.0)

Prince Edward Island 668 (6.9) 213 (7.6)

Nova Scotia 654 (6.8) 248 (8.8)

New Brunswick 642 (6.6) 244 (8.7)

Quebec 652 (6.7) 258 (9.2)

Ontario 663 (6.8) 234 (8.3)

Manitoba 1074 (11.1) 265 (9.5)

Saskatchewan 783 (8.1) 135 (4.8)

Alberta 1769 (18.3) 400 (14.3)

British Columbia 2154 (22.2) 554 (19.8)
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Highest Completed Education (n=12416)

< High school 1441 (14.9) 555 (19.8)

High School 2726 (28.1) 815 (29.1)

Some Post-Secondary 3201 (33.1) 772 (27.5)

University Degree 2269 (23.4) 637 (22.7)

Has your alcohol use ever caused learning problems? (n=12488)

No/never 9387 (96.9) 2780 (99.2)

Yes 298 (3.1) 23 (0.8)

Table 1 displays the demographic characteristics of participants. Values were analyzed using

SPSS and reported as n (%).

Table 2 shows the number of individuals that selected specific answers in 2 questions of

the survey.  Figure 1 shows the difference in the proportion of respondents who have a learning

problem attributed to alcohol use. Of the 321 respondents who reported a learning problem, 298

(92.8%) out of 321 were in the 0-19 age group and 23 (7.2%) out of  321 were in the greater than

19 group.

Table 2. Chi-square test count

Age started drinking alcoholic

beverages?

≤19 >19 Total
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Has your alcohol

use ever caused

learning

problems?

Never 9387 2780 12167

Yes 298 23 321

Total 9685 2803 12488

Table 2 displays the 2x2 contingency table for the chi-square analysis. Values represent the

number of participants.

Figure 1. Comparing the number of respondents reporting learning problems in relation to

age of first alcohol consumption. This bar graph displays the percent of respondents who

self-reported learning problems in relation to the age alcohol was first consumed. Age groups are

separated from less than or equal to 19 years and greater than 19 years (n=12488). P-value from

chi-square test p<0.001.

Discussion
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The present study identified a significant association between the age an individual

begins drinking alcohol and experiencing learning problems. The results showed that individuals

who reported drinking at a younger age had a higher proportion of self-reported learning

problems.

The findings of this study may have been attributed to alcohol-induced damage to the

brain development process relating to consequential neurotoxicity in the central nervous system

(Pfefferbaum & Sullivan, 2005). Alcohol consumption prior to age 25 could contribute to

harmful deficits and dysfunction in areas important for learning such as the hippocampus and

PFC (Anderson et al., 2001). Previous studies have found similar associations with alcohol use

and school-related problems (Zeigler et al., 2005; Miller et al., 2007; Gohari et al., 2021). Unlike

other studies, the present study also considered the age of initiation of alcohol use in relation to

learning problems. It has been shown that a younger age of initial alcohol use has been strongly

related to higher levels of alcohol misuse in adolescents aged 17-18 (Hawkins et al., 2007).

Underage alcohol use has been associated with neurodegeneration in brain regions

responsible for learning and memory such as the hippocampus, which has implications in

learning and intellectual development (Zhao et al., 2013). Alcohol misuse, specifically binge

drinking in adolescence has previously been linked to poor school performance as well as health

risk behaviours (Miller et al., 2007). In adolescents, alcohol use has been shown to have a small

negative effect on GPA, mediated by school absences and difficulties with school-related tasks in

males, and a higher probability of difficulties at school in females (Balsa et al., 2011). When

compared to other studies, our study yielded analogous results in regards to the potential

relationship between early alcohol consumption and learning problems.
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Previous studies have only considered factors associated with learning problems that are

correlated with alcohol use early in life. As a result, they have failed to consider whether the

initiation age of alcohol use contributes to the pervasiveness of learning problems in early

drinkers. The current study consolidates the results from previous research to show that

individuals who began drinking at a younger age had greater levels of self-reported learning

problems attributed to alcohol consumption that began before the age of 19.

The study was limited by several factors that may have reduced the quality of

self-reported outcomes. Participant identities were anonymous, therefore, leaving a greater

chance of under-reported alcohol use and learning problems (Davis et al., 2010). These

inaccuracies can be attributed to social desirability bias, leading individuals to present a socially

acceptable self-image (Davis et al., 2010). As a result, it may be unlikely for participants to

attribute their learning problems to alcohol consumption. Additionally, due to subjectivity, one’s

perception of learning problems may not fit into standardized criteria used by health

professionals used to identify these problems. This study also does not account for pre-existing

learning conditions, not attributed to early alcohol consumption. Furthermore, recall bias can

influence an individual’s ability to accurately remember whether they have experienced learning

challenges. Therefore, self-reported learning problems may not accurately reflect the true extent

of learning challenges individuals experience as a result of alcohol consumption.

Another limitation of the study was its generalizability as it only included participants

residing in Canadian provinces. Due to unique societal factors such as drinking culture and

drinking age that influence Canadian drinking behaviours, the outcomes of this study cannot be

applied to other populations. Since the study excluded participants from Canadian territories, the

outcomes can not be generalized to all Canadians. Also, with consideration that the study data

391



EARLY ALCOHOL CONSUMPTION AND LEARNING PROBLEMS                                   14

was collected in 2004, trends in alcohol consumption may have changed. Therefore, it is

uncertain whether study results would be replicated in modern-day. Lastly, to answer our

research question, we ran a chi-square analysis. Since our variables of interest had 2 categories

each, it is not possible to determine where exactly the statistical significance lies.

Future research is needed to understand the type and severity of learning impairments

identified in this study. Doing so can help researchers and clinicians understand the extent of

self-reported learning problems as well as develop targeted prevention and treatment strategies to

improve learning outcomes. Additionally, future analyses should assess the influence of other

variables such as quantity of alcohol consumption, sex, ethnicity, and geographic location.

Collectively, analyzing these variables can further highlight whether early alcohol consumption

contributes to potential learning problems or if other variables such as cultural, societal,

environmental, or biological factors should be considered. Future studies should also analyze the

reliability, validity, responsiveness, and interpretability of the Canadian Addiction Survey

(2004). This is necessary to understand the methodological quality of the survey and its ability to

effectively assess self-reported learning problems associated with early alcohol consumption.

This survey can also be evaluated in non-Canadian populations to assess its generalizability in

international populations.

Ultimately, this study has identified an association between early alcohol consumption

(younger than 19 years of age) and self-reported learning problems in comparison to those who

start drinking after 19 years of age. This information can assist researchers, clinicians, and public

health professionals in understanding the prevalence of self-reported learning problems among

early drinkers. Furthermore, these findings can inform the development of harm reduction

programs that strive to reduce early alcohol consumption among youth to improve quality of life.
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Introduction:  

            The popularity of electronic cigarettes, otherwise referred to as e-cigarettes, among teens 

as a source of nicotine has heightened from previous decades (Pisinger, C., & Døssing, M. 

(2014). E-cigarettes contain chemicals, artificial flavorings, and, often, nicotine which are 

compressed for inhalation (Callahan-Lyon, 2014). They are marketed as a safer alternative and 

are intended to deliver pure nicotine (Pisinger, C., & Døssing, M. (2014). Many studies have 

found an association between smoking e-cigarettes and poor sleep (Kianersi et al., 2021) since 

consuming nicotine affects the endocrine system by increasing blood pressure, heart rate, and 

blood glucose level (Tweed et al., (2012), which results in delayed sleep (Wiener et al., (2020)). 

Nicotine is the primary compound that causes irresistible drug-seeking behavior and may further 

affect the central nervous system by stimulating the release of neurotransmitters. These include 

serotonin, dopamine, acetylcholine, and norepinephrine, which assist in regulating the sleep-

wake cycles (Dugas et al., (2017)). In their research study, Park et al. (2019) found that 

individuals who regularly use e-cigarettes consume higher doses of nicotine and may get fewer 

hours of sleep due to a drop in their blood nicotine levels during sleep, leading to cravings. Park 

et al. (2019) recorded a p-value, <0.05, highlighting a solid statistical significance for the 

association between e-cigarettes use and sleep deprivation. 

               Although multiple studies have investigated the association between e-cigarettes and 

disrupted sleep patterns, the effects have not been monitored in Canadian students from grades 7 

to 12. The majority of studies took place in other nations and included older age and grade 

participants, resulting in limited knowledge of Canadian students. For instance, a cross-sectional 

study executed by Zvolensky et al. (2020) in the US included 304 e-cigarette users (53.6% 

female, Mage = 36.7 years, SD = 10.3) as participants. The age of the participants was different 

from the age group being analyzed (12-18 years) in this study as measured by their grade level, 
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making our research question distinct from the previous topics. Similarly, researchers Kang, S. 

G., & Bae, S. M. (2021) analyzed data collected from the 2018 Korean Community Health 

Survey (KCHS), which targeted a population of 19 years or older and 228, 340 participants 

completed the survey. US researchers explored gender-based discrepancies in smoking e-

cigarettes and found that after acquiring information about e-cigarettes from a trusted individual, 

females with the mean age of 39.82 years were more likely than males to commence smoking e-

cigarettes; whereas males rated e-cigarettes as more addictive (Piñeiro et al., (2016)). The goal is 

to determine if similar experiences would be recorded or more considerable differences between 

Canadian males and Canadian female students. Focusing on Canadian data, out of 8363 Ontario 

Secondary Schools, only 69 schools (0.0083%) have implemented policies (Milicic et al., 

(2018)). Since many schools across Canada lack data about educational policies to control the 

use of the e-cigarette, the data from this study can bring awareness on how e-cigarettes are 

deteriorating the health of Canadian students (Milicic et al., 2018). 

                   Furthermore, this study questions whether there is a relationship between smoking e-

cigarettes with nicotine in the last 30 days and the disruptive sleep patterns of Canadian males 

from grades 7 to 12 compared to female Canadian students from grades 7 to 12. The aim is to fill 

in the knowledge gaps and introduce preventive measures that schools can implement to control 

this issue for the betterment of students' health. We hypothesize that the frequency of e-cigarette 

use will negatively affect the sleep patterns of male participants, which will differ from the 

female participants. It is expected that participants who smoke e-cigarettes will experience a 

difficult time falling asleep, leading to decreased focus in academic activities. The participants' 

province of residence, type of community (rural or urban region), and household income are 

further assessed to screen for any secondary relations to their smoking behavior. It is common 
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knowledge that students who get less than the recommended hours of sleep will impact their 

academic performance (Suni, 2021). The study population was divided into male and female 

categories, as it was explored in a study conducted by (Piñeiro et al. (2016)), that females are 

more prone to smoke by seeing their peers smoking and males get more addicted to smoking. 

The biological differences may be contributing to smoking behavior, sleep irregularity, and focus 

patterns exhibited by males and females. Because this study involves several confounding 

variables that can affect an individual's sleep, our obtained results may be influenced. Frequent 

use of over-the-counter medication, environmental factors such as domestic violence, mental 

health, and substance abuse are some of the confounding variables that can influence an 

individual’s sleep (Piñeiro et al., (2016)), (Lund et al., 2010). The null hypothesis is that there is 

no meaningful relationship between smoking e-cigarettes with nicotine in the last 30 days and 

the disruptive sleep patterns of males compared to female Canadian students from grades 7 to 12. 

Perhaps if the results show significant differences between the sleeping behavior and focus of 

different genders influenced by smoking e-cigarettes, they can help change the perspective of 

vaping as a trend and influence vital policy-making processes to have stricter regulation of the 

sales of e-cigarettes. 

SPSS Data Codebook 

SPSS Variable 
name 

What is the 
Variable 

Coding Instructions  Measurement Scale  How will the 
variable be used? 

Independent or 
Dependent variables? 

GRADE Participants level 
of education 

7= Grade 7 
8= Grade 8 
9= Grade 9 
10= Grade 10 
11= Grade 11 Ordinal 

To assess level of 
education  N/A 

SEX Participant's sex at 
birth 

0 = female 
1 = male 
2 = prefer not to answer Nominal  

To determine 
gender 
identification N/A 

DVHHINC2 Median 
Household 
Income of the area 
where the 
respondent’s 
school is located 
according to the 
Canadian 2016 
census data. 

Household income in 
Canadian dollars  Scale 

To determine 
socioeconomic 
status  N/A 

400



 5 

PROVID Province ID 
number 

10 = Newfoundland & 
Labrador 
11 = PEI 
12 = NV 
13 = NB 
24 = Quebec 
35 = Ontario 
46 = Manitoba 
47 = Saskatchewan 
48 = Alberta 
59 = British Columbia Nominal  

To determine 
province of stay N/A 

DVURBAN Participant's 
school region 

1 = urban 
2  = rural Nominal  

To assess the living 
environment  N/A 

SLP_220 Frequency of 
participant’s 
struggle to stay 
awake while 
reading, studying 
and doing 
homework in the 
last two weeks 

1 = Every day/night 
2 = Several times 
3 = Twice 
4 = Once 
5 = Never 
99 = Not Stated   Ordinal 

To determine 
energy levels  N/A 

SLP_200 Frequency of the 
participant’s 
struggle to fall 
asleep in the last 
two weeks. 

1 = Every day/Night 
2 = Several times 
3 = Twice 
4 = Once 
5 = Never 
99 = Not stated Ordinal 

To determine 
quality of sleep  Dependent  

ELC_026a Frequency of 
participant’s e-
cigarette (vape, 
vape pen, tank & 
mod) with 
nicotine use In the 
last 30 days, did 
you use e-
cigarettes 

1= Daily or almost daily 
2= Daily, but at least once 
a week 
3= Weekly, but at least 
once in last 30 days 
4= Tried, but not in the last 
30 days 
5= Never tried 
99= Not Stated Ordinal Quality of life Independent  

 

Methods 

Study design and database: The study design used is cross-sectional since it compares different 

population groups at a single point. A biennial Canadian school-based survey of a generalizable 

sample of students in grades 7 through 12 is conducted every two years (Aleyan, et al., 2021). 

Dataset titled “Canadian Student Tobacco, Alcohol, and Drugs Survey (CSTADS), 2018-2019” 

is used to learn about the differences in the sleep pattern due to smoking. Since 2004, the Propel 

Centre for Population Health Impact at the University of Waterloo has coordinated CSTADS on 

behalf of Health Canada. The database used to extract the dataset is odesi, a data exploration, 

extraction, and analysis tool that runs on the web. Ontario Data Documentation, Extraction 

Service, and Infrastructure (ODESI) promote data access for researchers, teachers, and students 
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as a result of a unique relationship involving university libraries, businesses, and government 

(<odesi> Home, n.d.). It also most datasets to be downloaded into statistical tools for further 

analysis.  

Study participants: The study included Canadian participants (n = 62850) from grades 7-12 and 

of both male (n = 31784) and female (n=31066) genders. The inclusion criteria included young 

Canadian residents attending private, public, and Catholic schools enrolled in grades 7-12. The 

exclusion criteria included individuals enrolled in schools of Yukon, Northwest Territories, and 

Nunavut; students who attend special schools (e.g., schools for visually impaired, schools for 

hearing-impaired, daycares, special needs, First Nation reserve schools, virtual schools, schools 

located on military bases, international schools). In addition, students from schools that do not 

have at least 20 students enrolled in at least one eligible grade were also excluded from the target 

population of schools to control data collection costs.  

Study outcome: The primary outcome being measured is the frequency of the participant’s 

struggle to fall asleep in the last two weeks, depending on their gender, grade, and frequency of 

e-cigarette use with nicotine. This survey question was selected to measure the primary outcome 

of our study as it effectively highlights any sleep irregularities that the participants may be 

experiencing along with their smoking behavior and gender differences (Piñeiro et al., (2016)). 

Since this study utilized a qualitative set of data, this question is very descriptive and directly 

measures the impact of smoking. The specificity of this question raises the question of whether 

another factor (confounding variable) has also changed in the participant’s life, such as ethnicity 

and culture (Troxel et al., 2015). The secondary outcome being measured is the frequency of the 

participant’s struggle to stay awake while reading, studying, and doing homework in the last two 

weeks. This survey question was selected to measure the secondary outcome of our study as it 
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describes how a students’ ability to focus in class may be affected by variables such as their 

smoking status and gender. It allows us to reproducibly and accurately measure students to 

categorize their focus levels, and it is descriptive enough to measure focus in academic settings 

as they are a large part of a students’ life. Although there may be confounding variables 

(substance abuse, mental health, and environmental factors) that influence the question, it 

effectively measures our secondary outcome by linking it to the student’s smoking behavior and 

gender (Park et al., 2021).   

Additional Data Collection: The additional variables used were the participant’s school region 

(DVURBAN), the province they were from (PROVID), and the median household income of the 

area where the respondent’s school is located (DVHHINC2). DVURBAN focuses on the type of 

community (rural or urban) that the participant belongs to, and DVHHINC2 and PROVID are 

assessed as secondary variables which may play an additional role in altered smoking and sleep 

patterns.  

Statistical Analyses: To assess the results and answer the research question, Chi-square statistical 

analysis and a p-value of 0.05 were used as a cut off for significance. The SPSS computer 

software was used to run the statistical tests. Any missing data for the primary variables were 

deleted (e-cig smoking, sleep, focus) for a clear understanding of the data and to provide more 

accurate results. Since the secondary variables (grade level, sex, household income, province of 

residence, and participants’ school region) did not have any missing data, none was deleted. Our 

project aimed first to analyze the relationship between participants’ smoking and sleeping habits, 

analyzed by chi-square test. Since we are relating focus with sleep, we analyzed whether focus is 

associated with smoking and whether grade is associated with smoking and sleeping behavior, 

using a chi-square test. We then proceeded to analyze the association between our secondary 
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variables (province, rural, income levels) and the participants' smoking behavior using a chi-

square test. We chose this test because we wanted to explore the correlation between smoking 

and sleep patterns in males compared to female participants and examine secondary variables' 

relation to the participants' smoking behavior. Furthermore, given that our study design was 

qualitative and in the form of a questionnaire with most of our data being categorical (only the 

income variable was continuous), most of the analysis could not have been run such as normality 

tests, ANCOVA, spearman for non-ordinal data, and logistic regression due to lack of 

dichotomous variables. 

Table I a.  Descriptive Characteristics of Canadian female students from grades 7-12 (n=31066) 

who smoke e-cigarettes containing nicotine. 

Characteristics Female (n=31066) 

Grade Level  
7 6333(20.4) 
8 6100 (19.6) 
9 5661 18.2) 
10 5481 (17.6) 
11 4701 (15.1) 
12 2729 (9.0) 

Frequency of inability to stay awake  
Every day/night 2358 (7.6) 
Several times 7953 (25.6) 
Twice 4398 (14.2) 
Once 4620 (14.9) 
Never 10839 (34.9) 
Not Stated 898 (2.9) 

Frequency of inability to fall asleep   
Every day/night 4653 (15.0) 
Several times 8166 (26.3) 
Twice 5248 (16.9) 
Once 5092 (16.4) 
Never 6508 (20.9) 
Not Stated 1399 (4.5) 

Frequency of E-cigarette use   
Daily or almost daily 1699 (5.5) 
Daily, but at least once a week 1631 (5.1) 
Weekly, but at least once in last 30 days 1825 (5.7) 
Tried, but not in the last 30 days 3078 (9.7) 
Never tried 21197 (66.7) 
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Not stated 1176 (3.7) 

 
Data are represented as the number of students (%) unless otherwise noted from grades 7 to 10. 
Data was obtained from http://odesi2.scholarsportal.info.libaccess.lib.mcmaster.ca/webview/ 
cigarettes containing nicotine.  
Table I b.  Descriptive Characteristics of Canadian male students from grades 7-12 (n=31784) 

who smoke e-cigarettes containing nicotine. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Data are represented as the number of students (%) unless otherwise noted from grades 7 to 10. 
Data was obtained from http://odesi2.scholarsportal.info.libaccess.lib.mcmaster.ca/webview/ 
cigarettes containing nicotine. 

Characteristics Male (n=31784) 

Grade Level  
7 6237 (19.6) 
8 5951 (18.7) 
9 6093 (19.2) 
10 5781 (18.2) 
11 4794 (15.1) 
12 2928 (9.2)  

Frequency of inability to stay awake  
Every day/night 1589 (5.0) 
Several times 4854 (15.3) 
Twice 3293 (10.4) 
Once 3899 (12.3) 
Never 16649 (52.4) 
Not Stated 1500 (4.7) 

Frequency of inability to fall asleep  
Every day/night 2883 (9.1) 
Several times 6021 (18.9) 
Twice 4521 (14.2) 
Once 5615 (17.7) 
Never 10795 (34) 
Not Stated 1949 (6.1) 

Frequency of E-cigarette use   
Daily or almost daily 2877 (9.1) 
Daily, but at least once a week 1631 (5.1) 
Weekly, but at least once in last 30 
days 1825 (5.7) 
Tried, but not in the last 30 days 3078 (9.7) 
Never tried 21197 (66.7) 
Not stated 1176 (3.7) 
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Table II: Variables of interest are tested using different statistical analysis such as Chi-Square 

Value, Spearman Rho and Pearson Correlation, and the values for the applicable variables are 

recorded. 

 
 
 
 
 
 
 
 
 
 
 
 
 
The cut off for the significance value utilized was less than or equal to 0.05 for an association to 
be considered significant.  
 

Results:  

Deleted data: The number of participants excluding the missing data points were 55130 

individuals after we deleted the total missing cases (n=7720) from the total participants 

(n=62850) for the questions (mention sleep, smoking and focus question). The secondary 

variables did not have any missing data, therefore no cases were further deleted.  

Testing primary question(s): Chi-square test was used to find an association between two 

categorical variables that help us better understand the relationship between two primary 

variables. Chi-square test helps in translating the results and provides us with information if the 

two variables are statistically significant.  

Variable Asymptotic Significance (2 
sides) 

SEX v/s ELC_026a <0.001 
ELC_026a  v/s GRADE 0.00 

SEX v/s SLP_200 <0.001 
ELC_026a v/s SLP_220 0.00 
GRADE v/s SLP_220 0.00 
SLP_200 v/s SLP_220 0.00 

ELC_026a v/s PROVID <0.001 
ELC_026a v/s DVHHINC2 <0.001 
ELC_026a v/s DVURBAN <0.001 

Grade v/s SLP_200 <0.001 
GRADE v/s DVHHINC2 0.000 
ELC_026a v/s SLP_200 <0.001 

SLP_200 v/s DVHHINC2 <0.001 
SLP_220 v/s DVHHINC2 <0.001 

406



 11 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Participants Sleep patterns and their E-Cigarettes S mocking frequency are 

compared using Chi-Sqaure analysis. Chi-square data highlights that p value = <.001, 
reporting a statistically significant relationship between the two primary categorical variables. 
The bars graph above depicts the data collected in the 2018-2019 Canadian Student Tobacco, 
Alcohol, and Drugs Survey. Asterisk (*) indicates significant association.  
 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 2: Chi Square Output for the variables of the frequency of e-cigarette use in the last 

30 days and the sex of the participant. Chi-square data highlights that p value = <.001, 
highlight a significant association between participants’ smoking habits and sex. The bars graph 
above depicts the data-collected in the 2018-2019 Canadian Student Tobacco, Alcohol, and 
Drugs Survey.  Asterisk (*) indicates significant association. 
 
 

407



 12 

 
 

 

 

 

 

 

 

 

 

 

Figure 3: Chi Square Output for the variables of the frequency of having a difficult time 

falling asleep and sex of the participants. Chi-square data highlights that p value = <.001, 
highlight a significant association between participants’ sleep and sex, with almost no chance of 
this happening by chance. The bars graph avice depicts the data collected in the 2018-2019 
Canadian Student Tobacco, Alcohol, and Drugs Survey. Asterisk (*) indicates significant 
association. 

Testing secondary question(s): Chi-square test was used to find an association between 

two categorical variables that help us better understand the relationship between a secondary 

variable and our primary variable of smoking. Chi-square test helps in translating the results and 

provides us with information if the two variables are statistically significant.  

 
 

 

 

 

 

 

 

 

 

 

 

Figure 4:  Chi Square Output for the variables of the frequency of e-cigarette use in the last 

30 days and the province of residence of the participant. Chi-square data highlighted a p 
value <0.001 as there is significant association between the variables. The bars graph advice 
depicts the data collected in the 2018-2019 Canadian Student Tobacco, Alcohol, and Drugs 
Survey. Asterisk (*) indicates significant association. 
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Discussion:  

             Our results have shown an influence of smoking e-cigarettes on the disrupted sleep 

patterns of Canadian males compared to Canadian females in grades 7 to 12. During the survey, 

most participants said that they never experienced any issues with smoking and irregular sleep 

patterns. However, the second-highest group in each analysis highlighted that many individuals 

were experiencing difficulty sleeping and were smoking e-cigarettes frequently. When 

associated, more females had difficulty falling asleep than males, even though males reported 

higher daily use of e-cigarettes. Males enrolled in grades 10 and 11 reported daily use of 

smoking, and females belonging to these grades reported slightly more disrupted sleep patterns. 

As figure 1 highlights, students reported having difficulty falling asleep when the participant 

smoked e-cigarettes daily or at least once a week. Figures 2 and 3 show males are more prevalent 

in smoking e-cigarettes daily in the last 30 days, while females had a more challenging time 

falling asleep several times in the last two weeks, indicating potential biological gender 

differences.  Students who reported having sleeping issues several times were also among the 

highest number of students who had difficulty focusing several times on academic tasks. This is 

concerning for students' academic growth as ample sleep is vital for a student's success (Eliasson 

et al., 2002).  

            Interestingly, all grade levels except grade 12 students had difficulty falling asleep in the 

last two weeks. Considering students in grade 12 generally have to take less required courses and 

are used to high school workload, allowing them to get more sleep. However, students in grades 

10 and 11 were observed to smoke daily in the last 30 days. This reinforces the need for e-

cigarette smoking awareness and education among the youth. While monitoring the use of e-

cigarettes in the different provinces, Quebec was seen to have the most daily, but at least once a 

week smoking participants (Figure 4). Also, more participants from schools located in urban 
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areas and from lower-income bracket ($60 000) households were smoking daily than rural 

locations or high-income homes. Such raises concern for this specific population and calls on 

targeted anti-smoking interventions  

           When the results from our study were compared to other published findings, some 

similarities and differences were found. Our results highlighted that Quebec, out of all the 

provinces, reported the highest number of young e-cigarettes smokers, which was in agreement 

with the study done by Pelekanakis (et al. (2021)) which reported high rates of smoking initiation 

among youth aged 12 to 17 years in Quebec. On the contrary, Krishnan (et al., 2006) found 

women to have a greater sleep quality and better sleep efficiency, whereas our study illustrated 

females having a hard time falling asleep compared to males. Although our study observes sleep 

patterns in relation to e-cigarette use, there are many confounding factors that may influence the 

participants' sleep and impact our collected data. Troxel (et al., 2015) found an influence of 

ethnicity and cultural influence on one's sleep. Another study highlighted the relation of physical 

and mental health with irregular sleep-wake patterns among young adolescents (Lund, et al., 

2010). Of the students that reported disturbed sleep patterns in past research, over 60% reported 

taking frequent over-the-counter medications, emphasizing the relationship between sleep and 

medication use (Lund, et al., 2010).        

           Certain limitations can be found in this study since data was in a self-recorded 

questionnaire style it introduces areas for error and bias. The main disadvantage is the possibility 

of invalid and unreliable answers. There might be a discrepancy in the answers since some 

students may have given what they thought was the "proper" response rather than what they 

genuinely believed. Likewise, data may have been under/over-reported for the primary variables 

of sleeping, smoking, focus, etc. Over- or underreporting can be caused by various 
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unquantifiable variables, and reporting bias might vary by subgroup. Furthermore, research from 

this study cannot be generalized since the questionnaire directly excluded many populations like 

natives, multiple provinces, special schools, etc. Also, the participants throughout the study were 

not kept constant, the grade levels were changing, and many confounding variables such as 

genetic differences and environmental factors may have contributed to a non-existing 

relationship between the two variables. Lastly, variables involving sleep & focus were measured 

in the last two weeks' time period while smoking was measured in the last 30 days. These time 

differences may have impacted our results; therefore, a longitudinal study and carefully inclusive 

questionnaires should be administered more often to the same cohort of people.  

               Even though there were limitations to our study, it produced some significant results, 

such as essential gender differences where males were more likely to smoke daily and females 

more likely to have sleeping disturbances. Our study is not only about finding gender 

differences, and it highlights the need for future targeted interventions to make a smoking 

curriculum a part of the education system. This curriculum would highlight the harmful effects 

of smoking e-cigarettes with nicotine daily. The importance of surveillance systems in 

monitoring potential hazards posed by consumer products is also highlighted in this study. 

Changes in legislation and policy limiting juvenile access to vaping goods are at various levels of 

adoption around the world. The government of Canada needs to reconstruct its policy for e-

cigarette sales and consumption in specifically Quebec and urban regions of all provinces. This 

study's results can be utilized to create targeted interventions at schools that reduce the health 

burden on young adults, improve their overall wellbeing, and ensure their stable academic 

performance. 
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Introduction

Over the last decade, Canadian post-secondary institutions have increasingly relied on

tuition fees as a source of revenue and profit. Research has shown that revenue from tuition fees

have increased 41.1%, from $8.7 billion in 2014 and 2015, to $12.2 billion in 2018 and 2019

(Matias et al., 2021). However, with the Covid-19 pandemic forcing schools to close in March

of 2020, multiple businesses were affected and shut down, leading to immense losses of

earnings for many post-secondary students. In Canada, 3.1 million jobs were lost during the

months of March and April 2020, and the unemployment rate for students between 15-24 years

increased to 31.7% (Matias et al., 2021). This is reportedly the fastest decline in the early

months of the pandemic as their jobs in clothing stores, food & beverage industries, and retail

trade, were hit the hardest during the pandemic (Lemieux et al., 2020). In addition to lost jobs,

many students were concerned about the unavailability of potential job prospects due to the

closing of many research labs, healthcare centers and businesses (Statistics Canada, 2020a). In a

survey spanning April to May of 2020, 57% of students reported Covid-19 causing an academic

impact with 11% unable to graduate and 10% unable to complete their term in 2019. When

questioned again in 2020, 17% of students reported being unable to complete their studies

(Statistics Canada, 2020b).

These losses in earnings for students led to difficulties in continuing to pay for their

studies and daily living expenses (food, living accommodations, etc.). With many Canadians

losing their jobs and sources of income, spending fell by 13%, with the majority of their

spending being on essential household items (Statistics 2020b). However, in April 2020, the

Government of Canada announced the Canada Emergency Student Benefit, or CESB, which

provided financial support to post-secondary students who were unable to find work due to
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Covid-19 (Statistics Canada, 2020b). Before the announcement of CESB, 73% of students who

participated in the survey reported extreme concerns about paying for tuition next term,

increasing their student debt, or paying for current expenses. Following CESB, this number

declined to 61%, although it is still a significant number (Statistics 2020b). The pandemic not

only caused financial and economical constraints, but also negatively impacted students’ mental

health, partly due to their concerns of the unavailability of any future job prospects.

According to Belle et al. (2021), workplace experiences increase self-efficacy, optimism,

resilience, and hope; however, when the Covid-19 pandemic hit, students expressed distress and

anxiety, and felt less optimistic about their future. Even during pre-pandemic times, inconsistent

labor markets have caused substantial declines in quality of life and mental health (Belle et al.,

2021). Based on a questionnaire composed of international students, it was found that the

change in teaching methods, such as moving to virtual learning, reinforcing social distancing,

and quarantines, are highly associated with psychological distress. As a result, a rise in students

seeking help regarding their mental health was observed (Xu, 2021). In addition, post-secondary

students aged 20-25 years old experienced a sudden phase change involving their education,

living arrangements, personal relationships, and financial instability, due to the pandemic. In

their study, Patterson et al. (2021) reported that one-third to one-fifth of university students have

been diagnosed with a mental health problem or substance abuse, because of the pandemic.

In developed countries such as Canada, a country with some of the highest numbers of

college and university graduates, post-secondary students are more vulnerable to Covid-19

stress factors due to the social pressure of obtaining a degree. This adds to the individual stress

preceding Covid-19 and the difficulties that post-secondary students come across on a daily

basis, including socioeconomic factors, social networks, and biopsychological vulnerability
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(Patterson et al., 2021). With lower opportunities for work experience during the pandemic,

many students, especially those at the graduate level, are less confident in their ability to find

work (Belle et al., 2021). This could have negative long-term impacts on the ability to navigate

the job market, even post-pandemic when more certainty is established (Belle et al., 2021).

Thus, these financial, economic and mental factors due to Covid-19 have contributed to the

internal stress post-secondary students face during their post-secondary education.

So we ask the question: is there a greater financial, academic and mental impact due to

the Covid-19 pandemic on students aged 24 years and younger compared to students 35 and

older? We observe three outcomes through our analyses, with students’ concern to pay for

tuition as the primary outcome, the secondary outcome being employment status, and impact on

academic performance as the tertiary outcome. Unlike previous research, this study compares

the impacts of Covid-19 on two different age groups and its impact on the mental health of

post-secondary students. In addition, our study accounts for differences in fields of study, living

arrangements, and the impact they have on their educational and workplace abilities. Students

older than 35 years old are more likely to be financially stable and independent than students

younger than 24 years old as they have more available work opportunities than younger adults

and have had more work and school experiences, thus a difference between the two groups in

response to the pandemic should be observed and analyzed. This paper touches on an ongoing

dilemma, so examining its effects on post-secondary students holds a great deal of relevance.

This pandemic has affected individuals globally, especially post-secondary students, as

education has been greatly affected by Covid-19. Individuals hoping to attend post secondary or

are currently in attendance, will find that topics discussed and the variables studied are all

affecting themselves, their peers, and their faculty.
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Materials and Methods

The database used for the current study was obtained from a crowdsourced application

created by Statistics Canada titled ‘Impacts of the Covid-19 Pandemic on Postsecondary

Students’ from Odesi. As the Covid-19 pandemic is suspected to have impacted all Canadian

postsecondary students, the current data collection initiative was designed to provide early

insight into the extent of these educational, employment, and financial impacts. No sample

selection was done for this initiative. This initiative took place online as a web questionnaire

available in both English and French and data collection began on April 19th 2020, and ended

on May 1st 2020.

Any postsecondary student attending colleges or universities in Canada as of March 1st

2020, were able to participate in this study. However, for purposes related to confidentiality,

students attending postsecondary institutions in the territories were excluded from the public use

microdata file. Participation on the questionnaire was voluntary, and no further follow-ups were

conducted. Before data collection, universities and other post-secondary institutions were made

aware of crowdsourcing questionnaire and students were made aware of the study through

social media platforms including Facebook and Twitter.

A total of 105,492 questionnaires were completed, and 101,974 questionnaires were

deemed to be qualifying post-secondary students. During this study, a total of 192,255 visits

were made to the web page. 54.9% of people who visited the web page completed a

questionnaire and 53% of all visits to the webpage became qualifying participants. In this study,

we analyzed two age groups, less than 24-year-olds and older than 35-year-olds, thus only a

total of 83,028 participants were included, and the remaining 18,946 were excluded since they

belong in an age group that was not analyzed in this study. The exclusion of the “25-34 years
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old” age group was done to specifically compare the differences between those who fall within

the traditional age range of post secondary attendees and those who do not.

To answer the research question, five chi-square tests were conducted on SPSS

Statistical Software to observe if any differences between the two age groups is due to chance,

or if it is due to a relationship between the two variables being analyzed. Summarized in Table

1, which is divided into the two age groups, are variables that are thought to contribute to

answering the research question. The three outcomes we decided to analyze using chi-square

tests were students’ concern to cover tuition (primary), employment status (secondary), and

academic impact (tertiary), since these variables were the most informative in answering the

research question. It is important to analyze these three outcomes since these outcomes have a

range spectrum as the Covid-19 pandemic has drastically changed the life of post-secondary

students. The primary outcome, which is the concern of covering tuition, is crucial since a lot of

students had already planned ahead financially. This situation has caused major distress because

a substantial number of students were worried that extra student debt was going to be added, or

that they had to “postpone” their studies because of the pandemic. The primary outcome of this

study is directly related with the secondary which is the employment status. Many students were

laid off from their part-time jobs, or they could not get employed and this increased their worry

of covering tuition fees. The last outcome is how Covid-19 would impact their academic

performance. Students had to adjust to the new online learning environment and change their

studying habits and were concerned how this difference in learning was going to affect

employment. The two remaining chi-square tests analyzed whether living arrangements or

individual fields of study affected their academic performance. These variables are also

important to consider when answering our research question. This is because some programs are

420



7

more demanding than others, and can impact students differently. In addition, living

arrangements can have differential impacts on students and their well-being. The data for these

variables were collected through the questionnaire. Students had several options to choose from

in the questionnaire, for example, having concern versus not having concern, being employed

versus unemployed, having an academic impact versus not having an academic impact. Students

also had the option to not answer questions with several “skip” options, such as refusal, not

applicable, don’t know, and valid skip.

Missing data such as refusal, not applicable, don’t know, and valid skip were

transformed into one category called “Not stated”. Categories in “Concern to cover tuition”

were simplified into 3 categories instead of 9 to streamline the interpretations of the table, and

figure and ease the understanding of the paper and its impact in the research question.

This data was benchmarked to partly reduce coverage error, although it cannot guarantee

its complete elimination, and to help correct for differing participation rates across gender, level

of study, and province of institution. The data collected was non-probabilistic, which means not

all participants had an equal chance of participating in the research, and the study lacked

probability of selection and a sample design. As a result, the calculation of confidence intervals,

coefficients of variation, and other precision measures is not possible.
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Results

Out of 101,974 valid responses obtained from the database, only 83,028 were included

in the results due to the exclusion of the “25-34 years old” age group. 92.4% of the responses

came from post-secondary students younger than 24 years of age and the remaining 7.6% of the

responses from post-secondary students older than 35 years of age after the exclusion of the

“25-34 years old” age group.

Figure 1. Percentage (%) of post-secondary students aged <24 years and >35 years expressing

concern or no concern on covering tuition for their post-secondary studies during the Covid-19

pandemic. Error bars represent standard error bars and asterisk demonstrates significance.

Graph was obtained from Microsoft Excel.

Results show that out of 83,028 responses, 69.8% of post-secondary students younger

than 24 years old reported having concern to pay for tuition, in contrast to 60.3% of

post-secondary students older than 35 years old. The remaining 19.1% of students younger than

24 years old and 19.4% of students older than 35 years old expressed no concern about their

tuition payments, and 11.1% and 20.3% preferred not to say, respectively. A Pearson chi-square

value of 497.595 and a p-value of < 0.001 were obtained from SPSS Statistical Software,

signifying statistical difference between the two age groups.
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Figure 2. Percentage (%) of post-secondary students aged <24 years and >35 years reporting

employment status during the Covid-19 pandemic. Error bars represent standard error bars and

asterisk demonstrates significance. Graph was obtained from Microsoft Excel.

It was observed that out of 83,028 responses, 17.7% of post-secondary students younger

than 24 years were employed during the Covid-19 pandemic, in comparison to only 11.7% of

post-secondary students aged 35 years and older. The remaining 82.3% of post-secondary

students younger than 24 years old and 87.9% of post-secondary students older than 35 years

old reported loss of employment during the Covid-19 pandemic. A Pearson chi-square value of

152.896 and p-value of < 0.001 were obtained from SPSS Statistical software, showing

statistical difference between the two age groups.
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Figure 3. Percentage (%) of post-secondary students aged <24 years and >35 years reporting if

the Covid-19 pandemic has impacted their academics and/or performance. Error bars represent

standard error bars and asterisk demonstrates significance. Graph was obtained from Microsoft

Excel.

We found that out of 83,028 responses, 87.7% of post-secondary students aged 24 years

and younger reported experiencing an impact in their academics during Covid-19, compared to

80.2% of post-secondary students aged 35 years and older. The remaining 12.1% of

post-secondary students aged 24 years and younger and 19.4% of post-secondary students aged

35 years and older reported not experiencing an academic impact during Covid-19. A Pearson

chi-square value of 313.673 and p-value of < 0.001 were obtained from SPSS Statistical

software, showing statistical difference between the two age groups.

Variable <24 years
n (%)

> 35 years
n (%)

Age group 76745 (75.4) 6283 (6.2)

Field of Study

Arts, humanities, social sciences, education 24300 (31.7) 2361 (37.6)

Business or administration 9241 (12.0) 1031 (16.4)

Health care, law 12327 (16.1) 1383 (22.0)

Science, engineering, engin tech, math or computer science 25540 (33.3) 880 (14.0)

Other 5326 (6.9) 625 (10.0)

Living Arrangements

Live alone 5142 (6.7) 957 (15.2)

Live with family 52884 (68.9) 4841 (77.0)

Live with friends or roommates 18674 (24.3) 474 (7.6)
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Not stated 45 (0.1) 11 (0.2)

Academic Impact

Yes 67339 (87.7) 5036 (80.2)

No 9290 (12.1) 1218 (19.4)

Not Stated 116 (0.2) 29 (0.5)
Number of students and their percentage, in brackets, were obtained from SPSS Statistical Software.

Table 1: Demographic characteristics of patients. Fields of study and living arrangements

were analyzed in post-secondary students 24 years and younger and students 35 years and older.

Based on the table above, more students in both the younger and older age groups live at

home during the Covid-19 pandemic, with 68.9% of students younger than 24 years and 77% of

students older than 35 years. In addition, science, engineering, engin tech, math or computer

science were the dominant programs, with 33% of students younger than 24 years enrolled in

either of those programs. In contrast, arts, humanities, social sciences, and education were the

dominant programs in the 35 years and older age group (37.6%). When determining if the field

of study had an effect on academic performance of students, a Pearson chi-square value of

299.876 and a p-value of <0.001 were obtained from SPSS. When determining if living

arrangements had an effect on students’ academic performance, Pearson chi-square value of

282.675 and a p-value of <0.001 were obtained from SPSS. Since the p-values for both tests are

less than 0.05, this suggests that there is a statistical difference between the two variables, such

that the field of study and living arrangements had an impact on students’ academic

performance (p<0.001).

Discussion
Results from the chi-square analyses reveal that there is a statistical difference between

the two age groups in employment status, academic impact, and concern to cover tuition

425



12

(p<0.001). In addition, students’ fields of study and living arrangements impacted their

academics (p<0.001). Because of these p-values, it is highly likely that there are differences

between the two groups, and their relationships are likely not due to chance. However, based on

the limitations in the methodologies of the dataset, we cannot definitively conclude if one age

group was affected more by the pandemic than the other group. Rather, we can only conclude

that there is a statistically significant difference between the two groups.

When comparing our results to those of other researchers, we assumed that the younger

age group would have been more affected by the Covid-19 pandemic than the older age group.

For instance, there is a statistical difference between the two age groups in regards to

employment during the pandemic with results showing that the younger age group was more

likely to be employed during the pandemic. This can be attributed to the fact that younger adults

are more likely to be employed in retail, food and accommodation services, such as grocery

stores, than older adults are (Mortimer, 2010). Even when the pandemic struck, food system

workers were still employed to provide essential services for all Canadians (Parks et al., 2020).

In contrast, the Covid-19 pandemic has caused laboratories, centers, thesis research labs, and

other facilities that most likely employ older adults, or graduate and PhD students, to cease all

operations (Borgeson et al., 2021) . This can contribute to the increased unemployment statistic

of the older age group in our study compared to the younger age group.  In addition, there is a

statistical difference between the two age groups in their concern to pay for tuition. Achdut and

Refaeli (2020) observed that individuals aged 18-35 experienced the greatest unemployment

rate. Specifically in 2020, 445,000 individuals from the above age group were seeking either

part time or full time jobs. Students that do not find employment before or after graduation

often fail to meet their financial obligations including tuition fees. (Achdut & Rafaeli, 2020).
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Because the Covid-19 pandemic has resulted in a loss of income for many families, parents

reported struggling to ensure continued education for their children, inevitably forcing students

to take out loans to cover costs (Nicola et al., 2020). Unfortunately, the differing academic

impacts between younger and older age groups of post-secondary students have not been

explicitly observed during the Covid-19 pandemic; thus, valid assumptions on why there is a

statistical difference between the two groups cannot be made. However, because many students

view poor grades as punishment and not as positive criticism, negative academic impacts can

prove damaging to the self esteem of students (Stan, 2012). So regardless of the pandemic's

negative impact on academic studies, the negative impact of having their academics affected

will pervade into other aspects of their lives including social and workplace environments.

Psychological distress due to unemployment and the negative impacts of poor grades can derail

a student's life leading to high stress, high anxiety and overall poor mental health.

Living arrangements and fields of study were also observed to have an impact on

students’ academic performance. In their study, Ruth et al. (2010) observed that students who

lived on campus had significantly higher GPA compared to students who lived off-campus.

However, because of the Covid-19 pandemic forcing post-secondary institutions to close,

younger students were forced to move in with their parents again and/or change their housing

arrangements (Justo-Alonso et al., 2020). College students experience more learning burnout

during the pandemic, negatively impacting their academic performance. They also observed that

students aged 18-25 overall experienced the greatest effects due to the pandemic and were more

anxious and stressed compared to students aged 26 to 33.  In addition, Statistics Canada (2020c)

found that 18%  Business, 41% Healthcare, 25% Law, 15% Engineering, 56% Services and

53% of Trades had courses that were postponed and/or delayed due to the Covid-19 pandemic,
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delaying students’ graduation. This disruption among post-secondary students increased their

fear and anxiety for their futures, as the pandemic presents many uncertainties.

Patterson et al., (2020) found that stressors due to the Covid-19 pandemic combined

with pre-existing stressors, such as changes in education, living arrangements, and relationships

that impact academic performance, are unique to post-secondary students aged 24 years and

younger. Overall, the Covid-19 pandemic has introduced academic uncertainties, economic and

financial changes, isolation, loss of support, and reduced availability to mental health services

(Patterson et al., 2020). The shift to online learning has disrupted the routines of many

post-secondary students, posing a risk for their mental well-being. The lack of daily routines

because of the sudden disturbance in their schedule and interruption of their main activities has

caused a significant increase in anxiety and uncertainty for the future (Patterson et al., 2020).

Students fear the uncertainty of their futures, such as lower grades, losing scholarships, delayed

graduation, unavailability of prospective jobs, or anything involving plans after graduation can

exacerbate stress among students (Belle et al., 2021). Due to these educational and financial

stressors, various research suggests that psychological distress, such as anxiety, depression and

poor sleep quality, are higher among younger individuals compared to older individuals

(Patterson et al., 2020). Thus, these changes make students more vulnerable to stress enhanced

by the pandemic, which may negatively impact their academic performance and mental health.

Limitations and Future Directions

Parallel to other articles, this study poses some limitations that should be taken into

account for future studies in this field, especially with the ongoing Covid-19 pandemic. First,

there is a very uneven distribution of the sample sizes. Out of the 102,000 responses, 92.4%

came from one age group, while the remaining 7.6% came from the other. This inequality in
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sample sizes can skew the results, such as statistical power and Type I error rates (Rusticus &

Lovato, 2014). Equal-sized sample sizes maximize the power of a study, having a better chance

at finding systematic differences between variables. However, the power of a study drops the

more unbalanced the sample sizes become (Rusticus & Lovato, 2014), which may contribute to

the large chi-square statistics we obtained from SPSS. Secondly, the database did not include

any variables to test for mental health. The impact of the Covid-19 pandemic on students’

mental health is important to analyze, such that it is important to take action and meet their

needs. Thus, all assumptions in the analysis were based on primary research conducted by

published authors to support our findings. In addition, the database did not take into account

socioeconomic status of students and their families. Students come from different social,

cultural and economic backgrounds, thus their responses for the questionnaire may differ from

others, which may have had an impact on the findings. There are also limitations in the

methodologies of this analysis. Because the data was collected from a questionnaire, the data is

self-reported, which may not be reflective of students’  actual sentiments. The lack of

continuous variables also limits the number of statistical analyses researchers can perform with

only categorical data.

To strengthen the impact of the study, and for this study to be clinically relevant and

valid, some adjustments should be made in future research. Covid-19 has impacted everyone

despite their SES backgrounds, and its consequences only continue to increase. This is why it is

important to be aware of its impacts on daily lives, especially on students’ academic and social

lives, and their mental health. For future replications, this study can serve as a guide and should

incorporate a more representative and smaller sample size and include continuous variables

(e.g., mental health scales) and objective measures to produce more reliable results.
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INTRODUCTION

Effects of tobacco cigarettes and factors leading to initiation

Smoking is the leading cause of premature death in Canada. It has a negative impact on health

status and life expectancy, with smoking removing approximately ten years of life expectancy

(Payne, 2013). Smoking tobacco also increases the likelihood of developing fatal diseases such

as cancer and irregular heart rhythms. Most individuals who begin smoking tobacco cigarettes

start in their teenage or young adulthood years (Coleman et al., 2020). During those years, the

initiation of the smoker status is driven by external and internal factors. External factors may be

present in the form of peer pressure or through the modeling of a relative’s behavior to smoke. It

is also argued that individuals begin smoking as a coping mechanism for stress and other mental

conflicts (Coleman et al., 2020).

Effects of e-cigarette use

The use of e-cigarettes among this age group is also a  particular concern of interest. This is

evident by a statistics done by singlecare, which concluded that 20% of people aged eighteen to

twenty nine use e-cigarette (Team, S. C., 2021). Given the limited data that explores adverse

effects over long periods of time due to the novelty of e-cigarettes, it is difficult to say what

everlasting impacts there may be. Previous research suggests that the use of e-cigarettes leads to

the development of nicotine addiction (Kandel et al., 2014). In addition, epidemiological studies

have linked nicotine with an increased likelihood of consuming marijuana and other drugs such

as cocaine and opium (n.d., 2021). Research exploring the effect of nicotine on mice has found

that the consumption of nicotine intensified the effect of drugs such as cocaine. The study
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concluded that this effect may also be present in humans, evident by an increased rate of cocaine

dependence after having been exposed to nicotine (n.d., 2021).

Effects of marijuana use

Similarly to tobacco cigarettes, marijuana consumption between the ages eighteen to twenty four

is also an area of concern, as its prevalence is the highest of all age groups, with 70% of

respondents reporting the use of the drug previously (Health Canada, 2021). The rise of

marijuana users among this age can be explained by a) external and internal factors similar to the

use of tobacco cigarettes b) recent legalization of marijuana across Canada several years ago.

Research previously done on marijuana described it as a “gateway drug”, given the strong

correlations between marijuana consumption and the use of other drugs. More specifically,

research focused on the influence of marijuana consumption on other drugs concluded that the

use of marijuana likely precedes the use of other illicit drugs (n.d., 2021). This was evident when

a longitudinal study concluded that young adults that reported the use of marijuana, were more

likely to report increased alcohol consumption within three years (Coleman et al., 2020).

Moreover, marijuana use was linked with nicotine addiction as well as other various substance

disorders (Coleman et al., 2020) The increased vulnerability to the development of addictions of

other substances may be explained by the effect of cannabinoids on the brain. Rats that were

exposed to cannabinoids in their adolescence were later observed to have ever-lasting tolerance

to morphine, cocaine, and amphetamine (Pistis, 2004). This possibly suggests that cannabinoids

decrease the reward centers of the brain thus increasing the vulnerability of the individual to be

dependent on other substances upon exposure (Rioux et al., 2018). The amount of THC extracted

in the process of marijuana consumption can vary depending on the method of consumption.
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Depending on the method, cannabinoids can be transported through the bloodstream via the

respiratory system or the digestive system.

Missing knowledge

While numerous studies investigated the individual impact of marijuana consumption and

e-cigarette use on other substances, there is limited research analyzing their concurrent impact on

smoking status. e-cigarettes today are becoming what cigarettes became in the 19th century. Its

popularity has surged and given the limited information regarding its long-term effects, it is hard

to say the impact it may have on our young adults one day. In addition, marijuana use among

young adults ages (18-24) has also grown popular following its legalization in Canada in 2018.

There is limited research done on how the methods of cannabis consumption may lead to the use

of other substances, specifically e-cigarettes.

Study purpose

Understanding this relationship may provide the necessary guidelines to help young adults

formulate better decisions regarding their smoking habits, and how they go upon consuming

marijuana. The purpose of this study is to investigate the difference between smoking status

among Canadians in Ontario aged 19-24 who use marijuana and e-cigarettes as compared to

Canadians in Ontario aged 19-24 who do not use marijuana and e-cigarettes. In addition, the

method of marijuana consumption and its role in cigarette smoking status among Canadians in

Ontario aged 19-24 who use marijuana and e-cigarettes will also be explored.
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METHODOLOGY

Study design and database

The design of our study is observational and cross-sectional, analyzing data from participants

across Canada between February 1, 2017 to December 31, 2017. The information was collected

using a two-phase stratified random sampling of telephone numbers designed to increase

representation of people from the 15-19 and 20-24 age group. Participants then answered

questions on a structured questionnaire that collected participant responses using a computer

assisted telephone interview (CATI) that uses universal modules designed for any type of survey.

The Canadian Tobacco, Alcohol and Drugs survey (CTADS) is used to monitor and compare the

usage of substances with addictive properties. The CTADS merges core Tobacco content from

Canadian Tobacco use monitoring survey (CTUMS) and core drug and alcohol content from

Canadian Alcohol and Drug use monitoring survey (CADUMS) to provide a more efficient

collection of data.

Study participants

The study participants we chose to include in our study were both male and females aged 19-24

that reside in Ontario. Based on this criteria, two groups of participants were selected, those who

both use e-cigarettes and consume marijuana compared to those who do not use e-cigarettes and

do not consume marijuana. As a result, data that was collected in the study but excluded from

our research were participants aged under 19 or over 24 in Ontario, participants that do not reside

in Ontario and 19-24 year old Ontarians that only either use e-cigarettes or consume marijuana.

Respondents that only used either e-cigarettes or marijuana were excluded as we wanted to

identify whether use of both substances have an effect on cigarette smoking. Additionally, the
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CTADS excluded residents from Yukon, Northwest Territories and Nunavut as well as full-time

residents of institutions and permanent residents without phones.

Study outcomes

The primary outcome in our research question is smoking status type, when considering use of

both marijuana and e-cigarettes. Participants were asked to provide a traditional smoking status,

where they chose from the options current smoker, former smoker, never smoked, valid

skip/don’t know/refusal/not stated. This was chosen over other variables related to cigarette

smoking included in the dataset such as number of cigarettes consumed or frequency of smoking

over a period of time, as the aim of the study was to analyze the impact of marijuana and

e-cigarette use on current and former cigarette smoking habits rather than current usage. This

was done in line with current research on smoking patterns on young adults, as many findings

demonstrate an established smoking pattern to be present by the age of young adulthood (19-25)

(Hair et al., 2017). The secondary outcome in our research question was also smoking status,

when considering methods of cannabis consumption among the e-cigarette use and marijuana

consumption group. Participants that reported consuming marijuana were asked about which

method of marijuana consumption they have used including: dabbed, smoked, vaporized, drink,

eaten within a time period of 12 months and chose from the options: yes, no, valid skip/don’t

know/refusal/not stated. Reasons for these particular variables being used for the outcome was

because they were determined to be the best suited, as they contained the closest data to what

was required for the analysis. All variables were collected as part of the CTADS telephone

questionnaire.
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Additional data collection

Additional variables collected in our database include age of participants as well as the province

of the selected respondent, used to describe the study population. The 2 questions regarding

marijuana use and e-cigarette use (choices being yes, no, valid skip) were recoded into a new

variable combining responses of “yes” to both use of marijuana and e-cigarette within lifetime

and “no” to both. This new dichotomous variable discerning between use of both marijuana and

e-cigarettes opposed to none at all was used for testing between group differences and

correlations. Smoking status type was recoded into a new dichotomous variable combining

“current smokers” and “former smokers” into one value and “never smoked” remained

unchanged, as current and former smokers were not compared in this study. This was also done

to allow for between group differences and correlations. Missing data or participants that

answered valid skip/don’t know/refusal/not stated were filtered out of the dataset.

Statistical analysis

As the age of the selected respondents was the only continuous variable within our data set, the

Shapiro-Wilks Normality test was performed to analyze distribution. Data in Table 1 was

summarized as median and interquartile range for age of selected respondents, and frequencies

followed by valid percent were reported for smoking status as well as methods of marijuana

consumption. Three main statistical analyses were conducted to answer the research question.

For the primary outcome, a Chi-squared test was used to test for a difference in the proportion of

current/former smokers and non-smokers between groups of respondents using both marijuana

and e-cigarettes and those who have never used either. Furthermore, the Spearman-Rho’s

correlation was computed to assess the relationship between use of both marijuana and

440



8

e-cigarettes and cigarette smoking status. A Chi-Squared test was performed to determine

whether there were between-group differences in methods of marijuana consumption and

smoking status.  P-value for significance used was ≤0.05. Anything less than or equal to a

P-value of 0.05 was deemed statistically significant and any P-value greater than 0.05 was

deemed statistically insignificant. All statistical analyses were performed using SPSS software.

RESULTS

Table 1. Smoking status of Ontarians aged 19-24, Canada 2017

Table 1. Smoking status of Ontarians aged 19-24 between those who have used marijuana and
e-cigarettes and those who have never used marijuana and e-cigarettes. All values are reported as
frequencies and valid percentage (adjusted for missing values) unless stated otherwise. N= 934.
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Prevalence of marijuana and e-cigarette use

Of the young adults aged 19-24 (934) in this study, approximately 27.5% (257) reported having

used both marijuana and e-cigarettes; 72.5% (677) reported having never used marijuana and

e-cigarettes.

Smoking status by marijuana and e-cigarette use

Among the 27.5% (257) of young adults in this study that reported having used both marijuana

and e-cigarettes, 34.6% (89) reported being current smokers, 7.8% (20) reported being former

smokers and 57.6% (148) reported never having smoked. Of the 72.5% (677) that reported to

have never used both marijuana and e-cigarettes, 2.8% (19) were current smokers, 0.9% (6) were

former smokers, and 96.3% (652) were never smokers.

Type of marijuana consumption within 12 months

Among the 27.5% (257) of young adults in this study that reported having used both marijuana

and e-cigarettes, 24.5% (46) reported to have used marijuana via dab,  97.9% (184) reported

trying marijuana by smoking, 53.2% (100) reported trying marijuana by vaporization, 11.2%

(21) reported trying marijuana by drinking, and 62.8% (118) reported trying marijuana by eating,

all within 12 months.

Between group differences, by smoking status

There was a significant difference in cigarette smoking status between those who used marijuana

and e-cigarettes when and those who did not use them (Pearson Chi-square, asymptotic 2-sided

significance <0.001*).
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Figure 1. Comparison of smoking status of Ontarians aged 19-24 that use both marijuana and
e-cigarettes*

Figure 2. Comparison of smoking status of Ontarians aged 19-24 that do not use marijuana and
e-cigarettes*
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Correlations between marijuana and e-cigarette use with smoking status

There was a significant, positive association between the variables of marijuana and e-cigarette

use and cigarette smoking status (Spearman’s rho Correlation Coefficient = 0.493*, 2 tailed

significance value of <0.001*).

Between group differences of types of marijuana by smoking status

There was a significant difference in smoking status between those who used marijuana via dab

and those who did not use it (Pearson Chi-square, asymptotic 2-sided significance = 0.008*).

There was no significant difference in smoking status between those who used marijuana by

smoking, vaporizing, drinking, eating, and those who did not use it (Pearson Chi-square,

asymptotic 2-sided significance = 0.128, 0.559, 0.287, 0.478, respectively).

Figure 3. Prevalence of marijuana use via dabbing by smoking status, Ontarians aged 19-24 that
use both marijuana and e-cigarettes*
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DISCUSSION

The data presented here suggests that tobacco cigarette smoking status of individuals aged 19-24

in Ontario differs between those who have used both marijuana and e-cigarettes and those who

have not used either. Furthermore, the data also suggests that use of marijuana via dabbing may

play a significant role in cigarette smoking status among Ontarians aged 19-24 that have used

both marijuana and e-cigarettes. Methods of marijuana consumption via smoking, drinking,

eating, and vaporization did not show significant differences in cigarette smoking status.

In relation to previous studies

These findings are consistent with existing research , with evidence supporting that e-cigarette

and marijuana use alone increases susceptibility to cigarette use later on. The possibility of

adolescent e-cigarette use leading to tobacco cigarette use has been supported in previous

research, including longitudinal studies exploring the relationship temporally (Soneji, 2018). In a

study by Sonenji et al. (2018), a meta-analysis of nine studies that supported this relationship

suggested that there was a combined odds ratio for tobacco cigarette initiation almost four times

greater for individuals that have ever used e-cigarettes versus never. Furthermore, a longitudinal

study by Spindle et. al. (2016) assessed the association between e-cigarette use and the onset of

cigarette smoking. Results showed that college students who had never smoked before, were

more likely to initiate cigarette use, after having tried e-cigarettes. Although it still remains

unclear to what extent increased marijuana use impacts risk of tobacco cigarette initiation, recent

studies have demonstrated that there may be an association, while also suggesting progression to

nicotine dependence (Patton et al., 2005). Furthermore, marijuana and tobacco users share
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similar socio demographic profiles (Patton et al., 2005).  Prevalence of occasional marijuana use

is now more common than tobacco cigarette use among young adults in Canada (Tjepkema,

2004), along with the popularity and accessibility of e-cigarettes in Canada increasing at an even

higher rate (Richmond et al., 2018). Coupled with new evidence that young adulthood is a

critical period in the progression of tobacco cigarette use (Hammond, 2005), the urgency for

analysis between the 3 variables among this at-risk population is increasing. The findings from

our study give further insight into potential relationships between combined use of marijuana and

e-cigarettes and cigarette smoking status that can possibly be compared to research surrounding

the influence of only marijuana or e-cigarettes.

Limitations

Although there is sufficient evidence to establish that differences exist between cigarette

smoking status in relation to e-cigarette and marijuana use compared to non-users, limitations of

this study still remain, some common to survey research. Despite relatively high response rates

and filters to account for lack of response, the findings in our study are still subject to sample

bias. The study included only 934 participants aged 19-24 in Ontario and may have

generalizability issues. The population is fairly small, in a tight age group and localized only to

Ontario residents which may affect the overall generalizability of the study results to residents

outside of the age group or do not reside in Ontario. The data collected was cross-sectional and

only represents behavior of participants in 2017—behaviors and substance use may change over

time and the results that we have concluded may not be applicable to later years. Furthermore,

participants responded to a questionnaire over the telephone which presents possibilities of

response bias like self-report bias and social desirability bias that affect the validity of responses.
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Participants may have chosen options that are not truly representative of themselves and instead

opted for responses more socially acceptable to appear more presentable. It should be noted that

a logistic regression analysis was determined to be the initial test to explore the secondary

outcome. Although there was a significant correlation between the predictor variables and the

dependent variable, all Spearman-Rho’s correlations between predictors were above the

threshold value of 0.3. Thus, the logistic regression analysis could not continue.

Conclusion and future directions

Overall, this study illustrates significant differences in smoking status when comparing between

participants who used marijuana and e-cigarettes as opposed to those who used neither.

Additionally, there was a significant difference in the smoking status for those who consumed

marijuana via dabbing alongside marijuana and e-cigarettes compared to those who did not.

There were no significant differences for any of the other consumption methods of marijuana.  In

terms of real world implications, these results may be useful to government officials when

creating policy regulations regarding the selling of nicotine-products. Furthermore, legislators

could use these findings in aid of creating regulatory policies towards e-cigarette and marijuana

usage and its implications as gateway drugs in young adults. As the study database used followed

a cross-sectional design, the implementation of longitudinal study in future research may provide

additional context to paint a bigger picture. Longitudinal studies would provide data over

prolonged periods of time, which would provide more adequate results pertaining to the

everlasting effects of consuming both marijuana and e-cigarettes. This could aid in keeping

results relevant as new patterns and tendencies arise. Additionally, the implementation of a

broader group of participants such as individuals from other countries in the data set, would
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allow for the rest to be generalized to all populations, not just specific to individuals in Ontario.

Although further generalization and a need for longitudinal studies surrounding the subject

matter of this study is needed for deeper understanding, it is a step in the right direction.

Exploring the impact of combined marijuana and e-cigarette use on cigarette smoking in a time

of increasing prevalence within young adults in Canada is essential to assess possible new risk

factors as new trends emerge.
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Introduction

The World Health Organization declared COVID-19 a pandemic in late March of

2020, resulting in the temporary closure of many societal institutions, businesses, and

borders. While the virus was distributed globally, the health and societal impacts were

felt hardest among marginalized communities.

Gender, different from sex, is a social determinant of health (Connor et al., 2020).

Before the pandemic struck, women reported more unhealthy days per year than men;

despite using more preventative care services (Connor et al., 2020). Women are also

nearly twice as likely to suffer from mental illness compared to men (Yu, 2018).

Moreover, the pandemic has exacerbated gender inequality across domains – from

divisions of labour to economic stability; and gender inequality is associated with worse

mental health outcomes for women (Fisher & Ryan, 2021; Yu, 2018).

In Canada, women make up the majority of healthcare workers, accounting for

over 80% of all healthcare workers in 2020 (Statistics Canada, 2021). Expectedly,

healthcare workers have an increased risk of contracting COVID-19, compared to other

occupations, due to close contact with infected patients (Connor et al., 2020). And

despite the severity of COVID-19 being higher in men, women reported greater stress

and psychological distress during lockdowns (Fisher & Ryan, 2021). Economically,

women are worse off during the pandemic than men. Women have suffered an 11%

unemployment rate, compared to just 4% for men. The higher unemployment can mean

more women are forced into part-time work, potentially balancing multiple jobs, and

decreasing work-life balance.
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The closure of schools, along with a decreased access to childcare services has

inevitably increased parents’ burden of childcare (Yamamura & Tsustsui, 2021).

Unfortunately, the burden of childcare disproportionately falls upon women, and this

inequality has also been exacerbated during the pandemic (Yamamura & Tsustsui,

2021). To take care of their children, mothers are more likely to skip work/work from

home compared to fathers during the pandemic (Yamamura & Tsustsui, 2021; Fisher &

Ryan, 2021). The increased childcare burden along with greater economic instability is

especially detrimental in low-income families. Instability in childcare arrangements can

increase mothers’ physical and psychological aggression, and neglectful behaviour (Ha

et al., 2015). A Statistics Canada study found that single parents were the most likely to

use childcare services – approximately 7 in 10 (Zhang et al., 2021). With the lockdowns

during the pandemic, many childcare services were temporarily shut down, making this

no longer an option for many single parents. Regrettably, child maltreatment related to

childcare burden is more significant for single mothers. Shutting down schools and

childcare centers also increases the unemployment rate of mothers, further increasing

financial burdens and stress (Russell & Sun, 2020).
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Living in the pandemic has undoubtedly been difficult for parents all around the

world. Yet, women are disproportionately bearing the brunt of the psycho-social damage

the pandemic has caused. However, it is unclear if single mothers are impacted

significantly more than their coupled counterparts. A study on the Health risks and

outcomes that disproportionately affect women during the pandemic has highlighted

some of the outcomes seen in women, some who are caregivers. This study reports

that female caregivers have an increased risk of contracting covid-19 and that

gender-informed policies are required to help solve health issues during a pandemic

(Connor, 2021). While this study does not analyze the mental health of single or

partnered mothers, it raises the need for further research, as one might wonder if having

increased risk of covid-19 for female caregivers affects their mental health. Research

has not yet addressed the differences in mental health outcomes for single mothers

compared to mothers that have a partner. In this study, we analyze the general feelings

of anxiety felt by working single mothers in Canada compared to working mothers that

have a partner. This study should help to identify any gaps in current knowledge about

determinants of mental health, and ultimately inform mental health and childcare

policies. Further, it can back up the aforementioned study’s highlighted outcome, on the

need for gender-based policies to help solve health issues during the pandemic. This

study answers the question: is the mental health impact of COVID-19 greater on single

mothers compared to mothers with partners in Ontario.
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Materials and methods

Study Design and Database

This study was designed as a retrospective, cross sectional study. The objective

was to produce results that included the impacts of COVID-19 on mental health of

individuals. Data collection occurred in 2020 from May 4th to May 10th,  and was

produced on Odesi as a dataset. The desired database was found under the Canadian

Perspective Survey Series 2 (CPSS2): Monitoring the Effects of COVID-19. This

database was authorized by the Affiliation Statistics Canada, located in Ottawa, Ontario.

It was distributed by the Data Liberation Initiative. Participants who were part of a

subset from the impact of COVID-19 crowdsource collection were invited to participate.

The CPSS Sign-up randomly selected people aged 15 years and over. The mode of

data collection was by the CPSS Sign-Up survey which created Statistic Canada’s

probability panel. A letter was sent out to the selected sample explaining CPSS and the

CPSS2, 2020. Participants were then asked to go online and sign up using a given

Secure Access Code. A standard approach used for many StatCan surveys was used.

Participation was voluntary and information would be confidential. Participants were

sent the survey through email. The survey was open for 6 days, and reminder emails

were sent each day. The CPSS2 was intended to collect data on the knowledge and

behaviour of residents in 10 Canadian Provinces. A further motive of achieving this

database was for informing policy makers on a national level on emerging data needs

(CPSS, 2020).
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Study Participants

The initial target population for data collection were residents, 15 years of age or

older, of the 10 Canadian Provinces. Of the 4600 participants originally included in the

database, data for this study was extracted from only 342 participants. This study

required information for the two categories, single mothers and mothers with a partner,

both located in Ontario. To minimize unwanted influences on data outcomes, data kept

included females born in Canada, aged 25 to 54, each with a child under 18, and

residing in urban dwellings.

Study Outcomes

Data collected for all variables in this study was through an online survey sent

through email of selected participants. For each variable, participants were required to

select a category for each question. All variables were dependent and the measurement

scale was nominal.

The primary outcomes of this study were perceived mental health and severity of

generalized anxiety For perceived mental health, there were nine categories to choose

from, however this was transformed to having two categories to examine for the

purpose of our study. The two categories were excellent or good and fair or poor to

better organize the data. For the general anxiety of participants, a cutoff point from the

GAD-7 test was used to assess the severity participants had. We selected these

outcomes because we believed that these were the two most significant in determining

the impact of mental health on the two groups of women.
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Additional data collection

The variables that our group included into our additional data collection included

the age group of respondents, which was broken down into three separate categories;

ages 25-34 years old, 35-44 years old and 45-55 years old. We also included the

highest level of education completed, which was organized into four groups; below high

school, high school diploma, college/trade/university diploma or certificate and

bachelor's degree or higher. Marital status was taken into account, in order to include

only single mothers. These categories are organized into four groups; married, living

common-law, widowed/separated/divorced and single, never married. We included

household size, ranging from one to four or more, as well as the type of dwelling, a

single detached house, low-rise apartment, high-rise apartment and other. Finally, we

included the employment status of the mothers, either employed and at work at least

part of the reference week, and employed but absent from work due to COVID-19, as

well as the respondents telework status, with the options being a work location changed

from outside the home, to at home, a work location that remains at home, a work

location that remains outside of the home, absent from work as well as an option of not

stated. All of the above data was expressed in percentages, and household size does

not include any children under the age of 18.
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Statistical analysis

In order to answer our research question, we completed chi-square tests on

groups we believed would show significant results. This was done through the software

SPSS, and we used a P value of 0.05 to test for the significance. The chi-square tests

completed involved the cross-tabulation of feeling lonely or not paired with each variable

listed above, to find correlation amongst variables. The same test was also done to

distinguish any independent variables that may affect the outcomes of this experiment.
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Results

Table 1. Characteristics of single mothers and mothers with a partner.

The data is presented as the number (%) of participants unless stated otherwise. Household size does
not include children under 18.
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Figure 1. Self-perceived mental health of single versus partnered women. Results are presented in a
100% stacked bar-graph.

Figure 2. Percentage of women that met the GAD-7 cut-point. Cut-point was set at a score of 10 or
higher on the GAD-7 survey indicating moderate to severe symptoms of anxiety. Results are presented in
a 100% stacked bar-graph.

39% of single mothers reported fair/poor mental health compared to only 27% of

partnered mothers. A chi-squared test revealed that self-perceived mental health scores

were significantly worse for single women compared to partnered women (X2 (1, N =

342) = 3.889, p = 0.049). 38% of single mothers met the cut-point for moderate/severe
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anxiety symptoms compared to only 21% of partnered mothers. Similarly, single women

were significantly more likely to have a GAD-7 score of 10 or higher (X2 (1, N = 339) =

8.699, p = 0.003.).

Table 2. Ability to meet financial obligations and likelihood of losing employment in the
next four weeks.

Single mothers and mothers with partners were not significantly different in their ability

to meet their financial/essential obligations, and their likelihood of losing their jobs.
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Discussion

Overall, in this study we found that single mothers had worse mental health

scores compared to partnered mothers. Self-perceived mental health was consistent

with GAD-7 scores for single mothers, but was slightly inconsistent for partnered

mothers. 39% of single mothers reported their mental health as fair/poor and 38% met

the GAD-7 cut-point for moderate to severe anxiety symptoms, compared to 27% and

21% of partnered mothers, respectively. This is likely due to the fact that anxiety is only

one aspect of overall mental health. However, Regardless, both self-perceived mental

health and GAD-7 scores were significantly worse for single mothers compared to

partnered mothers.

Our study suggests a few reasons as to why this might be the case. Firstly, single

mothers were much more likely to have a lower level of education completed compared

to partnered mothers which is associated with higher levels of anxiety and depression

(Bjelland et al. 2008). Moreover, partnered mothers tend to reside in larger homes which

is likely an indicator of better financial stability, potentially due to a second income

stream from their partners. Lastly, single mothers were more likely to have been absent

from work due to COVID-19, which would impact their income stream, leaving them

vulnerable to economic insecurity. Nevertheless, single mothers and partnered mothers

were not significantly different in their ability to meet their financial obligations.

Furthermore, both single and partnered mothers were equally likely to maintain/lose

their employment in the next four weeks. However, this survey was conducted in 2020

and the situation for single mothers might have deteriorated significantly due to the

ongoing pandemic and many lockdown restrictions since then.
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The mental health of Ontarians was significantly impacted during the pandemic

(Shilington et al. 2021). Conner et al. (2020) found that women disproportionately

burden the negative health and economic impacts during the pandemic. Furthermore,

due to limited access to mental health support, anxiety among parents has quadrupled

and overall mental health has deteriorated (Dozois, 2021). The combination of these

risk factors leaves single mothers at a greater risk for mental health difficulties, the

consequences of which can be observed in our data.

There are some limitations to our study. First, the CPSS survey was produced in

June of 2020. More recent data collections would likely affect the results of this study

due to the ongoing implications of the COVID-19 pandemic. Furthermore, since this was

a longitudinal study it is impossible to determine how mental health scores shift over

time and what factors are causally related to mental health outcomes. That is why it

would be beneficial to do a second survey so we can compare the results to findings in

our study and hopefully gain a better understanding of specific mental health risk factors

for single mothers. Secondly, while the CPSS asked for employment status, it did not

account for income which is much more important. According to the U.S. census

bureau, single women are 3 times more likely to work a minimum wage job (United

States Census Bureau, 2015). In our study, single mothers were significantly more likely

to be absent from work due to COVID-19. This could be an indicator of single mothers

working in non-essential service industries which are more likely to be minimum wage

jobs. A third limitation is that the surveys were sent in by mail and are subject to

self-report bias. Because of this, it is difficult to determine if the discrepancy between

self-perceived mental health and GAD-7 scores in partnered women is due to some
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factor not accounted for in the CPSS, or a result of self-report bias. A fourth limitation

was that previous research showed that mental health scores in single mothers versus

partnered mothers was age dependent, however we did not examine that here

https://pubmed.ncbi.nlm.nih.gov/15022043/. However, this study was done in 2004 so it

is unclear how relevant the results are today.

To our knowledge this is the only study comparing mental health outcomes

among single mothers to mothers with partners. We hope this research brings more

attention to the needs of single mothers in Ontario. The increased child care burden,

compounded with the impacts of the pandemic have left single mothers in an especially

vulnerable position. Consequently, this might lead to child neglect and maltreatment.

Policies should look to reduce the child care burden on mothers. One option is to

subsidize third party child care services such as daycare, or providing a tax credit for

using babysitting services. Future research should focus on how single mothers have

coped since the time this survey was conducted, and the factors that impact mental

health in single mothers the most.
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Introduction

Alcohol is one of the oldest recreational drugs in history, being consumed by people from

different eras. It’s produced primarily by fermenting and distilling various fruits and vegetables,

such as grapes. Alcohol, which is also referred to by its chemical name ethanol, is the main

active drug in drinks such as beer and wine and is consumed for many reasons, depending on the

religious and cultural environment. Alcohol consumption can result in a multitude of effects,

many of which are due to multiple biochemical mechanisms in the body. Alcohol primarily

increases the effects of a neurotransmitter called y-aminobutyric acid, or GABA. The increased

effects of this neurotransmitter results in what characterizes alcohol as a depressant, which is the

suppression of the central nervous system. Alcohol also affects other neurotransmitters, such as

dopamine, which results in the euphoric feeling many people experience after its consumption.

Cholesterol is a fat like substance that can be found in cell membranes (Grundy, 2002) to

reduce fluidity and permeability. It travels in the blood in recognizable parts containing both

lipids and proteins, hence the category lipoproteins (Grundy, 2002). It aids in the production of

sex hormones, it acts as a building block for cells, and it aids in bile production in the liver which

is beneficial to digestion (Schaefer, 2020). Like many other biochemical assemblies, the body is

able to produce much of the cholesterol it needs but it does rely on outside sources such as diet to

obtain cholesterol. It can be taken from many sources like milk, cheese, meat, and eggs.

Although cholesterol is needed to maintain necessary bodily functions and to stay healthy, it

comes in a good and bad form. The bad form otherwise known as low-density lipoprotein flows

throughout the bloodstream, clumps artery walls and can cause a condition known as

atherosclerosis if it becomes chronically high. The plaque that forms on the artery walls is

generally tough and causes long term narrowing of the arteries and restricts blood flow. On the
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other hand there is good cholesterol or high-density lipoprotein which helps remove cholesterol

from the body keeping overall cholesterol levels low (“LDL and HDL,” 2020). High-density

lipoprotein does this by absorbing cholesterol and carrying it to the liver. The liver then flushes it

out of the body (“LDL and HDL,” 2020). This is beneficial since high levels of HDL can lower

the risk of heart disease and strokes.

Alcohol consumption and its effect on health markers have been researched intensively,

especially in recent years, but the specific relationship between alcohol consumption and its

effect on LDL cholesterol have not been investigated as much as the relationship between

alcohol and other health markers, such as liver values. The main studies that discuss the

relationship between the two were completed by Perisinotto et al. and Corella et al., respectively.

Perisinotto et al. investigated the effects of alcohol consumption on cardiovascular risk factors in

older lifelong wine drinkers. The study concluded that moderate consumption of wine in the

elderly results in a net benefit of multiple health markers, but the effects of the alcohol

consumption negatively impacted LDL levels in the participants of the study. Whilst the study

was not performed on the target demographic we focus on, it does shed some light on the

potential effects of alcohol consumption on LDL cholesterol values. In the study done by Corella

et al., the effect of alcohol consumption on LDL cholesterol values was investigated but with

more focus placed on whether variation at the apolipoprotein E gene (ALOE) locus impacts the

way alcohol consumption affects LDL values. The study concluded that variation in the ALOE

locus does in fact partially impact the extent to which alcohol consumption affects LDL values in

healthy men, which is closer to our target demographic than the participants in the study

performed by Perisinotto et al. The lack of direct research done on the impact of alcohol

consumption on LDL cholesterol serum concentration is an issue that needs to be addressed if
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there is hope to understand the effects of this drug on something that could potentially be

harmful, such as an increase in LDL cholesterol. With a slight idea on how alcohol could

potentially impact the LDL cholesterol serum concentration, we aimed to investigate how they

are correlated, if at all. We hypothesize that there is a positive correlation between alcohol

consumption and LDL cholesterol serum concentration.

Methods

The design of the study was cross-sectional and observational since no interventions were

implemented and the sample used was only surveyed at one point in time. The data used in this

study was taken from the Canadian Heart Health Database (CHHD) from the years 1986 to 1992.

The CHHD is an assembly of data collected from multiple surveys conducted by several

provincial departments of health, including The Heart and Stroke Foundation of Canada and

Health Canada. The CHHD primarily focuses on cardiovascular disease prevention, including

but not limited to, the prevalence of risk factors, consequences of cardiovascular disease, and the

associated lifestyle behaviors.

The original database included too many variables that were deemed unnecessary by the

inclusion criteria of this paper. The inclusion criteria meant only men were chosen as valid

participants and women were excluded. Anyone between the ages of 45 to 65 were included.

Participants who have high or low blood pressure, are on a specific diet, take prescription

medication for their heart or cholesterol, have preexisting health conditions, are sedentary, and

have an abnormal BMI (less than 19 and greater than 25) were also excluded. The criteria for

these exclusions were chosen to make sure that as many variables were controlled and that the

only thing impacting the LDL cholesterol values was the alcohol consumption. Just like any

other study that attempts to classify the relationship between two real-world variables, not 100%
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of the variables will be accounted for which is why other statistical tests will be required, such as

analysis of covariance.

The objective of this study was to investigate the impact of  alcohol consumption on LDL

cholesterol values in young and healthy men. The primary outcome would be an increase in LDL

values due to increased alcohol consumption. The data used in this study was collected through

10 different surveys. A sample large enough was used to generate 2000 responses. Participants

were visited in their homes where information was collected about them, such as demographic

data, CVD risk factors, blood pressure readings. and their opinions on issues pertaining to heart

health. The same participants were then asked to come into a clinic for the second and final visit

to collect anthropometric measurements, a blood sample and two more blood pressure readings.

Considering the different categories of data collected, different methods of acquiring the data

were utilized. The first category of data was the demographic data. This data was acquired by

surveying the participants and asking them questions related to their household, income, age,

sex, etc. The second category of data was information pertaining to the participants’ blood

pressure. This data was acquired by taking two different blood pressure readings throughout the

first visit and by surveying the participants. The third category of data were personal

measurements. These were taken at the clinic by a nurse and through surveying the participants.

The fourth and final category of data collected were the cholesterol levels. These were collected

through the blood sample collected during the visit to the clinic. The rationale behind including

all these categories of data is similar to that of other studies referenced earlier, such as the one by

Perisinotto et al. and Corella et al. Variables such as LDL cholesterol values can be influenced by

a multitude of factors, so ensuring that a large amount of data is recorded will help ensure that as

many variables are accounted for when looking for a relationship between alcohol consumption
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and LDL cholesterol. Accounting for all these variables and ensuring they’re controlled helps

with the validity of the results. Without accounting for them, there could be multiple variables

influencing the results without the researchers' knowledge.

Aside from the primary outcomes, most other variables have the potential to influence the

results. These variables are the ones included in Table 1, such as age and BMI. Other variables

that were not included in Table 1 since they were categorical and could not be tested for

normality include current smoking status, exercise frequency and duration, and hypertensive

status. These variables will be used as covariates in an ancova model.

The statistical tests used were the shapiro-wilk tests of normality for the continuous

variables. The data summarized from the statistical test stated the variable, its significance value,

whether it was normal or not and the measure of central tendency to be reported. Other statistical

tests include the Pearson correlation test to determine whether there is a significant correlation

between alcohol consumption and LDL cholesterol values. SPSS software was used to conduct

all statistical tests and a p-value of 0.05 was chosen as the significance value.
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Results

Table 1. Descriptive Statistics of the 1986 to 1992 Population Surveyed by the Canadian
Heart Health Database. Different statistical calculations were performed on the continuous
variables deemed appropriate for the study, such as the mean, standard deviation, variance, and
the number of participants who provided a response for the prompt (dictated by “N”).

Table 2. A Shapiro-Wilk statistical test performed to determine normality. The
Shapiro-Wilk test was used on the same continuous variables from Table 1 to determine which
variables, if any, were normal. A P-value of 0.05 was used as the significance value. Only the
LDL and HGT variables were considered not-normal according to the Shapiro-Wilk test.
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Figure 1: Scatter plot of [LDL] low density lipoproteins (MMOL/L) by [ALCNUM]
Average daily Alcohol consumption. The scatter plot shows each individual’s average daily
consumption of alcohol and their LDL levels. As can be seen by the line of best fit there is
moderate positive correlation between the 2 variables suggesting that higher alcohol
consumption increases LDL levels in serum.

Table 3. Spearman’s Rho test to determine significance of correlation between average
daily alcohol consumption and LDL cholesterol. Using a P-value of 0.05 to determine
significance, the Spearman’s Rho test concluded that there is a significant correlation between
Low Density Lipoproteins and Average Daily Alcohol Consumption with a correlation
coefficient of 0.337. The correlation coefficient is considered weak.
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Discussion

SPSS software was used to produce descriptive statistics of the population, significance

tests for normality and correlation, and a scatter plot to visualize the correlation between LDL

cholesterol in men aged 45 to 65 years of age and their alcohol consumption levels. It is

important to note from table 1, the average BMI of this population was 27.315 kg/m^2. This is

above the ideal BMI for most adults which is between 18.5 kg/m^2 to 24.9 kg/m^2 and anything

above that range would be considered overweight to obese (“NHS,” n.d.). Also, the average total

cholesterol was higher than desired at 5.544 mmol/l. The desired total cholesterol was less than

5.18 mol/l as 5.18 to 6.18 mmol/L was considered borderline high (Mayo Foundation, 2021).

Furthermore the average number of cigarettes smoked per day across all participants was 6.333.

Ideally none of the subjects would have been smokers because according to Freeman et al, LDL

cholesterol and plasma triglycerides were found to be significantly increased while HDL was

significantly decreased in smokers. This was shown by a substantially higher LDL/HDL ratio in

smokers (2.89) than in non smokers (2.38), (Freeman, 1993). The purpose of the study was to

research the impact of LDL cholesterol serum concentrations in generally healthy men aged 45

to 65, but the results could’ve been affected since BMI, total cholesterol and smoking status were

outside of the normal ‘healthy’ ranges.

Table 2 shows a shapiro wilks test that was used to determine normality and it was found

that LDL cholesterol was not normally distributed. Determining normality is crucial in deciding

which statistical analysis is appropriate for the variables being tested for correlation. Figure 1

shows the relationship between each individual's average daily alcohol consumption and their

LDL levels. As shown by the line of best fit there is a moderate positive correlation between the

2 variables which suggests that as alcohol consumption increases LDL increases.  The results
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obtained here are different from another study by Kiechl et al where they noted a J shaped graph.

This meant that no alcohol consumption and heavy alcohol consumption had higher levels of

LDL and a higher risk of atherosclerosis, while light to moderate drinkers had lower LDL levels

and some protection from atherosclerosis due to antithrombotic effects. This means that light

alcohol consumption was able to counteract plaque thrombosis in arteries. Kiechl et al is

different from this study as figure 1 didn’t have a J shape, it had a positive linear shape. In

addition to this another study found similar results to Kiechl et al. They found that coronary

artery disease increased with alcohol use, with a J shaped relation (Foerster, 2009). It was

concluded that the protective risk of alcohol consumption disappeared in very high drinkers,

because the beneficial increase in HDL cholesterol was offset by the increases in blood pressure

(Foerster, 2009).

To determine if the correlation between LDL and average daily alcohol consumption was

significant a spearman’s rho test using a P-value of 0.05 was conducted (Table 3). The test

showed that there is a significant correlation between LDL and average daily alcohol

consumption with a correlation coefficient of 0.337. The correlation coefficient is considered

weak. The covariables like increased BMI, total cholesterol, and smoking may have skewed the

results causing the shape of the curve to be straight and for the correlation in the spearman’s rho

test to be weaker than anticipated.

One of the main issues encountered was the small sample size used in this study. Out of

the 2,218 participants who met our criteria, only 539 provided us with all the data necessary to

conduct the study. The small sample size could have potentially skewed the results. Another

issue encountered were variables that might have not been accounted for. For example, the

design of the study was cross-sectional and observational, so it could be that alcohol and LDL
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cholesterol are correlated due to a variable that actually has an impact on LDL which wasn’t

accounted for. Other issues would be misreporting of answers; a participant could claim that they

consume 60 drinks a month but in reality, they could be consuming 100 drinks a month and

misremembering it. Controlling for all the possible variables that could affect the outcome is also

very difficult in a study of this sort; observational studies do not allow the researchers the

opportunity to actively choose which variables are controlled and which are not.

Moving on, more studies should be conducted regarding this topic as it is severely

understudied and the potential risks of knowing so little about this topic could potentially be

harmful. Studies should ideally be done in an experimental manner where the researchers

implement an active intervention to account for as many confounding variables and to avoid

issues such as misreporting answers.
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Income Adequacy, Marital Status, and Stroke Prevalence 1

Stroke simultaneously affected 405,000 Canadians in 2013, and is expected to simultaneously

affect at least 650,000 Canadians by 2038 (Krueger et al., 2015). Each patient costs C$17,000 to

C$57,000 annually in direct medical costs, and upwards of C$1,900 annually per patient in

indirect medical costs such as caregiving expenses (Goeree et al., 2008). There are many studies

linking specific traits and behaviours to stroke prevalence, such as: age, weight, cigarette use,

salt consumption, and stress (Boehme et al., 2017). However, there are few notable studies

linking the prevalence of stroke from specific behaviours depending on the individuals’ specific

traits, particularly between marriage and income adequacy.

Boysen et al., (1998) had found that individuals with lower household income are more

likely to experience a stroke relative to individuals with higher household income. Individuals

with lower income may experience a lower quality of life due to missed opportunities from

insufficient financial resources (Kuruvilla & Jacob, 2007), which can increase stress levels and

increase stroke prevalence (Boehme et al., 2017). Individuals with higher income will have more

opportunities available; which can increase their quality of life, and decrease their stress relative

stroke prevalence. However, income beyond a certain amount could have diminishing returns,

and an asymptotic effect on decreasing stress, as individuals will already have access to

sufficient opportunities; and would reflect the findings of Boysen et al. (1998), who had found

no significant change in stroke prevalence between middle and high income earners. Simons et

al. (1998) had found that women who are married have reduced stroke prevalence, while men are

unaffected. Simons et al. (1998) rationalised their findings with women typically having better

social support to reduce their stress, to which men may not have as-readily available access. This

will not necessarily affect men’s stress levels; but may decrease women’s stress levels (Mumtaz

et al., 2018), and therefore their stroke prevalence (Boehme et al., 2017). While Boysen et al.
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Income Adequacy, Marital Status, and Stroke Prevalence 2

(1998) and Simons et al. (1998) had conclusive results for this study’s purpose, their works were

published over two decades ago, and were based on different populations, so their findings may

not be applicable. This study can verify if a relationship between income and marital status on

stroke prevalence such as theirs exists in a Canadian population.

Stroke typically affects older individuals more than younger individuals, with at least

14.0% of at least-80 year olds experiencing strokes compared to up to 6.1% of under-80 year

olds (Mozaffarian et al., 2015); but its prevalence in younger individuals has increased (Kamal et

al., 2015; Tong et al., 2020). Individuals who have strokes at younger ages (e.g. under 50) have

up to a 1-in-8 chance to not be able to live independently even beyond 10 years (Synhaeve et al.,

2014). During this time, these individuals may require ongoing professional care which can cost

upwards of C$1,900 a year (Goeree et al., 2008); and may prevent them from living a full life

(e.g. marriage, raising children), which can further decrease their quality of life. Additionally, the

requirement for ongoing care means the loss of economic contributors (Kamal et al., 2015), as

well as decreased medical attention for other patients (Romani et al., 2021). Therefore, any

reduction in stroke prevalence across the population can greatly reduce medical costs and

maintain individuals’ quality of life. The age range of 35-64 inclusive was chosen to build on

previous research done by Tong et al. (2020) on the same age range to contribute to a

more-holistic model of stroke prevalence factors.

Katsiki et al. (2011) had found that men have higher stroke prevalence than women for

most ages, except for the elderly. Katsiki et al. (2011) rationalised this through men exhibiting

stroke-related behaviours, such as smoking and alcohol consumption, more often than women.

Although women typically have worse post-stroke outcomes than men (Katsiki et al., 2011),
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reducing the overall number of strokes can reduce the medical staff and resources occupied

which allows them to focus on other patients (Romani et al., 2021).

All of these specific variables of interest have been studied, but no notable studies

combine all of them into a unified study. This study will use the database, Canada Heart Health

Database 1986-1992 by Statistics Canada (1997), to determine if there is sufficient evidence to

indicate a relationship between income adequacy and marital status on stroke prevalence.

Specifically, this study will determine if income adequacy disproportionately increases stroke

prevalence in married Canadian men aged 35-64 inclusive compared to unmarried Canadian men

aged 35-64 inclusive.

Methods

This study used data from the database, Canada Heart Health Database 1986-1992 (Statistics

Canada, 1997). It was created using data from a questionnaire-based observational and

cross-sectional study performed by Health Canada and the Heart and Stroke Foundation of

Canada on Canadian men and women aged 18-74 inclusive from the 10 provinces (Statistics

Canada, 1997). The study gathered a large selection of data regarding stroke-contributing factors,

and the data relevant to this study is summarised in table 1 (results section). All analyses and

data modifications were performed in SPSS.

Any participant who had missing data in any of the relevant data (e.g. refused to answer,

did not know) had their entire entry removed to simplify the analyses. This study only included

participants from the database who were males 35-64 years of age inclusive who knew and

shared their income status, marital status, and stroke history. Participants were not included if

they were female, younger than 35, older than 64; and/or did not know - or did not share - at least
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Income Adequacy, Marital Status, and Stroke Prevalence 4

one of their income status, marital history, and stroke history. Participants’ age and sex were

filtered to ensure that they are relevant to the study’s research question. Participants’ income

adequacy and marital status are used for the categorical independent variables. Participants’

stroke history is used for the categorical dependent variable. There were no normality tests

performed as no continuous variables were used.

Participants’ marital statuses were amalgamated to simplify the analyses. Statistics

Canada (1997) amalgamated participants who were married and participants who had a common

law partner; but distinguished unmarried participants according to if they were never married,

divorced, or widowed/widowered. This study kept married and common law participants

amalgamated, but also amalgamated unmarried participants regardless of the cause. The

remaining participants were then split into 12 subpopulations - depending on permutations of

their income adequacy, marital status, and stroke history - for three separate 2x2 Chi-squared

tests.

Each Chi-squared test was performed on subpopulations according to their income

adequacy, and then compared the frequencies of strokes between married and unmarried men of

the same income adequacy. The first test was done on men who had low income adequacy; the

second, medium; and the third, high. There were no other distinctions made between the

participants (e.g. by age).

A binary logistic regression analysis was performed on the entire study population to

determine the chances of an individual experiencing a stroke given their income adequacy and

marital status. All variables used were categorical, and the independent variables had “First”

reference categories. Wald tests were performed by SPSS to measure each variable’s

contributions to the holistic model for stroke prevalence.
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Results

The summary of the variables of interest and applicable population counts from the database,

Canada Heart Health Database 1986-1992 (Statistics Canada, 1997), are summarised in table 1

(see below). The database initially had 23,129 participants (Statistics Canada, 1997). After

applying the inclusion and exclusion criteria, 19,789 participants were removed and 3,340

participants remained. Some variables resulted in uneven sample distributions (e.g. CURMAR,

EVRSTR), but this was unavoidable within this database.

Descriptive

Variable

Value: Category Participant

Count

SEX 1: Male 3,340

GPAGE 2: 35-64 3,340

INCADEQ 1: Low 609

2: Middle 1,464

3: High 1,267

CURMAR 0: Not currently married and no current common-law partner

(e.g. never married, divorced, separated, widowed or widower)

438

1: Currently married and/or Current common-law partner 2,902

EVERSTR 0: No 57
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1: Yes 3,283

Table 1. Descriptive characteristics relevant to the study’s participants (n = 3,340). All data

was taken from Canada Heart Health Database 1986-1992 (Statistics Canada, 1997). This table

includes the number of participants in each category/trait of each relevant descriptive variable.

Participants in the database were excluded from the study if they had any missing data (e.g.

refused to answer) for any of the analysed variables.

All Chi-squared tests were 2x2, and had a degree of freedom of 1. The first Chi-squared

test compared frequencies of men with stroke and men without stroke, between married and

unmarried men with low income adequacy; the second test, medium income adequacy; and the

third test, high income adequacy. All three Chi-square tests were statistically insignificant for an

alpha of 0.05, but also had one of four cells with an expected value of less than five. The

Chi-squared and p values are in table 2 (see below). The more-specific counts and proportions of

each subpopulation are in table 3 (see underneath). A visual comparison of the proportions is in

figure 1 (see further below).

Income Adequacy Low Medium High

X2 2.779 0.178 0.480

df 1 1 1

p 0.096 0.673 0.489

Eij>5, Eij≤5 3, 1 3, 1 3, 1
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Min Eij 3.28 2.64 1.88

Table 2. Chi-squared test results for stroke proportions in married and unmarried men,

separated by income adequacy (n = 3,340). The Chi-squared tests compared the observed

stroke proportions between different marital statuses for each income adequacy level to the

expected proportions. Each proportion was not statistically different, but each Chi-squared test

had one cell with an expected value of less than five, so the conclusion may be invalid.

Income Adequacy Unmarried Married

Low n total 100 509

n stroke 6 14

n no stroke 94 495

p stroke 0.0600 0.0275

Medium n total 168 1,296

n stroke 2 21

n no stroke 166 1,275

p stroke 0.0119 0.01620

High n total 170 1,097

n stroke 1 13
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n no stroke 169 1,084

p stroke 0.00588 0.01185

Table 3. Stroke and no-stroke frequencies and proportions table for unmarried and

married individuals, separated by income adequacy (n = 3,340). Unmarried men with low

income adequacy have higher stroke prevalence than married men; whereas in medium and high

income adequacies, married men have higher stroke prevalence than unmarried men. However,

none of these observed differences in proportions are statistically significant.

Figure 1. Visually comparing proportions of stroke between the study’s subpopulations (n =

3,340). Chi-squared p values link each pair of proportions, between marital statuses, within an
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income adequacy level. Unmarried men with low income adequacy have the highest prevalence

of stroke, whereas unmarried men with high income adequacy have the lowest prevalence of

stroke. While marital status within income adequacies has no statistically significant effect on

stroke prevalence, the graph shows a possible trend of decreasing stroke prevalence with

increased income which reflects the findings of Boysen et al. (1998).

The binary logistic regression analysis assumed that the baseline individual was an

unmarried man with low income adequacy, and predicted that increasing income adequacy

and/or marrying resulted in higher probabilities of stroke. The Wald tests indicated that income

adequacy statistically significantly affects the model, whereas marital status does not; for an

alpha of 0.05. The percent accuracy correct was 98.3. The B, Wald tests’, and p values are in

table 4 (see below). The classification table is in table 5 (see underneath).

Variable B Wald p exp(B)

Income Adequacy (Low) N/A 10.935 0.004 N/A

Income Adequacy (Medium) 0.746 5.779 0.016 2.108

Income Adequacy (High) 1.106 9.862 0.002 3.023

Marriage 0.172 0.218 0.640 1.188

Table 4. Variables in the binary logistic regression model. All income adequacy-related

variables in the model have a statistically significant effect on the model, whereas the marriage

variable did not, for an alpha of 0.05. This model predicts that increasing income adequacy

and/or marrying increases the individual’s risk of stroke.
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Observed Strokes Predicted Strokes

Yes No Percentage Correct

Yes 0 57 0.0

No 0 3,283 100.0

Overall Percentage 98.3

Table 5. Binary logistic regression classification table. The predicted counts of individuals

with and without stroke are compared to the observed counts of individuals with and without

stroke to determine the model’s percentage accuracy correct.

Discussion

The Chi-square statistical analyses indicate that the database, Canada Heart Health Database

1986-1992 (Statistics Canada, 1997), does not contain strong evidence that income adequacy

disproportionately increases stroke prevalence in married Canadian men aged 35-64 inclusive

compared to unmarried Canadian men aged 35-64 inclusive; given equal income adequacy,

married men have a statistically equal chance of experiencing a stroke as an unmarried but

otherwise-identical man. The proportion of unmarried men with low income adequacy who

experienced strokes is higher than that of married men; whereas with medium and high income

adequacies, married men have higher stroke prevalence than unmarried men. However, none of

the differences in proportions is statistically significant, although the statistical conclusions may

be invalid because not all of the statistical analysis’ requirements were satisfied. This suggests
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that male marital status has no effect on stroke prevalence, which reflects the findings of Simons

et al. (1998).

The binary logistic regression analysis indicates that database, Canada Heart Health

Database 1986-1992 (Statistics Canada, 1997), contains strong evidence that income adequacy

disproportionately increases, but that marriage has no effect on, stroke prevalence Canadian men

aged 35-64 inclusive compared; given equal income adequacy, married men have a statistically

equal chance of experiencing a stroke as an unmarried but otherwise-identical man. All predicted

B values were greater than zero, which predicts that increasing income adequacy and/or

marrying results in higher probabilities of stroke. Income adequacy had a statistically significant

effect on the model for all levels of income adequacy, but the addition of marital status had no

significant effect. The statistically significant increase in stroke prevalence with higher income

adequacy contradicts the findings of Boysen et al. (1998), while the statistical insignificance of

marriage on male stroke prevalence confirms the findings of Simons et al. (1998). Because there

were no female participants analysed, this study cannot confirm nor deny any relationship

between female marital status and stroke prevalence.

Despite the results’ general statistical insignificance, there may be clinically significant

implications. As visually alluded to in figure 1, and statistically supported in table 4, income

adequacy alone is able to explain the differences in stroke prevalence between the study

participants. While the original hypothesis had no strong supporting evidence, this finding

confirms those of Boysen et al. (1998) which suggests that it can be used to determine other

comorbid factors of stroke, the results of which can be used to reduce stroke prevalence. As

previously mentioned, reducing stroke incidents will reduce direct and indirect medical costs,
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and will allow the finite amount of medical attention and resources to focus on other medical

incidents

This study had limitations which may have contributed to the results’ statistical

insignificance and affected their validity. The most prominent limitation is the data’s age. The

database was published in 1997, over 20 years ago. Advances in medical knowledge and changes

in lifestyles may lead to a different dataset, which may lead to different results even with the

exact same procedure. The most statistically influential limitation is the dataset’s population

distribution. An example of this is the total number of participants who had strokes -

disregarding income adequacy and marital status - was 57 of 3,340, or ~1.7%. When accounting

for income adequacy and marital status, the number of participants with stroke was up to 21, and

the number of unmarried participants with stroke was up to 6 (see table 3). These low

frequencies led to 2x2 Chi-square expected values of less than 5 for unmarried men with stroke

of every income adequacy level, which reduces the Chi-square tests’ results’ validity; the

Chi-square tests’ conclusions may be incorrect, and there may actually be a different in stroke

prevalence between married and unmarried men dependent on income adequacy, but it is hidden

by the population being too small to make those differences statistically significant. The binary

logistic regression also suffers from this, which can be seen in table 5. The model has a high

percentage accuracy correct, but the model predicted that every individual does not experience

stroke. Because such a high proportion of individuals do not experience strokes, this model

appears to be very accurate when it may completely overlook factors which do contribute to

stroke prevalence. A more-subtle limitation is the participant variables; such as their smoking,

drinking, exercising, and dietary habits. While the database includes information regarding these

participant variables, they may not have been surveyed to the desired level of detail, and multiple
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stroke-related behaviours and/or traits may be comorbid which may be the actual cause between

differences in stroke prevalence (Liao et al., 2009). Additionally, including these variables in the

analyses would have further lowered the subpopulations, and excessively complicated the

statistical analyses.

All of the limitations could be remediated by creating a new database. The first limitation

would be remediated by the new database’s recency; the data would be from a more-modern

population, so its hypothetical results would be more applicable to the current population. The

second limitation could be remediated by sampling a larger number of participants to increase

the subpopulations to, and well beyond, the Chi-square test’s requirements for minimum

expected frequencies of five. The binary logistic regression classification table would also have

more participants; which would result in either the model predicting participants with stroke, or

possibly having a larger proportion of incorrect predictions which would lower its percentage

accuracy correct and better-reflect its ignorance of stroke-contributing factors. The third

limitation could be partially remediated through creating a new database with information which

better-suits the new study’s analyses, and by having a longer time frame for the analyses to be

planned out.

Despite the results’ statistical insignificance, the possible clinical significance may justify

followup studies in which this study’s procedure is performed on a larger and more-recent

database - which reduces limitations 1 and 2 - to more conclusively determine the presence or

absence of any effects of income adequacy and marital status on stroke prevalence. Followup

studies may also serve as an opportunity to collect other data regarding stroke-related behaviours

and conditions to analyse other possible correlations between specific behaviours and/or

conditions to determine if they have any statistically significant effect on stroke prevalence.
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These findings can be used to design governmental and societal policies in order to decrease

stroke prevalence, and its associated financial and physiological costs.

Unfortunately, this database does not suggest that income adequacy disproportionately

affects stroke prevalence between married and unmarried Canadian men aged 35-64 inclusive.

However, the clinical applications of this research may justify creating another database to

perform more-conclusive analyses.

Author Disclosure Statements

All of the data used in the analyses were taken from Canada Heart Health Database 1986-1992

by Statistics Canada (1997). The analyses and conclusions drawn are my own, and do not reflect

those of Statistics Canada.
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Introduction:

Adequate sleep quality is crucial for a young student’s physical health, mental health, as

well as academic success. Adolescents require approximately 9.2 hours of undisturbed sleep to

maintain a healthy sleep schedule (Wolfson et al., 2007). There are various factors that may

disturb an individual’s sleep pattern. This may be due to an unhealthy diet, genetics, or an overall

unhealthy lifestyle. In recent years, there has been a rapid incline in the use of electronic

cigarettes (e-cigarettes) as a source of nicotine, with a prevalence rate of 4% in North America

(Zvolensky et al., 2019). With the onset of the recent electronic cigarette trend, more students

have succumbed to partaking in this kind of smoking. This has proven to be very harmful to their

health. Multiple studies found a link between smoking electronic cigarettes and inadequate sleep

quality (Kianersi et al., 2020). The intake of nicotine results in delayed sleep via its impacts on

the endocrine system; there is an increase in heart rate, blood pressure, and blood glucose levels

(Wiener et al., 2020). In a research study conducted by Hirostu et al., the severe use of nicotine

has been connected to the reduction of slow-wave and rapid eye movement (REM) sleep in

individuals that do not smoke (Hirotsu et al., 2018). An alternate study conducted by Park et al.

(2019) determined a p-value of lesser than 0.05, indicating that there is a statistical significance

for the connection between the use of e-cigarettes and sleep deprivation. It is important to assess

this association for the Canadian population.

There are various studies that investigate the relationship between e-cigarette use and

disturbed sleep patterns, yet, these consequences have not been surveyed in female Canadian

students in grades 7 to 12. It is important to analyze the data for the association of smoking and

sleep patterns as there is limited knowledge for this specific Canadian population. As an

example, a study conducted by Liao et al. (2019) demonstrates the difference in sleep patterns of
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smokers and nonsmokers of a general population in China. A multi-stage sampling method was

used to obtain the study’s participants, with the population’s age ranging from 12 to 99 years old

and an average age of 38 years old. Several alternative studies also explore this association,

however, none target our particular demographic. Hence why it is important to assess this

association for the young Canadian student population.

This study’s research question is whether there is a relationship between smoking

e-cigarettes containing nicotine in the last 30 days and the disruptive sleep patterns of Canadian

females from grades 7 to 12. The goal of this study is to close the gaps in knowledge and present

prophylactic efforts to schools so that they may implement them in their respective curriculums

to control smoking in the preadolescent and adolescent populations. As a result, the aim of the

study is also to ensure that the public is knowledgeable of these impacts and aid students to make

healthy decisions. The hypothesis is that the frequent use of e-cigarettes will contaminate the

sleep patterns of the participants. It is anticipated that the participants who use e-cigarettes will

have a more challenging time going to sleep, which results in a decrease in focus related to

academics. Variables such as province of residence and sort of community (urban or rural areas)

are analyzed to search for any secondary associations to smoking habits.

Students who receive less than an adequate amount of sleep (an average of 9.2 hours) will

see an influence on their academic performance, in fact, most perform poorly due to inadequate

sleep (Tobore et al., 2019). This study aims to understand the impacts of smoking e-cigarettes on

a young Canadian population and to provide a basis for further academic exploration.

Methods:

This study database titled, “Canadian Student Tobacco, Alcohol, and Drugs Survey

(CSTADS), 2018-2019” involves looking at data from a population at one specific point in time,
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which means that the study design is cross-sectional. The database used in this paper was

obtained from Ontario Data Documentation, Extraction Service and Infrastructure (ODESI). This

web collection enables access to millions of various databases, questions, and aids in basic

calculation analysis. Access to such datasets by university libraries and government collaboration

aids researchers and students in advancing the knowledge. One of the key features of Odesi is

that it allows an individual to download the dataset and its compatibility allows it to transfer

directly into statistical software format, which makes it easier for the researchers to conduct

analysis and interpret the results. The survey utilized in our study aided in learning about

smoking patterns and discrepancies in sleeping patterns of the Canadian youth from grades 7 to

12. This dataset is known to be collected every two years since 2004. This large-scale survey

collection was only possible due to coordinated efforts by the Propel Centre for Population

Health Impact at the University of Waterloo and Health Canada.

This research paper includes Canadian youth females (n = 31066). As the database was

shrunk, the inclusion criteria involves Canadian residents from grades 7-12, who are attending

private, public and catholic schools. The exclusion criteria involve individuals going to schools

of Yukon, Northwest Territories and Nunavut and students attending special schools (e.g. schools

for visually impaired, schools for hearing-impaired, special needs, first nation reserve schools,

virtual schools, military-based schools, international schools). Furthermore, to minimize the cost

for data collection, individuals from schools who do not have a minimum of 20 students enrolled

in at least one grade were also excluded. Moreover, male survey participants (n=31784) were

excluded as well to focus on the research question.

In this research study, the primary outcome which is examined is the frequency of the

participants struggling to fall asleep, based on the frequency of using an electronic cigarette
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containing nicotine. This measure was accomplished through a questionnaire that was divided

into categories based on the following: Every day/night, several times, twice, once, never and not

stated. Overall, when comparing those who smoke and their sleep irregularities, the most

selected answer was found to be “daily” and “several”, with 4531 females and 7978 females

respectively (Figure 3).

To evaluate the primary outcome of the study, this survey question was analyzed, since it

reveals the possibility of a relationship between disturbed sleeping patterns alongside the

smoking behaviour that participants may have. Based on the survey data, this question has

clinical relevance as it allows the participants to accurately and systematically categorize their

sleep patterns by picking between five different options. With the question giving a lot of clarity

and insights, it also generates a question of whether any confounding variables (e.g. school stress

or uneasy family environment) can play a role in varying sleep patterns among female students.

Thus, more exploration and analysis are needed. Since the question asks female participants if

they have had trouble falling asleep in the past two weeks instead of a general and vague

question, it makes the survey question explanatory and can directly showcase the negative effects

of smoking on sleep quality.

On the other hand, the secondary outcome that was measured involves participants being

asked in the past two weeks, how often they struggled to stay awake while reading, studying and

doing homework. While the most popular choice was "never", the second most popular selected

option was "several times," with 9588 females and 7681 females respectively (Figure 2). This

research paper selected this survey question to assess the secondary outcome, which describes

how smoking status may influence how well a student focuses in class and how hard it is for the

student to stay awake while studying. A question such as this has clinical implications since it
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allows us to analyze students' focus levels much accurately. Additionally, it gives enough clarity

to assess focus in their study routine since academics play an integral part in a student's life.

While there may be confounding variables (e.g. not a studious student, taking prescribed

medications, has other important responsibilities) that influence this question, it can still be used

to assess the secondary outcome since it can be related to the student's smoking behaviour and

well-being.

To assess the results and answer the research question, statistical analyses such as

Spearman Rho and Chi-Square tests were used, as well as a p-value of 0.05 was used as a cut-off

for significance. The SPSS computer software was used to run the statistical tests. Any missing

data for the primary variables were deleted (e-cigarette smoking, sleep, focus), for a clear

understanding of the data and to provide more accurate results. Since the secondary variables

(grade level, sex, province of residence, and participants’ school region) did not have any

missing data, none was deleted. The Spearman Rho test was used to determine the strength of the

relationship of specific variables to the dependent variable. The relationships tested were gender

v/s smoking, smoking v/s grade, gender v/s sleep, smoking v/s focus, grade v/s focus, sleep v/s

focus, smoking v/s province, smoking v/s school region, grade v/s sleep, smoking v/s sleep. The

Chi-Square test was used to view proportions of participants who fall into categories and then

transfer the values to a table, text of results or create a figure for the manuscript. The variables

tested were gender v/s smoking, smoking v/s grade, gender v/s sleep, smoking v/s focus, grade

v/s focus, sleep v/s focus, smoking v/s province, smoking v/s school region, grade v/s sleep, and

smoking v/s sleep. The Chi-square test was appropriate to use since there were nominal variables

recorded in the dataset used, and it highlights the statistical significance.
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We chose these tests because we wanted to explore the correlation between smoking and

sleep patterns in female participants, but also examine secondary variables' relation to the

participants' smoking behaviour. Furthermore, given that this study design was qualitative and in

the form of a questionnaire with most of the data being categorical, most of the analysis could

not have been run such as normality tests, Pearson correlation, ANCOVA, and logistic

regression. Pearson correlation coefficient values were unable to be calculated as none of the

variables are continuous.

Table I demonstrates the descriptive characteristics of Canadian female students from

grades 7-12 who smoke e-cigarettes containing nicotine. Table I summarizes the data in such a

way that allows us to view the relationships between certain variables. For instance, there are

separate sections in the table, giving insights into the data about each variable.   Excel was used to

transfer data from SPSS software to generate tables and graphs to find significant relationships

between variables of interest.

Results:

The final number of participants excluding the missing data and male data points was

31066 female individuals.  In total, out of 62580 participants, 31784 total cases were deleted

including 8224, being the total missing data points. Firstly, in terms of the focus variable

(Frequency of inability to stay awake while reading, studying and doing homework in the last

two weeks), 2902 missing data points were deleted. Secondly, for the sleep variable ( Frequency

of inability to fall asleep in the last two weeks), 3348 total data points were deleted. Lastly, for

the smoking variable (Frequency of participant’s e-cigarette with nicotine use in the last 30

days), 1974 total data points were deleted.
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Table I. Descriptive Characteristics of Canadian female students from grades 7-12

(n=31066) who smoke e-cigarettes with nicotine. Reported the frequencies and percentages

corresponding to various characteristics. Data was obtained from a data portal known as Ontario

Data Documentation, Extraction Service and Infrastructure (ODESI). The participants included

those who are attending private, public and catholic schools in provinces across Canada

(excluding Yukon,  Northwest Territories and Nunavut).

Characteristics Female (n=31066)

Grade

7
8
9
10
11
12

6333(20.4)
6099 (19.6)
5661 18.2)
5481 (17.6)
4701 (15.1)
2790 (9.0)

Frequency of inability to stay awake while
reading, studying and doing homework in the

last two weeks

Every day/night
Several times

Twice
Once
Never

Not stated

2358 (7.6)
7953 (25.6)
4398 (14.2)
4620 (14.9)
10839 (34.9)
2902 (2.9)

Frequency of inability to  fall asleep in the
last two weeks

Every day/night
Several times

Twice
Once
Never

Not stated

4653 (15.0)
8166 (26.3)
5248 (16.9)
5092 (16.4)
6508 (20.9)
3348 (4.5)
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Frequency of participant’s e-cigarette with
nicotine use in the last 30 days

Daily or almost daily
Daily, but at least once a week

Weekly, but at least once in the last 30 days
Tried, but not in the last 30 days

Never tried
Not stated

1699 (5.5)
1411 (4.5)
2159 (6.9)
3435 (11.1)

21564 (69.4)
1974 (2.6)

Participant's school region

Urban
Rural

23820 (76.7)
7246 (23.3)

Province

Newfoundland and labrador
Prince Edward Island

Nova Scotia
New Brunswick

Quebec
Ontario

Manitoba
Saskatchewan

Alberta
British Columbia

2596 (8.4)
2443 (7.9)
3508 (11.3)
1740 (5.6)
7858 (25.3)
3152 (10.1)
1479 (4.8)
1888 (6.1)
3155 (10.2)
3247 (10.5)
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Figure 1. Clustered bar chart depicting the impact on smoking patterns observed in female

youths by each grade (grade 7-12). A total of 5.47% (1647/30118) participants were observed

to smoke daily in all grade levels. A total of 4.53% (1365/30118) participants were observed to

smoke once a week in all grade levels combined.  A total of 6.99% (2104/30118) participants

were observed to smoke at least once in the last 30 days in all grade levels combined. Increased

smoking patterns were experienced by grade 10 and grade 11 students when compared to other

grade levels. For participants who never tried smoking, this pattern decreased showing that more

students started smoking as grade levels went higher. The p-value is p<0.001 which was obtained

by analyzing the data in SPSS software. This data was analyzed and generated on Microsoft

Excel.
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Figure 2. Clustered bar chart depicting the impact on focus by smoking in female

participants. A total of 2.76% (806/29158) participants were observed to have a negative impact

on their focus due to smoking daily. A total of 2.15% (628/29158) participants were observed to

have a negative impact on their focus due to smoking once a week. A total of 4.85%

(1413/29158) participants were observed to have a negative impact on their focus due to

smoking once in 30 days. A total of 5.65% (1647/29158) participants were observed to have a

negative impact on their focus due to trying to smoke before 30 days. The participants who

smoked daily, once a week, once in 30 days, and tried to smoke, showed increasing patterns of

impacted focus daily or several times. Overall, 21.26% (6199/29158) of female participants in

Canada had issues in focus due to the effects of smoking. The p-value is p<0.001 which was

obtained by analyzing the data in SPSS software. This data was analyzed and generated on

Microsoft Excel.
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Figure 3. Clustered bar chart depicting the impact on sleep patterns by smoking. A total of

3.33% (967/29002) participants were observed to have disturbed sleep patterns due to smoking

often. A total of 1.32% (383/29002) participants were observed to have disturbed sleep patterns

due to smoking once in 30 days. A total of 2.09% (606/29002) participants were observed to

have disturbed sleep patterns due to trying to smoke before 30 days. The participants who

smoked daily, once a week, once in 30 days, and tried to smoke, showed an increase in trouble

falling asleep daily or several times. Overall, 24.53% (7115/29002) of female participants in

Canada had an irregularity in sleep patterns due to the effects of smoking. The p-value is

p<0.001 which was obtained by analyzing the data in SPSS software. This data was analyzed and

generated on Microsoft Excel.
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  Figure 4. Bar Chart depicting the impact of smoking based on respondents from urban and

rural areas. The graph portrays that there is a 38.9% increased number of female smokers who

reside in urban areas when compared to rural areas. The p-value is p<0.001 which was obtained

by analyzing the data in SPSS software. This data was analyzed and generated on Microsoft

Excel.

Table II. Chi-Square and Spearman rho analysis was performed to analyze different

primary and secondary variables. The relationships tested were gender v/s smoking, smoking

v/s grade, gender v/s sleep, smoking v/s focus, grade v/s focus, sleep v/s focus, smoking v/s

province, smoking v/s school region, grade v/s sleep, smoking v/s sleep. Spearman rho values are

positive and negatively correlated. Values greater than 0.1 imply there is a relationship between
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the variables. A p-value less than 0.05 is statistically significant. This was obtained by analyzing

the data in SPSS software and transferring it onto Microsoft Excel to create a table.

Variable Chi square value Spearman rho

Gender v/s smoke <0.001 rho= -0.034
p-value <0.001

Smoke v/s grade 0.00 -0.350**
p-value= 0.169

Gender v/s sleep <0.001 0.176**
p-value = 0.000

Smoke v/s focus 0.00 0.159**
p-value = 0.000

Grade v/s focus 0.00 -0.331
p-value = 0.000

Sleep v/s focus 0.00 0.353**
p-value = 0.000

Smoke v/s province <0.001 0.004
p-value= 0.340

Smoke v/s school region <0.001 0.073
p-value= <0.001

Grade v/s sleep <0.001 -0.029
p-value= <0.001

Smoke v/s sleep <0.001 -0.135
P-value = <0.001

512



Discussion:

The main findings from this paper supports the research question that smoking e-cigarette

has a huge impact on sleep patterns in young females. The findings support the hypothesis.

Conducting the Spearman rho and chi-square analysis revealed significant differences in

variables, suggesting that there is a relationship between the variables. It is observed that there is

an increased number of mainly grade 10 and 11 female students who smoke compared to other

grade levels. Overall, 21.26% (6199/29158) of female participants in Canada had an irregularity

in sleep patterns due to the effects of smoking. It is also seen that 21.26% of females attending

school in Canada had issues in focus due to the effects of smoking. There is a 38.9% increased

number of female smokers who reside in urban areas when compared to rural areas. Around

6119 female participants living in urban areas smoke, whereas only 2385 female participants in

rural areas are found to smoke. Moreover, the number of female participants who smoke varies

with the provinces across Canada. By looking at the survey data on SPSS, Quebec has the

highest number of smokers, whereas New Brunswick has the lowest number of smokers.

Similar to this study, a cross-sectional study conducted by Boddu et al. (2019) determined

that female smokers are more susceptible to sleep disturbances and have an increased risk of

insomnia as a result of their nicotine intake. It was determined that women who consumed

nicotine more frequently had higher PSQI (  Pittsburgh Sleep Quality Index) scores, which

indicate poor sleep quality.  This aligns with the findings from figure 2, as an increased number

of female participants who smoked e-cigarette daily or several times had issues with focusing

and insomnia. According to the figure, around 75.1% of all the participants (6199/8254) who

have smoked had a negative impact on their focusing ability and staying awake. In another study

conducted by Kianersi et al. (2020), it was reported that out of the 19,701 participants who
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smoke and previously smoked e-cigarettes, respectively 47% and 35% of the participants

self-reported sleep deprivation. This also aligns with our research findings from figure 3, as an

increased number of female participants in grades 10 and 11 had irregular patterns in sleep due to

smoking frequently. According to the figure, around 85.6% of all the participants ( 7115/8309)

who have smoked resulted in poor sleep quality.

There are many limitations in the study which should be considered. Firstly, there were

limitations in doing various statistical tests such as normality tests, Pearson correlation,

ANCOVA, and logistic regression due to data not being continuous. This can hinder the study to

provide improved evidence to support the research question. Secondly, the survey population

was limited as many respondents (n=8824) did not answer the survey questions and 3 provinces

were excluded from the original survey. This can lead to skewness, less accurate results, and not

all results can be generalized. Thus, the sample may not have been sufficient to give significant

outcomes. Thirdly, this study uses self-reported data through a survey done by Canadian female

participants about their smoking habits, sleeping patterns, and focus ability, which can lead to

participation bias. Moreover, the honesty of the reported data can be questioned.

The collected data and results can be affected due to many confounding variables which

can contribute to changes in sleep patterns. According to figure 3, many respondents never got

involved with smoking, but still experienced disturbed sleep patterns and had difficulty focusing

on school work. This shows that there might be other factors other than smoking that can play a

role in affecting sleep and focus. It was reported that around 60% of the students' sleep was

impacted due to the frequent use of over-the-counter medication. Moreover, even caffeine has

been shown to affect focus and sleep. The students' sleep was also affected due to environmental

factors as their family members were involved in domestic violence and substance abuse. It’s
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also stated that mental health illnesses have an association with adverse sleep patterns as well.

Research has also found that the role of genes and distractions from electronic devices are also

some sources of disturbances in sleep.

In terms of future implications and directions, youth accessibility to drugs such as

nicotine should be limited. This will only happen when the government takes strict actions and

collaborates with Canadian schools to educate and give access to various programs that can help

youth quit smoking. In addition, smoking has been a global issue for many years, thus this

research study will provide a foundation to further explore the relationship between the variables

such as sleep, focus, and smoking. Moreover, future clinical studies can be performed in other

countries to compare the data to see if the results are similar. This can explain how significant

differences are there and give us a better understanding of the negative impacts e-cigarettes have

on youth, especially females.
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Introduction

Most of the recent literature suggests that education has an inverse correlation with the

development of cardiovascular disease (CVD) in a general population (Dégano et al., 2017).

While some studies have found that body mass index (BMI) and blood pressure are factors

associated with both education and CVD, these studies have been unable to draw links between

CVD and levels of education while accounting for the effects of frailty in a population (Dégano

et al., 2017). Papers in this field have tended to generalize populations, sampling ages from 35 -

74 which may not be the most appropriate because frailty increases with age and susceptibility of

CVD increase with frailty (Vitale et al., 2018). Other studies have shown that men seem to be

more susceptible than women to CVD development (Bots et al., 2017). The knowledge gap that

arises when frailty is not accounted for can be overcome by limiting the participant groups to

young adults.

Blood pressure (BP) consists of two readings, the systolic and diastolic BP. Systolic BP

measures the maximum pressure of the left ventricle wall of the heart during contraction

(Information et al., 2019). Diastolic BP measures the force exerted on the cardiac walls during

relaxation (Information et al., 2019). Education is inversely related to the development of CVD

as well as BP (Dyer et al., 1976).

As mentioned earlier, BP generally increases with age. However, while systolic blood

pressure increases progressively with age until 80, diastolic BP increases gradually up to about

age 55, then decreases. Systolic BP is a superior predictor of the risk of cardiovascular disease

compared to diastolic BP because systolic BP has become the leading cause of hypertension

(Izzo et al., 2000). In a multifactor interventions program on coronary disease mortality called

“Multiple Risk Factor Intervention Trial (MRFIT)”, it was found that populations with high
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systolic BP coupled with low diastolic BP had the worst prognosis (Neaton & Wentworth, 1992).

A longitudinal follow-up study in France showed that men with increased systolic BP along with

decreased diastolic BP had the greatest mortality rate (Benetos et al., 2000). These studies

highlight the importance of considering the combined effect of systolic and diastolic BP on the

risk of developing CVD.

In a much older study, in which the participants had levels of education ranging from

high school to a graduate degree, it was found that mean systolic and diastolic BP decreases with

increasing education (Dyer et al., 1976). An additional study found significantly lower systolic

and diastolic BP readings in those with a graduate degree compared to those with a high school

degree (Liu et al., 2011). This study also noted that the participants had a lower BMI and smoked

fewer cigarettes per day.

BMI [kg/m²] is a general indicator of overall obesity (Benson et al., 2018). In a

representative US cohort study from age 14-22 in 1979 through age 47-55 in 2012, images as

early as 18, differences in BMI scores can already be observed throughout different educational

groups, such as less than high school diploma, high school diploma, and bachelor’s degree

(Benson et al., 2018). However, this study noted that education only predicted slight (10-30%)

changes in BMI in women. It is also worth noting that this study was longitudinal and subject to

the Hawthorne effect, which is an observer effect that alters participants’ behaviours (Chen et al.,

2015).

Another study looked at BMI and waist circumference (WC), which is a measure of

central adiposity. This European cohort found an inverse association between higher BMI as well

as higher WC and lower education level (Hermann et al., 2011). Both of these studies found that

the association between education and BMI was stronger for women as the differences in BMI
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between the highest and lowest education groups were greater in women than in men. This study

was also longitudinal and thus, subject to the Hawthorne effect that alters participants’

behaviours, creating another gap in knowledge (Chen et al., 2015).

Having a higher than average BMI is a strong indicator of obesity, constituting an

independent CVD risk factor (Akil & Ahmad, 2011). Individuals who are overweight,

specifically with central deposition of adipose tissues, have been found to have an increased rate

of CVD mortality and morbidity (Akil & Ahmad, 2011). After examining the associations

between BMI and CVD, a positive relationship was found between CVD mortality and BMI.

This evidence suggests that the likelihood of CVD increases with having a higher BMI score in

the range of obesity.

With all of this research discovering these various relationships, my research question

became the following: Is there a relationship between the attainment of a university degree in

young Canadian adult males aged 25-34 and prevalent indicators for CVD compared to risk

factors for prevalent CVD in young Canadian adult males aged 25-34 with a high school

diploma?

Methods

This study used a database from the Social Science Data Centre at Queen’s University. It

was a cross-sectional study that took place from 1988-1989. The rationale for this database was

to estimate CVD risk factors at the provincial level, provide insight as to participants' awareness

about CVD causes, determine awareness about CBD consequences and risk factors, including

lifestyle factors. All units of analysis were at the individual level. Previous literature implies that

this database is a sufficient representation of the Canadian population and reliable for producing

public health policies concerning cardiovascular health (CH) (Langille et al., 1999).
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This database was designed by the Canadian Heart Health Database Centre (CHHD) at

Memorial University of Newfoundland (MU). The design had inclusion criteria requiring the

participants to be individuals aged 18-74 and Canadian citizens. The exclusion criteria justified

by operational concerns excluded those who are full-time residents on military camps, Indian

reserves, or in institutions.

Data collection took place in all 10 Canadian provinces. Sampling frames were

established using health insurance agencies (Langille et al., 1999). Data collection consisted of

primarily clinical visits and personal interviews. The initial stages of data collection aimed to

collect demographic data, CVD risk factors, and data related to opinions of CH. Within these

initial states, public health nurses were employed to visit the respondents at the dwellings.

Additionally, participants were instructed to fast for a minimum of 8 hours before their first

clinical visit.

Study participants in this survey included individuals that were surveyed from all ten

provinces of Canada. Since our research aimed to limit the age range to young adults. I

intentionally included people between the ages of 25 and 34. My data was comparing the BMI

and prevalence of CVD indicators of individuals who had a high school education to those with a

university education. Given these parameters, I made sure to only include those with an

education level equivalent to University or Secondary education. My data was also looking at the

BMI and prevalence of CVD indicators among males, so only those that identified as males were

included. Any cases that did not meet the above criteria were not selected for and thus, deleted.

The primary outcome that is investigated in my research is observing the prevalence of

CVD indicators. The level of education was measured as either secondary school completion or

university degree and was obtained through surveying the participants. Additional outcomes of
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the study include the average systolic and diastolic blood pressure as well as BMI as both are

associated with cardiovascular health. Sys/diastolic blood pressure, as well as BMI, were

recorded as a numeric integer. In addition, descriptive variables such as participants’ history of

heart attacks were recorded categorically as “yes”, “no”, “not sure” and “not stated”. Information

on the number of cigarettes smoked per day was also recorded. These outcomes were selected for

this study as they are risk factors of cardiovascular health and disease.

In my database, I have included an additional three variables that serve as descriptive

statistics which are important to control for in our population. This will limit confounding factors

that will skew my results. The first additional variable is the age of the participants. This is very

important to control for because, as mentioned earlier, systolic and diastolic BP increase with

age. Therefore age must be controlled within a specific age group with an average blood pressure

relative to everyone in that age group because both BPs are used as indicators for risk of CVD.

The remaining two were included to provide insight into the correlation (or lack thereof) in my

analysis. Looking at the number of cigarettes smoked per day and whether or not an individual

heart disease was due to smoking allows for more insight on other potential reasons for a

correlation (or lack thereof) observed. Because it is very unlikely that my R-value will be 1 (and

my r² value less than 1 by default), this will assist in understanding other factors that indicate

CVD.

The dataset was adjusted before it was used in this study. All tests were performed using

SPSS version 28.0.0.0 (190). I then used the different variables to narrow down the database to

those that fit my inclusion criteria. The EDUC variable for grouped education was used to select

only those that had either “SECONDARY COMP” or “UNIVERSITY DEG”. The GPAGE2

variable was used to select only those who were 25-34 years of age. The SEX variable was used
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to select only those who were males. Missing cases, similar to all adjustments involving the

deletion of data, were performed by using the select cases feature in SPSS with the “delete

unselected cases” function under data and select cases. Missing data were deleted through a sort

by ascending approach and a select by case approach. The ascending approach had data sorted by

ascending and entries with “99999”, “997”, “998”, “999”, “7”, or “9” were deleted using the

select cases function. Select cases in these circumstances would make use of the “If” condition

under “select cases” and specify an upper limit to the data within a certain variable i.e. BMI ≤

998. After adjusting the database to align with the research question, the total sample size

decreased to 2,828 which is approximately a 88% decrease in total data. Normality tests were

performed for the relevant continuous variables and included in Table 1.

SPSS was used to perform the chi-squared test. A chi-squared test was used to observe

the difference in proportion between university and high school educated groups in the cause of

heart disease. The difference in education [EDUC] and cause of heart disease were examined for

being overweight, excess fats, high blood cholesterol, smoking, high BP, arteriosclerosis, and

stress/worry, and whether or not the participant has a history of a heart attack. [EDUC] was also

computed with the cigarettes smoked per day [CIG_DAY]. The [CIG_DAY] variable was

transformed into ordinal data from continuous data using the binning function in SPSS. There

was one cutpoint, and the width was auto-calculated to be 50. The cutpoint was 0, as in 0

cigarettes smoked per day. Labels were assigned to each of the 2 groups with “No” representing

0 cigarettes smoked per day (CIG_DAY = 0), and “Yes” represented CIG_DAY > 0. This allows

the proportions in the education level to be compared with the proportions of smokers versus

non-smokers.
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SPSS was also used to perform an Independent Samples T-test. The t-test was used to

compare the means between two normally distributed groups, university education versus

secondary school education on systolic BP, diastolic BP, and BMI.

Results

Table 1: Descriptive characteristics of Canadian Heart Health Database Centre study

population [N=23,129].

Variable Units of
Measure

Normal or not
Normal?

Shapiro-Wilk
Significance
Value

Central
Tendency Mean
(SD)

AGE [years] Normal 0.984a, b 40.78 (16.951)

HDART: Heart
attack due to
arteriosclerosis

[mentioned or
not mentioned]

Not Normal
(Categorical)

N/A N/A

MSYS: Average
Systolic Blood
Pressure Value

[mmHg] Normal 0.580a, b 123.87 (17.143)

MDIAS:
Average
Diastolic Blood
Pressure Value

[mmHg] Normal 0.447a, b 76.531 (9.734)

BMI: Body
Mass Index

[kg/m2] Normal 0.565a, b 25.684 (4.673)

EVERHA: Ever
had a heart
attack?

[yes or no] Not Normal
(Categorical)

N/A N/A

CIG_DAY:
Number of
cigarettes
smoked per day
(Binned)

[number of
cigarettes]

Normal 0.802a, b 5.58 (10.142)

aData for this variable follows a normal distribution. bMean (SD) are reported.
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Table 2.a. Chi-Square analysis output comparing proportions between Grouped Education

and various Cardiovascular Disease Indicators.

Condition

Question Group
Secondary
Completed
(N=2004)

University
Degree

(N=824)
Total Chi-Square

Value
P-value

[HDWGT]
Cause of Heart

Disease:
Overweight

Mentioned 780 311 1091
0.295 0.581

Not mentioned 1224 513 1737

[HDFATS]
Cause of Heart

Disease:
Excess fats

Mentioned 366 168 534
1.585 0.204

Not mentioned 1638 656 2294

[HDCHOLBD]
Cause of Heart

Disease:
High Blood
Cholesterol

Mentioned 686 294 980
0.479 0.46

Not mentioned 1318 530 1848

[HDSMOKE]
Cause of Heart

Disease:
Smoking

Mentioned 1162 492 1654
0.646 0.401

Not mentioned 842 332 1174

[HDHBP]
Cause of Heart
Disease: High
Blood Pressure

Mentioned 519 213 732 0 1

Not mentioned 1485 611 2096

[HDART]
Cause of Heart

Disease:
Arteriosclerosis

Mentioned 138 93 231 14.491 <0.001*

Not mentioned 1866 731 2597
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[HDSTRESS]
Cause of Heart

Disease:
Stress/Worry

Mentioned 794 366 1160
5.357 0.021*

Not mentioned 1210 458 1668

Table 2.b. Chi-Square analysis output comparing proportions between Grouped education

and Participant heart attack History.

Condition

Question Group

Secondary
Completed
(N=1996)

University
Degree

(N=823) Total
Chi-Square

Value P-value

Have you ever
had a Heart

Attack?

Yes 7 5 12
0.402 0.349

No 1989 818 2807

Table 2.c. Chi-Square analysis output comparing proportions between Grouped Education

and Daily versus non-Daily Smokers.

Condition

Question Group

Secondary
Completed
(N=1980)

University
Degree

(N=802) Total
Chi-Square

Value P-value

Do you Smoke
Cigarettes

Daily?

Yes 1324 680 2004
90.096 <0.001*

No 656 122 778
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Table 3.a. T-test output comparing the means between Grouped Education and Blood

Pressure.

Condition

Secondary
Completed
(N=2000)

University
Degree

(N=821)
T-test
Value P-value

[MSYS]
Average

Systolic Blood
Pressure Value

Mean 122.961 121.798
0.06 0.008*

Std. Deviation 10.596 10.595

[MDIAS]
Average

Diastolic Blood
Pressure Value

Mean 77.784 77.557

2.441 0.517
Std. Deviation 8.584 8.018

Table 3.b. T-test output comparing the means between Grouped Education and BMI.

Condition

Secondary
Completed
(N=1729)

University
Degree

(N=711)
T-test
Value P-value

[BMI]
Body Mass

Index

Mean 25.694 25.156
3.361 <0.001*

Std. Deviation 3.668 3.474

The chi-square tests show that there is a statistically significant difference between the

proportion of individuals who are smokers and individuals who are not smokers. Based on Table

2.a-c, the chi-square value (X² = 90.096) has a corresponding p-value of <0.001. Therefore, the

conclusion becomes there is a significant difference between the proportions of high school

versus university graduates when compared to smoking status and the null hypothesis which

states that there is no significance, is rejected. It was also found that there was also a significant
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difference in the proportions between secondary versus university education levels for the cause

of heart disease due to arteriosclerosis (X² = 14.491, p < 0.001), and the cause of heart disease

due to stress or worry (X² = 5.357, p <0.001).

From the independent samples t-test, it can be concluded that there is a statistically

significant difference between the means of the groups’ BMI. The t-test has a T-value of 3.361

with a p-value of <0.001. This means that the null hypothesis can be rejected and the conclusion

is that there is a significant difference between the means of secondary and higher education

graduates when comparing BMI. It was also found that there was a significant difference in the

means between secondary and university education levels for average systolic blood pressure

(T-value = 0.060, p = 0.004).

Discussion

Main Findings

The variables [HDWGT], [HDFATS], [HDCHOLDBD], [HDSMOKE], [HDHBP],

[HDART], [HDSTRESS], [EVERHA], and binned [CIG_DAY], were all selected for a

chi-square analysis to determine whether or not there were between-group differences for each

variable. Cholesterol in the blood can induce arteriosclerosis (Zhao et al., 2018), and increased

intake of dietary fats may lead to obesity (Hohos & Skaznik-Wikiel, 2017). The previous studies

both show that obesity and arteriosclerosis are prevalent indicators of CVD. As mentioned

earlier, high BP is an indicator of CVD (Wu et al., 2015). Current studies have found a

significant correlation between smoking cigarettes and heart failure in individuals over the age of

18 (Lee & Son, 2019). Previous studies have suggested that psydhosocial stress can indirectly be

associated with CVD by contributing to the development of other factors, like obesity (Dar et al.,

2019). Knowing the participant’s heart attack history was also important because studies have
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found that those with lower education have a greater predisposition to adverse outcomes related

to CVD (Kelli et al., 2019). The goal was to examine the differences in proportions of high

school and university-educated groups in terms of causes of heart disease. For a Chi-square test,

a p-value of less than 0.05 indicates that the differences in proportions are statistically

significant. There was no significant difference in proportions between university and secondary

school educated groups and the cause of heart disease (CHD) due to the participant being

overweight(X² = 0.295, p = 0.581), high blood cholesterol (X² = 0.479, p = 0.460), smoking (X²

= 0.646, p = 0.401), high blood pressure (X² = 0, p = 1.0), or heart attack history (X² = 0.402, p =

0.349). There was a significant difference found in proportion between the university and

secondary school educated groups and CHD due to arteriosclerosis (X² = 14.491, p <0.001),

stress/worry (X² = 5.357, p = 0.021), and daily smokers versus non-smokers (X² = 90.096, p

<0.001).

The independent samples T-test was performed to assess any statistical difference

between the means of high school education and university education in MSYS, MDIAS, and

BMI. Similar to the chi-square test a p-value of less than 0.05 indicates that the differences in

means are statistically significant. The tests revealed that MSYS and BMI are statistically

significant. The T-value for MSYS is 0.060 with a p-value of 0.004, and the T-value of BMI is

3.361 with a p-value of <0.001. This is evidence that there is a statistical difference in the

average systolic BP and average BMI between high school and university graduates. This shows

that the average university graduate has a lower BP than the average high school graduate.

Comparing these findings to other research

The results from the chi-square test suggest that the number of cigarettes smoked per day

between the proportions of high school and university graduates may be attributed to education.
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This is consistent with the findings by Gilman and colleagues where lower education was

associated with increased smoking. This may be because while education may not have a direct

impact on CVD risk, it can influence lifestyle choices which can heavily influence CVD risk

(Finger et al., 2013).

The results from the independent samples T-test show that there is a statistically

significant difference in the means of systolic BP and BMI between high school and university

graduates. This is consistent with the results reported by Cohen and colleagues where they found

that BMI is inversely related to educational attainment. This may be due to greater educated

individuals being more likely to make more informed decisions about their diet (Finger et al.,

2013).

Limitations

Like all studies, this one is not without its limitations. First, the variable EDUC, which

was used for education level, is not very specific. For the study, I only used “SECONDARY

COMP” or “UNIVERSITY DEG”. Despite the fact that the database has the variable “SOME

SECONDARY”, there is no variable for “some university”. This means that if an individual was

in the process of completing their bachelor’s degree, they would be put in the high school

education category despite their most recent education being university level. The age group was

set to 25-34 in an attempt to account for this since the average age of completing an

undergraduate degree in Canada is 25 (Statistics Canada, 2019). However, this continues to

remain a limitation because it does not account for individuals currently pursuing undergraduate

studies. Having a separate section called “some university” would allow for more individuals to

be grouped in the higher education group and more participants to be included in the study

overall, thus increasing the study validity.
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Another limitation of this study is the fact that the database used was from a study done

approximately 33 years ago. Nation-wide surveys like these often reflect the trends of the time it

was taken. Given that the late 1980s were a much different time from the early 2020s, and the

various trends in obesity and education have changed, finding a newer more updated database

would help solve this limitation.

This study was also limited by the method the database used to collect results, many of

these results were taken through a survey (except variables such as BMI and BP), meaning it

relies on the participant giving accurate information. While there is no reason to assume that

participants would lie, an individual’s opinion on their health may be different from the actual

circumstances. A solution to this would be to have a more updated database that includes more

clinical tests to receive a more medically accurate assessment of an individual’s cardiovascular

health.

Future Directions and Implications

This study has shed light on how there is a relationship between education and health and

how differences in education may lead to an increased risk of CVD. This topic is important as

obesity rates rise in Canada (Statistics Canada, 2018). Further education may give individuals the

opportunity to live a healthier lifestyle as it will allow them to make healthier choices regarding

diet. This study’s findings may prove to be helpful in reviewing high school curriculums to

encourage healthy lifestyle choices from an earlier age to prevent individuals from the risk of

devloping risk factors for CVD, in the event that they choose not to pursue a higher education.

The correlation between prevalent indicators of CVD and education shows potential for

promising future research into rising obesity rates despite higher graduation rates.
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