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Lay	abstract	
Simulation	has	become	ubiquitous	in	medical	education,	offering	a	safe	environment	

to	learn	and	practice	new	skills.	With	the	increasing	availability	of	point	of	care	

ultrasound	and	the	need	for	significant	training	to	generate	and	interpret	images,	

simulation	is	becoming	ever	more	important.	We	sought	to	assess	an	expert	

assessment	tool	for	use	with	an	ultrasound	simulator	and	to	validate	automated	

metrics	associated	with	the	VIMEDIX-AR	simulator.	The	expert	assessment	tool	

could	reliably	differentiate	different	expertise	levels.	Three	of	our	automated	

metrics	could	discern	different	levels	of	expertise.	Further	work	is	needed	to	assess	

if	a	composite	score	of	automated	metrics	could	better	differentiate	skill.		
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Abstract	
Introduction:	Simulation	has	an	increasing	role	in	medical	education.	It	offers	the	

ability	to	learn	and	practice	in	a	safe	environment.	Ultrasound	is	a	key	tool	for	many	

clinicians;	however,	it	requires	significant	experience	to	gain	expertise.	The	most	

common	method	to	gain	experience	is	by	training	courses	with	volunteers,	where	

experts	are	present	for	one-on-one	teaching.	This	is	time	and	labour	intensive.	

Commercial	ultrasound	simulators	are	increasingly	available	with	software	capable	

of	generating	automated	metrics.	We	sought	validity	evidence	to	support	the	use	of	

automated	metrics	as	a	tool	for	assessment	of	learners	completing	a	Focused	

Assessment	with	Sonography	in	Trauma	(FAST)	exam.		

	

Methods:	Three	groups	with	differing	expertise	were	recruited	to	participate:	

novices	with	no	ultrasound	training,	intermediates	who	had	completed	a	formal	

course	within	six	months,	and	experts	with	at	least	five	years	of	clinical	experience.	

All	participants	were	recorded	while	completing	a	FAST	exam.	Automated	metrics	of	

time,	path	length,	angular	movement,	and	percent	area	viewed	were	obtained.	This	

video	was	then	scored	using	the	Quality	of	Ultrasound	Imaging	and	Competence	

(QUICk)	by	two	expert	assessors.	Participants	were	also	asked	to	complete	ten	find	

fluid	exercises,	where	automated	metrics	were	generated.	Automated	metrics	from	

the	recorded	FAST	and	QUICk	were	compared	using	Kruskall-Wallis	to	assess	for	

differences	in	expertise.		Correlations	between	QUICk	score	and	the	automated	
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metrics	were	assessed	using	Pearson’s	correlation	coefficient.	Find	fluid	exercises	

were	also	assessed	using	repeated	measures	one-way	ANOVA	models.		

	

Results:	Time,	angular	movement,	and	percent	area	viewed	left	upper	quadrant	

(LUQ)	were	significantly	different	with	novices	requiring	more	time	and	angular	

movement,	and	higher	percent	area	viewed	LUQ	than	experts.	The	QUICk	scores	

were	significantly	higher	for	the	experts	and	intermediates	compared	to	the	novices.	

The	scores	from	the	QUICk	overall	and	checklist	did	not	correlate	with	any	

automated	metrics.	Individual	components	of	positioning	and	handling,	probe	

handling,	and	image	scrolling	were	negatively	correlated	with	percent	area	viewed	

LUQ.	Overall,	the	QUICk	tool	could	differentiate	novices	from	both	intermediates	

and	experts	when	using	the	VIMEDIX-AR	simulator.	Several	automated	metrics	

could	differentiate	expertise.	Further	work	should	develop	a	composite	score	of	

automated	metrics	to	assess	learners.		
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Introduction	

Evolution	of	Medical	Education	Training	

 
Apprenticeship	model		

 
Medical Education in North America began as an apprenticeship model with little 

standardization. The apprentice would begin providing service to a physician with menial tasks 

and as the term with the preceptor drew to a close, the apprentice would take part in the daily 

practice (1). With the return of Americans trained in Europe, the medical education system 

shifted focus to the empirical approach to disease (2).  This new approach required medical 

education to be delivered within universities. To meet demand for this preclinical education, for-

profit medical schools grew in number (3). The universities were variable in their curriculum 

both in terms of material covered and duration. The best medical schools required a three-year 

curriculum, with most others requiring only two years (3). Students were commonly choosing to 

attend the schools with the shortest time to obtain degrees.  

In 1847, the American Medical Association (AMA) recommended standardization of the 

academic term to six months, completion of two courses of lectures, and that students needed to 

provide evidence of an apprenticeship with a qualified preceptor (2). At that time, the AMA had 

no way of enforcing this recommendation.  

Several years later, in 1901, the AMA became the national representative body for 

physicians and sought to standardize the requirements for medical education. The first 

publication of what this education should comprise was brought forth in 1905 by the Council on 

Medical Education (CME) and included five years of medical work, with the last two years being 
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clinical with an apprenticeship model (4). This model was further legitimized in 1910 with the 

publication of Bulletin Number Four, also called the Flexner Report (1). The AMA approached 

the Carnegie Foundation for the Advancement of Teaching to carry out an independent 

assessment of all medical schools in the United States and Canada (2). Abraham Flexner was 

tasked with visiting all medical schools, totaling 155 (1). The recommendations from his report 

included a standardization of two years of basic medical and laboratory science followed by two 

years of clinical learning or apprenticeship.  During this time of apprenticeship, the education 

each student received would vary significantly based on the patients the student was assigned. 

This assignment was determined by hospital needs and not student’s educational needs.  

 

Rotation	model/time-based	model	

 
While the undergraduate medical education was being standardized, the Flexner report 

also had a significant impact on the standardization of internships (1). Internships were first 

created by Drs Osler, Halsted, and Kelly and consisted of twelve months spent working in the 

surgery, medicine, and gynecology departments (5). This was the first description of rotation-

based education.  

After their development at Johns Hopkins, internships became widespread but were 

variable in their design ranging from one to two years, rotating through different specialties or 

completing an entire internship in a single field (6). With the report on graduate medical 

education in 1940, the internship became standardized to one year with the objective of 

preparing individuals for general practice (6). This meant the intern would complete rotations in 

general medicine, general surgery, pediatrics, and uncomplicated obstetrics with a focus on each 

service as it relates to general practice.  
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In addition to the internship, Johns Hopkins Hospital was the first site of residency 

training. Residents were medical graduates who had already completed their first year of 

graduate training (i.e. internship) (7). Over the subsequent years, residents would complete 

rotations and learn the essential skills for practice in a specialty field (8). With the development 

of various specialty boards between 1913 and 1940, residency programs became further 

established and specific requirements for training were created (6). This rotation-based and time-

based model remained in place with little change for most of the 20th century.  

	

Competency	based	education	

 
Since the publication of “To Err is human” in 1999 (9), the increased accountability to public 

safety has required a shift in training paradigm. Competency-based medical education could fill 

this role.  

The	first	description	of	competency-based	education	long	predates	its	implementation	

in	medicine.	Carroll,	in	1963,	noted	that	students	with	different	aptitudes	will	require	

variable	amounts	of	time	to	reach	the	same	level	of	proficiency	(10).	To	eliminate	this	

variability	in	outcomes,	the	focus	should	be	on	attainment	of	the	goal,	providing	the	learner	

with	the	time	necessary.	Fifteen	years	later,	McGaghie	proposed	a	model	for	

implementation	of	competency	based	education	in	medicine	but	there	was	only	limited	

uptake	(11).	Only	more	recently	has	there	been	renewed	interest	in	competency-based	

education.	This	interest	stems	from	a	need	for	greater	public	accountability,	an	emphasis	

on	ensuring	the	curricula	emphasize	skills	and	abilities	required	for	practice,	the	

promotion	of	learner	engagement,	and	a	decreased	emphasis	on	time	in	training	(12).			
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What	is	competency-based	education?	There	are	a	number	of	definitions	of	

competency-based	medical	education	in	the	literature	(13).	Frank	and	colleagues	reviewed	

these	many	definitions	and	developed	a	definition	encompassing	the	essential	features	

(13).	They	suggest:	“[c]ompetency-based	education	(CBE)	is	an	approach	to	preparing	

physicians	for	practice	that	is	fundamentally	oriented	to	graduated	outcome	abilities	and	

organized	around	competencies	derived	from	an	analysis	of	societal	and	patient	needs.	It	

deemphasizes	time-based	training	and	promises	greater	accountability,	flexibility,	and	

learner-centredness”(13).		

	

Defining	competence	and	competency	

 
Similar	to	CBE,	competence	has	many	definitions	(14).	The	varied	definitions	render	a	

discussion	of	competence	challenging.	There	are	two	conceptual	models	of	competence:	a	

task-based	model	and	a	general	attributes	model	(15).	The	task-based	model	of	

competence	defines	competence	by	observable	behaviors	and	completed	tasks.	This	model	

is	transparent	and	simple	but	has	a	number	of	weaknesses,	including	a	reductionist	

approach,	and	ignoring	the	complexity	of	real	world	applications	(16).	The	general	

attributes	model	focuses	on	essential	qualities	necessary	for	successful	performance.	These	

qualities	are	then	applied	to	many	situations.	This	model	also	has	a	number	of	weaknesses	

including	the	difficulty	in	the	practical	application	of	education	around	general	attributes	

and	the	evidence	suggesting	expertise	is	non-transferable	(17,18).		

Within	medical	education,	the	application	of		a	single	definition	of	competence	remains	

elusive,	however	most	definitions	focus	on	the	general	attributes	model	(19,20).	These	
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definitions	most	often	include	knowledge	and	skills	as	key	components	of	competence.	

Other	components	include	abilities,	attitudes,	judgment,	values,	and	character	attributes	

(21–25).	The	inclusion	of	constructs	such	as	attitudes,	values,	and	character	attributes	in	

the	definition	of	competence	is	problematic	as	the	question	arises:	Can	these	constructs	be	

taught?			

In	an	attempt	to	create	a	definition	all	medical	education	scholars	can	agree	with,	Frank	

and	colleagues	suggest	competence	is:	“[t]he	array	of	abilities	across	multiple	domains	or	

aspects	of	physician	performance	in	a	certain	context.	Statements	about	competence	require	

descriptive	qualifiers	to	define	the	relevant	abilities,	context,	and	stage	of	training.	

Competence	is	multi-dimensional	and	dynamic.	It	changes	with	time,	experience,	and	setting”	

(12).	With	competence	being	the	successful	application	of	abilities,	competency	is	the	

demonstration	or	observation	of	the	ability.		

	

Evaluating	competence	

 
The	dichotomy	of	general	attribute	and	task-based	competence	becomes	evident	when	

attempting	to	evaluate	a	competency.	Competencies	tend	to	be	broad	and	general	when	

formulated	but	to	evaluate	they	are	“reduced	to	detailed	skills”	(22).	To	limit	confusion,	

competencies	are	limited	to	general	attributes,	while	activities	are	the	specific	skills	that	

make	up	a	competency.	Within	CBE,	these	activities	are	known	as	Entrustable	Professional	

Activities	(EPAs).		EPAs	are	the	essential	elements	that	define	a	profession	or	specialty.	

They	must	be	confined	to	qualified	personnel,	independently	executable,	measurable	in	

both	process	and	outcome	and	should	reflect	at	least	one	competency	(25).	These	discrete	
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tasks	are	able	to	be	executed	by	a	trainee	unsupervised	once	competence	is	demonstrated	

(26).				

Practically,	assessing	competence	requires	assessment	of	all	levels	of	Miller’s	pyramid,	

with	emphasis	on	the	highest	level,	“doing”	(27).	Assessment	of	“doing”	requires	a	shift	in	

mindset	from	assessment	of	learning	to	assessment	for	learning	(25).	With	this	change	in	

mindset,	the	focus	then	becomes	working	towards	competence,	not	simply	identifying	

incompetence.	Assessment	of	competence	requires	that	multiple	assessments	over	

multiple	patient	encounters	occur,	with	a	multitude	of	different	assessors	to	combat	the	

bias	associated	with	the	assessment.	Assessors	should	also	be	trained	as	there	can	be	

significant	variance	between	raters	without	training	(28,29).	A	trained	assessor	has	two	

important	banks	of	knowledge	to	draw	on:		the	knowledge	of	the	competency	being	

addressed	and	the	knowledge	of	fundamental	tasks	associated	with	being	an	assessor	(30).	

The	trained	assessor	not	only	provides	quantitative	data	but	qualitative	information	about	

a	learner’s	performance.	The	narrative	data	provides	actionable	feedback	to	the	learner	as	

well	as	information	on	non-medical	expert	CanMEDs	roles.		

We	also	need	to	consider	the	methods	of	assessment	being	used.	The	use	of	multiple	

assessment	methods	is	essential	in	providing	a	comprehensive	assessment	and	

compensating	for	the	limitations	inherent	in	each	method	of	assessment	(31).	While	work-

place	based	assessment	is	required	to	demonstrate	competence	of	the	“does”	level	of	

Miller’s	pyramid,	the	use	of	traditional	standardized	testing	to	assess	“knows”,	“knows	

how”	and	“shows	how”	remains.		
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Assessment	of	clinical	skills	

	

The	assessment	of	clinical	skills	requires	direct	observation	of	the	learner.	This	

observation	allows	the	supervisor	to	provide	formative	feedback	and	can	enhance	skill	

acquisition	for	learners	(32).	There	are	many	tools	used	in	direct	observation	with	differing	

validity	evidence	to	support	their	use	(33).	Most	tools	use	a	checklist,	a	global	rating	scale	

(GRS),	or	both.	With	the	ever-increasing	use	of	simulators	the	role	of	automated	metrics	in	

assessment	of	competence	is	being	evaluated.	Historically,	clinical	skills	were	assessed	by	

expert	opinion	with	no	guidance	on	what	was	a	competent	level	of	performance.			

	

Expert	opinion	

 

With	the	apprenticeship	model	of	training,	assessment	of	competence	was	based	on	

unstandardized	tests	and	holistic	judgments	by	the	preceptors	(31).	This	method	of	

assessment	is	common	place	in	surgical	specialties	but	is	limited	by	the	lack	of	reliability	

when	specific	criteria	are	not	defined	(34).	Using	expert	opinion	without	criteria	creates	a	

challenge	when	comparing	scores	of	different	trainees	as	the	“norm	is	in	the	mind	of	the	

evaluator”	(35).	The	other	difficulty	with	expert	opinion	is	that	the	subjective	evaluations	

cluster	around	the	mean.	This	phenomenon	becomes	more	pronounced	when	the	time	

between	observation	and	evaluation	increases	(35).	When	acceptable	and	unacceptable	

performance	criteria	are	defined,	the	validity	and	reliability	of	expert	assessment	improves	

(36).	Despite	this	increase	in	validity	and	reliability,	more	objective	assessments	were	
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desired.	With	the	creation	of	the	Objective	Structured	Clinical	Exam	(OSCE),	the	use	of	

checklists	became	more	widespread.		

	

Checklists	

 

Checklists	are	procedure-specific	tools	that	define	the	essential	elements	of	a	skill	(34).	

Checklists	provide	objectivity	by	creating	a	list	of	observable	elements	that	are	either	

performed	or	not	performed.	A	checklist	can	easily	be	used	by	individuals	who	are	less	

familiar	with	the	clinical	task,	decreasing	the	need	for	rater	training.	Additionally,	

checklists	can	be	used	to	provide	specific	feedback	as	they	outline	observable	behaviors	

essential	for	the	skill	being	assessed	(37).	When	there	is	a	clearly	defined	best	action,	

checklists	are	reliably	able	to	discriminate	between	levels	of	performance	(38).	Checklists	

are	often	seen	as	rigid,	require	a	significant	time	investment	to	develop	and	require	a	

separate	checklist	for	each	skill	being	assessed	(39).	Through	the	creation	of	a	checklist,	

each	element	of	a	skill	needs	to	be	converted	to	a	binary	(performed/not	performed)	or	

trinary	outcome	(not	performed/performed	poorly/performed).	By	creating	a	binary	or	

trinary	outcome,	checklists	reward	thoroughness	without	consideration	of	the	timeliness	

or	efficiency	of	an	action	(40).	Hodges	et	al	(41)	demonstrated	that	experts	score	

significantly	worse	on	checklists,	while	scoring	significantly	better	on	GRS.	With	expertise	

development,	professionals	rely	on	more	focused	information	rather	than	the	

thoroughness	of	novices	resulting	in	higher	checklist	scores	for	novices	and	higher	GRS	

scores	for	experts	(42).	
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Global	Rating	Scales	

 

A	GRS	uses	a	scale	to	quantify	learner	behavior	either	by	direct	observation	or	by	

recalling	performance	by	the	trainee	(43).	Global	ratings	can	consist	of	a	single	item	

assessing	overall	performance	or	more	detailed	global	ratings	of	specific	aspects	of	

performance	(44).	The	GRS	is	often	criticized	for	its	subjectivity	as	subjective	judgments	

often	demonstrate	poor	reliability	(45).	A	review	by	van	Der	Vleuten	et	al.	(44),	

demonstrated	moderate	correlation	between	GRSs	and	checklists,	suggesting	these	

subjective	measurement	tools	are	not	inherently	unreliable	and	may	capture	more	nuanced	

details	than	those	assessed	with	a	checklist.	Some	of	the	underlying	subjectivity	associated	

with	the	GRS	may	be	related	to	a	lack	of	understanding	of	what	is	being	measured	(46).	To	

improve	reliability,	rater-training	has	been	employed	using	different	strategies	(29).	The	

most	efficacious	strategy	has	been	rater	error	training,	which	usually	consists	of	a	lecture	

followed	by	discussion	of	common	rater	errors	(47).	The	goal	of	this	training	is	to	increase	

awareness	of	these	errors,	not	to	achieve	a	specific	distribution	of	ratings	(47).	Some	

studies	have	failed	to	demonstrate	an	improvement	with	rater	training	(48,49).		

Both	technical	and	non-technical	skills	have	validity	evidence	supporting	the	use	of	

GRSs	(39,50,51).	When	used	to	assess	technical	skills,	GRS	show	greater	expert-novice	

discrimination	than	checklists	(52).	GRS	are	often	brief	allowing	for	easy	dissemination	in	

the	clinical	environment.	Finally,	because	of	their	general	nature	GRSs	also	offer	the	

advantage	of	use	across	multiple	tasks	allowing	for	more	robust	validity	evidence	(46).		
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Combined	tools	

 

Assessments	often	use	a	combination	of	checklists	and	GRS.	The	use	of	combined	

checklists	and	GRS	offer	the	advantages	of	each	individual	approach	while	minimizing	the	

disadvantages.	The	use	of	checklist	often	results	in	a	ceiling	effect	where	superior	

performances	are	not	captured	by	the	checklist	(53).	By	adding	a	GRS,	this	ceiling	effect	is	

minimized	(53).	Additionally,	GRS	offer	the	ability	to	assess	skills	that	are	not	easily	

dichotomized.	The	limitation	of	subjectivity	associated	with	a	GRS	is	minimized	by	using	

the	checklist	of	observable	behaviors.		

The	approach	of	combined	checklist	and	GRS	has	been	used	for	both	simulation	and	

workplace-based	assessment,	technical,	and	non-technical	skills	(38,53–55).	The	

Structured	Technical	Skills	Assessment	Form	(STSAF)	was	developed	for	use	in	the	

operating	room	to	assess	specific	procedural	skills.	This	tool	consists	of	a	lengthy	checklist	

that	divides	a	procedure	into	its	most	fundamental	components	and	is	scored	from	0-2	

where	0	is	the	component	was	not	completed,	1	where	the	component	was	completed	

poorly,	or	2	if	it	was	completed	well.	Part	2	is	the	GRS	which	consists	of	ten	items	

summarizing	the	important	aspects	of	surgical	conduct.	When	assessing	junior	and	senior	

residents	both	Part	1	and	Part	2	could	discriminate	between	junior	and	senior	trainees	

(54).		

In	pediatric	simulation,	a	combined	tool	is	used	to	assess	infant	lumbar	puncture	skills	

(53).	This	tool	uses	a	4-point	GRS	and	15-item	checklist.	When	used	to	assess	beginners,	

intermediates,	and	experts,	the	GRS	demonstrates	concordance	with	level	of	expertise.	

With	regards	to	the	checklist,	intermediates	and	experts	had	comparable	scores	both	of	
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which	were	higher	than	beginners,	demonstrating	a	ceiling	effect	that	is	common	with	

checklists.	

There	is	little	literature	around	the	use	of	combined	tools	compared	to	checklists	or	

GRS	alone.	Most	work	to	date	has	focused	on	checklist	versus	GRS	and	has	shown	little	

information	is	added	about	a	trainee’s	competence	with	the	addition	of	the	checklist.	

Regehr	et	al	(56)	assessed	the	importance	of	the	checklist	compared	to	a	GRS	in	an	OSCE	

evaluation.	Overall,	GRS	scored	by	experts	showed	higher	inter-station	reliability,	construct	

validity	and	better	concurrent	validity	than	checklists	and	the	addition	of	the	checklist	did	

not	improve	the	reliability	or	validity	of	the	GRS	alone	(56).	Despite	the	evidence	that	

checklists	do	not	improve	overall	discrimination	ability,	combined	tools	continue	to	be	

used	with	regularity.		

	

Simulation	

 

Simulation,	as	defined	by	Gaba	‘‘is	a	technique,	not	a	technology,	to	replace	or	amplify	

real	experiences	with	guided	experiences,	often	immersive	in	nature,	that	evoke	or	replicate	

substantial	aspects	of	the	real	world	in	a	fully	interactive	fashion”	(57).	Simulation	in	clinical	

education	has	its	origin	in	the	1950s	with	the	development	of	Resusci-Anne	by	toymaker	

Asmund	Laerdal	(58).	A	second	movement	in	simulation	occurred	with	the	development	of	

a	more	sophisticated	simulator,	SimOne,	in	the	1960s	(59).		SimOne	showed	effectiveness	

in	training	but	was	not	widely	accepted	for	training	partly	due	to	the	cost	(60).	Twenty	

years	later,	“high-fidelity”	simulation	was	revisited.	The	third	movement	in	simulation	has	
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been	driven	by	the	undergraduate	medical	education	reform	and	the	need	to	prepare	

students	to	be	effective	residents	(60).		

Simulation	can	take	many	forms	including	part-task	trainers,	which	replicate	a	part	of	

the	real	task	allowing	learners	to	focus	on	a	key	aspect	of	the	task;	computer-based	

systems,	such	as	audio	recordings	for	cardiac	auscultation,	interactive	systems	that	can	be	

manipulated	providing	feedback	based	on	decisions	made	by	the	learner;		virtual	reality	

systems	that	create	environments	that	the	learner	interacts	with	to	complete	the	task;	

simulated	patients,	which	are	actors	trained	to	present	a	history	and	mimic	physical	signs	

or	patients	who	have	received	training	to	present	their	history	in	a	reliable	way;	and	

integrated	simulators,	which	use	a	mannequin	and	a	computer	to	provide	physical	signs	

and	physiologic	variables	(60,61).	

The	use	of	simulation	has	expanded	over	the	last	decade	with	increasing	incorporation	

of	simulation	into	the	medical	education	curriculum.	Simulation	is	used	to	teach	specific	

technical	skills	such	as	suturing,	laparoscopic	surgery,	and	ultrasound.	As	well,	it	teaches	

non-technical	skills,	such	as	situational	awareness	and	decision	making	(62–67).	

Simulation	provides	a	safe	environment	for	learners	to	practice	and	develop	skills	such	that	

the	mistakes	made	do	not	harm	patients.	Learning	can	take	place	at	a	rate	set	by	the	

individual	and	at	a	range	of	difficulties	allowing	for	deliberate	practice	and	mastery	

learning	(68).	Simulation	also	offers	the	ability	to	develop	scenarios	on-demand	and	create	

scenarios	for	rare	clinical	events.	Simulation	not	only	takes	place	in	the	simulation	facility	

but	is	now	being	brought	into	the	clinical	space	in	the	form	of	in	situ	simulation	(69,70).	

Simulation	is	used	for	both	low-stakes	and	high-stakes	assessment	(52,71).	
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Despite	the	widespread	use	of	simulation,	the	evidence	supporting	improved	patient	

outcomes	is	limited.	Teteris	et	al	(72)	reviewed	the	literature	around	simulation	and	

patient	outcomes	based	on	three	task	categories,	skills-based,	rules-based,	and	knowledge-

based.	Overall,	there	is	evidence	supporting	the	use	of	simulation	in	skills-based	and	rules-

based	training,	however	the	quality	of	this	evidence	is	poor	and	often	biased	towards	the	

simulation	arm	of	training	(72).	Knowledge-based	simulation	has	no	strong	evidence	of	

transfer	from	simulation	to	patient	outcomes.	Despite	the	poor	evidence	base	supporting	

its	use,	simulation	continues	to	have	an	ever-increasing	role	in	medical	education.	This	

increased	use	is	driven	by	a	number	of	different	factors	including	mandates	from	

educational	accreditation	bodies,	the	patient	safety-movement,	the	need	for	standardized	

assessment,	trainee	access	to	individualized	learning,	and	access	to	replicable	rare	or	

challenging	cases	(73–75).	

	

Automated	assessments	

 

This	increasing	use	of	simulation	has	led	to	the	increased	access	to	simulators,	

including	augmented	reality	and	virtual	reality	simulators.	Many	of	these	simulators	have	

built	in	metrics	with	the	potential	to	be	used	to	assess	learner	performance	and	provide	

feedback.	Metrics	can	be	divided	into	quality	metrics,	such	as	errors,	outcome	and	task	

repetition,	and	efficiency	metrics,	such	as	path	length,	accelerations,	and	time	to	

completion.		
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Efficiency	metrics	

 

Efficiency	metrics	are	related	to	physical	parameters,	thus	require	tracking	to	obtain	

and	are	objective	in	their	measurement	(76).	They	include	time,	path	length,	economy	of	

movement,	economy	of	diathermy,	speed,	motion	smoothness,	instrument	orientation,	

depth,	angular	path,	angular	area,	volume,	and	force/torque	(77).	The	most	commonly	used	

efficiency	metrics	are	time,	path	length,	and	economy	of	movement.	These	metrics,	

however	may	not	always	show	a	significant	difference	in	expert	and	novice	performance	

(78).	The	difference	in	level	of	expertise	may	not	be	appreciated	due	to	differences	in	

surgical	approaches	among	experts	and	what	is	defined	as	ideal	for	metrics.		

Motion	smoothness	has	shown	differentiating	ability	for	certain	laparoscopic	

manipulation	tasks	such	as	transfer	tasks,	sharp	dissection,	and	laparoscopic	suturing	(79–

81).	Force	metrics	show	differentiating	ability	between	novices	and	experts	for	suturing	

tasks	and	tissue	dissection	(82,83).	Less	commonly	assessed	metrics	of	depth,	angular	area,	

and	volume	can	demonstrate	a	trainee’s	mastery	of	space	but	there	is	little	evidence	

establishing	their	validity.	The	studies	which	have	assessed	these	less	often	considered	

metrics	show	differences	for	tasks	such	as	grasping,	bimanual	coordination,	suturing,	

clipping,	and	cutting	(84–86).	

Efficiency	metrics	have	most	often	been	assessed	for	use	with	laparoscopic	simulation	

as	laparoscopic	simulators	are	widely	available,	require	video	capture	to	complete	the	

procedure,	and	more	often	are	the	subject	of	simulation.	Efficiency	metrics	in	non-

laparoscopic	procedures	relies	on	the	use	of	motion	sensors	or	specifically	modified	

equipment	to	allow	measurement	of	these	parameters.	One	of	the	earliest	tools	developed	
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for	this	purpose	was	the	Imperial	College	Surgical	Assessment	Device	(ICSAD)	(87,88).	The	

ICSAD	uses	an	electromagnetic	tracking	system	applied	to	the	back	of	participants	hands	

which	then	measures	the	position	of	the	participants	hands	in	three-dimensional	space.	

Using	custom	software,	the	number	of	movements	by	each	hand,	path	length	efficiency,	

velocity,	and	total	time	can	be	calculated.	When	asked	to	perform	a	bench	top	simulation	of	

small	bowel	anastomosis	and	vein	patch	insertion,	both	time	and	number	of	movements	

were	able	to	discriminate	between	novices,	intermediates,	and	experts	(88).	The	ICSAD	

system	has	since	been	assessed	in	multiple	contexts,	including	epidural	and	spinal	

anesthesia,	central	venous	line	insertion,	and	ureteroscopy	(89–91).	In	each	case	ICSAD	

was	able	to	discriminate	between	novices,	intermediates,	and	experts.		

The	ICSAD	has	also	been	compared	to	non-automated	methods	of	technical	skills	

assessment.	Specifically,	ICSAD	has	been	compared	to	OSATS	in	ophthalmology	and	

vascular	surgery	simulation	(92,93).	In	ophthalmology,	residents	were	recruited	after	a	

microsurgical	course	and	asked	to	complete	a	corneal	suturing	task.	The	OSATS	GRS	and	

ICSAD	path	length,	economy	of	hand	movement,	and	time	were	significantly	correlated,	

demonstrating	convergent	validity	of	the	OSATS	tool	and	ICSAD	parameters	(92).	Within	

vascular	surgery	simulation,	the	ICSAD	was	compared	to	OSATS	and	a	task	specific	

checklist.	Participants	were	divided	into	four	groups	based	on	training	milestones	and	

asked	to	complete	a	vein	patch	to	an	artery.	Number	of	movements,	time	taken,	and	the	

OSATS	GRS	were	able	to	discriminate	between	the	groups	and	were	correlated	(93).	The	

checklist	was	not	able	to	discriminate	between	level	of	experience.		
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Quality	metrics	

 

Competency	assessment	requires	not	only	efficiency	in	performing	a	task	but	also	

completing	the	task	completely	and	correctly.	Quality	metrics	are	a	method	of	assessing	the	

completeness	and	correctness	of	a	task.	They	are	defined	by	a	task	and	its	execution	and	

are	therefore	procedure-	or	task-specific	(76).	These	metrics	include	outcome,	errors,	idle	

states,	task	repetitions,	and	collisions/tissue	damage	(77).	Errors	and	end-product	analysis	

have	been	extensively	evaluated	across	multiple	platforms	and	tasks,	ultimately	showing	

discriminating	ability	in	laparoscopic,	hysteroscopic,	endoscopic,	and	otologic	procedures	

(94–100).			

Using	VR	simulators,	collisions	and	tissue	damage	has	been	assessed	as	a	quality	metric.	

Jensen	et	al.	(101)	used	a	VR	simulator	of	a	video-assisted	thoracoscopic	surgery	(VATS)	

lobectomy.	The	following	three	groups	were	asked	to	complete	a	right	upper	lobe	VATS	

lobectomy:	medical	students	with	no	experience	in	VATS	(novice),	thoracic	surgery	

trainees	with	varying	levels	of	experience	(intermediate),	and	experienced	thoracic	

surgeons	(experts).	The	simulator	calculated	19	metrics,	of	which	seven	correlated	with	

level	of	experience.	Specific	quality	metrics	showing	significant	difference	between	novices	

and	experts	were	number	of	severed	vessels,	stretching	of	the	bronchus,	blood	loss,	and	

number	of	times	a	vessel	or	bronchus	was	stapled	without	removing	the	rubber	band.	

When	differentiating	between	intermediates	and	novices,	stretch	damage	to	the	bronchus,	

number	of	severed	vessels	and	blood	loss	were	significant.	When	comparing	intermediates	

and	experts,	the	only	quality	metrics	that	were	significant	were	number	of	severed	blood	

vessels	and	blood	loss.	The	difference	in	metrics	that	showed	discriminating	ability	for	the	
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three	comparison	groups	demonstrate	the	importance	of	having	metrics	that	are	relevant	

to	the	trainee’s	level	of	learning.	When	beginning	to	learn	a	new	procedure	the	time	to	

complete	the	procedure	is	less	important	than	the	errors	made.		

A	less	often	considered	metric	is	idle	time,	defined	as	the	time	when	instrument	

movements	and	interactions	are	minimal.	Idle	time	was	first	described	as	a	metric	when	

Rosen	et	al.	used	Hidden	Markov	Models	(HMM)	from	force/torque	measurements	to	

assess	laparoscopic	skill	(102).	Using	specially	developed	laparoscopic	instruments	with	

sensors	to	measure	force	and	torque,	experts	and	three	groups	of	residents	completed	a	

cholecystectomy	on	a	pig.	The	different	force/torque	interactions	were	defined,	creating	14	

different	states.	These	states	were	used	to	create	a	general	architecture	for	the	HMM	which	

allowed	comparison	between	the	expert	model	and	models	created	based	on	each	

participant’s	procedure.	The	statistical	difference	between	the	residents	and	the	expert	

surgeons	was	then	calculated.	In	addition	to	differences	in	the	paths	used	to	complete	the	

procedure,	the	idle	state	(i.e.	when	the	tool	was	being	moved	in	space	with	no	tissue	

contact)	was	used	differently	between	the	experts	and	the	novices.	Experts	used	the	idle	

state	as	a	transition	between	tool/tissue	interactions,	whereas	novices	spent	more	time	in	

the	idle	state	planning	their	next	movement.	

In	open	surgery	simulation,	idle	time	was	assessed	for	a	suturing	task	(103).	Using	

three	different	materials	to	simulate	different	tissue	types	(tissue	paper,	balloon,	dense	

foam),	experts,	residents,	and	medical	students	were	asked	to	complete	three	interrupted	

sutures	in	each	tissue.	Hand	motion	was	captured	using	a	motion	tracking	system	on	the	

back	of	each	participant’s	hands.	When	the	motion	capture	data	was	assessed,	participants	

of	all	groups	had	more	idle	time	when	working	on	the	tissue	paper.	This	did	not	vary	with	
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experience	level.	When	video	analysis	was	performed	and	the	task	broken	down	into	steps,	

experts	had	fewer	idle	periods	when	entering	the	tissue	with	the	needle,	driving	the	needle	

through	the	tissue,	and	pulling	the	suture	through	the	tissue.	Overall,	residents	and	medical	

students	spent	more	time	planning	the	movement	of	their	needle	while	the	experts	spent	

more	time	ensuring	their	knot	was	secure.		

Gaze-tracking	is	another	surrogate	to	assess	attention	allocation.	Gaze-tracking	has	

been	assessed	as	both	an	assessment	and	training	tool	(104).	In	surgical	simulation,	gaze	

training	has	been	used	to	teach	laparoscopic	skills.	Gaze	training	involves	demonstrating	

the	strategies	used	by	experts	as	well	as	providing	feedback	to	learners	explaining	why	

these	strategies	are	used.	When	expert-like	gaze	strategies	are	used	by	novices,	training	

time	decreases,	completion	time	improves	and	fewer	errors	are	made	(105,106).	Gaze	

training	also	improves	performance	during	high-anxiety	situations	(107).		This	

improvement	has	several	mechanisms,	including	improved	attention	and	focus	during	

times	of	stress,	control	of	emotional	state,	and	limiting	extraneous	information.	Training	in	

expert-like	gaze	patterns	can	also	improve	lesion	detection	in	mammography	(108).	

Differences	in	gaze-fixation	between	highly	experienced	and	less	experienced	

individuals	also	exist	when	interpreting	images.	Bell	et	al.	assessed	gaze	fixation	in	

fellowship	sonographers	(experts)	and	resident	sonographers	(intermediates)	when	

interpreting	a	focused	assessment	with	sonography	in	trauma	(FAST)	exam	(109).	Nine	

regions	of	interest	were	defined.	The	resident	group	had	24	participants,	of	which	only	14	

viewed	all	regions	of	interest.	All	participants	in	the	fellowship	group	viewed	all	areas	of	

interest.	The	regions	of	interest	not	visualized	by	the	resident	group	included	some	of	the	

most	sensitive	areas	in	the	FAST	exam.	There	was	no	difference	in	total	time,	or	the	time	
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fixated	on	the	right	upper	quadrant,	pericardium,	and	pelvis.	Gaze	tracking	in	ultrasound	

simulation	shows	promise	but	further	studies	should	use	images	with	varied	pathology.	

Additionally,	generating	the	image	is	a	key	skill	necessary	when	performing	the	FAST	exam	

which	needs	to	be	assessed	to	determine	proficiency.		

Combining	metrics	

	

Technical	performance	cannot	be	measured	with	a	single	metric.	Technical	competence	

is	multi-factorial	with	components	of	efficiency	and	quality;	therefore,	any	assessment	tool	

should	use	measures	of	both	efficiency	and	quality.	Using	a	combination	of	metrics,	an	

assessment	tool	was	created	for	hysteroscopy	(96).	Diagnostic	hysteroscopy	was	broken	

down	into	four	modules	(visualization,	ergonomics,	safety,	fluid	handling)	representing	key	

elements	of	the	procedure.	Visualization,	ergonomics,	and	fluid	handling	modules	each	had	

at	least	one	quality	and	one	efficiency	metric	in	their	scoring.	Safety	only	had	one	metric	

associated	(time	colliding)	which	is	both	an	efficiency	and	quality	metric.	A	group	of	

novices	and	a	group	of	experts	then	completed	five	trials	on	the	simulator.	In	a	diagnostic	

exercise,	there	was	no	difference	in	visualization	or	overall	score	between	the	groups.	The	

experts	scored	higher	in	fluid	handling	and	ergonomics,	while	novices	scored	higher	in	

safety.	This	unexpected	inverse	difference	in	safety	may	relate	to	loss	of	haptic	feedback	or	

the	module	only	having	a	single	metric	associated.	When	the	safety	module	is	removed	

from	the	scoring,	the	overall	score	then	becomes	significantly	different,	with	experts	

scoring	higher.		The	metrics	chosen	for	the	hysteroscopy	multi-metric	scoring	system,	

weighting	and	scoring,	and	grading	system	were	decided	upon	by	two	experts.	There	is	no	

single	standardized	approach	to	performing	hysteroscopy.	The	differences	in	technique	
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used	by	the	experts	deviated	from	the	“standard”	and	resulted	in	lower	scores	contributing	

to	the	lack	of	difference	between	experts	and	novices.	Overall,	the	multi-metric	scoring	

system	demonstrates	that	despite	using	both	quality	and	efficiency	metrics,	differences	in	

technique	by	experts	needs	to	be	accounted	for	through	the	development	of	these	metrics.		

	 To	this	effect,	several	tools	have	combined	metrics	to	create	programs	that	generate	

scores	based	on	a	few	different	metrics.	In	ophthalmology,	the	EyeSi™	simulator	has	been	

used	to	train	learners	to	complete	aspects	of	cataract	surgery	(110).	Thirteen	modules	

were	assessed	with	between	21	and	33	metrics	generated	for	each	module.	These	metrics	

were	broken	down	into	four	categories:	target	achievement,	efficiency,	instrument	

handling,	and	tissue	handling.	Three	groups	of	individuals	participated,	novices	

(ophthalmological	trainees),	experienced	cataract	surgeons	(expert),	and	vitreoretinal	

surgeons	(intermediate	groups).	Of	the	thirteen	modules,	seven	could	differentiate	

between	novices,	intermediates,	and	experts.	Based	on	the	score	for	the	expert	group	on	

the	seven	discriminating	modules,	a	cut	off	score	was	determined,	and	a	proficiency	test	

was	created	to	assess	competence	in	cataract	surgery	and	general	microsurgical	skills.		

	

Simulators	offer	a	vast	number	of	unbiased	metrics	with	each	procedure	performed.	

However,	these	metrics	need	to	be	assessed	to	identify	the	clinically	relevant	metrics	and	

determine	which	metrics	can	discriminate	between	novices	and	experts.	With	this	ever	

increasing	access	to	simulators,	limited	duty-hours	for	residents	and	increasing	demands	of	

patient	care,	the	use	of	automated	metrics	can	have	a	number	of	potential	advantages	

including	providing	formative	feedback.	This	could	avoid	the	need	for	constant	supervision	

by	a	trained	operator	but	still	allow	the	trainee	to	continually	improve	on	their	skills;	track	
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progress	of	trainee’s	performance;	allow	for	evaluation	of	trainees	in	a	standardized	and	

unbiased	environment;	and	has	the	potential	to	be	used	in	defining	competency.		

	

Focused	Assessment	with	Sonography	in	Trauma	

	

Focused	assessment	with	sonography	in	Trauma	(FAST)	is	a	point	of	care	ultrasound	

exam	used	in	unstable	trauma	patients	to	assess	for	the	presence	or	absence	of	fluid	in	four	

specific	regions:	right	upper	quadrant,	left	upper	quadrant,	pelvis,	and	pericardium.	The	

results	of	this	exam	are	then	used	by	the	clinician	to	guide	management	decisions.	A	FAST	

exam	is	rapid,	decreases	time	to	surgical	intervention,	length	of	stay,	and	rates	of	computed	

tomography	(111).	When	performed	by	experienced	clinicians,	the	exam	can	be	completed	

in	under	5	minutes	and	has	a	sensitivity	between	85-96%	and	specificity	greater	than	98%	

(112,113).		

FAST	is	an	important	tool	for	general	surgeons	and	emergency	medicine	practitioners	

as	it	is	used	frequently	in	day-to-day	practice.	For	this	tool	to	be	useful	a	user	must	be	able	

to	generate	an	acceptable	quality	image.	This	can	take	as	few	as	10	exams	(114).	The	

unstable	trauma	patient	however	is	not	the	ideal	learning	model.	Several	training	courses	

have	been	developed	to	allow	learners	to	familiarize	themselves	with	the	principles	and	

techniques	of	the	exam	while	being	able	to	practice	under	the	guidance	of	experts.	Most	of	

the	available	courses	include	some	component	of	didactic	teaching	followed	by	simulation	

using	volunteers	(115).	These	courses	are	valuable	tools	for	training	but	do	have	some	

limitations,	specifically	the	volunteers	are	frequently	individuals	who	are	expected	to	have	
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a	normal	exam,	thus	limiting	the	exposure	to	abnormal	findings.	As	well,	these	courses	

require	significant	resources	in	time	and	money.		

Simulators	may	be	an	answer	for	some	of	the	current	limitations.	Simulators	that	offer	

the	ability	to	perform	exams	that	are	both	normal	and	abnormal,	reduce	the	need	for	

volunteers	and	allow	training	in	a	safe	environment	(115).	An	additional	potential	benefit	

is	the	ability	of	simulators	to	generate	automated	metrics	which	can	provide	feedback	to	

the	learner	about	the	completeness	of	their	exam.	There	are	limitations	to	simulators	

including	the	inability	to	simulate	difficult	exams,	such	as	in	obese	patients	or	interference	

from	rib	shadows.	Thus,	simulators	are	not	a	replacement	for	clinical	experience	but	may	

offer	a	safe	environment	to	begin	learning	these	technical	skills.		

	

Conclusion	

 
As	medical	education	evolves,	and	patient-safety	comes	to	the	forefront,	the	need	for	

innovative	methods	of	teaching	and	assessment	is	crucial.	Training	programs	have	a	duty	

to	the	public	to	ensure	that	by	the	end	of	training,	learners	are	competent	and	ready	for	

practice.	Competency	is	assessed	in	several	ways	and	simulation	is	becoming	a	key	tool	for	

the	assessment	of	learners.	At	present,	the	use	of	simulation	is	common	in	most	training	

programs,	especially	where	procedural	skills	are	being	taught.	Simulation	as	an	assessment	

tool	is	resource	intensive,	requiring	direct	observation	of	the	learner	outside	the	clinical	

environment.	Educators,	who	are	often	clinicians,	must	balance	clinical	duties	against	

participating	in	assessment.	With	the	ever-increasing	technology	available	automated	

metrics	are	an	attractive	method	to	assess	learners.		
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The	FAST	exam	is	a	key	procedure	for	both	emergency	medical	and	general	surgery	

trainees.	This	simple	bedside	procedure	is	a	vital	tool	in	unstable	patients	and	provides	

crucial	information	for	clinical	decision	making.	The	ability	to	generate	accurate,	clear	

images	and	interpret	the	exam	requires	practice	with	both	normal	and	abnormal	exams,	

which	is	not	always	possible	in	the	clinical	setting	given	the	instability	often	present	with	

abnormal	findings.	Simulation	offers	a	possible	solution	to	early	learning	of	this	important	

skill.			

Here,	our	research	aims	to	seek	validity	evidence	for	the	use	of	automated	metrics	

provided	by	the	VIMEDIX-AR	ultrasound	simulator	as	tools	for	learner	assessment.	This	

will	be	accomplished	by	assessing	the	metrics	in	relation	to	the	gold	standard	of	expert	

assessment	and	the	ability	to	differentiate	between	differing	levels	of	expertise.		
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Methods	

Objectives	and	Hypothesis	

 
This	study	has	four	objectives.	The	first	is	to	assess	if	automated	metrics	generated	

using	an	ultrasound	simulator	can	differentiate	between	three	different	experience	levels.	

Second,	we	will	examine	if	expert	assessment	using	the	Quality	of	Ultrasound	Imaging	and	

Competence	(QUICk)	score	for	FAST	exams	is	able	to	differentiate	the	three	groups.	Third,	

we	will	assess	for	differences	in	participants	ability	to	discriminate	abnormal	exams	based	

on	their	level	of	expertise.	Finally,	we	will	assess	if	there	is	correlation	between	expert	

assessment,	automated	metrics,	and	the	ability	of	participants	to	identify	abnormal	exams.		

We	hypothesize	the	automated	metrics	will	improve	with	increasing	experience	and	

that	the	QUICk	expert	assessment	tool	will	differentiate	the	three	groups.	We	expect	the	

intermediate	group	to	score	higher	in	expert	assessment	as	they	have	recently	completed	a	

training	course.	When	asked	to	identify	abnormal	exams	we	hypothesize	that	experts	will	

score	higher	and	across	the	groups	we	expect	as	they	proceed	through	ten	exams,	the	

scores	will	improve.	Finally,	we	expect	that	both	the	expert	assessment	and	automated	

metrics	will	correlate	with	ability	to	correctly	identify	the	presence	or	absence	of	fluid.		

	

Study	design	

 
Our	protocol	requires	the	recruitment	of	three	cohorts	of	ultrasonographers:	a	novice	

group	of	medical	students	and	residents	at	the	University	of	Manitoba,	Canada,	who	have	

no	personal	experience	with	FAST	techniques;	an	intermediate	group	of	family	medicine,	
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surgery,	or	emergency	medicine	residents	or	attendings	who	have	completed	a	training	

course	for	FAST	examinations	within	the	last	six	months;	and	an	expert	group	of	staff	

physicians	with	at	least	five	years’	experience	using	FAST.	Research	in	skills	training	has	

demonstrated	effect	sizes	between	1	and	1.2	standard	deviations	(SD)	when	comparing	

groups	of	differing	levels	of	experience	(116).	To	detect	an	effect	size	of	1.2	SD,	using	a	2-

tailed	alpha	of	0.05	and	a	power	of	0.8,	we	estimate	that	12	subjects	will	be	required	in	

each	arm.	

Participants	were	recruited	via	e-mail	communication	to	targeted	departments.	Novices	

were	recruited	via	e-mail	to	the	junior	resident	cohort	of	trainees	in	the	Department	of	

Surgery	and	Emergency	Medicine.	The	intermediate	group	was	recruited	via	e-mail	

through	the	University	of	Manitoba	Canadian	Point-of-Care	Ultrasound	course.	Experts	

were	recruited	via	e-mail	to	the	Departments	of	Surgery	and	Emergency	Medicine.		

All	participants	signed	consent	forms	indicating	their	agreement	to	participate	in	the	

study	including	video	and	ultrasound	image	recording	in	accordance	with	the	University	of	

Manitoba	Health	Research	Ethics	Board.		

Trials	were	completed	in	the	University	of	Manitoba	simulation	lab.	The	room	was	set	

up	in	advance	with	a	consistent	design	allowing	capture	of	the	simulator,	participant’s	

hands,	and	the	ultrasound	image.	The	ultrasound	simulator	was	connected	to	an	Epiphan	

Lecture	Recorder	x2	(Epiphan	Systems	Incorporated,	Canada)	video	capture	terminal	

which	was	used	to	generate	side-by-side	images	of	the	ultrasound	generated	images,	and	

the	video	camera	output.	

		 The	participants	completed	a	brief	questionnaire	of	their	personal	experience	with	

ultrasound	both	educational	and	clinical	use	and	previous	video	game	experience	
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(Appendix	A).	All	study	participants	were	shown	a	five	minute	video	illustrating	the	FAST	

procedure,	including	the	specific	views	and	the	goals	of	imaging	the	four	regions	(117).	

Participants	were	then	oriented	to	the	VIMEDEX	ultrasound	simulator	and	the	augmented	

reality	goggles.	Instructions	were	given	on	the	hand	gestures	associated	with	the	

augmented	reality	goggles	to	start,	stop,	and	select	items	on	screen.		

To	conceal	any	identifying	features	that	would	allow	expert	reviewer	to	recognize	the	

participants	all	participants	donned	gowns	prior	to	the	start	of	the	exam.	Participants	were	

asked	to	complete	a	FAST	exam	using	the	simulator.	Time	began	when	the	participant	

selected	start	and	finished	when	they	selected	done.	All	participants	were	asked	to	

announce	when	they	finished	as	the	observer	is	unable	to	see	the	augmented	reality	

images.	After	each	examination	automated	summary	metrics	were	recorded	for	the	

examination	including	time,	path	length,	probe	angular	movement,	percentage	area	

visualized	for	each	anatomic	area,	and	total	percentage	area	visualized.	

Upon	completion	of	the	single	FAST	exam,	participants	were	then	asked	to	participate	

in	an	automated	free	fluid	identification	exercise	on	the	VIMEDEX-AR	system.	The	

participants	were	presented	with	10	simulated	trauma	patients	and	asked	to	identify	any	

FAST	regions	containing	free	fluid	in	each	of	those	patients.	The	VIMEDIX-AR	system	would	

randomly	generate	an	exam	that	was	normal	or	abnormal	with	potential	for	multiple	

regions	containing	fluid.	Metrics	obtained	from	each	exercise	included	probe	angular	

movement,	path	length,	time,	and	whether	the	individual	was	able	to	identify	the	presence	

or	absence	of	fluid	correctly.	

Upon	completion	of	all	testing,	participants	were	asked	to	complete	a	post-test	

questionnaire	regarding	their	experience	with	the	AR	goggles	(Appendix	A).		
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Data	scoring	and	video	review	

 
The	thirty-five	participant	videos	were	randomly	ordered	and	provided	to	two	

independent	evaluators.	The	evaluators	were	blinded	to	the	participants	group	and	

completed	their	assessment	independently	without	consultation	between	reviewers	or	

other	researchers.	The	evaluators	used	the	quality	of	ultrasound	imaging	and	competence	

(QUICk)	score	for	FAST	(Appendix	B).	This	tool	was	previously	validated	for	use	on	live	

models	for	FAST	(118).	This	tool	has	a	checklist	component	and	a	global	rating	scale	(GRS).	

The	checklist	is	broken	down	into	the	four	regions	of	the	FAST	exam	with	specific	tasks	the	

ultrasonographer	must	perform	or	images	they	must	generate.	The	GRS	has	seven	

components	with	a	5-point	behaviorally	anchored	scale.		

	

Data	Analysis	

 
Statistical	analysis	was	conducted	using	SPSS	version	25	(IBM,	Chicago	IL)	and	MedCalc	

Statistical	Software	version	20.014	(MedCalc	Software	Ltd,	Ostend,	Belgium;	

https://www.medcalc.org;	2021).	Significance	was	accepted	as	an	alpha	of	0.05.	Inter-rater	

agreement	results	with	scores	of	0.6,	were	accepted	as	significant.		

	 Kruskal-Wallis	non-parametric	test	was	used	to	assess	difference	across	expertise	for	

both	the	automated	metrics	and	expert	assessment	scores	as	the	data	violated	assumptions	

of	normality.	Dunn	post	hoc	pairwise	comparisons	were	used	to	identify	significant	

differences	between	groups.		

Internal	consistency	of	the	QUICk	tool	was	assessed	using	Cronbach	alpha.	A	value	of	

0.7-0.9	was	deemed	acceptable	(119).	Inter-rater	reliability	was	assessed	using	weighted	
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Cohen’s	kappa.	For	summed	scores	of	checklist	total	and	GRS	total,	interclass	correlation	

coefficient	was	used.		

To	assess	for	differences	in	automated	metrics	of	the	find	fluid	exercise,	a	general	linear	

model	was	constructed	for	each	of	test	1-10.		The	between-subjects	factor	was	expertise	

(Novice,	Intermediate,	Expert)	and	the	within-subject	factor	was	exercise	with	10	

consecutive	measures	for	each	study	participant.	The	mean	effect	of	exercise	as	well	as	the	

interaction	between	exercise	×	expertise	were	examined.	For	all	3	models,	sphericity	was	

assessed	using	Mauchly’s	Test	of	Sphericity.	To	test	the	hypothesis	that	there	is	a	difference	

in	automated	metrics	between	different	levels	of	expertise,	pairwise	comparisons	for	the	

estimated	marginal	means	of	expertise	were	made.		

Correlations	between	expert	assessment	with	QUICk,	automated	metrics	and	score	of	

the	find	fluid	exercise	were	assessed	using	Pearson’s	Correlation	coefficient.		
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Results	

Demographics	

In	total,	13	novice,	10	intermediate,	and	12	expert	ultrasonographers	participated	in	

the	study.	Novices	included	undergraduate	medical	students	and	residents	in	general	

surgery,	urology,	internal	medicine,	and	emergency	medicine.	The	intermediate	group	

included	both	residents	and	attending	physicians	in	emergency	medicine	and	general	

surgery.	The	expert	group	consisted	of	attending	physicians	in	emergency	medicine	and	

general	surgery	(Table	1).	

	

Table	1:	Participant	(13	novice,	10	intermediate,	12	expert)	demographic	data.			

Novice		 Intermediate		 Expert		

Medical	student,	%	(n)	 23.1	(3)	 0	 0	

Resident,	%	(n)	 76.9	(10)	 40	(4)	 0	

		 PGY1	 46.1	(6)	 0	 --	

		 PGY2	 23	(3)	 40	(4)	 --	

		 >	PGY2	 7.7	(1)	 0	 --	

%	Attending	 0	 60	 100	

Years	in	practice,	%	(n)	 		 		 		

		 <2	 --	 30	(3)	 25	(3)	

		 2	-	5		 --	 20	(2)	 33.3	(4)	

		 6	-	10		 --	 10	(1)	 25	(3)	

		 >	10	 --	 0	 16.7	(2)	

Training	with	FAST,	%	(n)	 0	 100	(10)	 75	(9)	

Used	FAST	clinically,	%	(n)	 46.1	(6)	 40	(4)	 100	(12)	

Used	US	in	training,	%	(n)	 92.3	(12)	 100	(10)	 100	(12)	

Used	US	clinically,	%	(n)	 53.8	(7)	 70	(7)	 100	(12)	

US	certification,	%	(n)	 0	 100	(10)	 91.7	(11)	

Left	handed,	%	(n)	 7.7	(1)	 30	(3)	 16.7	(2)	
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Among	the	three	cohorts,	76.9%	of	novices	reported	clinical	ultrasound	use	once	per	

month	or	less,	while	100%	experts	used	ultrasound	at	least	once	per	week	(Figure	1).	The	

intermediate	group	reported	ultrasound	use	varying	from	never	to	daily.	

	

	

Figure	1:	Clinical	use	of	ultrasound	reported	by	participants.			
	

Regarding	FAST	use,	76.9%	of	novices	used	FAST	once	per	month	or	less,	compared	to	

91.7%	of	experts	who	used	FAST	more	than	once	per	week,	and	intermediates	which	80%	

reported	FAST	use	between	once	per	month	and	more	than	once	per	week	(Figure	2).	
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Figure	2:	Clinical	use	of	FAST	reported	by	participants.		

	

Regarding	video	game	experience,	58.3%,	50%,	and	46.2%	of	experts,	intermediates,	

and	novices,	respectively	use	video	games	once	per	year	or	less	(Figure	3).	Zero	

participants	in	any	group	reported	daily	use	of	video	games.	No	participants	used	

augmented	reality	(AR)	more	than	once	per	year	(Figure	4).		
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Figure	3:	Participant	reported	use	of	video	games.	 	
	

	

Figure	4.	Participant	reported	use	of	augmented	reality.		
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FAST	automated	metrics	

The	FAST	automated	metrics	results	are	summarized	in	Table	2.	Mean	time	(p	<	0.01),	

mean	angular	movement	(p	=	0.01),	and	splenorenal	percent	area	viewed	were	

significantly	different	(p	=	0.02).	Post-hoc	pairwise	comparisons	of	mean	time	showed	a	

difference	between	expert	and	novice	and	expert	and	intermediate.	Regarding	angular	

movement	and	percent	area	viewed	for	the	LUQ,	there	was	a	significant	difference	between	

novice	and	expert.	

	

Table	2:	Mean	automated	metric	values	for	each	participant	group	(13	novice,	10	
intermediate,	12	expert).	 	

Metrics Novice (±SD) Intermediate (±SD) Expert (±SD) p-
value 

Mean time (s) 304.08 (130.02) 339.70 (138.96) 176.50 (156.30) < 0.01 

Mean path length 
(cm) 639.07 (318.27) 611.80 (206.32) 561.92 (358.37) 0.28 

Mean angular 
movement 
(degrees) 

4741.00 (1370.80) 3573.70 (1139.89) 3635.42 (2478.40) 0.01 

Percent area 
viewed - Total  87.45 (10.51) 84.62 (12.64) 86.57 (5.53) 0.45 

Percent area 
viewed - 
Hepatorenal 

90.77 (10.14) 93.90 (9.92) 92.75 (7.43) 0.73 

Percent area 
viewed - 
Splenorenal 

86.15 (10.15) 71.90 (26.44) 72.42 (12.29) 0.02 

Percent area 
viewed - Pelvis 88.77 (21.24) 89.80 (12.60) 95.8 (8.2) 0.32 

Percent area 
viewed - 
Pericardium 

84.15 (17.76) 84.70 (15.66) 85.08 (9.35) 0.78 
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FAST	expert	assessment	

 

Mean	expert	assessment	scores	are	detailed	in	Table	3.	Within	the	checklist	domains,	

pelvis	(p	=	0.01)	and	pericardium	(p	<	0.01)	were	significant,	in	addition	to	total	score	(p	<	

0.01).	Post	hoc	pairwise	comparisons	are	shown	in	Table	4.	Both	the	pericardial	domain	

and	total	checklist	score	had	pairwise	differences	between	novice	and	intermediates	as	

well	as	novice	and	experts.		

Within	the	global	rating	scale,	all	domains	were	significantly	(p	<	0.04)	different	except	

time	and	flow.	For	the	post	hoc	pairwise	comparisons	there	were	no	differences	between	

intermediates	and	experts	(Table	4).		

	

Table	3.	Mean	expert	assessment	score	by	participant	group	(13	novice,	10	
intermediate,	12	expert)	demographic	data.		

Novice	(±SD)	 Intermediate	(±SD)	 Expert	(±SD)		 p-value	

Checklist	
	 	 	

	
Hepatorenal		 3.31	(0.63)	 3.60	(0.97)	 3.58	(0.67)	 0.21	
Splenorenal	 2.62	(1.04)	 2.50	(1.27)	 2.83	(0.83)	 0.79	
Pelvis	 1.69	(0.25)	 3.10	(0.99)	 2.83	(1.11)	 0.01	
Pericardial	 1.69	(0.95)	 2.90	(0.32)	 2.92	(0.29)	 <	0.01	
Total	 9.31	(2.60)	 12.10	(1.73)	 12.17	(2.08)	 	0.01	
Global	rating	Scale	 	 	 	 	
Skin	 3.54	(0.52)	 4.0	(0)	 3.92	(0.29)	 0.01	
Probe	placement	 2.54	(1.05)	 3.20	(0.63)	 3.58	(0.90)	 0.04	
Image	scrolling	 2.85	(1.07)	 3.70	(0.48)	 3.92	(0.90)	 0.02	
Positioning	and	
Handling	 3.23	(0.73)	 3.80	(0.42)	 3.92	(0.29)	 0.01	

Time	 1.69	(1.11)	 2.10	(0.99)	 2.83	(1.59)	 0.13	
Flow	 3.77	(0.44)	 3.70	(0.67)	 4.00	(0)	 0.23	
Overall	 1.92	(1.12)	 2.80	(1.03)	 3.17	(1.27)	 0.03	
Total	 19.54	(4.39)	 23.3	(3.16)	 25.34	(4.10)	 P	<0.01	
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Table	4.	Post	hoc	pairwise	comparisons	for	expert	assessment.			

Novice-Intermediate	 Novice-Expert	 Intermediate-Expert	
Checklist	

	 	 	

Hepatorenal		 --	 --	 --	
Splenorenal	 --	 --	 --	
Pelvis	 0.02	 0.07	 1	
Pericardial	 <	0.01	 <	0.01	 1	
Total	 0.03	 0.02	 1	
Global	rating	Scale	

	 	 	

Skin	 0.02	 0.06	 1	
Probe	placement	 0.41	 0.04	 1	

Image	scrolling	 0.17	 0.02	 1	

Positioning	and	
Handling	

0.08	 0.01	 1	

Time	 --	 --	 --	
Flow	 --	 --	 --	
Overall	 0.03	 0.02	 1	
Total	 <0.01	 <	0.01	 0.49	
	
	

Internal	consistency	and	inter-rater	agreement		

 
Cronbach	alpha	was	calculated	for	both	the	checklist	component	and	GRS.	The	checklist	

had	an	alpha	of	0.75	while	the	GRS	had	an	alpha	of	0.84.		Inter-rater	agreement	was	

assessed	using	weighted	kappa	(Table	5).	
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Table	5.	Inter-rater	agreement	on	QUICk	score.	

Domain	 Kappa	
Checklist	 	

Hepatorenal	 0.38	
Splenorenal	 0.39	

Pelvis	 0.66	
Pericardial	 0.66	

Total	 0.83	
Global	rating	Scale	 	

Skin	 0.17	
Probe	placement	 0.3	
Image	scrolling	 0.33	

Positioning	and	Handling	 0.22	
Time	 0.37	
Flow	 0.48	
Overall	 0.39	
Total	 0.81	

	

Automated	metric	–	expert	assessment	correlation	

 
Pearson’s	correlation	was	used	for	correlations	between	the	automated	metrics	and	the	

expert	assessment	(Tables	6	and	7).	The	percent	area	viewed	RUQ	and	the	expert	score	

hepatorenal	were	correlated	(r	=	0.33,	p	=	0.05).	The	percent	area	viewed	LUQ,	pelvis,	and	

pericardial	did	not	correlate	with	their	respective	checklist	scores.	The	total	percent	area	

viewed	correlated	with	the	hepatorenal	expert	score	(r	=	0.53,	p	<	0.05)	but	not	the	other	

checklist	scores	for	the	three	other	regions.	The	checklist	total	correlated	with	all	

components	of	the	GRS	except	with	GRS	Flow	(r	=	0.32,	p	>	0.05).	There	was	a	trend	toward	

significance	in	the	correlation	between	checklist	total	and	percent	area	viewed	RUQ	(r	=	

0.33,	p	=	0.06)	as	well	as	checklist	total	and	percent	area	viewed	suprapubic	(r	=	0.32,	p	=	
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0.06).	The	percent	area	viewed	LUQ	was	negatively	correlated	with	GRS	components	of	

probe	handling	(r	=	-0.37,	p	=	0.03),	image	scrolling	(r	=-0.40,	p	<	0.01),	and	positioning	and	

handling	(r	=	-0.37,	p	=	0.03).	

When	looking	at	the	other	automated	metrics	of	path	length,	angular	movement,	and	

time,	time	was	positively	correlated	with	path	length	(r	=	0.67,	p	<	0.01)	and	angular	

movement	(r	=	0.59,	p	<	0.01).	The	GRS	probe	handling	component	was	negatively	

correlated	with	time	(r	=	-0.42,	p	=	0.01),	path	length	(r	=	-0.49,	p	<0.01),	and	angular	

movement	(r	=	-0.61,	p	<	0.01).	Neither	the	GRS	overall	or	checklist	total	correlated	with	

time,	path	length,	or	angular	movement.		 	
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Table	6.	Pearson	correlation	coefficients	of	percent	area	viewed	component	and	each	component	of	QUICk	
assessment.	
	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10	 11	 12	 13	 14	 15	 16	 17	

1.	Percent	
Area	View	
Total	

1.00	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	

2.	Percent	
Area	View	
RUQ	

0.40*	 1.00	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	

3.	Percent	
Area	View	
LUQ	

0.76**	 0.15	 1.00	 	 	 	 	 	 	 	 	 	 	 	 	 	 	

4.	Percent	
Area	View	
Pericardial	

0.75**	 0.12	 0.38*	 1.00	 	 	 	 	 	 	 	 	 	 	 	 	 	

5.Percent	
Area	View	
Suprapubic	

0.72**	 0.12	 0.30	 0.44**	 1.00	 	 	 	 	 	 	 	 	 	 	 	 	

6.	Score	
Heptorenal	 0.53**	 0.33*	 0.34*	 0.52**	 0.28	 1.00	 	 	 	 	 	 	 	 	 	 	 	

7.	Score	
Splenorenal	 0.18	 0.10	 0.24	 -0.09	 0.25	 0.19	 1.00	 	 	 	 	 	 	 	 	 	 	

8.	Score	
Pelvis	 0.06	 0.29	 -0.26	 0.08	 0.26	 0.30	 0.09	 1.00	 	 	 	 	 	 	 	 	 	

9.	Score	
Pericardial	 -0.10	 0.13	 -0.39*	 0.14	 0.02	 0.34*	 -0.02	 0.50**	 1.00	 	 	 	 	 	 	 	 	

10.	Score	
Total	 0.22	 0.33	 -0.07	 0.20	 0.32	 0.63**	 0.50**	 0.79**	 0.67**	 1.00	 	 	 	 	 	 	 	

11.	GRS	
Skin	 0.02	 0.04	 -0.27	 0.18	 0.21	 0.43*	 0.25	 0.48**	 0.36*	 0.59**	 1.00	 	 	 	 	 	 	
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12.	GRS	
Probe	
Placement	

-0.10	 -
0.04	 -0.37*	 0.17	 0.09	 0.30	 0.26	 0.32	 0.59**	 0.55**	 0.41*	 1.00	 	 	 	 	 	

13.	GRS	
Image	
Scrolling	

-0.11	 0.14	 -0.40*	 0.09	 0.05	 0.45**	 0.25	 0.48**	 0.59**	 0.67**	 0.53**	 0.75**	 1.00	 	 	 	 	

14.	GRS	
positioning	
and	
Handling	

-0.10	 -
0.02	 -0.37*	 0.07	 0.15	 0.22	 0.31	 0.40*	 0.46**	 0.54**	 0.41*	 0.71**	 0.70**	 1.00	 	 	 	

15.	GRS	
Time	 0.17	 0.26	 -0.06	 0.08	 0.28	 0.32	 0.31	 0.38*	 0.33	 0.52**	 0.35*	 0.53**	 0.54**	 0.28	 1.00	 	 	

16.	GRS	
Flow	 0.33	 -

0.08	 0.18	 0.14	 0.57**	 0.25	 0.38*	 0.05	 0.21	 0.32	 0.13	 0.37*	 0.18	 0.30	 0.26	 1.00	 	

17.	GRS	
Overall	 0.19	 0.20	 -0.02	 0.07	 0.37*	 0.41*	 0.56**	 0.65**	 0.46**	 0.82**	 0.48**	 0.49**	 0.59**	 0.43*	 0.78**	 0.29	 1.00	

*	p	<	0.05,	**	p	<	0.01		
1	=	Percent	Area	View	Total,	2	=	Percent	Area	View	RUQ,	3	=	Percent	Area	View	LUQ,	4	=	Percent	Area	View	Pericardial,	5	=	
Percent	Area	View	Suprapubic,	6	=	Score	Hepatorenal,	7	=	Score	Splenorenal,	8	=	Score	Pelvis,	9	=	Score	Pericardial,	10	=	Score	

Total,	11	=	GRS	Skin,	12	=	GRS	Probe	Placement,	13	=	GRS	Image	Scrolling,	14	=	GRS	positioning	and	Handling,	15	=	GRS	Time,	

16	=	GRS	Flow,	17	=	GRS	Overall	
	 	



MS Thesis – M Ward; McMaster University – Health Sciences Education 

 40 

Table	7.	Pearson	correlation	coefficients	of	automated	metrics	and	each	component	of	the	QUiCK	assessment.	
	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10	 11	 12	 13	 14	 15	

Time	 1.00	 	 	 	 	 	 	 	 	 	 	 	 	 	 	

Path	Length	 0.67**	 1.00	 	 	 	 	 	 	 	 	 	 	 	 	 	

Probe	
Angular	
Movement	

0.59**	 0.73**	 1.00	 	 	 	 	 	 	 	 	 	 	 	 	

Score	
Hepatorenal	 -0.06	 0.17	 0.04	 1.00	 	 	 	 	 	 	 	 	 	 	 	

Score	
Splenorenal	 0.00	 -0.25	 -0.05	 0.19	 1.00	 	 	 	 	 	 	 	 	 	 	

Score	Pelvis	 0.04	 -0.08	 -0.14	 0.30	 0.09	 1.00	 	 	 	 	 	 	 	 	 	
Score	
Pericardial	 -0.10	 -0.15	 -0.43**	 0.34*	 -0.02	 0.50**	 1.00	 	 	 	 	 	 	 	 	

Score	Total	 -0.03	 -0.14	 -0.22	 0.63**	 0.50**	 0.79**	 0.67**	 1.00	 	 	 	 	 	 	 	

GRS	Skin	 -0.14	 -0.21	 -0.26	 0.43*	 0.25	 0.48**	 0.36*	 0.59**	 1.00	 	 	 	 	 	 	

GRS	Probe	
Placement	 -0.42*	 -0.49**	 -0.61**	 0.30	 0.26	 0.32	 0.59**	 0.55**	 0.41*	 1.00	 	 	 	 	 	

GRS	Image	
Scrolling	 -0.20	 -0.17	 -0.32	 0.45**	 0.25	 0.48**	 0.59**	 0.67**	 0.53**	 0.75**	 1.00	 	 	 	 	

GRS	Position	
and	Handling	 -0.22	 -0.22	 -0.34*	 0.22	 0.31	 0.40*	 0.46**	 0.54**	 0.41*	 0.71**	 0.70**	 1.00	 	 	 	

GRS	Time	 -0.31	 -0.25	 -0.31	 0.32	 0.31	 0.38*	 0.33	 0.52**	 0.35*	 0.53**	 0.54**	 0.28	 1.00	 	 	

GRS	Flow	 -0.35*	 -0.25	 -0.15	 0.25	 0.38*	 0.05	 0.21	 0.32	 0.13	 0.37*	 0.18	 0.30	 0.26	 1.00	 	

GRS	Overall	 -0.08	 -0.17	 -0.18	 0.41*	 0.56**	 0.65**	 0.46**	 0.82**	 0.48**	 0.49**	 0.59**	 0.43*	 0.79**	 0.29	 1.00	
*	p	<	0.05,	**p<	0.01		
1	=	Time,	2	=	Path	Length,	3	=	Probe	Angular	Movement,	4	=	Score	Hepatorenal,	5	=	Score	Splenorenal,	6	=	Score	Pelvis,	7	=	Score	Pericardial,	8	=	
Score	Total,	9	=	GRS	Skin,	10	=	GRS	Probe	Placement,	11	=	GRS	Image	Scrolling,	12	=	GRS	Position	and	Handling,	13	=	GRS	Time,	14	=	GRS	Flow,	
15	=	GRS	Overall. 
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Find	fluid	exercise	

 
A	repeated	measures	one-way	ANOVA	was	completed	for	each	of	the	automated	

metrics.	Mauchly’s	test	indicated	the	assumption	of	sphericity	was	violated	and	the	degrees	

of	freedom	were	corrected	using	Greenhouse-Geisser	estimates	of	sphericity.	Results	for	

time	show	a	main	effect	of	exercise	number	(df	=	4.77,	p	<	0.01,	partial	eta	squared	=	0.30)	

with	no	significant	interaction	between	exercise	number	and	expertise	(df	=	9.54,	p	=	0.08,	

partial	eta	squared	=	0.10).	For	post	hoc	testing,	there	was	a	significant	difference	between	

novice	and	expert	and	a	trend	toward	significance	between	intermediate	and	experts.		

With	respect	to	path	length	and	angular	movement,	there	was	a	main	effect	of	exercise	

number	(df	=	4.49,	p	<	0.01,	partial	eta	squared	0.20;	df	=	4.86,	p	<	0.01,	partial	eta	squared	

0.20,	respectively)	with	no	interaction	between	exercise	number	and	expertise	for	these	

two	metrics	(df	=	8.97,	p	=0.68,	partial	eta	squared	0.04;	df	=	8.97,	p	=	0.68,	partial	eta	

squared	0.04,	respectively).	Post	hoc	testing	demonstrated	no	difference	between	expertise	

levels.	

The	find	fluid	exercise	scores	were	then	assessed	for	correlation	with	both	the	

automated	metrics	and	the	expert	assessment	results	(Table	8).	The	LUQ	find	fluid	score	

correlated	with	the	checklist	score	(r	=	0.38,	p	<	0.05).	There	was	no	correlation	between	

the	scores	on	find	fluid	exercise	and	the	automated	metrics	or	the	GRS	overall.		
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Table	8.	Correlation	of	find	fluid	exercise	scores	with	automated	metrics	and	expert	assessment.	
	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10	 11	 12	 13	

LUQ	Total	 1.00	 	 	 	 	 	 	 	 	 	 	 	 	
RUQ	Total	 0.32	 1.00	 	 	 	 	 	 	 	 	 	 	 	
Pelvic	Total	 0.54**	 0.21	 1.00	 	 	 	 	 	 	 	 	 	 	
Pericardial	
Total	 -0.03	 0.05	 -0.21	 1.00	 	 	 	 	 	 	 	 	 	

Time	 -0.09	 -0.18	 -0.06	 -0.03	 1.00	 	 	 	 	 	 	 	 	
Path	Length	 0.06	 -0.07	 -0.03	 -0.05	 0.67**	 1.00	 	 	 	 	 	 	 	
Probe	
Angular	
Movement	

-0.08	 -0.19	 -0.11	 -0.03	 0.59**	 0.73**	 1.00	 	 	 	 	 	 	

Percent	Area	
View	RUQ	 0.09	 -0.08	 0.14	 -0.30	 0.25	 0.17	 0.22	 1.00	 	 	 	 	 	

Percent	Area	
View	LUQ	 0.09	 -0.21	 -0.19	 -0.09	 0.23	 0.35*	 0.60**	 0.16	 1.00	 	 	 	 	

Percent	Area	
View	
Pericardial	

0.20	 0.07	 0.24	 -0.01	 -0.13	 0.04	 0.11	 0.12	 0.38*	 1.00	 	 	 	

Percent	Area	
View	
Suprapubic	

0.09	 0.17	 0.03	 -0.21	 -0.24	 -0.16	 0.10	 0.13	 0.30	 0.44**	 1.00	 	 	

Score	Total	 0.38*	 0.28	 0.32	 -0.33	 -0.03	 -0.14	 -0.22	 0.33	 -0.07	 0.20	 0.32	 1.00	 	
GRS	Overall	 0.26	 0.25	 0.23	 -0.27	 -0.08	 -0.17	 -0.17	 0.20	 -0.02	 0.07	 0.37*	 0.82**	 1.00	
*	p	<	0.05,	**p<	0.01		
1	=	LUQ	Total,	2	=	RUQ	Total,	3	=	Pelvic	Total,	4	=	Pericardial	Total,	5	=	Time,	6	=	Path	Length,	7	=	Probe	Angular	Movement,	8	
=	Percent	Area	View	RUQ,	9	=	Percent	Area	View	LUQ,	10	=	Percent	Area	View	Pericardial,	11	=	Percent	Area	View	Suprapubic,	
12	=	Score	Total,	13	=	GRS	Overall	
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Participant	experience		

 
Following	completion	of	the	exam,	participants	were	asked	if	they	experienced	

any	adverse	effects	from	the	AR,	such	as	headache	or	nausea.	Most	participants	did	

not	experience	any	headaches	during	or	after	use	of	the	AR	headset	(Figure	5).	Two	

participants	reported	nausea	during	and	after	use	(Figure	5).	

Participants	rated	the	value	AR	added	value	(Figure	6)	and	if	they	felt	AR	

improved	the	experience	(Figure	7).	Experts	disagreed	more	frequently	with	AR	

adding	value	and	improving	experience	while	most	novices	agreed	or	strongly	

agreed	with	both	statements.		

	

	

Figure	5.	Adverse	effects	reported	by	participants	during	and	after	use	of	
the	VIMEDIX-AR	simulator.		
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Figure	6.	Participants	response	to	the	statement	“The	augmented	reality	
goggles	glasses	added	value	to	my	experience	with	the	ultrasound	
simulator.”	
	

	

	

Figure	7.	Participants	response	to	the	statement	“The	augmented	reality	
goggles	improved	my	experience	with	the	ultrasound	simulator.”	
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Discussion	

We sought validity evidence for the use of automated metrics in the assessment of 

FAST ultrasound skills. We first aimed to identify if the automated metrics were able to 

differentiate varying expertise. We then ascertained that our expert assessment tool, the 

QUICk, was able to identify the differing level of expertise on the ultrasound simulator. 

We used the simulator’s ability to generate abnormal exams to create a 10-exercise find 

the fluid test. Finally, we assessed for correlations between the automated metrics, 

QUICk score, and score on the find fluid exercise. This thesis explores the results and 

relevant literature as well as a discussion of the implications of the results. Finally, the 

strengths, limitations, and future directions for research is outlined.  

Our pre-participation assessment showed that novices used ultrasound less frequently 

than both intermediates and experts. As well, novices used FAST less often than the other 

two groups. The intermediate group used ultrasound more frequently than novices but 

less frequently than experts. These support our labels of “novice”, “intermediate”, and 

“expert” for the purpose of this study.  

 

Automated	metrics	

 
Simulation is ubiquitous in medical education. Point of care ultrasound is an area 

where simulation with volunteers is being used to facilitate skill acquisition. The current 

approach to ultrasound skill acquisition is the use of volunteers and faculty trainers. 

Simulators offer the potential for independent self-study therefore identifying metrics that 
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can differentiate expertise are needed in developing validity evidence for these tools. Our 

study assessed four automated metrics for the VIMEDIX-AR simulator: time, angular 

movement, path length, and percent area viewed. We found time could differentiate 

between novice and experts as well as experts and intermediates. Novices and 

intermediates require the same amount of time to complete the exam, but experts are 

faster. The ultrasound course provides the foundation for FAST exams but more 

experience is required to create expertise. Time as a metric has been used as a method of 

assessment in a number of skills including, open surgery, laparoscopic surgery, 

arthroscopy, central line insertion, and peripheral nerve block (120–124). When looking 

specifically at ultrasound simulation, time has shown validity evidence for discrimination 

of expertise in obstetric ultrasound, transesophageal echocardiography, and FAST exams. 

(125–127). Time is an efficiency metric which does not provide information about the 

quality of an exam and thus is insufficient as a sole metric. Despite this, the role of time is 

clinically relevant in the setting of FAST exams as this is the first test used in unstable 

trauma patients to determine need for clinical intervention. Therefore, an expedient and 

complete exam is essential for the care of these patients.  

Angular movement, another efficiency metric, is the tilting and rotating motion of the 

ultrasound probe. The operator begins by centering the organ of interest then tilts the 

probe to view the entire organ. We found a difference between novices and experts in 

angular movement, with novices having higher number of degrees of angular movement. 

This suggests novices are identifying their organ of interest but, to be confident they have 

viewed the entire organ, are tilting and rotating the probe more, either sweeping through 
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multiple times or angling further than necessary. Like angular movement with ultrasound, 

is tip angulation in colonoscopy. Obstein et al. (128) assessed kinematic data of a 

colonoscopy simulator and found that tip angulation was significantly different between a 

cohort of expert gastroenterologists and novice fellows when completing these exams. 

These data show that with expertise, individuals develop economy of motion. When 

performing FAST exams, this economy of motion translates to less probe angulation.  

Path length is a commonly used automated metric. With the VIMEDIX-AR simulator, 

path length is the total distance the probe moves. We found no difference based on 

expertise. This is similar to reported data in obstetric ultrasound when assessing fetal 

heart anatomy (126). However, this is contrary to most data on path length as an 

automated metric in open, robotic and laparoscopic surgery, anesthesia, and central line 

insertion (88–91,129,130). When looking at data on FAST exams, previous reports using 

healthy volunteers and hand path length have found a difference between cohorts of 

novices and experts (125,131). All the above studies use hand path length. This is 

different than path length with our simulator. Hand path length includes all movements 

including distance the probe or instrument moves as well as the finer adjustments, such as 

tilting or angling. With the VIMEDIX-AR simulator the gross movements of the probe 

would be captured as path length whereas finer tilting movements, if the probe is 

stationary on the mannequin, would represent only angular movement. Path length also 

incorporates not only the distance the probe moves while in contact with the simulator but 

also the distance used to move between regions. These movements between regions are 

not required of all participants and are not necessarily reflective of expertise.  
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 With increasing ultrasound expertise, motions are smoother and finer with less erratic 

movements (132). Our findings suggest that angular movement, which is fine movement 

of the probe, better captures expertise than path length alone. In another study looking at 

FAST exams, Zago and colleagues (125) used hand motion analysis in FAST exams and 

deconstructed the exam into regions focusing on each region individually and excluding 

the time between regions as they are not inherently related to the FAST exam. They found 

that path length was significantly different, however this again included angular 

movement as they used hand motion analysis.  

Because a FAST exam does not have a concrete endpoint, rather the examiner stops 

when they believe they have completely visualized the area of interest, percent area 

viewed on a simulator represents a possible concrete endpoint and is thus a possible 

quality metric. Percent area viewed was composed of five metrics, a percent area viewed 

for each of the four regions of the FAST exam and a total percent area viewed. Percent 

area viewed calculations by the simulator have a time component to determine this 

metric. To ensure imaging an area was intentional a certain amount of time was set as the 

threshold to consider an area imaged, this was to ensure credit wasn’t given for random 

movements of the probe that happened to image an area when it was unintentional.  

Only percent area viewed for the left upper quadrant (LUQ) was significantly 

different with the difference between novice and experts, with novices having the higher 

mean percent area viewed. The LUQ is often a more technically challenging view to 

obtain, with the views often being inadequate (133). Despite this, our novices were able 

to visualize 86% of the area, compared to 71% by the intermediate group, and 72% by the 
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expert group. One possible explanation is that novices may have spent more time 

attempting to visualize this area and used higher angular movement to obtain those views. 

Our data was not collected in a way where the time to complete each individual region 

was collected and thus this hypothesis is not able to be tested in our study.  

No other studies have looked at percent area viewed as a metric. The most similar 

accuracy metric used in assessment was on healthy volunteers, where Bell et al. 

developed points of interest, key anatomic areas that represent essential images for a 

complete FAST exam (134). These points of interest were developed using images from 

an expert sonographer and the points chosen. They were then recreated in 3-dimensional 

space on a healthy volunteer. The number of points of interest was not described however 

there were multiple points within each region. The percent of points visualized was 

significantly different between novice and intermediate groups across all four regions of 

the exam.  

 

Expert Assessment 

 

The QUICk was developed as an objective skill assessment tool for FAST (118). This 

tool has validity evidence for use on volunteers. Our study assessed if the QUICk 

assessment tool was able to differentiate expertise when used with ultrasound simulators. 

Because it was developed for use on volunteers, there were items within both the 

checklist and GRS which were not applicable to our study. Within the checklist, each 

region was composed of six items. With the VIMEDIX-AR simulator, participants did not 
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need to adjust depth or gain, thus these items were removed from all checklists. The 

pericardial region also had a checklist item for appropriate use of adjuncts, which was not 

necessary with the simulator. With these adjustments, the total possible score was 15 

instead of the original 24. The GRS had nine domains in the original description. We 

excluded two: image adjustment and autonomy. Image adjustment assessed the learners 

appropriate use of gain and depth, while autonomy assessed the ability to complete the 

exam without direction or guidance. Despite removing these items, our Cronbach alpha 

was 0.84 for the GRS and 0.75 for the checklist, demonstrating good reliability without 

redundancy.  

Two raters completed the QUICk tool on each participant. To assess inter-rater 

agreement we used a weighted kappa, which assesses for agreement that would occur by 

chance. The kappa score ranges from -1 to 1, with negative values representing 

disagreement, positive values being agreement, and zero representing chance alone (135). 

The strength of agreement is summarized in Table 9. 

 

Table	9.	Kappa	correlation	and	interpretation	from	Viera	et	al.	(135).	
Kappa	 Interpretation	
<0	 Less	than	chance	agreement	
0.01-0.20	 Slight	agreement	
0.21-0.40	 Fair	agreement	
0.41-0.60	 Moderate	agreement	
0.61-0.80	 Substantial	agreement	
0.81-1.00	 Near	perfect	agreement	

 
 

Our findings show fair to moderate agreement for most of the domains except for 

GRS skin, which showed only slight agreement. The original description of QUICk 
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showed similar results with slight agreement for GRS skin and fair to moderate 

agreement in all other regions. Our findings are that the checklist total and GRS scores 

are tools that can be used in the assessment of novices using the ultrasound simulator.   

 

Checklist	

 
When looking at the checklist, two of the four region checklists were able to 

differentiate novices from either intermediate or experts, while the checklist total 

differentiates novices from intermediates and experts. The checklist for the hepatorenal 

and splenorenal spaces were not significantly different. Ziesmann et al. (118) reported 

significant differences in all checklist scores between novices and experts. Here, we used 

the same definition of novice and expert as those authors. The difference we found may 

be the result of either the simulator, the changes we made to the checklist, or the inclusion 

of third group resulting in insufficient power for subgroup analysis (118). Although the 

experts were familiar with the simulator, the use of the AR headset represents a new 

challenge, nonetheless one would expect the same principles of exam be applied 

regardless of the use of the simulator or a live volunteer.  

The pelvis checklists showed there was a difference between novice and 

intermediates. The difference in the pelvis checklist is primarily the result of novices only 

imaging this area in one plane where the intermediate group more consistently obtained 

images in two planes. The experts were inconsistent in obtaining two views resulting in 

no difference between experts and either novices or intermediates. The instructional video 

demonstrated only a single view, and if able to completely image the bladder, a single 
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view is enough. The second plane is taught as there can be challenges in obtaining images 

in one plane or the other. Two views also improves the sensitivity of the exam (136). 

Intermediates, having recently completed a credentialling program would be familiar with 

the recommendation that two views of the bladder should be obtained. Experts, having 

significant experience performing these exams may prefer one view over the other but use 

the second view when the first is incomplete. Novices, who have none or very limited 

experience with FAST and no formal training, would only know the view taught in the 

video and thus would not readily examine the bladder in two planes.  

The novice group had significantly lower total checklist scores than both the 

intermediate and expert groups. Having no training, other than our instructional video, it 

is expected they would perform worse. The video shows how to complete an exam, but 

five minutes is not enough time to teach all the principles of the FAST exam and how to 

obtain complete and correct images. We expected intermediates to score higher in expert 

assessment as they would have recently learned the technically correct and complete 

FAST exam. Experts, with time and experience, develop shortcuts that allow for an 

accurate exam but don’t necessarily represent the most technically correct exam. This 

however was not the case. We found no difference between our intermediate and expert 

groups. When looking at the percent scores for the checklist, most of the scores from our 

study are higher than those reported by Ziesmann et al. (118, see Table 10). These 

differences show the experts and intermediates identify the anatomic landmarks and area 

of interest, orient the image correctly and, based on expert assessment, visualize the entire 
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region. The simulator may be too simple to identify the subtle differences in technique 

and image optimization is required to differentiate intermediates and experts. 

 

 
Table	10:	Comparison	of	Task	checklist	findings	between	Ziesmann	et	al.	
(118) 	and	our	study	results.	

 Our results Ziesmann et al. 
 Percent 

score Novice 
 Percent 
score 
Intermediate 

Percent 
score Expert 

Percent score 
Novice  

Percent score 
Expert  

Heptaorenal 82.75 90 89.5 55.5 77.83 
Splenorenal 65.5 62.5 70.75 57 77.17 
Pelvis 42.25 77.5 70.75 41 60.5 
Pericardial 56.3 96.67 97.33 31.33 72.17 
Total 62.07 80.67 81.13 46.21 71.7 

 
 

In a similar study, Burckett-St Laurent et al. (137) adapted a tool developed for 

clinical assessment for use with a simulator. Their tool used a combined checklist and 

global rating scale to assess ultrasound-guided regional anesthesia. A group of novices 

and a group of experts were asked to complete an ultrasound guided nerve block on high-

fidelity simulator as well as on a volunteer. The two groups were then rated by an onsite 

clinician as well as by a blinded clinician off site via video recording. They found 

significantly higher checklist scores for the experts on a live patient but not the simulator. 

The GRS could differentiate the groups on the simulator as well as the live patient when 

assessed both on- and off-site. In their results, Burckett-St Laurent et al. (137) provided 

overall checklist score and not the scores on the three components of the checklist. The 

authors suggest familiarity with the simulator and cues from the simulated environment 

resulted in increased scores for the novices and thus the checklist was unreliable for use 
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with the simulator. In our study, some components of the checklist could differentiate the 

groups and the total score could discern novices from both intermediates and experts, thus 

the checklist as a whole is a reliable tool with the simulator but the individual components 

are not.  

When comparing our results to similar checklists developed for assessment of 

ultrasound skills, our ratios of expert to novice scores are lower than other reported 

studies where the checklist was a reliable tool for assessment. These comparisons are 

summarized in Table 11. Burkett-St Laurent had the lowest expert-to-novice ratios and 

found the checklist to be unreliable for use with the simulator. Our lower ratios are 

unsurprising given the narrow range of scores on the checklist and the higher scores for 

our novice group. These higher novice scores are driven by fewer checklist items and 

higher scores in the hepatorenal and splenorenal region checklists.  
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Table	11:		Comparison	of	checklist	scores	among	similar	ultrasound	skills	
assessment	studies	

Assessment	Tool	
Score	As	a	Percent	

of	Total	
Ratio	of	Expert	to	
Novice	Score	

Inter	Rater	
Agreement	of	
Findings	

Checklist,	Experts	 80.7%	 	
1.31	

	
	

Checklist,	Novices	 62.1%	
Ziesmann	et	al.	(118)	
Task	Checklist,	
Experts	

71.7%	 	
1.55	

	

	
0.7951	

Ziesmann	et	al.	(118)	
Task	Checklist,	
Novices	

46.2%	

Zago	et	al.	(125)	
checklist,	Experts	
female	model	

80.0%	 1.15	 NR	

Zago	et	al.	(125)	
checklist,	Novice	
female	model	

69.6%	

Zago	et	al.	(125)	
checklist,	Expert	male	
model	

77.9%	 1.21	 NR	

Zago	et	al.	(125)	
checklist,	Novice	male	
model	

64.2%	

Sultan	et	al.	(138)	
Task	Checklist,	
Experts	

87.1%	 	
1.98	

	
	

0.842	
Sultan	et	al.	(138)	
Task	Checklist,	
Intermediate	

71.4%	

Sultan	et	al.	(138)	
Task	Checklist,	
Novices	

43.9%	

Chin	et	al.	(122)	Task	
Checklist,	Experts	

93.1%	 	
	

1.39	

	
	
	

0.97	Chin	et	al.	(138)	Task	
Checklist,	“Late”	
Fellows	

91.0%	
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Chin	et	al.	(138)	Task	
Checklist,	“Early”	
Fellows	

71.5%	

Chin	et	al.	(138)	Task	
Checklist,	Novices	

66.8%	

Burckett-St.	Laurent	
el	al.	(137)	Checklist,	
Experts	off-site	

78.2%	 1.08	 0.61	

Burckett-St.	Laurent	
el	al.	(137)	Checklist,	
Novices	off-site	

72.5%	

*NR not reported 
 

Two other studies have used the QUICk tool for assessment of FAST, both only using 

the checklist scores. The first, used QUICk as a method to assess the quality of images 

generated while assessing hand motion analysis between beginners and experts (125). 

They found a better overall score for experts, but their beginners had higher scores than 

the original report by Ziesmann et al. (118). To compare our checklist scores to those 

reported by Ziesmann et al. (118) and Zago et al. (125), we must look at percent scores 

rather than the total score as we modified the checklist to suit a simulator (Table 11). 

Experts in the three studies were defined similarly as having five years of experience with 

ultrasound. Despite the similar definition, our percent scores for the expert group are most 

similar to Zago et al. (125), which is higher than those reported by Ziesmann et al. (118). 

Zago et al. attributed this difference to the use of two models rather than one. Our 

increased scores are possibly the result of the modifications to the checklist. The 

simulator may have also played a role in the higher scores as it was not designed to create 

a difficult exam such as with overlying bowel gas, rib shadows or an obese patient. When 

looking at beginner scores, our beginner group is most similar in experience to Ziesmann 
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et al.’s (118) beginner group however our scores are higher than Ziesmann et al.’s (118) 

beginner group. Zago et al’s (125) beginner group was recruited from a group of 

individuals who completed a formal ultrasound training course the same day as study 

participation but had limited ultrasound experience prior to the training. This is most 

similar to our intermediate group.  The scores for our intermediate group however are 

higher than those of Zago et al. (125). This difference in score may be the result of our 

intermediate group having experience with ultrasound outside the course as well as the 

checklist changes we made. Overall, our increased scores are likely due to a combination 

of changes in the checklist as well as an “easy” exam on the simulator.  

The second study used the QUICk tool checklist as part of an OSCE exam for 

paramedicine students. (139) The study aimed to assess the diagnostic accuracy as 

measured by sensitivity, specificity, positive and negative predictive value for FAST 

performed by paramedics. The OSCE exam used an ultrasound simulator and number of 

students who passed was reported, however the scores were not reported, therefore we 

cannot compare our experience with the checklist to those obtained in Buaprassert et al.’s 

study.  

 

Global	Rating	Scale	

 
 All components of the GRS except flow and time were significantly different, with 

the difference being between novices and intermediates or novices and experts.  None of 

the components showed a difference between intermediates and experts, suggesting that 
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training courses provide the foundation of ultrasound use necessary for a technically good 

exam.  

The skin component assesses the probe contact with the skin and, when performing an 

exam on a volunteer, the appropriate use of ultrasound gel. Novices were different from 

intermediates with a trend toward significance between novices and experts. With the 

simulator, lower scores on this component mean the participant did not have consistent 

contact between the probe and the mannequin. We would expect some challenges with 

novices, however having some experience with ultrasound, the novice group had mean 

score of 3.54 meaning adequate skin contact most of the time. The experts scored higher 

but was still lower than expected. This finding is likely due to the simulator being binary 

in image generation meaning, if the probe is close enough, the simulator will generate an 

image but it cannot adjust the image if there is less or more contact.  

Image scrolling assesses how smoothly the ultrasonographer fans through the area to 

obtain images. This would be similar to angular movement, with more angular movement 

required with more fanning or more staccato fanning. Similar to the automated metric, 

imaging scrolling had a difference between novice and experts, with novices having 

lower scores and thus more staccato movement.  

Probe placement assesses the ultrasonographer’s need to readjust the probe, with 

perfect score denoting correct placement of the probe with adequate views on the first 

attempt. Here, novices had significantly lower scores than experts. With increasing 

experience, one would expect a larger portion of experts to be able to correctly place the 

probe on first attempt. Our novice and intermediate group were not different, meaning the 
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ultrasound training course did not increase the ability of ultrasonographers to correctly 

place the probe on first attempt.  

Positioning and handling assesses the ultrasonographer’s ergonomics while 

performing the exam. Here again there was a difference between novice and experts, with 

more awkward body positioning and inappropriate handling of the ultrasound probe 

amongst the novices. There was trend toward significance between novice and 

intermediate groups, suggesting that the ultrasound course provides foundational 

knowledge on how to correctly position oneself as well as how to handle the ultrasound 

probe.  

Flow assesses if the ultrasonographer frequently jumps between regions or if they 

move smoothly through the exam in a logical manner. There was no difference between 

the groups. The specific order of exam did not matter, provided there was an organized 

sequence to the exam. The video shown before the assessment described one approach to 

the order of the FAST exam, therefore, we would expect novices to follow the same order 

as provided by the video, which is one example of a logical approach. Intermediates and 

experts, with previous experience would also have an approach to order of the exam, thus 

no difference was found in this component.  

For the time component the behavioral anchors are greater than ten minutes, between 

two and five minutes and less than two minutes, with higher scores awarded for shorter 

time.  Additionally, if a participant scored two or less on any component, they would 

receive a score of one. No participants required greater than ten minutes and only experts 

had times less than one minute. Time is clinically relevant when performing a FAST 
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exam thus the importance placed on time as an individual GRS component. However, 

there was no differences in the scores across groups. This may be related to the second 

part of the behavioral anchor, where if a participant scored two or less on any other 

component their score was automatically dropped to one. The QUICk time component is 

different from other GRS tools, which often place time and motion as a single component. 

One of the most widely known GRS tools is the Objective Structured Assessment of 

Technical Skill (OSATS), which encompasses seven domains related to operative skill 

(52).  The OSATS tool is often used as a non-specific GRS for technical skills. Within the 

OSATS and frequently when a generic GRS is used, time and motion are a single item 

that focus on economy of movement and efficiency rather than time alone. In most 

technical skills, completing the skill fast is less important than being efficient with the 

movement. Being more efficient however should decrease the time to complete a task. 

With the QUICk, the components of time and motion are broken into separate items to 

allow for specific assessment of these two skills independently, despite being inter-

related.   

Finally, overall performance is rated from unacceptable to exceptional, where the 

expected performance for safe practice is a four (118). Despite individual items not 

differentiating between all groups, the overall assessment, which does not define what is 

an unacceptable exam, shows difference between novice and both intermediate and 

expert. The mean score for our experts however did not meet the minimum expected 

standard of four. The mean score of 3.17 falls in the range of unacceptable with minor 

inadequacies, while intermediate score of 2.8 would be unacceptable with major 
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inadequacies. These scores are similar to those reported for the expert group in the initial 

validation of the QUICk tool (118). This lower-than-expected score may be due to 

experts, who over time, develop strategies that deviate from the algorithms, thus resulting 

in lower scores but clinically appropriate quality exams. It may also reflect experts not 

being as skilled as expected, having trained in a time without valid objective assessment 

tools for FAST or degradation of skill over time.    

Similar to our checklist score ratio, the ratio of expert to novice scores for the GRS 

were lower than those previously reported by Ziesmann et al. (118) as well those reported 

for similar ultrasound skills assessment (Table 12). These differences in our ratio for the 

GRS are driven by lower scores for experts compared to the percent scores reported by 

Ziesmann et al. (118). These lower scores may be the result of shortcut or strategies used 

by experts. We also removed two components of the QUICk GRS as they were not 

relevant to the simulator. These two items, autonomy and image adjustment, may be 

important factors when assessing expertise. For our study, we did not provide any 

guidance when performing the exam thus, there was no way to assess autonomy, 

although, with increasing expertise one would expect higher scores for autonomy. Image 

adjustment also represent gain and depth adjustment, which were removed from the 

checklist. Our ratios however are similar to those by Burckett-St Laurent et al. (137), who 

adapted a regional anesthesia assessment tool for use with a simulator.   
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Table	12:		Comparison	of	Global	Rating	Scales	Among	Similar	Ultrasound	
Skills	Assessment	Studies	

Assessment Tool Score As a Percent of 
Total 

Ratio of Expert to 
Novice Score 

Inter Rater 
Agreement of 

Findings 
Total GRS, Experts 72.4% 

 
 

1.29 
 
 

Total GRS, Novices 55.8% 
 

Ziesmann et al. (118) 
GRS, Experts 

88.2%  
 

1.54 

 
 

0.860 
Ziesmann et al. (118) 

GRS, Novices 
57.2% 

Sultan et al. (138) 
GRS, Experts 

78.6% 
 

 
 

1.97 

 
0.795 

Sultan et al. (138) 
GRS, Intermediate 

52.6% 
 

Sultan et al. (138) 
GRS, Novices 

39.8% 
 

Chin et al. (122) GRS, 
Experts 

94.9%  
 

1.67 

 
 

0.98 
Chin et al. (122)  

GRS, “Late” Fellows 
92.1% 

Chin et al. (122) GRS, 
“Early Fellows 

65.7% 

Chin et al. (122) GRS, 
Novices 

56.9% 

Burckett-St Laurent 
et al. (137) GRS, 
Expert off-site 

assessment 

88.0% 1.20 0.61 

Burckett-St Laurent 
et al. (137)  GRS, 

Novice off-site 
assessment 

73.6% 
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Find	fluid	exercise	

 
The first part of our study assessed participant’s ability to generate images, a key 

component of ultrasound skills. However, to be proficient in the use of ultrasound, the 

clinician must also be able to interpret the images they generate. With the find the fluid 

exercise we aimed to combine the image generating and interpretation skills. As part of 

the find fluid exercise, automated metrics of path length, angular movement and time 

were generated for each exercise. The first exercise in the series was the slowest with 

participants becoming faster as they grew accustomed to the exercise and the simulator. 

There was also a difference between novice and experts with experts being faster to 

complete the exercises. This is as we expected given experts were faster in the initial test 

of a normal exam. We also expected experts to be faster as they have experience 

identifying abnormal exams. There was a trend toward significance between 

intermediates and experts. This is different from our first exercise of a normal exam, 

where there was a difference between intermediates and experts. All participants for the 

first exercise did not have to interpret any images, simply demonstrate the ability to 

generate images. In our find fluid exercise, participants now had to both generate and 

interpret images. The fluid findings the simulator generates are not subtle, rather they 

represent somewhat extreme findings. A possible reason there was no difference in time 

between intermediate and expert groups is when these two groups encountered an area 

with fluid, they moved on to the next region, not fully scanning the positive region. This 

is a reasonable approach as the goal is to identify fluid, if fluid is present and if found 

early, completely examining that area doesn’t change the answers. The novices may have 
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been less confident in their findings as few had previous experience with FAST and thus 

may not immediately recognize a positive finding of fluid.  

Path length and angular movement also showed an effect of exercise number with the 

path length and angular movement being significantly higher for the first exercise 

compared to all subsequent exercises. Again, this likely represents familiarity with the 

simulator and experience with the exercise.  

The importance of practicing with positive exams was demonstrated by Garcias et al. 

They found by simulating positive exams with peritoneal dialysis patients, participants 

who completed their modified program were able to detect smaller volumes of fluid than 

those who completed the standard course, where no abnormal exams were presented 

during training. Several other studies have assessed learners’ ability to generate and 

interpret FAST exams, however, these studies have separated the image acquisition and 

interpretation components of the exam. For example, Damewood et al. (140) recruited 

medical students to participate in a study where half the group practiced on a healthy 

volunteer, while the other half used an ultrasound simulator. As their post course 

assessment, participants were asked to interpret pre-recorded FAST exams and then to 

complete a FAST exam on a healthy volunteer. They found no difference in participant’s 

ability to interpret images or to generate images. Previous studies have used both 

simulators and peritoneal dialysis patients to demonstrate positive findings in the FAST 

exam. Salen et al. (141) used an ultrasound simulator and peritoneal dialysis patient and 

compared learners ability to identify positive findings on photographic images after 

practicing with one of the two models. After completing the test, the participants could 
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then practice on the model they hadn’t yet used. Overall, there was no difference in 

participants ability to identify fluid on photographic images. Chung et al. (142) combined 

image acquisition and interpretation skills assessment. In their study, participants trained 

on either a healthy volunteer or an ultrasound simulator. Participants who trained using a 

healthy volunteer had shorter scan times when assessed on healthy volunteers and more 

participants had high quality windows in the RUQ. There was no difference in window 

quality for other regions or image interpretation between the two groups. The benefit to 

using a simulator over volunteers is the ability to practice on multiple normal and 

abnormal exams. This increased experience of abnormal exams is important as increased 

confidence is associated with improved accuracy (143). 

The goal of the find fluid exercise was to combine image generation and 

interpretation to assess participants. Overall, we found participants became faster, used 

shorter path lengths and fewer angular movements after the first exercise. This exercise 

could serve as another tool in training learners in FAST, offering experience with positive 

exams which may improve confidence.  

 

Correlation	analysis	

 
Our correlation analysis aimed to identify if the automated metrics were related to the 

QUICk assessment and if performance on the find fluid exercise was related to QUICk 

assessment. Within the automated metrics, percent area viewed total was correlated with 

all percent area viewed items. The total percent area viewed is the summation of each 

region, thus higher percent area viewed in each region intuitively should correlate with 
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higher total percent area viewed. The percent area viewed total was also correlated with 

the checklist scores for hepatorenal and splenorenal area. All region checklists included a 

point for completely viewing each region, thus each region should correlate with their 

checklist score, however only the percent area viewed RUQ correlated with its respective 

checklist score. Interestingly, the percent area viewed LUQ and percent area viewed 

pericardial also correlated with the hepatorenal score and the strongest correlation was 

between the percent area viewed pericardial and hepatorenal score. The reason for this 

correlation is not clear, as the checklist for each region is independent of the other regions 

and the four regions are separate enough that the scanned area should not overlap between 

the regions.  

When looking at the correlations with the GRS, the percent area viewed LUQ was 

negatively correlated with three GRS component: probe placement, image scrolling and 

positioning and handling. Having limited experience, novices struggle with the 

ergonomics of reaching across the patient to place the probe as far posterior on the left 

flank to obtain LUQ views. These struggles resulted in low scores in the three above 

mentioned GRS components but had the highest percent area viewed for this region. 

Experts, on the other hand, had lower percent area viewed LUQ but scored higher in 

probe placement, image scrolling and positioning and handling.  Together these 

differences contributed to this negative correlation between percent area viewed LUQ and 

the expert scores on probe placement, image scrolling and positioning and handling. 

The other automated metrics, time, path length and angular movement were 

correlated. Intuitively this makes sense, the longer the path length the more time you 
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would take, and the more time spent moving the probe could result in more sweeping or 

tilting the probe. Time was negatively correlated with probe placement and flow. If the 

probe is placed incorrectly, it will take time to correct the placement and will interrupt the 

smooth flow of the exam. Path length was also negatively correlated with probe 

placement. Like time, incorrect placements require correction with more movement. With 

path length being the same across our three expertise levels, one would not expect to find 

correlations with the checklist total or GRS overall, which did show differences between 

expertise levels.  

Angular movement was negatively correlated with the checklist pericardial score, 

suggesting tilting the probe more without being thoughtful and economical with the 

movement does not improve the quality of images. Probe placement and positioning and 

handling were also negatively correlated with angular movement. Meaning, correct probe 

placement will require less tilting to generate optimal images and correct handling and 

good ergonomics can lead to more economical movements.  

The individual components of the QUICk, both checklist and GRS, correlated with 

each other with the exception of flow. The GRS overall and the checklist total had the 

strongest correlation of 0.82, meaning the checklist and the GRS are measuring similar 

things. None of the automated metrics correlated with the GRS overall or the checklist 

totals, suggesting automated metrics alone are insufficient to fully characterize the quality 

of a FAST exam with our simulator. In other hand motion analysis studies, path length 

and time correlate with expert assessment. In a study of ophthalmology residents and 

microsurgical technique, Ezra et al. found strong negative correlations between time, path 
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length and hand movements and a general procedural GRS. (92) Other studies using hand 

motion analysis and ultrasound skills assessment have been conducted in the clinical 

setting and have demonstrated strong correlations between GRS, checklist and path length 

as well as time (122,138).  

 

Post-assessment	feedback	

 
The post-assessment feedback showed a large portion of participants experienced 

some adverse effect. Although less commonly reported with AR, headache and other 

adverse effects are possible (144). The most common effect in our study was headache 

both during and after participation. The AR headset is heavy and must be tightened and 

adjusted to the user’s eye level prior to beginning the exercises. With prolonged wear, as 

required to complete all parts of our study, the tightness of the headband may have 

contributed to headache, in addition to some effect of cybersickness. Cybersickness is a 

constellation of adverse effects that result from sensory mismatch (145). Symptoms can 

include nausea, discomfort, dizziness, and disorientation. Headache alone is rarely a 

symptom of cybersickness (145). Two important contributors to headache in AR are 

accommodation and convergence. Accommodation is what allows our eyes to shift 

between focus on near and far objects. This is accomplished by the ciliary muscles 

contracting and relaxing. When focusing on objects at a comfortable distance the ciliary 

muscles are relaxed. As we focus on objects that are closer, the ciliary muscles contract. 

Additionally, when focusing on objects that are closer to us, our eyeballs must rotate 

towards each other, or converge (146). These two movements, accommodation and 
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convergence, are important when using AR goggles as the images generated are close to 

the eye and we must alternate focus between the near images on the goggles and the 

surrounding environment which is further away. With the sustained muscle use over a 

period of time, individuals can develop eye strain or headaches.  

The other symptom we asked about was nausea. Few participants experienced nausea 

as an adverse effect. Augmented reality goggles use the natural environment and overlays 

a simulation on to the environment. This allows the user to still fully interact with the 

natural environment.  Although nausea has been reported as a cybersickness effect, it is 

commonly associated with other symptoms such as discomfort, dizziness, and 

disorientation. With AR using the natural environment, mismatch between sense is less 

common, resulting in less cybersickness (147). 

All participants were asked to rate two statements about the AR goggles: the AR 

goggles added value and the AR goggles improved my experience with the simulator. 

More novices agreed or strongly agreed with both statements, while experts mostly 

disagreed or were neutral toward the statements. The AR goggles added a layer of 

complexity to completing the exercise. Experts, having significant experience with 

ultrasound, may find that the additional complexity from the goggles distracts from the 

exercise and adds to the cognitive load. Novices on the other hand, having limited 

experience with ultrasound and the simulator may find integrating the goggles with the 

simulator easier and thus find value in the experience.  
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Strengths	and	limitations	

 
This study was the first to assess the QUICk tool for use with an ultrasound simulator.  

The tool could differentiate novices from experts most consistently but was inconsistent 

in differentiating intermediates and experts. Our intermediate group was required to 

complete an ultrasound training course in the 6 months prior to participation. The correct 

technique on completing a FAST exam would be fresh information and thus the 

intermediate group would have a technically correct exam similar to the experts. The 

inability to detect a difference between the intermediate and expert group may also stem 

from the smaller size of the intermediate group. We planned to recruit 12 participants per 

group however with the limitation placed on intermediates, we were unable to identify 12 

participants. The incomplete intermediate group may also contribute to the non-

significant differences in the automated metric assessment. Our sample size was 

calculated for an effect size of 1 to 1.2 standard deviations as suggested in the literature 

(116,148). This resulted in group sizes of 12. Despite the power calculation, this sample 

size may be too small for subgroup analysis such as item by item assessment of the 

checklist and GRS.  

When defining our three groups we attempted to separate experience as much as 

possible however, when asked about experience there was overlap between the three 

groups. Although our novice group had limited ultrasound experience and no formal 

ultrasound training, the novice group did have participants that had some experience with 

FAST clinically and one participant reported use of FAST more than once per week. Our 

intermediate group completed an ultrasound training program within 6 months. Part of 
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this group participated immediately following their course while the remainder had time 

between their course and participation, resulting in more experience.  In retrospect, the 

ideal intermediate group would participate immediately following their training course. 

Identifying a truly novice group is increasingly challenging due to the incorporation of 

ultrasound experience into medical student education. This is done with simulation as 

well as clinical exposure, thus our medical students may have more exposure to the 

simulator and thus perform better than our experts who are unfamiliar with the simulator.  

Another possible contributor to the similar performance across expertise is the 

simulator is too simple. Simulators do not present the same challenges of rib shadowing 

or bowel gas and the intra-abdominal organs are clear with obvious interfaces. By having 

a simplified model, it may allow novices to score higher than if some or all of these 

challenges were presented. Despite the limitations of simulators, several authors have 

demonstrated simulators as a useful tool in training ultrasound skills (62,140,149,150).  

Automated metrics have limitations. We chose path length as this is metric has been 

shown across skills, including in FAST exams, to differentiate expertise. The path length 

generated by the simulator includes transitions between regions as well as movements of 

the probe on the mannequin but does not include the fine movements of tilting the probe 

if the probe is stationary on the mannequin. Most previous studies have used hand 

tracking as a method of measuring path length, which would include all movements of the 

probe. The lack of difference in path length may be related to how path length was 

calculated by the simulator, thus this metric may not be an appropriate metric. Further 
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studies could use hand tracking with the simulator to assess for a relationship between 

hand movement and path length or angular movement.  

The automated metrics of percent area viewed were developed with a time 

component to ensure the area being imaged was deliberately imaged and not simply the 

result of random probe movement. This sensitivity requires a balance to ensure the time is 

not so short that any quick image of the area gets credit but not so long that an expert who 

is efficient with their imaging does not receive credit. Given how high novices scored in 

percent area viewed this sensitivity likely needs further adjustment to be a useful metric.  

A key limitation in our correlation analysis was the multiple comparisons we 

completed. We did not correct for these multiple comparisons which may result in us 

identifying a correlation when one is not truly present, thus we must be cautious in our 

interpretation of these correlations.  

Despite these limitations, our study demonstrated the QUICk is a reliable assessment 

tool for use with the VIMEDIX-AR simulator. The automated metrics of time, path 

length and percent area viewed LUQ generated by the simulator can differentiate novices 

from experts but these metrics alone are insufficient to assess expertise.  

 

Future	directions	

 
Future research should include analysis of a larger cohort of all groups. This could 

allow for narrower confidence intervals and potentially identify significance in metrics 

that were non-significant in our study.  With more data, a reassessment of the correlation 

between the GRS, checklist and automated metrics may identify new or stronger 
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correlations. With the present study, the QUICk can be used to assess novices on the 

ultrasound simulator, creating an evidence-based assessment of competence.   

Future work could also involve a cumulative sum analysis to identify the amount of 

repetition required with the simulator to reach a defined failure rate. This failure rate 

could be defined based on the automated metrics or on expert assessment. Cumulative 

sum analysis has been used with a number of skills both clinically and with simulation 

(151–154). This would allow for an adaptive curriculum for the learner. Next steps should 

also include assessment of trainees who complete a learning program with simulator to 

assess for skills transfer, which is the goal of simulation training.  

 

Conclusion	

We set out to assess the automated metrics associated with the VIMEDIX-AR 

simulator and the QUICk assessment tool for their ability to differentiate skill at the 

FAST exam. The automated metrics of time, angular movement and percent area viewed 

LUQ showed differences between novices and experts. The QUICk assessment tool 

checklist and GRS overall could differentiate the novices from both the intermediates and 

experts. Finally, although there were correlations between some parts of the QUICk tool 

and some of the automated metrics, none of the automated metrics correlated with the 

GRS overall or checklist total suggesting that, in their current format, the automated 

metrics may not be appropriate measures of skill for the FAST exam. Overall, the time 

and angular movement may serve a complimentary role to the QUICk assessment. The 

QUICk should be integrated into a learning curriculum for novices being introduced to 
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the FAST exam. Further work is needed to see if the automated metrics may have a role 

in assessing learners when it comes to FAST exam skills.   
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Appendix	A	
FAST Study Questionnaire – Pre-assessment 

Novice Test Subject_______ 

Intermediate Test Subject ____________ 

Expert Test Subject________ 

 

If you are a resident, what is your PGY year? 

Circle one 

1 2 3 4 5 6 7 8 

 

If you are an attending, how many years have you been in practise? 

Circle one 

<2 2-5 6-10 11-15 16-20 21-25 26-30 30+ 

 

Are you right-hand or left-hand dominant? 

Circle one 

Right  /   Left 

 

Have you ever performed a FAST exam in a training, simulation, or practise session? 

Circle one 

Y  /   N 

 

Have you ever performed a FAST exam in a clinical setting? 

Circle one 

Y  /   N 

 

Are you Certified to perform FAST?  If “Yes” please describe certification body and date of 
certification. 
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Circle one 

Y  /   N   Body_____________ 

             Date______________ 

 

Have you used the Ultrasound device in a training, simulation, or practise session? 

Circle one 

Y  /   N 

 

Have you used the Ultrasound device in a clinical setting? 

Circle one 

Y  /   N 

 

Have you taken a formal Ultrasound training course?  If “Yes” please describe course and date 
of training 

Circle one 

Y  /   N   Course_____________ 

      Date_______________ 

 

How frequently do you estimate that you use the Ultrasound device in clinical settings? 

Circle one 

Once/day More than Once/week       Once/week        Once/month Once/year 

 

How frequently do you estimate that you perform the FAST exam in clinical settings? 

Circle one 

Once/day More than Once/week       Once/week        Once/month Once/year     

 

Have you used augmented reality or virtual reality simulators?  

Circle one 

Y  /   N 
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How often do you use augmented reality or virtual reality simulators? 

Circle one 

 

   Once/day     More than Once/week   Once/week    Once/month      Once/year       Never 

 

How frequently do you play video games?  

Circle one 

 

Once/day More than Once/week       Once/week        Once/month Once/year 
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FAST Study Questionnaire – Post-assessment 

Novice Test Subject_______ 

Intermediate Test Subject ____________ 

Expert Test Subject________ 

 

Did you experience headaches while using the augmented reality goggles? 

Circle one 

Y  /   N 

Did you experience headaches after using the augmented reality goggles? 

Circle one 

Y  /   N 

Did you feel nauseous while using the augmented reality goggles? 

Circle one 

Y  /   N 

Did you feel nauseous after using the augmented reality goggles? 

Circle one 

Y  /   N 

 

Did you have any blurry vision while using the augmented reality goggles? 

Circle one 

Y  /   N 

The augmented reality goggles glasses added value to my experience with the ultrasound 
simulator. 

Strongly disagree  disagree neutral  agree  strongly agree 

1  2  3  4  5 

The augmented reality goggles improved my experience with the ultrasound simulator. 

Strongly disagree  disagree neutral  agree  strongly agree 

1  2  3  4  5 
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Appendix	B	
Structured Assessment of Image Acquisition Tool 

Part A - FAST Image Acquisition Evaluation Checklist 
 

Study ID number: ___________________________ 
Examiner: ___________________________ 

HEPATORENAL SPACE 
 
q Orients image with the liver to the left and kidney to the right 
q Visualizes the interface between the liver and kidney clearly  
q Visualizes the interface between the liver and kidney in entirety by sweeping through 

the entire kidney 
q Visualizes the caudal tip of the liver clearly 

 
Score ____ /4 

SPLENORENAL SPACE 
 
q Orients image with the spleen to the left and kidney to the right 
q Visualizes the interface between the spleen and kidney clearly  
q Visualizes the interface between the spleen and kidney in entirety by sweeping 

through the entire kidney 
q Clearly visualizes between the diaphragm and spleen  

Score ____ /4 
PELVIS 
 
q Visualizes the bladder in longitudinal section 
q Visualizes the bladder in entirety in longitudinal section by sweeping through the 

entire bladder 
q Visualizes the bladder in transverse section 
q Visualizes the bladder in entirety in transverse section by sweeping through the entire 

bladder 
Score ____ /4 

 
PERICARDIUM 
 
q Orients image such that the apex of the ventricles point towards the right of the 

image  
q Visualizes both the inferior and superior pericardium  
q Visualizes the pericardium in its entirety by sweeping through the entire heart 

 
Score ____ /3 

 
Total Score ____ /15 
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Structured Assessment of Image Acquisition Tool 
Part B - Global Rating Scale Of FAST Image Acquisition 

Study ID number: ___________________________ 
Evaluator: ____________________ 

Note: a score of 4 is considered an “acceptable performance” for an adequate exam. 
 
 
1. Skin contact 

1 2 3 4 5 
 

Consistently uses insufficient 
amounts of gel or achieves 

inadequate skin contact 

  
Uses appropriate amounts 

of gel and achieves adequate 
skin contact most of the time 

  
Consistently uses appropriate 
amounts of gel and achieves 

adequate skin contact 

 
2. Probe placement 

1 2 3 4 5 
 

Frequently readjusts probe 
position on the skin or obtains 

inadequate views 

  
Correctly places the probe to 

obtain adequate views but 
occasionally requires 

readjustment 

  
Correctly places the probe to 
obtain adequate views on 1st 

attempt with minimal 
readjustment  

 
3. Image scrolling 
 

1 2 3 4 5 
 

After establishing probe 
position continues to 

reposition in a staccato 
manner 

  
After establishing probe 

position has mostly smooth 
image sweeping but makes 

occasional staccato 
movements 

  
After establishing probe 

position makes subtle probe 
movements with smooth 

sweeping 

 
4. Sonographer positioning and probe handling 

1 2 3 4 5 
 

Repeatedly assumes an 
awkward body position or 

holds the probe in an 
awkward or inappropriate 

manner 

  
Occasionally assumes an 

awkward position or 
holds the probe in an 
inappropriate manner  

 

  
Assumes a comfortable body 

position and holds the probe in 
a appropriate manner 
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5. Time of exam 
 

1 2 3 4 5 
 

Takes an excessively long 
time to complete the exam 
(generally greater than 10 

minutes) 

  
Completes the exam in an 
average amount of time 
(generally between 2-5 

minutes) 
 

  
Rapidly completes the exam 
with acceptable performance 

(generally less than 2 minutes) 

 
6. Flow of procedure 
 

1 2 3 4 5 
 

Is consistently unorganized 
with frequent jumps between 

anatomic regions  

  
Mostly organized but jumps 

occasionally between 
anatomic regions 

  
Completes the procedure by 

moving smoothly from region 
to region  

 
7. Overall performance 
 

1 2 3 4 5 
 

Unacceptable performance; 
multiple major inadequacies 

 
Unacceptable 
performance; 
some major 
inadequacies 

 
Unacceptable performance; 

minor inadequacies only 
 
 

 
Acceptable 

performance 
 

Exceptional performance; 
expert FAST performer 

 


