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Abstract

Machine learning (ML) has enjoyed great success in chemistry and drug design,
from designing synthetic pathways, to drug screening, to biomolecular property
predictions, etc.. However, ML models generalizability and robustness requires the
high-quality training data, which is often difficult to obtain, especially when the
training data is acquired from experimental measurements. While one can always
discard all data associated with noisy and/or missing values, this often results to
discarding invaluable data.
This thesis presents and applies mathematical techniques to solve this problem,

and applies them to problems in molecular medicinal chemistry. In chapter 1, we
indicate that the missing-data problem can be expressed as a matrix completion
problem, and we point out how frequently matrix completion problems arise in
(bio)chemical problems. Next, we use matrix completion to impute the missing
values in protein-NMR data, and use this as a stepping-stone for understanding protein
allostery in Chapter 2. This chapter also used several other techniques from statistical
data analysis and machine learning, including denoising (from robust principle
component analysis), latent feature identification from singular-value decomposition,
and residue clustering by a Gaussian mixture model.
In chapter 3, Δ-learning was used to predict free energies of hydration (Δ𝐺).

The aim of this study is to correct estimated hydration energies from low-level
quantum chemistry calculations using continuum solvation models without significant
additional computation. Extensive feature engineering, with 8 different regression
algorithms and with Gaussian process regression (38 different kernels) were used
to construct the predictive models. The optimal model gives us MAE of 0.6249
kcal/mol and RMSE of 1.0164 kcal/mol. Chapter 4 provides an open-source
computational tool Procrustes to find the maximum similarities between metrics.
Some examples are also given to show how to use Procrustes for chemical and
biological problems. Finally, in Chapters 5 and 6, a database for permeability of the
blood-brain barrier (BBB) was curated, and combined with resampling strategies to
form predictive models. The resulting models have promising performance, and are
released along with a computational tool B3clf for its evaluation.
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Chapter 1

Matrix Completion for
Computational Drug Design: A
Review

1.1 Introduction

Recommender systems (also known as recommendation systems) provide person-
alized recommendations given the explicit or implicit information collected from
the user side [1, 2], and have enjoyed great success in e-commerce [3, 4], online
learning[4], social network prediction [5], healthcare [6], and molecular science
[7–10]. As defined by Resnick and Varian: In a typical recommender system
people provide recommendations as inputs, which the system then aggregates and
directs to appropriate recipients. In some cases the primary transformation is in
the aggregation; in others the system’s value lies in its ability to make good matches
between the recommenders and those seeking recommendations. [11].
A recommender system deals with two types of data, attribute information

about users and items (such as movie genres and book contents/topics) and user-item
interactions (such asmovie ratings or shopping records). Content-based recommender
methods use attribute data while collaborative filtering methods use interaction data;
knowledge-based recommender systems are built to explicitly meet the requirements
of the user. Hybrid recommender systems combine information and structure from
all these methods. More information about different types of recommender systems
can be found in [12]. Here we focus on matrix completion, a subset of collaborative
filtering.
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A fundamental assumption of collaborative filtering (CF) is that if two users
𝐴 and 𝐵 share similar rating patterns or similar behaviours over 𝑛 items, their
ratings/behaviours toward other items will be similar too [13, 14], which makes it
possible to predict a user’s response to a new item. There are two main categories
of models in CF: the neighbourhood approach [15, 16] and latent factor models
[17–20]. Neighborhood models highlight the similarities between users or items
[21, 22] which can further be categorized into user-oriented methods [23] and
item-oriented methods [24]. Latent factor models attempt to identify holistic latent
features that explain observed ratings [21]. Latent factor models have been widely
used in recommender systems [17, 18], and gained prominence after their success in
the NetFlix Prize competition in 2006 [25]. The main idea of latent factor models is
to factorize the ratings matrix into a user-latent-matrix (the user embedding) and an
item-latent-matrix (the item embedding). Predictions are obtained from the product
of these latent-factor matrices [25]. Hybrid models combine latent-factor matrices
with side-information about the similarity of users/items [26].
A prototypical example of CF is the Netflix Prize competition. The goal of this

competition was to build a recommender system using a dataset of 100,480,507 movie
ratings from 480,189 thousand subscribers on 17,770 movies; the ratings matrix
therefore had a sparsity of 98.82% [27]. This highlights the challenge inherent in
recommender systems: one wishes to predict a full matrix given only a few elements
thereof. Matrix factorization techniques for imputing the missing values stood out
for their performance on the Netflix challenge[28, 29] establishing the utility of the
matrix completion perspective for CF. Since then, matrix completion algorithms
have received increasing attention from both academia and industry.
While matrix completion has had huge successes in e-commerce [30], link

prediction of social networks [31], signal processing [32], and image processing
[33], the pharmaceutical community has not fully adopted matrix completion
algorithms. The goal of this review is to explain why matrix completion is a
useful tool for drug discovery/design and computational chemistry. Specifically,
we will (1) introduce matrix completion for computational drug design; (2) review
algorithms for matrix completion; (3) discuss how matrix completion can be used for
pharmaceutical applications, with the aim of inspiring computer scientists to design
bespoke algorithms for the drug design domain.
We start this review with a fundamental introduction to matrix completion

methods, including mathematical notation, key concepts and ideas, and different
categories of matrix-completion algorithms. (Cf. section 1.2.) We will also
summarize the leading software packages for matrix completion problems. Then
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we address matrix completion in drug design in section 1.3, which highlights the
power and potential of matrix completion algorithms in the pharmaceutical sciences.
To help the pharmaceutical community to use matrix completion more broadly, the
formulation of drug-design-related tasks as matrix completion problems is presented
in section 1.4. A brief discussion of how to perform model selection is given in
section 1.5. Finally, some analysis of the current state of the field and prospects for
future research and development is given in section 1.6.

1.2 Matrix Completion Methods

1.2.1 Definition of Matrix Completion

The Netflix challenge was to recommend movies to a user based on the movie-
watching history of that user and other users. To express this problem mathematically,
a rating matrix X ∈ R𝑚×𝑛 is constructed, with element X𝑖 𝑗 denoting the rating of
movie 𝑗 by user 𝑖. The rating matrix X is obviously incomplete and sparse as even
the most avid cinephile can only watch a tiny fraction of Netflix’s offerings. The
Netflix challenge is thus posed as a matrix completion problem, where the goal is to
approximate the full rating matrix X for 𝑚 users and 𝑛 movies based on the limited
data available.
One approach to the matrix completion problem is to find a low rank matrixM

with minimum Frobenius distance to the (incomplete) matrix 𝑚𝑎𝑡ℎ𝑏 𝑓 𝑋:

min ∥M −X∥2𝐹
subject to rank (M) ≤ 𝑐

(1.1)

The Frobenius distance between matrices with missing elements includes only those
elements for which the values are known,

∥M −X∥2𝐹 =
∑
{𝑖, 𝑗}∈Ω

(
𝑚𝑖 𝑗 − 𝑥𝑖 𝑗

)2 (1.2)

where Ω denotes the indices for which elements of bothM and X are known.

1.2.2 Compressed Sensing, Matrix Recovery and Matrix Com-
pletion

Matrix completion is a natural extension of compressed sensing [34] which seeks to
reconstruct the signal vectors by assuming sparsity and incoherence [35, 36]. In this
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Fig. 1.1 Matrix completion for movie recommendations and molecular property
predictions along with matrix factorization techniques.

context, sparsity captures the fact that most real-word signals are underdetermined
linear systems, so only some specific domains are significant [37]. This is analogous
to the low-rank assumption in subsection 1.2.4. The other hypothesis, incoherence,
indicates that the singular vectors cannot be too spiky [38–40].
To express this problem mathematically, one wishes to recover the original signal

𝑥0 from the observed data 𝑦 given 𝑦 = A𝑥 [41, 42]. Here A ∈ R𝑚×𝑛 is the (known)
coding matrix (𝑚 ≪ 𝑛). The problem now is formulated as

min
𝑥

∥𝑥∥0

subject to 𝑦 = A𝑥
(1.3)

where ∥𝑥∥0 is ℓ0 norm. However, this is a 𝑁𝑃-hard problem [43–45]. Fortunately,
Candès, Romberg, Tao and et al. proved that under reasonable conditions, the
restricted isometry property (RIP) in compressed sensing lets one rephrase this in-
tractable non-convex ℓ0 optimization problem with a tractable convex ℓ1 optimization
problem [41, 46]. Specifically, Equation 1.3 can be rewritten as

min
𝑥

∥𝑥∥1

subject to 𝑦 = A𝑥
(1.4)
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This is a basis pursuit (BP) problem and can be solved easily with linear programming
[47].
Given the great success of RIP in solving compressed sensing problems, it is

very natural to extend vector recovery in compressed sensing to low-rank matrix
recovery with limited linear measurements [45, 48]. The special case of matrix
recovery where specific elements of the incomplete matrix are measured is called
matrix completion, as shown in Figure 1.2(A).
Mathematically, the matrix recovery problem is to decompose a sparse and

corrupted matrix D as the sum of a low-rank matrix L and a sparse and noisy matrix
E.

min
A,E

rank(L) + 𝜆∥E∥0

subject to D = L + E
(1.5)

where D is the observed data matrix, L is the low-rank matrix, E is the sparse matrix
including noise, and 𝜆 is the regularizer [42, 49]. This problem is hard to solve
because it is non-linear and non-convex. However, in analogy to the use of the RIP
for convex relaxation in compressed sensing, matrix recovery can be solved using
principal component pursuit (PCP): [49]

min
L,E

rank(L) + 𝜆∥E∥1

subject to D = L + E
(1.6)

where ∥E∥1 denotes ℓ1 norm. For related algorithms, see [50, 51].
Given the close relationship between compressed sensing, matrix recovery, and

matrix completion, it is not surprising that similar mathematical and numerical
strategies are used to solve these problems. For example, a nuclear-norm relaxation
is used for all three problems [52].

1.2.3 A Different Perspective: Matrix Completion and Missing
Value Imputation in Statistical Analysis

Missing data is common problem in data-oriented disciplines, but the primary target of
this review is method for adapting the mathematical framework of matrix completion
to pharmaceutical research [53]. For example, certain properties (e.g. 𝐼𝐶50) of
certain compounds can be missing from a dataset, perhaps because the compound
was unavailable or because there were insufficient screening assays. Similarly,
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participants drop out of clinical trials with such frequency that the FDA has issued
guidelines on how to address the associated missing-value problem [54, 54, 55].
The simplest strategy is to remove the missing data by deleting the entire row

or column containing it, but this discards potentially valuable information and can
bias statistical predictions [56]. The second strategy is single imputation, where
the missing data is replaced by the group means, medians or modes, or even by the
results from a regression model. Most sophisticated is multiple imputation, where
a statistical model for the missing values is constructed, then used to impute the
missing values 𝑛 times. This is clearly preferable to deletion or single imputation. For
more statistical analysis and algorithms for missing value imputation, see [57–60].
To build a statistical model for the missing values, it is important to understand

whether the unspecified values are missing at random (MAR), missing completely
at random (MCAR), or missing not at random (MNAR) [59–62]. MAR means that
the missingness arises from the observed data, so that there can be some correlation
between which elements are observed and which are missing. In such cases, it is
plausible that missing data values can be predicted by other variables in the data.
MCAR means that the missing values arise as a pure random sample of the complete
data. This is a more restrictive condition than MAR. The soft-impute algorithm
for low-rank matrix completion [63] achieves similar accuracy for both MCAR and
MAR [64, 65], even though the uniform sampling assumption assumes that observed
matrix entries are independently sampled, and thus MCAR[64].
All other cases are categorized as MNAR. In MNAR, the probability of having

missing data is related to the missing data, which makes MNAR very difficult
to impute. MNAR is ubiquitous when data is missing because determination of
values was too difficult to be feasible experimentally/computationally in some cases,
or where data is missing because its value falls outside the dynamic range of the
measuring apparatus. However, matrix completion methods can be used to fill
missing values even in cases where data is MNAR [66–68].

1.2.4 Fundamental Assumptions of Matrix Completion

When mathematically developing methods for the matrix completion problem, it
is useful to assume that the matrix is incoherent, low rank, and uniformly sampled.
With these assumptions, one can build a robust mathematical framework for matrix
completion that is valid even when the number of known values in the matrix is
asymptotically small[69–71]. Elaborating on these three features:
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(i) Uniform sampling of observed entries. It is often assumed that the elements
of X are sampled uniformly and randomly. Quantitatively, Bernoulli sampling
is often used, where each 𝑥𝑖 𝑗 is included in X with probability 𝑝 [34]. Another
simplification is that sampling with replacement [72].

(ii) Low-rank. The target matrixM has rank 𝑟, and this rank does not depend on
the data provided. By assuming the matrix has low rank, the degrees of freedom
are restricted to be smaller than the amount of data available. Missing elements
in low-rank matrices can be predicted with high confidence when the sparsity of
the data and the rank of the target matrix are low enough, and the data sampling
scheme is appropriate [34, 73–76].
The theory of matrix completion suggests that a matrix X ∈ R𝑚×𝑛 with rank
𝑟 where 𝑚 ≤ 𝑛 can be recovered if and only if the number of the observed
samples (with uniformly sampling at random) is greater than 𝐶𝑟𝑚log2(𝑛) where
𝐶 is a constant factor [69]. Moreover, 𝑟𝑚 log𝑚 sampled entries with uniformly
distribution are required to ensure that it is highly probable that there is at least
one entry in each row and column [72].

(iii) Incoherence. The assumption that both the row and column space of the
target matrix M are incoherent is inspired by the link to compressed sensing.
Incoherence ensures that the (non-vanishing) singular values of matrixM have
similar magnitude. Joint incoherence is not required [77].

1.2.5 Algorithms for Matrix Completion

There are two major types of linear matrix completion methods: matrix factorization
methods and rank minimization methods [73]. Though we will focus on the basic
principles and state-of-the-art for these two methods, we will also overview non-linear
matrix completion algorithms.

1.2.5.1 Rank Minimization Methods

Rank Minimization Given a matrix X ∈ R𝑛×𝑛 with rank 𝑟 , we aim to recover the
missing elements inX. The number of degrees of freedom is 𝑛2−(𝑛 − 𝑟)2 = (2𝑛−𝑟)𝑟 ,
which is much less than 𝑛2 for a low-rank matrix. Therefore we can recover the matrix
perfectly by sampling less than 𝑛2 elements [74]. More explicitly, the 2𝑛𝑟−𝑟2 degrees
of freedom can be determined by constructing the singular value decomposition
(SVD) of X.
Candes showed that the elements of a low-rank matrix can be determined by

optimizing:[74]
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min
X

rank(X)

subject to X𝑖 𝑗 = M𝑖 𝑗 , (𝑖, 𝑗) ∈ Ω,
(1.7)

where Ω denotes the set of {𝑖, 𝑗} values for which the element 𝑀𝑖, 𝑗 is known.
While the minimizing the rank of a matrix subject to convex constraints is NP-hard
[78], there is a popular heuristic algorithm based on minimizing the trace of a
positive-definite decision variable [79].

Nuclear Norm Minimization Fazel [80, 81] generalized this strategy to rectangular
matrices by using the nuclear norm. Suppose we have a rank 𝑟 matrix X; X therefore
has 𝑟 positive singular values, 𝜎1 ≥ 𝜎2 ≥ · · · ≥ 𝜎𝑟 > 0. The nuclear norm of X is
defined as the sum of its singular values,

∥X∥∗ =
𝑟∑
𝑖=1

𝜎𝑖 (X) (1.8)

Similarly, operator/spectral norm can be defined as the largest singular value of X

∥X∥2 = 𝜎1(X) (1.9)

The matrix completion problem can then be formulated as

min ∥X∥∗
subject to X𝑖 𝑗 = M𝑖 𝑗 , (𝑖, 𝑗) ∈ Ω,

(1.10)

whenever the number of entries in the partially-observed matrixM ∈ R𝑚×𝑛 is greater
than or equal to 𝐶𝑛 5

6 𝑟 log(𝑛), this problems has a unique solution. Here 𝐶 is a
positive constant, and it is assumed that the entries inM are randomly selected and
that 𝑚 ≤ 𝑛.
The nuclear norm, alternatively named the Ky Fan norm, Schatten 1-norm

and the trace class norm [82], is convex.[73] Therefore problem in Equation 1.10
can be efficiently numerically solved by standard methods, including semidefinite
programming.
The parallelism between rank minimization and sparse approximation arises

because the nuclear norm equals the ℓ1 norm of the vector of singular values.
Therefore, many mathematical properties and practical benefits of ℓ1 (vector) op-
timization (in, e.g., compressed sensing) extend to nuclear-norm optimization in
matrix completion.[34, 69, 82, 82–87].
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When only a few singular values are believed to contain important information, a
truncated nuclear norm can be used [88].

min ∥X∥𝑟
subject to X𝑖 𝑗 = M𝑖 𝑗 , (𝑖, 𝑗) ∈ Ω

(1.11)

The goal of using the truncated nuclear norm, ∥X∥𝑟 = ∥X∥∗ −
∑𝑟
𝑖=1 𝜎𝑖 (X) =∑min(𝑚,𝑛)

𝑖=𝑟+1 𝜎𝑖 (X), is to minimize the importance of all but the 𝑟-largest singular
vectors. Numerical experiments show that the truncated nuclear norm is preferable
to non-smooth formulations of the rank minimization problem.
Missing matrix entries can be reconstructed by nuclear-norm minimization if the

RIP is appropriately satisfied [89, 90]. In this case, the (easy) convex nuclear norm
optimization problem is equivalent to the (hard) rank minimization problem, as the
two objective functions have the same unique solution [34]. This strategy supersedes
earlier attempts at convex relaxations of Equation 1.7 [34, 69, 72].

Schatten 𝑝-Norm Minimization Improved numerical performance can be ob-
tained by generalizing the nuclear-norm minimization approach to the Schatten
𝑝-norm [91]

∥X∥𝑆𝑝 =

(
min{𝑛,𝑚}∑

𝑖=1

𝜎
𝑝

𝑖

) 1
𝑝

(1.12)

where 𝜎𝑖 is the 𝑖th-largest singular value of matrix X ∈ R𝑚×𝑛 and 0 < 𝑝 < ∞. When
𝑝 = 1, this is the nuclear norm (cf. Equation 1.8) and when 𝑝 → ∞ this is the
spectral norm (cf. Equation 1.9). Using the Schatten 𝑝-norm, the matrix recovery
problem can be stated as:[92]

min ∥X∥𝑝
𝑆𝑝

subject to X𝑖 𝑗 = M𝑖 𝑗 , (𝑖, 𝑗) ∈ Ω,
(1.13)

This algorithm converges if 𝑝 ∈ (0, 2], and the numerical performance is better than
nuclear norm minimization one when 0 < 𝑝 < 1 [91]. Better approximations result
when 𝑝 is closer to zero. Chen et al. explored the relationship between the restricted
isometry constant [41, 93], 𝛿4𝑟 and 𝑝, and proposed that sufficient conditions for
exact matrix recovery are

√
3
2 ≤ 𝛿4𝑟 < 1 and 0 < 𝑝 < 2 × (1 − 𝛿4𝑟) [94].

Schatten 𝑝-norm-optimization (and other related norms) are frequently used in
matrix completion [92, 95]. For example, the Schatten 𝑝-norm can be adapted to
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problems where features have different relevance by weighting the singular values.
This gives rise to the weighted Schatten 𝑝-norm [96],

∥X∥𝑤,𝑆𝑝 =

(min(𝑚,𝑛)∑
𝑖=1

𝑤𝑖𝜎𝑖
𝑝
) 1

𝑝 (1.14)

where 0 ≤ 𝑤𝑖 is the weight of the 𝑖-th singular value. Numerical experiments suggest
that weighted Schatten 𝑝-norms are especially useful whenM contains noisy data.
After the matrix completion problem has been recast as a Schatten 𝑝-norm

optimization problem, it can be solved with augmented Lagrangian multiplier (ALM)
methods [97] and the majorization minimization algorithm [90]. The the ℓ1-norm
(𝑝 = 1) is usually a robust choice for the loss function.

Singular Value Thresholding Algorithm Several algorithms for matrix recovery
via nuclear norm minimization have been developed, including singular value
thresholding (SVT) [98], the alternating direction method (ADM) [99], and the
inexact augmented Lagrange multiplier (IALM) method. Interior point solvers like
SDTP3 and SeDuMi are advantageous because one can rigorously prove that they
converge to the solution of the matrix recovery problem [83, 100, 101]. However,
their cost grows rapidly with the size of the matrix, because the number of linear
constraints is equal to the number of available elements ofM.
The SVT algorithm proposed by Cai et. al [98] has high computational efficiency

and is applicable to huge matrices. The basic idea of SVT is to use a shrinkage
operator D𝜏 which shrinks singular values below a threshold to zero. More details
can be found in [98, 102].
Because computing the SVD can be very slow when the rank of the matrix is

not much smaller than its dimension (i.e., r(𝑀) 3 dim(𝑀). Cai proposed using
Newton iteration instead of SVD to calculate 𝐷𝜏 (𝑌 ) [103]. Using similar matrix
shrinkage strategy along with a matrix factorization strategy we shall introduce in the
next section, a fixed-point continuation with approximate SVD (FPCA) algorithm
was proposed to solve the matrix completion problem [104]. According to their
numerical experiments, FPCA achieves better accuracy and takes less computational
time than SVT. A fast iterative shrinkage thresholding algorithm (FISTA) using
partial SVD has also been proposed for large datasets [105].
Because of their high computational costs, significant effort has been devoted

to designing and analyzing the non-convex algorithms [106–108]. Because the
objective function is not convex, good initialization schemes are extremely important.
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Sun pointed that if the initialization is sufficiently accurate, the problem is effectively
strongly convex [109]. This means that even if the problem of interest does not
satisfy the mathematical conditions that are required for the convex relaxation to be
exact, the convex relaxation of the problem can be used as a (hopefully accurate)
initial guess for the (exact) non-convex formulation of the matrix recovery problem.

1.2.5.2 Matrix Factorization Based Methods

Low-rank Matrix Factorization The disadvantage of nuclear-norm algorithms
is their high computational cost (O(𝑛3) for flops and O(𝑛2) for memory, where
X ∈ R𝑚×𝑛), even using the fastest algorithms [110]. When the matrix factorization
methods can dramatically reduce this cost[111]. Therefore, matrix factorization
methods are preferred for for matrix completion problems using large datasets.
The idea of matrix factorization (MF) based methods is that an matrix X ∈ R𝑚×𝑛

with rank 𝑟 can be factorized into two smaller matricesP ∈ R𝑚×𝑟 and Z ∈ R𝑟×𝑛; when
𝑟 << min(𝑚, 𝑛) this factorization can be constructed with far less computational
cost than methods based on (partial) SVD [112–114]. MF can be interpreted as the
rank constrained problem for matrix completion [115]:

min
X,P,Z

∥P∥2𝐹 + ∥Z∥2𝐹

subject to X = PZ𝑇 ,

X𝑖 𝑗 = M𝑖 𝑗 , (𝑖, 𝑗) ∈ Ω,

(1.15)

where P ∈ R𝑚×𝑟 , Z ∈ R𝑟×𝑛 and 𝑟 is the rank of the matrix X. The computation
efficiency of this approach arises because QR factorization is much cheaper than
SVD for low-rank problems, though the two methods give equivalent results:

X = UΣV𝑇

= (UΣ
1
2 ) (Σ 1

2V𝑇 )
= PZ𝑇

(1.16)

U and V matrices are the latent factors that describe row and column spaces,
respectively; Σ matrix represents the interaction between the factors.
Low-rank factorization compresses the 𝑛 features (number of columns) to 𝑟 new

features. Knowing the rank, 𝑟 , beforehand is, however, is frequently impossible. The
nonlinear successive over-relaxation method developed in [104] adjusts 𝑟 dynamically,
can be shown to recover low-rank matrices with high probability, and works reliably in
practice [104]. The theoretical proof for matrix reconstruction of weighted low rank

1.2 Matrix Completion Methods | 11



Ph.D. Thesis - F.W. Meng; McMaster University - Chemistry and Chemical Biology

matrix approximations was reported by Y Li et al. using alternating minimization
methods [116].
MF transforms matrix completion into a non-convex optimization problem

for P ∈ R𝑚×𝑟 and Z ∈ R𝑟×𝑛. Nonetheless, the full matrix M is recoverable
by local optimization methods like gradient-descent and alternating least squares
provided the target matrix meets the basic assumptions we discussed previously
(i.e., uniform sampling, low-rank, and incoherence) [108, 108, 109, 117–119]. Ge
and his colleagues proved the local minimum is the global optimum whenM is a
positive-semidefinite symmetric matrix[110].

Alternating Least Squares Algorithms Alternating minimization is a popular
strategy for MF-based matrix recovery, famously playing an essential role in the
winning entry in the Netflix Prize competition [120–122].
The optimization optimum is achieved by fixing only P, while minimizing Z,

vice versa. The least squared loss function is typically used. Therefore, the problem
becomes if we fix Z with the step index ℓ

Pℓ = argmin
P

∑
(𝑖, 𝑗)∈Ω

[
X𝑖 𝑗 − (PZ𝑇ℓ−1)𝑖 𝑗

]2 (1.17)

This step is repeated with Pℓ fixed to get the optimum value of Pℓ.

Zℓ = argmin
Z

∑
(𝑖, 𝑗)∈Ω

[
X𝑖 𝑗 − (P𝑇ℓ Z)𝑖 𝑗

]2 (1.18)

The chief advantages of alternating least squares (ALS) approaches is its compu-
tational efficiency for large datasets, which arises because missing data is directly
emerge when large datasets are considered: ALS is easy to parallelize, each iteration
is computationally inexpensive, and memory costs are low, just 2𝑟 [106].

1.2.5.3 Non-Linear Matrix Completion

The aforementioned linear matrix completion (LMC) algorithms assume that the
matrix values can be represented by linear transformations in a lower-dimension latent
subspace [73]. In this case, observations can be represented as linear transformations
of the latent features. However, nonlinearity is more prevalent in real-world applica-
tions. For example, one can consider a nonlinear mapping from the 𝑟-dimensional
latent space to the observations, 𝑓 : R𝑟 → R𝑚. Popular methods for encoding non-
linear data structures include kernel PCA (KPCA) [123] and t-distributed stochastic
neighbor embedding (t-SNE) [124]. Inductive matrix completion includes nonlinear-
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ity by using side-information about the relationships between the rows and columns.
For example, a movie recommender system can achieve a better performance using
side information about (dis)similarities between viewers (e.g., their age) or movies
(e.g., movie genre). Si and his colleagues proposed a goal-directed inductive matrix
completion method assuming that incomplete matrix 𝑀 can be estimated as [125]

M = Φ(A)CΦ(B)𝑇 (1.19)

where C is the unknown low rank matrix and Φ(A) and Φ(B) are nonlinear mapped
features of the side information A and B, respectively.
Nonetheless, nonlinear matrix completion methods are comparatively undevel-

oped. Most current methods are inapplicable when side information is incomplete or
unavailable. Second, some of the best methods for classification problems are inap-
plicable to more general matrix completion problems. Finally, most nonlinear matrix
completion methods a priori knowledge of the kernel hyperparameters, regulariza-
tion parameters, and the number of low rank components; this information is rarely
available in practical applications [92]; these problems can be partly circumvented
using various "kernel tricks" [73].

1.2.5.4 Relationship between Various Matrix Completion Methods

As depicted in Figure 1.2(B), Schatten 𝑝-norm minimization methods for matrix
completion evolves into nuclear norm minimization based methods based on Equa-
tion 1.8 and Equation 1.12. When a truncation operation is imposed, the algorithm
becomes truncated nuclear norm minimization method.
Recently, a new study has revealed the relationship between Schatten 𝑝-norm

based minimization and matrix factorization based methods. The equivalence
between these two optimization methods can be proved if we define 𝑝, 𝑝1, 𝑝2 as
the (quasi-)norm from Schatten 𝑝-norm minimization and norms of the low-rank
matrices in the matrix factorization are measured with the Schatten 𝑝1- and 𝑝2-norms.
Here,

1

𝑝
=

1

𝑝1
+ 1

𝑝2
(1.20)

where 0 < 𝑝 ≤ 1 and 𝑝1, 𝑝2 > 0 [126]. Most nonlinear matrix completion
methods are embellishments of linear matrix completion models with kernel tricks
[73, 127, 128].

1.2 Matrix Completion Methods | 13



Ph.D. Thesis - F.W. Meng; McMaster University - Chemistry and Chemical Biology

Fig. 1.2 Summary of matrix completion related theories and algorithms. (A).
Relationship between compressed sensing, matrix recovery and matrix completion.
(B). Relationship between matrix factorization, Schatten 𝑝-norm minimization,
nuclear norm minimization, truncated nuclear norm minimization and non-linear
matrix completion [73, 92].

1.2.6 Computational Packages for Matrix Completion

Due to their broad utility, many computational packages for matrix completion have
been developed. This makes it relatively easy for users to apply matrix completion
methods, even without a deep knowledge of the underlying mathematical theorems
and numerical algorithms. As shown in Table 1.1, software for matrix completion
is available in a wide variety of programming languages, including Java, Matlab,
Python, C++, R and Scala. All the packages listed in Table 1.1 are free for academic
use, though mctc4mi and lrslibrary require a Matlab license.
Different packages support various aspects of matrix completion. For example,

both mctc4bmi and SMURFF support tensor completion. Some packages, like
H2O-3 and LowRankModels.jl, emphasize low-rank matrix recovery models;
lrslibrary focus on signal/noise separation [129]. lightfm incorporates
metadata from items and users into more conventional matrix factorization algorithms
[130]. The softimpute and filling packages are mostly concerned with
missing value imputation. The implicit package is specifically designed to solve
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implicit feedback data in matrix completion, which just suggest whether a user has an
interaction with one item (e.g. binary data about whether an item was purchased or
liked), but not user-ratings. In contrast, fancyimpute answers questions related
to explicit ratings. It is also noticed that some general purpose recommender system
engines, for example Microsoftrecommenders and ApacheSpark, support
not only matrix completion methods, but other problems too.
The package summary table also featured some new trends in matrix completion

field. For example, ICMC and gcmc highlight a new trend in matrix completion:
the close relationship between matrix completion and graph theory. SMURFF is
notable because it explicitly supports side-information. Collie is the only package
in Table 1.1 that can supports non-linear matrix completion.
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Table 1.1 Computational packages for matrix completion. ⊛

Package name Source codes Version LICENSE Programming language Reference
librec https://github.com/guoguibing/librec 3.0.0 beta GPL-3 Java 131
MatrixCompletion.jl https://github.com/bethandtownes/MatrixCompletion.jl 0.1.0 MIT Julia
LowRankModels.jl https://github.com/madeleineudell/LowRankModels.jl 1.1.1 MIT Julia 132
mctc4bmi ∗ https://github.com/andrewssobral/mctc4bmi Matlab 133
lrslibrary https://github.com/andrewssobral/lrslibrary 1.0.10 ⋇ Matlab 129
fancyimpute https://github.com/iskandr/fancyimpute 0.5.5 Apache License 2.0 Python 134
Surprise http://surpriselib.com 1.1.1 BSD 3-Clause Python 135
lightfm https://github.com/lyst/lightfm 1.16 Apache License 2.0 Python 130
RecBole https://github.com/RUCAIBox/RecBole 0.2.1 MIT Python 136
matrix-completion https://github.com/tonyduan/matrix-completion Eclipse Public License Python 137
IGMC § https://github.com/muhanzhang/IGMC MIT Python 138
bufflo https://github.com/kakao/buffalo 1.2.1 Apache License 2.0 Python
LibRecommender https://github.com/massquantity/LibRecommender 0.6.4 MIT Python
collie_recs https://github.com/ShopRunner/collie_recs 2 BSD 3-Clause Python
Microsoft recommenders https://github.com/microsoft/recommenders 0.5.0 MIT Python 139, 140
implicit https://github.com/benfred/implicit 0.4.4 MIT Python
gcmc § https://github.com/tanimutomo/gcmc Python 31
SMURFF ∗ ‡ https://github.com/ExaScience/smurff 0.16.0 MIT Python, C++ 141
H2O-3 https://docs.h2o.ai/ 3.32.1.2 Apache License 2.0 Python, R 142
cmfrec https://github.com/david-cortes/cmfrec/ MIT Python, R 143
Apache Spark https://spark.apache.org 3.3.1 Apache License 2.0 Python, Scala, Java 144
rsparse https://cran.r-project.org/web/packages/rsparse 0.4.0 GPL-2 | GPL-3 R
softimpute https://cran.r-project.org/web/packages/softImpute 1.4 GPL-2 R 63
filling https://cran.r-project.org/web/packages/filling 0.2.2 MIT R
⊛ All the data were collected as of May 4th, 2021.
∗ mctc4bmi and SMURFF supprt tensor completion.
§ ICMC and gcmc support graph matrix completion.
⋇ lrslibrary is free and open source for academia (non-commercial), but no license is specified.
‡ SMURFF supports side information incorporation.

1.2
M
atrix

Com
pletion

M
ethods

|
16

https://github.com/guoguibing/librec
https://github.com/bethandtownes/MatrixCompletion.jl
https://github.com/madeleineudell/LowRankModels.jl
https://github.com/andrewssobral/mctc4bmi
https://github.com/andrewssobral/lrslibrary
https://github.com/iskandr/fancyimpute
http://surpriselib.com
https://github.com/lyst/lightfm
https://github.com/RUCAIBox/RecBole
https://github.com/tonyduan/matrix-completion
https://github.com/muhanzhang/IGMC
https://github.com/kakao/buffalo
https://github.com/massquantity/LibRecommender
https://github.com/ShopRunner/collie_recs
https://github.com/microsoft/recommenders
https://github.com/benfred/implicit
https://github.com/tanimutomo/gcmc
https://github.com/ExaScience/smurff
https://docs.h2o.ai/
https://github.com/david-cortes/cmfrec/
https://spark.apache.org
https://cran.r-project.org/web/packages/rsparse
https://cran.r-project.org/web/packages/softImpute
https://cran.r-project.org/web/packages/filling


Ph.D. Thesis - F.W. Meng; McMaster University - Chemistry and Chemical Biology

1.3 Matrix Completion in Drug Design

The advance of high-throughput screening (HTS) [145], high content screening
(HCS) [146], biological sequencing technologies [147], etc., together with advances
in computer hardware and numerical algorithms, has greatly increased the availability
and usability of biological data in pharmaceutical science. "Big Data" is now an
integral part of drug design and development. Nonetheless, missing data is common
in pharmaceutical research. For example, micro-array data are plagued with missing
measurements [58, 148]. Rather than deleting entire rows and columns of data due
to missing entries therein, matrix completion allows us to use the data we have to not
only predict the data we are missing, but also to learn the underlying structure of the
original (complete) data matrix.
In this section, we will start with an overview of the potential of missing value

imputation in the pharmaceutical sciences, discuss key mathematical theorems that
undergird such applications, and review key applications.

1.3.1 Why Matrix Completion Can Be Used for Drug Design

In traditional recommender systems, we have incomplete ratings of different users
on various items, which we represent mathematically as a rating matrix, where
the rows are indexed by the users and columns are indexed by items, as shown in
Figure 1.1(A). If we replace users with molecules and items with different molecular
properties, this is directly analogous to a large number of problems that arise in the
(bio)physical sciences. The molecule-property matrix is frequently very sparse due
to experimental protocol limitations, compound (un)availability, or other reasons.
For example, experimental measurements of log(𝑃) values and biological activities
can be cast as matrix completion problems Figure 1.1(B).
Matrix completion algorithms can be used in recommender systems because

the strong correlation of similar users will demonstrate similar preferences over
items. Analogously, structurally similar molecules often demonstrate similar physic-
ochemical properties which is a fundamental assumption of modern quantitative
structure-activity and structure property relationship (QSAR/QSPR) studies [149–
151]. The similarity principle also undergirds ligand-based drug design [152, 153]
and scaffold hopping [154]. When some property values are not measured or missing,
we can argue that the missing value can be inferred from observed entries on the
basis of the similarity assumption. This fits into uniform sampling assumption or
MAR mechanism in statistical theory perfectly.
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Moreover, it is a known phenomena that biological systems are composed of
interacting components, such as genes, proteins, RNAs and so on, which also share
similarities among themselves. For example, members of a family of proteins often
share high sequence similarities, resulting in similar structure, similar dynamics
patterns and thus similar functions. These correlations and associations reveal that
biological data is often low-rank.
It should be pointed out that structurally similar or analogous molecules may

demonstrate potency difference on the same target, which knows are activity cliffs
[155, 156]. Meanwhile, attempts have been made to predict activity cliffs behaviors
using similarity measurements [157, 158], still highlighting that biological activity
is dependent on chemical similarity.

1.3.2 Why Big Matrices are Approximately Low-Rank

Most matrix completion methods are based on the assumption that large matrices
are approximately low rank. Why are most big matrices approximately low-rank,
and are the matrices that arise in pharmaceutical applications also low rank? Udell
and Townsend performed a comprehensive mathematical analysis to rationalize
the plausability of the low-rank assumption [159]. Their proof uses the Johnson-
Lindenstrauss lemma, which states that, with high probability, any data points in
a high dimensional Euclidean space can be mapped to low dimensional Euclidean
space while approximately preserving the distance between two data points [160].
Even if the given matrix is full rank, they argue that the matrix can be embedded
into a lower Euclidean space with a relative error bound [159]. Therefore, any
sufficiently large matrix is approximately low-rank. For more detailed mathematical
analysis, please refer to original paper [159]. Importantly, Udell-Townsend analysis
is fully generic: it works for any matrix as long as its elements are more-or-less
random, as opposed to highly structured. It applies in the biological context because
measuring the properties of a molecule is equivalent to randomly selecting a point
from the underlying distribution of molecular properties. However, if the molecules
are selected to explicitly probe different constellations of molecular properties (e.g.,
molecules selected to ensure high diversity of training data), the rank of the large
matrix may be larger than expected. Conversely, if the molecules are targeted (e.g., a
library consisting only of closely-related compounds), the rank of the large matrix
may be less than expected.
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1.3.3 Applications of Matrix Completion in Pharmaceutical Stud-
ies

Matrix completion has been widely used in bioinformatics, but until recently people
failed to notice its wide applicability in the broader context of drug design and
discovery. The next sections overview how matrix completion can be used to address
diverse problems in the drug development pipeline, see Figure 1.3.

Fig. 1.3 Applications of matrix completion in pharmaceutical related fields. A
hierarchical diagram showing the applicability of matrix completion in computational
chemistry and drug design related sub-disciplines where application domain are
highlighted in darker boxes and the usages of matrix completion algorithms are
denoted in lighter boxes.

1.3.3.1 Matrix Completion for Physicochemical Property Predictions

Thermodynamics Property Prediction Matrix completion has demonstrated its
potential in thermodynamics property prediction [161]. In this study, the authors
formulated a sparse matrix X ∈ R240×250 for the activity coefficient for binary
mixtures with 240 solutes and 250 solvents and employed a probabilistic matrix
factorization model to predict the missing values. (The activity coefficient measures
the deviations from ideal behavior in a chemical mixture system, and thereby
describes the intermolecular interactions between solute and solvent molecules.)
The proposed model achieved an absolute error less than 0.1 for 48.1% of the data
even though the density of the matrix was just 6.82%. A follow-up study by the
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same research team proposed a hybridizing approach by combining physical and
data-driven prediction methods [162]. A knowledge distillation was conducted on
top of the activity coefficient matrix with physics-based computational method, the
modified UNIFAC, which provides some fitted parameters. Then informative priors
were well-designed for the latent matrices. Both steps rely on probabilistic matrix
completion and the model was significantly more accurate than alternative methods
using UNIFAC, data-driven MCM, badding and boosting. [162]

Molecular Spectroscopy Reconstruction Molecular Spectroscopy can reveal
important structural and dynamical information about molecular systems, but it is
often time-consuming and technically difficult to obtain a full, precise, spectrum.
For example, NMR has been widely applied to fragment-based lead discovery,
structure-based drug design, protein-ligand interactions, hit compound validation and
optimization, etc. [163–165]. Moreover, recent advances in in-cell NMR, on-cell
NMR enables high-resolution studies of macromolecule structure, dynamics, and
stability in solution, providing drug discovery with a very powerful tool [166–168].
However, obtaining high-resolution NMR is challenging.
Non-uniform sampling (NUS) provides a partial solution to this problem where

matrix completion can be used to reconstruct a spectrum efficiently [169]. The
free induction decay (FID) from NMR x, was converted to a Hankel matrix with a
operator P,

X = Px (1.21)

where X is low rank. Qu et al proposed to use alternating direction minimization
method [169], a matrix completion algorithms, to reconstruct the NMR spectra.
They successfully reconstructed a 2D 1H-15N HSQC spectrum with high quality

by using just 35% of the complete acquired spectrum. Later a weighted version of
Hankel matrix completion method, WLRHM, was developed by the same group,
providing even better results [170]. In addition to singular-value weighting as in
WLRHM, singular value thresholding was employed to reconstruct 2D non-linear
spectroscopy, which is useful to uncover the dynamics of molecular complexes [171].
Similarly, a low-rank Hankel matrix model was developed for spatiotemporally
encoded ultrafast NMR to faithfully reconstruct the spectrum by using an enhanced
Hankel matrix from 1D inverse Fourier transformation [172]. The single point array
reconstruction by spatial encoding (SPARSE) spectroscopy, which can be used to
map multidimensional electronic structure and ultrafast dynamics, also benefits from
reduced acquisition time by using matrix completion for spectra reconstruction [173].
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Another important application is spectrum denoising. A regularization parameter
𝜆 was introduced to denoise the NMR spectroscopy, leading to a model named convex
Hankel low-rank matrix approximation for denoising exponential signals (CHORD)
[174]. Moreover, matrix completion has been shown to improve the resolution of
multidimensional NMR as well [175]. For more examples of denoising and spectra
reconstruction of NMR, please refer to [176–178].
There are application beyond NMR also. For example, compressed sensing can

be used to replace the Fourier transformation algorithm in spectroscopy, and has
been shown to be an effective strategy for the calculations of vibrational, optical
absorption, and circular dichroism (CD) spectra [179].

Matrices in Quantum Chemistry Quantum chemical calculations provide ac-
curate and fundamental information about the electron distribution and chemical
bonding in chemical systems, but require significant computational resources, espe-
cially for large biomolecules. A particular problem is that the most accurate methods
are only practical for smaller molecules. Matrix completion offers a solution to this
problem. The main idea is to reconstruct a matrix from higher level of theory with a
matrix from a lower level of theory.
For example, the hessian matrix, the second derivative of the energy with respect

to nuclear displacements, is needed to compute vibrational frequencies and their
normal modes. An recent study proposed a clever trick: evaluate energy second
derivatives for some randomly-selected modes using molecular mechanics, then try
to recover the full Hessian matrix [180]. Information about vibrational modes and
frequencies can be obtained after projecting into the atomic coordinates basis and
diagonalizing. It was found that 99% accuracy can be achieved by only sampling
30% of the modes, reducing the computation time by 70%. While this study used
molecular mechanics to evaluate the Hessian, the authors provide an implementation
using the Q-Chem quantum chemistry software [181].
Matrix completion algorithms be used to model the molecular potential energy

surfaces (PES), which is a central topic in computational chemistry. A popular way
to constructing a PES is to sample different atomic conformations, compute the
conformations’ energy (and possibly energy derivatives), then fit the results using
splines [182, 183]. Based on the sparsity property of the PES, matrix completion can
be used to construct a sparse-tensor polynomial basis with only a few PES evaluations
[184]. A matrix completion variant, harmonic variety-based matrix completion
(HVMC), is proposed to solve the minimum energy path finding problem in chemical
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reactions where all the eigenvalues can be recovered successfully with just 30%
random sampling. [185].

1.3.3.2 Matrix Completion for Drug Discovery

Drug Target Discovery Synthetic lethality (SL) is an emerging approach for cancer
drug target discovery [186, 187]. The synthetic lethal interaction denotes a pair of
two genes where perturbation (such as loss or inhibition with small molecules) of
either one is viable, but loss of both will be lethal to the cell [186, 187]; this has been
proved to be a useful for cancer drug target identification. However, experimental
methos for assessing of SL, using methods like CRISP-CAS gene editing, are time-
consuming and labor-intensive. The computational prediction of SL has gained
increased attention [187].
Unlike models which do not consider prior knowledge about macromolecules and

network topological structure, logistic matrix factorization based matrix completion
was used for SL predictions by adding gene ontology (GO) semantic similarities as
side-information [188]. Collective matrix factorization (CMF) was proposed as a
unified framework to get jointly low-rank factorization of arbitrary set of matrices of
pairwise relational data and experimental results revealed that mixed information of
different relational data types help improve CMF performance [189]. Inspired by
this, Liany et al. proposed a variant of CMF for SL prediction with heterogeneous
data sources [190]. In constrast to CMF, the new model can deal with matrices with
the same row and column entity types, extending the applicability of CMF by (1)
learning a transformed representation (eigenvectors projected by principal component
analysis algorithm); (2) transforming matrices with graph features; (3) assigning
matrix-specific weights. The newly proposed model outperforms state-of-the-art
methods for SL prediction, such as MNMC, MCA, MetaSL, and Mashup.
Besides identifying lethal gene pairs of SL, matrix completion can also help

anti-viral drug target identification. Because influenza viruses undergoes rapid
mutation to escape from population immunity, predicting its antigenicity becomes a
crucial task. A H3N2 influenza dataset with 253 viruses (antigens) and 79 vaccine
(antisera) was used to formulate a matrix completion problem [191].
As a natural extension and enhancement of matrix completion, tensor completion/

tensor factorization can also facilitate target discovery; this allows heterogeneous data
sources to be incorporated, and often fits experimental data (where one may multiple
measurements of a single molecular properties, with each measurement occurring
under different conditions) The Rosalind method uses a tensor factorization model to
identify disease-related genes by completing a heterogeneous knowledge graph tensor
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which incorporates information about disease, gene-protein, compound, mechanism,
and pathway [192]. This model demonstrated 18%-50% improvement compared
with 5 state-of-art methods. Experimental validations in vitro for rheumatoid arthritis
confirmed the utility of Rosalind predictions, as a new gene was identified.

Protein-Protein Interaction Networks Protein-protein interactions (PPIs) serve
as the physical foundations of intermolecular communications in biological systems
and are regarded as an important class of drug targets [193, 194]. PPI networks
are often represented as a graph where each node denotes a protein and each edge
represents a PPI. Therefore, the adjacency matrix of the PPI graph is a good match
for matrix completion approaches; this type of matrix completion problem is often
refereed to as link prediction in literature.
Subspace pursuit low-rank (SPLR) completion was an early attempt to use matrix

completion for PPI predictions; it was applied to PPI network data for Saccharomyces
cerevisiae [195] with 13.5% data points observed for 1200 × 1200 protein pairs,
which became a standard dataset for studies of this type. A new algorithm for PPI
predictions, robust discrete matrix completion (RDMC), was developed by using the
augmented Lagrangian method to deal with integer programming problem that is
inherent in binary matrix completion problems [196]. Additionally, inspired by the
work of logistic matrix factorization for SL predictions [188], a symmetric logistic
matrix factorization method was recently reported for PPI network predictions [197].
None of these approaches included any side information, like protein sequence

or secondary structure. Later, a study using the same Saccharomyces cerevisiae
PPI dataset exploited protein sequence as side information, where the sequence
information was encoded with amino acid composition method [198, 199]. Another
method for PPI reconstruction, non-negative matrix tri-factorization, enriches these
tools by using information about protein sequences and structure and gene expressions,
together with manifold regularization techniques [200].

Drug Screening One of the most straightforward applications of matrix completion
is in drug screening, where each molecule may be tested against multiple (but not all)
targets, and each target may have been probed by multiple (but not all) molecules. An
automated high throughput screening (HTS) pipeline was developed by incorporating
active learning and categorical matrix completion, the latter of which efficiently
completes the phenotype matrix in HTS [201]. One innovation in this study was that
not only were predictions provided, the reliability of the predictions were quantified
by uncertainty analysis.
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Another study used a computational model for antiviral drug discovery which is
built on the top of sparse-group inductive matrix completion (SGIMC) algorithms [8].
The training data used a sparse matrix with 247994 compounds as rows, 158 viral
species as columns, and 400,281 interaction (antiviral activity) values. SGIMC takes
side information into consideration including chemical descriptors of the compounds
and virus features; the raw descriptors were then processed using feature selection
methods. The model achieved a moderate performance on an external dataset with
receiver operating characteristic (ROC) score greater than 0.9.

Drug Repositioning Although drug repositioning (also known as drug repurposing)
is not a brand new concept, it has been gained considerable momentum in the
last decades which enables us to find new usages for known drugs [202, 203].
Drug repositioning allows an accelerated drug development process because more
prior information is available to prove the lead compound’s efficiency and safety
[204]. Another factor that makes drug repurposing so attractive is that the drug
development process is more economical compared with de novo drug design and
development [205]. Many computational approaches have been used to suggest new
therapeutic applications for approved drugs, such as signature matching, molecular
docking, genetic association, pathway/connectivity mapping, drug-target interaction
predictions, and retrospective clinical data analysis [205–207].
Matrix completion algorithms has proved useful for drug repurposing, especially

for identifying new drug-target interactions and new drug-disease associations. It
is generally assumed that there are some latent factors that contribute to highly-
correlated drug-disease associations, which ensures that the drug-disease matrix is
low-rank. Luo et al. proposed a drug repositioning recommendation system (DRRS)
[208] to recover missing values for a a heterogeneous drug–disease interaction
network which incorporates drug–drug, disease–disease and drug–disease networks.
This study followed a conventional way of performing matrix completion for drug-
disease predictions by representing heterogeneous network as a large drug–disease
adjacency matrix with 1933 validated drug–disease associations for 593 drugs and
313 diseases. The proposed matrix model used SVT-R4SVD method and achieved
very promising results after comprehensive analysis. A novel matrix completion
algorithm by projecting the association matrix onto convex sets for drug repositioning
[209].
Attempts were given to incorporate side information to build computation models

on top of matrix completion algorithms. The first approach is to compute similarities
between small molecules and/or macromolecules. For example, drug-drug and
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disease-disease similarities were used in BNNR model to improve model accuracy
and robustness [210]. To build robust models against noise in drug-drug and disease-
disease similarities, a bounded nuclear norm regularization (BNNR) was introduced
to matrix completion for drug repositioning purposes [210]. A particularly successful
application of matrix completion has been antiviral drug repurposing using the
drug-virus association matrix [211, 212].
The second approach uses matrix completion methods that were explicitly

designed to use side-information, cf. section 1.3.3.2. Word embedding can be
used to include the abundant side information available about drugs and diseases
[213]. Each drug and each disease is represented by a vector, which is updated
with similarity measurements of drug-disease association. An inductive matrix
completion method with regularization was then used to learn the projection matrix
that maps drug-vector space to disease-vector space [213]. Similar representations
were used in an independent study that incorporates drug-drug similarity and disease-
disease similarity using similarity network fusion (SNF) and k-nearest neighbour
methods [214]. A Bayesian inductive matrix completion was then applied to the
drug-disease association matrix along with drug features matrix and disease feature
matrix. Systematic analysis suggested that this method outperforms methods like
DisDrugPred, SCMFDD, andDRRSMBiRW,withAUCvalues greater than 0.954 and
AUPR values greater than 0.161 on 3 independent datasets [214]. Targeting miRNA
is proposed to be an effective strategy for drug repurposing [215]; this motivated
Deepthi and Jereesh to propose a bilateral-inductive matrix completion strategy for
drug repositioning [216]. Two rounds of inductive matrix completion were performed
on drug-miRNA and miRNA-disease association matrices; the product of these
matrices then provides the drug-disease matrix. Side information are included by
computing drug-drug similarities, miRNA-miRNA similarities, and disease-disease
similarities [216]. Last but not least, multi-objective optimization techniques were
used for formulate amatrix completion problem to accommodatemultiple information
sources, including drug response, gene expression, drug chemical structure, and
target protein sequence [217].
Drug repurposing is closely entwined with drug side effects. Specifically, it

is argued that clinical side-effects reflect information about human phenotype on
a given drug and therefore implies additional clinical indications for a given drug
[218, 219]. This topic is discussed in section 1.3.3.4.
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1.3.3.3 Matrix Completion for Structural Bioinformatics

Matrix completion approaches are emerging as useful tools in structural bioinfor-
matics, a field which addresses problems of structural biology using computational
methods. These examples include structure determination [220], protein function
annotation [221], and protein classification [222]. Studies employing non-negative
matrix factorization (NMR) for structural bioinformatics [223, 224] are beyond the
scope of this article and will not be discussed here.

Protein Function Annotation Kin et al. made a very early application of matrix
completion to predict protein function [222]. The authors defined a structure-kernel
matrixD and a sequence-kernel matrixM; then an iterative EM-project algorithmwas
applied until the objective function, the Kullback-Leibler (KL) divergence, converged.
The kernel trick captures similarities of input matrix entries between the structure and
sequence matrices, thereby filling in the missing values in structure kernel matrix D,
where support vector machine (SVM) was used for protein classification. Similarly,
a kernel technique is also employed in Protein Function Prediction method with
Weak-label Learning (ProWL) [225] for imputing incomplete function annotations.
Most computational models with matrix completion use protein sequence as side
information. However, a recent study found that text information extracted from
biological literature can outperform sequence information [221].

Protein Structure Prediction Nuclearmagnetic resonance (NMR) has beenwidely
used for protein structure determination. However, the Euclidean distance matrix
(EDM) deduced from NMR data is incomplete. A rank-minimization approach was
used to fill the incomplete EDM, followed by a mapping to the Cartesian coordinates
[220]. A key point in this method is constructing initial guess values for missing
entries in EDM that satisfy the triangle inequality. Scaled alternating steepest
descent (ScaledASD) method has also been used for completing the EDM from
NMR experiments, resulting to reasonable structures [226, 227].
In addition, matrix completion can also be applied to impute the incomplete

EDM in X-ray crystallographic structures by embedding data from NMR, leaning to
a higher resolution structures [228].

1.3.3.4 Matrix Completion for Personalized Medicine and Precision Medicine

Personalized medicine aims to guide medical practices by using an individual’s
susceptibility to a particular disease or therapeutic intervention (such as drugs) to
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improve health outcomes [229, 230]. This endeavor spans a diverse range of scientific
research and medical practices, including drug discovery, genome/molecular profiling
for diagnosis purposes, and decision making on therapeutic interventions [230–232].
With personalized medicine, patients have a better prognosis, lower probability
of unwanted side effects, and decreased medical costs. In addition, personalized
medicine can lower the barrier to developing a safe clinical drug by reducing the
financial and temporal costs associated with identifying novel drug targets [233, 234].
As a new paradigm of drug discovery and health care, many problems remain to
be addressed by pharmaceutical industry and scientific community including drug
response profiling with phenotyping of patients, predicting side effects of drugs, and
drug sensitivity [229, 233–235]. These are main topics in pharmacogenomics, which
studies how drugs affect a individual’s gene phenotyping to maximize therapeutic
interventions and minimize side effects. We do not distinguish between personalized
medicine and precision medicine here, and will use the terms interchangeably.
Most of the aforementioned problems have a relational data structure, so matrix

completion is a good fit for precision medicine research. These problems include, but
are not limited to, drug response prediction, drug sensitivity analysis, and drug side
effects forecasting. Precisely, drug response phenotype denotes adverse drug effects
or treatment efficacy upon drug administration and drug sensitivity indicates the
(in)tolerance of side effects caused by drugs at a therapeutic dose or concentration.
Herein, we will discuss how matrix completion has been applied to drug response,
drug sensitivity, and drug side-effects. The datasets used here are mostly at cancer
cell line level given the heterogeneous nature of human tissues. Given the close
relationship between drug response and drug sensitivity, the corresponding predictive
models often use the same datasets, so we shall discuss computational approaches
for drug response and drug sensitivity together.

Drug Response and Drug Sensitivity Some big data projects have measured drug
responses of a large and diverse set of molecules on different cell lines, providing
an unprecedented chance to use matrix completion for drug response predictions.
For example, the PRISM Repurposing dataset contains measured drug responses for
4686 molecules on 578 cell lines covering 23 disease types [236]. As a convention, a
relational matrix is formulated with cell lines as rows and small molecules as columns
where some compounds have not been measured against some cell lines. Again, it is
assumed that compounds with similar scaffolds will display similar response in the
same or inherently close cells, making the matrix low rank. This problem can also
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be viewed as a a bipartite graph matching problem where drugs and cell lines serve
as two subsets.
One of the most well-known matrix completion algorithm, SoftImpute, was

used to predict the missing values in compound-cell line matrix [237]. The cell
line-drug response matrix elements can either be the IC50 value of a certain compound
(in the CCLE database) or the AUC (area under dose-response curve) value (in
the GDSC dataset). Using the same benchmark datasets, CCLE and GDSC, a
regularization term was introduced to prevent overfitting. Moreover, the authors
built an ensemble learning model by integrating matrix completion for the cell-
line/drug-response matrix and ridge regression for cell-line/gene-expression matrix,
showing that a linear combination of models achieved better performance than
either individual model [238]. This indicates that ridge regression can capture the
relationship between drug response and gene expression. Similarity-regularization
can improve model performance for drug response predictions [239]. Models built
with similarity regularization have lower RMSE and higher PCC and AUC thank
competing approaches like pairwiseMKL and HNMDRP. [240].
Another approach is to express drug/cell-line relational data as a tensor [241].

For example, a dataset from the Dialogue on Reverse Engineering Assessment
and Methods (DREAM) project with 52 breast cancer cell lines and 26 drug
molecules can be expressed as a 3-dimensional tensor encoding cell lines, drugs,
and doses. The problem is then solved with BaTFLED, a generative probabilistic
model on top of Tucker decomposition, achieving better performance than LASSO,
random forest and neural networks. Similarly, a tensor completion tool, DRIM, was
developed by integration of muti-omics data for drug response predictions [242].
What’s more, DRIM incorporates the time-series drug response data benefiting
from tensor representation. This reformulates drug response process into a dynamic
process, being more realistic to physical systems. Using tensor structure to include
temporal dimension of time-course gene expression data was also validated on two
other different datasets, one sample with 53 multiple sclerosis patients and another
sample with 25 patients [243]. In most cases of real-world applications, the side
information is noisy and can lead to misleading predictions for tensor completion
algorithms. Dimitris and Colin proposed a new computational framework termed as
TensorGenomic to leverage the noisy side information [244]. TensorGenomic
achieves surprising good performance on the Genomics of Drug Sensitivity in Cancer
(GDSC; 𝑅2 = 0.552) and the Cancer Cell Line Encyclopedia (CCLE; 𝑅2 = 0.524)
datasets 𝑅2 = 0.552 even with 80% missing data.
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Applying manifold learning to the binary response matrix can help build a better
classification model of drug sensitivity on cell lines [245]. Kernelized Bayesian
matrix completion has been used to build an integrative quantitative structure-activity
relationship (QSAR) for drug response profiles, extending traditional QSAR models
from a single compound to multiple compounds [246]. The kernel technique used
here enables the inclusion of various types of chemical features.

Drug Side Effects Prediction Most predictive models for predicting adverse drug
reactions, or side effects, fail to provide accurate predictions for less-characterized
drugs. This suggests using inductive matrix completion was applied for adverse
drug reaction prediction [247], which assumes the association matrix heavily relies
on the feature vectors (side information) [248]. The side information used in this
study include drug features (chemical structure similarity, cosine similarity, Jaccard
similarity coefficient, and integrated similarities), adverse drug reaction feature
(MedDRA taxonomy similarities) and target features (Smith–Waterman scores). A
more general purpose computational approach, REMAP, was developed for off-target
identification with dual regularized one-class collaborative filtering; REMAP is fast,
scalable and more accurate than competing methods [249]. Note that the off-target
predictive framework can not only be used to prevent undesirable side effects, but to
predict drug repositioning.
Attempts have been made to make full use of (possibly noisy) side information

like drug structure, target sequence, and side effect similarities. When the side-
information is noiseless (e.g., computed Tanimoto molecular similarities) the model
performance is signficantly enhanced, but noisy protein-protein similarity data
degrades the accuracy [249]. A model named feature-derived graph regularized
matrix factorization method (FGRMF) was developed by using PubChem feature
vector of drugs and imposing an graph regularization term [250]. Information
about drug-drug interactions can facilitate drug side-effect prediction as well. A
recent study demonstrated one strategy for doing this, using an non-negative matrix
factorization (NMF) based matrix completion, followed by a heat diffusion on the
resulting undirected weighted drug-drug semantic network to determine side-effects
[251].

1.3.3.5 Matrix Completion for OMICS Data Imputation

OMICS technologies, such as genomics, proteomics, epigenomics, transcriptomics
and Microbiomics, have become powerful tools in disease biology and have reshaped
modern drug discovery [252–254]. For example, approximately 30 computational
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platforms have been developed for target discovery: DrugBank, ChEMBL, the
Comparative Toxicogenomics Database, etc. [255]. However, the problem of missing
OMICS data prevents systematic data analysis because most computational methods
require complete data structures (without missing entries), but it is rare for complete
genomics and proteomics data to be available.[256, 257] Matrix completion provides
a powerful toolbox of methods for missing data imputation in OMICS studies.
In particular, the gene expression matrix that encodes interactions between

genes is low rank, meaning that matrix completion is appropriate for genomics and,
specifically, genotype imputation in genome-wide association studies (GWAS). A
computational model by minimizing the nuclear norm with Nesterov algorithm as the
solver was used for genotype imputation and systematic studies on diverse datasets
(real data of HapMap 3, synthetic pedigree data, and simulated low-coverage data
from the 1000 Genomes Project) suggests that it achieves comparable performance
to explicit models, but has better computational performance [258]. Other matrix-
completion-based imputation methods include McImpute [259], scImpute [260],
drImpute [261], DSNN [262] and CMF-impute [263]. Moreover, recent progress
of machine learning concepts are also useful for imputation of OMICS matrices.
For example, an autocoder is used in AutoImpute [264]; Generative Adversarial
Networks (GAN) was used in VIGAN [265]; Integrative Bayesian Analysis (iBAG)
of genomics data was used in FBM [266].

1.3.3.6 Matrix Completion for Relational Inference of Biological Entries

Matrix completion has been widely used for to predict drug-disease, drug-drug,
drug-target, gene-gene, gene-disease, microbe-disease, RNA-disease, and RNA-
protein associations; see Table 1.2. We will present two different viewpoints on
these relational/association prediction studies with matrix completion, and give a
few examples of pharmaceutical relevance.
One way to encode associations between different biological entities is using a

bipartite graph, as in a drug-target interaction network. I.e., we assign drugs and
targets to graph nodes, and add an unweighted edge between known drug-target pairs.
The edge can be weighted if the strength of association is available (e.g., an IC50 or 𝐾𝑑
value). The problem of identifying interactions is thus expressed as a link-prediction
problem in a bipartite graph, which explains why new innovations in network science
and graph theory accelerate biological research and drug discovery. The graph is
often represented with a adjacency matrix where matrix elements indicate whether a
pair of vertices are adjacent or not. In most biological relational inference problems,
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the graph is undirected and unweighted, so the matrix is symmetric and binary (all
entries are zero or one).
Associations between biological entities can also be encoded as a relational

inference problem [189]. If we store information about biological entities in a
structured relational database, the application studies in Table 1.2 can be formulated as
relational inference problems. The advantage of using such structured representation
is that information can be extracted from data, which further enables knowledge
discovery. The main focus of relational inference or association prediction are link
prediction and link regression, the former of which determines whether there exists
an association relationship and the latter of which determines the value or strength of
the association [189].
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Table 1.2 Summary of matrix completion for relational inference of biological entries

Objective Algorithm/Model Reference
drug-disease heterogeneous graph inference with matrix completion (HGIMC) 267
drug-disease overlap matrix completion (OMC) 268
drug-disease graph regularized 1-bit matrix compeltion (GR1BMC) 269
drug-drug manifold regularized matrix factorization (MRMF) 270
drug-drug multitask dyadic prediction method 271
drug-target imputation conditional consistency (GICC) 272
drug-target probabilistic matrix factorization (PMF) 273
drug-target Uzawas algorithm for matrix completion 274
drug-target coupled matrix completion and coupled tensor-matrix completion 275
drug-target multi-wiew low rank embedding (MLRE) 276
drug-target deep latent factor model 277
drug-target dual Laplacian graph regularized matrix completion (DLGRMC) 278
drug-target neighborhood constraint matrix completion (NCMC) 279
drug-target cross-network embedding 280
drug-target multiple matrix completion algorithms used 211
gene-gene integrative matrix trifactorization for GRN inference (iMTF-GRN) 281
gene-disease an improved PU learning formulation 282
microbe-disease mHMDA 283
microbe-disease BMCMDA 284
RNA-protein orthogonality-regularized nonnegative matrix factorization (iONMF) 285
RNA-disease neural inductive matrix completion with graph convolutional network (NIMCGCN) 286
RNA-disease SIMCLDA 287
RNA-disease arbitrarily-order proximity network embedding 288
RNA-disease matrix completion for miRNA-disease association (MDMDA) 289
RNA-disease inductive matrix completion for miRNA-disease association prediction (IMCMDA) 290
RNA-disease inferring miRNA-disease association by integrating lncRNA and miRNA data (IMDAILM) 291
RNA-disease double matrix completion for predicting the circRNA-disease association (DMCCDA) 292
RNA-disease improved prediction of miRNA-disease associations (IMDN) 293
RNA-disease matrix completion model with dual Laplacian regularization (DLRMC) 294
RNA-disease improved low-rank matrix recovery (ILRMR) 295
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1.4 How to Formulate a Matrix Completion Problem

We have discussed examples of using matrix completion algorithms solving compu-
tational chemistry and pharmaceutical related problems, but no guidance about how
to formulated a matrix completion problem. While every problem is different, there
are nonetheless general strategies that are useful, and in this section we shall discuss
different scenarios, as summarized in Figure 1.4. It is important to remember that
different strategies may overlap; for example, relational inference and edge-prediction
in graphs are different expressions of the same problem.

Fig. 1.4 A summary of various ways to formulate a matrix completion problems. (A).
Biological relational inference and association. (B).Matrix completion representation
for (A), (C), (D) and (E). (C). Protein-protein network of KRAS, which is generated
with STRING web server [296]. (D). Drug-target interaction prediction with side
information. (E). High quality signal reconstruction for NMR spectrum.
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1.4.1 Relation Inference and Association Predictions

A relation can be viewed as a table in relational database where rows and columns
denote different entries, e.g., drugs and proteins; values in the table indicate whether
there exists a interaction (binary data) or a quantitativemeasurements of the interaction
(numerical data), Figure 1.4(A). These quantitative values can be IC50, 𝐾𝑑 , etc.. The
goal of relational inference is to compute or predict new relations or associations
based on partially observed data.
For example, suppose we are given a set of drugs and proteins and some

experiments have provided data on which drugs can provide to which proteins. Not
all drug-protein pairs have been measured, however, due to compound availability
and difficulty of developing screening assays. This table of relationships can be easily
converted into a matrix completion problem by representing the table as a matrix.
If the available experiments provide numerical data, this is regression problem for
matrix completion. Otherwise, this becomes a binary matrix completion problem,
also known as a Boolean matrix completion problem.

1.4.2 Link Predictions

In the settings of graph theory and network science, matrix completion methods
arise naturally as a powerful tools for link prediction, Figure 1.4(C). Link prediction
in medicinal chemistry arises in the prediction of protein-protein, drug-target,
RNA-disease, gene-gene, and other interactions; see subsubsection 1.3.3.6. Link
predictions is closely related to relational inference and association prediction.
A common example is the prediction of protein pair interactions (PPI). Suppose

we have observed the interactions of some protein pairs. The PPI network can be
written as an adjacency matrix, with entries only for confirmed PPIs. Predicting
additional PPIs becomes the problem of link prediction, recall section 1.3.3.2. When
side information is available, Figure 1.4(D), it can help improve the performance of
matrix completion algorithms. Take drug-target interaction predictions discussed
in section 1.3.3.2. When incorporating drug-drug similarities, model accuracy is
improved in (DRRS) [208]. Similarly, information about structure/function similarity
of proteins can be useful side information for PPI prediction.

1.4.3 Missing Value Imputations

Missing data imputation is arguably the most direct applications of matrix completion
methods in pharmaceutical science, Figure 1.4(B). An enormous amount of time,
talent, and money is invested in the collection of high quality biological data, and
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these costs encourage approaches that require less data. Moreover, missing data is
inevitable in most cases because of resource insufficiency and technogical limitations.
For example, it is estimated that the genome sequencing cost for per cancer case is
6841 and 7050 per rare disease case [297]. By representing the whole data as a matrix
and filling in the observed values, this is exactly a (low-rank) matrix completion
problem. Further examples are given in subsubsection 1.3.3.5 with details.

1.4.4 High Quality Data Reconstruction with Partially Measured/Computed
Values

Whenever getting high quality data is labor and time extensive, matrix completion
can be useful, Figure 1.4(E). For example, studies have used matrix completion
to reconstruct NMR spectroscopy with reduced acquisition time as discussed in
section 1.3.3.1. This promising approach is also highlighted for its power to reduce
the noise to obtain high quality spectroscopy.
This strategy is not restricted in experiments, but can also be applied to expensive

and/or technically challenging calculations like those of molecular quantum chemistry.
The Hessian matrix can be recovered by only sampling selected random modes with
matrix completion [180]. Harmonic variety-based matrix completion (HVMC) can
find all the eigenvalues correctly for chemical reaction path with only 30% random
sampling [185]. More information can be found in section 1.3.3.1.

1.5 Cross-Validation Techniques for Matrix Comple-
tion

1.5.1 Data Splitting

A key problem in matrix completion methods is determining the optimal rank 𝑟. A
large value of 𝑟 can leads to better fitting of the training data, but risks overfitting
when the data is noisy.[298].
As one of the most powerful resampling technique, cross-validation has been

widely used to measure the prediction error on testing data so as to optimize the
model hyperparameters both for regression and classification problems [299, 300].
The main idea is to split the data into training, testing (and validation) datasets and
then to estimate the average generalization error when the trained model is applied
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to the testing data [301]. Take linear regression for example, Figure 1.5(A) ∗. The
linear regression problem is

min
x

∥Ax𝑇 − b∥2𝐹 (1.22)

where A denotes the feature matrix, x denotes a vector of parameters to learn and
b denotes the target values. A very simple, but widely used way to performing
cross-validation is to hold some data out. For example, a mask vector is generated
to mask the selected rows in the feature matrix A and the corresponding values
in b, which are highlighted in light blue in Figure 1.5(A). More mathematically,
Equation 1.22 is reformulated as

min
x

∥mI ◦Ax𝑇 −m ◦ b∥2𝐹

subject to m𝑖 ∈ {0, 1}
(1.23)

m is a random binary vector composed of 0 or 1 that serves as a mask to select
rows/data. I is an identity matrix with the same shape ofA, which is used to broadcast
the mask vector 𝑚 into a mask matrix in alignment of the shape of A. The ◦ denotes
the Hadamard product that performs element-wise product of two matrices. The
holdout rows correspond to the hold out values in b as highlighted in light blue in
Figure 1.5(A).
Such a divide-and-conquer strategy is not directly applicable to matrix completion

problems because the training and testing datasets are not two independent matrices.
If take some rows columns out of original incomplete matrixX ∈ R𝑚×𝑛, Figure 1.5(E),
that suggests we will hold out a row inP ∈ R𝑚×𝑟 which results to a situation where we
cannot estimate all the hyperparameters and overfitting will be observed [302]. The
same problem occurs for removing entire columns of data, as shown in Figure 1.5(F).
One may propose to combine the data splitting of leaving out rows and columns
sequentially to avoid overfitting. But this involves the hold-out matrix elements
inmodel training, violating the underlying precepts of cross-validation [303].
An ideal sampling method for cross-validation removes matrix entries out

randomly while keep missing values untouched. As depicted in Figure 1.5(B), we
have an incomplete matrix X with missing values denotes in light purple blocks
and we can generate a mask matrixM ∈ R𝑚×𝑛 that hold out observed values only
(light magenta blocks in Figure 1.5(B)) which is a Boolean matrix. By doing this,
we get training data M ◦ X ∈ R𝑚×𝑛 and testing data (¬M) ◦ X ∈ R𝑚×𝑛 where ¬

∗Inspired by alexhwilliams.info/itsneuronalblog/2018/02/26/crossval/ by Alex
Williams
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denotes the logical 𝑛𝑜𝑡 operation and ◦ denotes the Hadamard product. This sets up
an optimization problem for training data

min
P,Z

∥ M ◦ (X − PZ𝑇 ) ∥2
𝐹

subject to M𝑖 𝑗 ∈ {0, 1}
(1.24)

and the optimal rank can be estimated with grid search or Bayesian optimization
techniques. Model performance can be evaluated applying the estimated rank on
testing data.
Under some circumstances, one may wish to remove a fixed number of elements

in each row of input matrix, as pictured in Figure 1.5(C). From a mathematical
perspective, the only difference is we add another constraint for the optimization to
ensure the sum of elements selected in each row is a constant,

min
P,Z

∥ M ◦ (X − PZ𝑇 ) ∥2
𝐹

subject to M𝑖 𝑗 ∈ {0, 1}∑ 𝑗=𝑘

𝑗=0 M𝑖 𝑗 = 𝑐𝑜𝑛𝑠𝑡

(1.25)

This is useful when sparsity or density in all rows are approximately equal where we
can take fixed percent of data out. A further step is to force the number of missing
elements in each row to be a constant. But this can be risky because frequently some
rows have only very limited number of observed values.
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Fig. 1.5 Cross-validation schemes for linear regression and matrix completion. (A)
Cross-validation for linear regression. Selected testing data are in light blue blocks.
(B) Cross-validation for matrix completion by random sampling observed values.
(C) Cross-validation for matrix completion by random sampling fixed number of
observed values in each row. (D) Gabriel holdouts and Bi-cross-validation (BCV)
holdouts along with an illustration of BCV for matrix completion. (E) and (F)
Leaving rows and columns out as testing data is not the right way for cross-validation
of matrix completion. For (B)-(F), all the selected data points for testing dataset are
highlighted in light magenta blocks.
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However, these two cross-validation methods can computationally expensive
when the input matrix X ∈ R𝑚×𝑛 becomes big because of the possible combinations
of selected indices grows with a binomial coefficient. If we are given a matrix
1000 × 800 matrix with 15% of data missing and it is asked to take 10% out of the
original data as the testing data, we have to deal with

(1000×800×(1−0.15)
1000×800×0.10

)
operations,

which is far too large. Instead of considering all possible samples, it is useful to
impose an early-stopping mechanism that counts how many times the observed values
have been sampled, denoted as a vector ℎ. When the minimum value in ℎ is greater
than pre-defined threshold 𝑡 (e.g., 𝑡 = 30), one assumes that every matrix element has
been adequately sampled and the loop is terminated. Another option is to loosen this
early-stopping criteria by determining if certain percentage of data has been sampled.
For example, the cross-validation can be terminated if 80% of observed data have
been sampled at least 100 times; this is especially helpful for very large datasets.
Bi-cross-validation (BCV) provides an alternative, and nicer, solution to rank

selection for matrix completion [298]. BCV is a natural generation of Gabriel’s matrix
partition method [304]. Gabriel partitions the matrix X ∈ R𝑚×𝑛 into 4 submatrices
(Figure 1.5(D)), A ∈ R1×1, B ∈ R1×(𝑛−1) , C ∈ R(𝑚−1)×1 and D ∈ R(𝑚−1)×(𝑛−1) . A
matrix completion model can be trained with D and an estimation of A is obtained
by using

Â = BD̂C (1.26)

where D̂ denotes the fitted matrix from SVD. But Gabriel’s method is too expensive
for large matrices because it only holds out one entry at a time. BCV is achieved by
dividing the matrix rows into ℎ groups and splitting matrix columns into 𝑙 groups,
leading to number of folds ℎ × 𝑙, where the holdout submatrix (testing data) is
defined by selected the row and column groups simultaneously. For instance, we
have a matrix X ∈ R4×5 with rows divided into 4 groups and columns divided into
5 groups, and one possible holdout is to select the second row block and column
block as highlighted in magenta in Figure 1.5, leading to four submatrices A ∈ R1×1,
B ∈ R1×3, C ∈ R3×1 andD ∈ R3×4 after rearrangement. Similar to Gabriel’s method,
submatrix D serves as the training data and an estimate for the holdout testing data
Â is constructed with 1.26.
Performance and robustness improves when using BCV [305]. It is also shown

that error of BCV is U-shaped with respect to rank [298], making BCV a nice tool
for rank selection. Smaller holdouts tend to risk overfitting and large holdouts risk
underfitting, so one typically chooses 2 × 2 holdout or 3 × 3 holdouts. For other
related studies, please refer [306–308].
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1.5.2 Choice of Algorithm for Computing Mean and Variance

Computing not only the predicted values (means) but their variances (error estimates)
is important, as it helps the user understand the reliability of the predictions and
select the best model. If the matrix is small, approximately 200 × 100, we can save
the prediction matrix each time, and then compute the mean and variance at the end.
But this direct approach takes too much memory for large matrices.
Online algorithms solve this problem by processing the predictions sequentially

[309, 310]. Specifically, Welford’s online algorithm provides us an flexible solution to
compute mean and variance for hyperparameter optimizations of matrix completion.
Welford’s is numerically stable and easy to implement (cf. the pseudocode in section
4.2.2 of Ref. [311].) An extension of Welford’s online to determine the variance of
fixed-length contiguous subsequences has recently been reported [312].

1.6 Conclusions and Future Perspectives

The missing-value problem is pervasive, appearing not only throughout the experi-
mental sciences, but in the computational, social, and applied sciences also. The
traditional approach—discarding the entire subset of data that contains the missing
value—often results in the loss of valuable data. Matrix completion allows one
to impute the missing values from the values that are present, so no data need be
discarded.
Matrix completion is an especially important in recommender systems, where

missing values are ubiquitous. After it first entered mainstream research through the
Netflix prize competition, matrix completion has been widely used in e-commerce
[30], link prediction of social networks [31], signal processing [32], and image
processing [33]. By contrast, we feel that matrix completion methods are underap-
preciated in the pharmaceutical sciences, especially in molecular medicine, where
the missing data problem is also ubiquitous. This review aims increase awareness
about the utility of matrix completion algorithms by overviewing their mathematical
foundation (see section 1.2) and explaining their utility and applications to drug
design with explicit examples. We also overviewed software packages for matrix
completion (cf. Table 1.1) and discussed practical aspects, including formulate a
drug design problem as a matrix completion problem (section 1.4) and considerations
(e.g., cross-validation) needed to build robust models (section 1.5).
A key element of this review is reasonably comprehensive list of key applications

of matrix completion to problems related to pharmaceutical chemistry, including
thermodynamic property prediction [162], molecular spectroscopy reconstruction
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[171, 175], drug target identification [189, 191, 192], drug screening [8], drug
repositioning [208], protein function prediction [220], association inference of
biological entries, and more subsection 1.3.3.
Matrix completion algorithms are an active area of research, andwe reviewed a few

emerging trends. One important embellishment of "ordinary"matrix completion is the
incorporation of side information to make more accurate and robust predictions. For
example, if each row of a matrix corresponds to a different molecule, then including
side-information about chemical structure similarity can increase the accuracy of
the matrix completion algorithm [248]. Similar considerations hold for protein
sequence similarity [199]. Similarity-regularization [239], graph regularization
[250], and similarity network fusion [214] are all ways to include side-information.
Side information is often noisy, but methods like TensorGenomic, which is used
for drug sensitivity predictions, are robust to this noise [244].
A imperfection of matrix completion algorithms is its transductive nature, which

means that if we are given a new matrix, the original built model has to be retrained
because the learned latent factors won’t apply to the new matrix [248]. Inductive
matrix completion models can be easily generalized to unseen data by incorporating
the side information about users and items [125, 248, 313]. This makes inductive
matrix completion a good match for association predictions, such as RNA-disease
association predictions [287, 290, 314]. More examples can be found at section 1.3.3.2
and section 1.3.3.4.
In the same way that compressed-sensing (missing entries in a vector) is general-

ized tomatrix completion, tensor completion is the natural higher-order generalization
of matrix completion. By using the higher order of representations, we can not only
easily capture similarity between molecules, targets and many other items, but also
use additional spatial- and spatiotemporal-information. Various algorithms have been
proposed within tensor completion [315–319], but some of them are computationally
demanding (e.g., some require solving large semidefinite programming problems).
Recently, a new algorithm for tensor completion was developed which can finish in
almost linear time for exact completion and can easily generalized to thousands of
dimensions [320]. Tensor completion methods have also been applied to drug-target
interaction predictions [275, 321], drug repositioning [322], pharmacogenomic
multi-relation predictions [323] and molecular spectroscopy reconstruction [176] so
on.
In summary, drug design problems can often be expressed as low-rank matrix

completion problems, which allows the powerful mathematical framework of ma-
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trix completion methods (e.g., statistically robust predictions [64]) and practical
computational models/algorithms to be used.
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Chapter 2

A New Framework for Protein
Allostery Prediction from NMR Data

2.1 Introduction

Known as the second secret of life [1], protein allostery was originally proposed
by Monod et al. to explain the inhibitory effect that binding a ligand has on a
distant active site in multimeric proteins [2–4]. This concept was later expanded to
monomeric proteins. Allostery is a very special way of regulating protein functions,
especially for enzymes: allosteric enzymes are regulated by the binding of an effector
at a site that’s topologically distant from the active site[1]. The effector can be a
small molecule, another protein, DNA, or another macromolecule [5]. Allostery
is a universal phenomena in biological systems and is not restricted to proteins:
allostery also serves a vital switch for DNA [6–8] and RNA [9–13]. Studies have
revealed that the allostery intermediates the ligand binding at a distal site and
macromolecule function regulation through conformational or dynamic changes.
Biological consequences include activating downstream signaling cascades [14],
molecular cooperativity, and cell-recognition specificity [15].
Targeting allosteric sites with drugs is an important and effective strategy because:

(1) Allosteric compounds display better binding selectivity profiles by targeting the
non-conserved allosteric sites while bypassing the endogenous co-factor binding
site, which is often highly conserved within a protein family (or subfamily) due to
evolutionary pressure [16]. (2) Reduced side effects can be achieved with higher
compound selectivity with less off-target effects [17]. (3) Allosteric drugs pave a
new way to overcome drug resistance, either targeting the allosteric site [18, 19]
or in combination with orthosteric drugs which target the functional site [20]. The
allostery related mutants recently reported [21, 22] are beyond the scope of this study.
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(4) Targeting allosteric sites allows us to design and develop drugs targeting otherwise
"undruggable" targets. For example, experimental studies using cultured cells have
identified a highly-selective allosteric antagonist that does not impair the functioning
of HIF-1, while disrupting HIF-2[23]. Several allosteric compounds targeting
phosphatase, a "undruggable" target for cancers, are in clinical trial development
[24, 25]. (5) Recently, covalent allosteric drugs have received intense attention
[15, 26] because they combine the beneficial pharmacological properties of allosteric
drugs and covalent drugs [27, 28].
Given the biological significance of protein allostery and success of allosteric

drugs, numerous efforts have been put to identify allosteric site(s). As the most often
used structural biology technique, X-ray crystallography have been used extensively
to elucidate the structural basis of allostery in a target protein [29–32]. However,
because X-ray crystallography is incapable of capturing the structural and dynamical
changes of protein allostery in a time-dependent manner, nuclear magnetic resonance
(NMR) provides valuable information about allostery at atomic resolution in the
solution environment [33–36]. Other experimental methods to uncover allosteric
effects include hydrogen-deuterium exchange mass spectrometry [37, 38], patch-
clamp fluorometry [39], fluorescence resonance energy transfer (FRET) [40], and
atomic force microscopy [41].
Computational models for protein allostery are attractive because it is expensive

to conduct experiments and some research facilities/tools/methods, like protein
crystallography facilities, are not available to every research group. There are many
different computational approaches to allostery, including communication network
theory [5], thermodynamics, free energy landscape of population/conformational
ensembles’ shift, molecular dynamics change, evolutionary analysis [14, 42–45].
Molecular dynamics (MD) remains one of the most used computational methods for
protein allostery, but other methods including Markov state model (MSM), normal
mode analysis, elasticity-based methods, statistical coupling analysis, evolutionary
analysis, are also used [41, 46, 47].
Chemical shift covariance analysis (CHESCA) decodes chemical shift data from

NMR experiments to reveal allosteric and structural information [48]. The main
idea of CHESCA is to use singular value decomposition (SVD) to perform (linear)
dimensionality reduction on integrated NMR data. The resulting principle compo-
nents define a linear manifold, mapping chemical shifts to structural information.
CHESCA has been successfully applied to study allostery in protein kinase A [49] and
hyperpolarization-activated cyclic nucleotide-gated (HCN) [50], eukaryotic protein
kinase [51], etc..
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While CHESCA is very powerful, there is the potential for further improvements.
First, incompleteNMRdata is not uncommon and traditional approaches (disregarding
entire residues if their NMR data is incomplete) leads to significant information loss.
Secondly, the original CHESCA method uses only used chemical shifts, but NMR
experiments also provide information about peak heigh and line width, which also
encode information about protein dynamics. Finally, a linear combination of the
Nitrogen and Hydrogen chemical shifts is used to define a single composite variable.
The definition of the combined chemical shift variable relies on human intervention
based on physical intuitions: different people use different coefficients.
In this study, we report a new computational framework for allostery prediction

that resolves these problems. A synthetic dataset was generated to facilitate our
understanding of the model selection procedure for matrix completion. Then we used
matrix completion based on iterative SVD for missing value imputation, taking line
width into consideration. Feature engineering was conducted with robust principal
component analysis (RPCA) [52] and SVD, leading to an decreased dimensionality
of input data. The underlying assumption of CHESCA study is that the chemical
shifts of allostery-related residues either increase or decrease due to perturbations
associated with the binding. Qualitatively, similar changes occur to residues in the
active site upon binding. We use standard derivation (std) to measure residues’
response to different perturbations, specifically different concentrations and different
ligands. A Gaussian mixture model was used for clustering.

2.2 Methods and Materials

2.2.1 Synthetic Data Generation

In order to generate a set of incomplete matrices, we generate a set of random
low-rank matrices and then hide some values as missing data points. Specifically, we
define entries in the full matrix with:

X𝑚;𝑝 =
∑

𝑘1+𝑘2+𝑘3+···+𝑘 𝑝≤𝐾;
𝑘1,𝑘2,𝑘3,··· ,𝑘 𝑝>0

𝑐𝑘1,𝑘2,𝑘3,··· ;𝑝
(𝑘1 + 𝑘2 + 𝑘3 + · · · + 𝑘 𝑝)!

𝐷∏
𝑑=1

𝑃𝑘𝑑 (𝑦𝑚𝑑) (2.1)

where 𝑃𝑘 (𝑦) is the Legendre polynomial, 𝑐𝑘1,𝑘2,𝑘3,··· ;𝑝 ∈ [−1, 1] is a set of random
selected numbers within the interval of [−1, 1], 𝑚 is number of molecules/proteins,
and 𝑝 is the number of protein/molecular properties. 𝐷 can be cast as the affiliated
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dimensionality and 𝑘 is the measurement of the degree of Legendre polynomial. The
matrix elements can be efficiently evaluated using the recurrence relation

𝑃𝑘+1(𝑥) =
2𝑘 + 1
𝑘 + 1 𝑥𝑃𝑘 (𝑥) −

𝑘

𝑘 + 1𝑃𝑘−1(𝑥)
(2.2)

with 𝑃−1(𝑥) = 0 and 𝑃0(𝑥) = 1. Examples of Legendre polynomials are shown
below (up to 𝑛 = 5):

𝑃0(𝑥) = 1

𝑃1(𝑥) = 𝑥

𝑃2(𝑥) =
1

2
(3𝑥2 − 1)

𝑃3(𝑥) =
1

2
(5𝑥3 − 3𝑥)

𝑃4(𝑥) =
1

8
(35𝑥4 − 30𝑥2 + 3)

𝑃5(𝑥) =
1

8
(63𝑥5 − 70𝑥3 + 15𝑥)

(2.3)

A matrix X0 ∈ R500×100 was first generated with numpy and Scipy using
Equation 2.1, where we set 𝑚 = 500, 𝑝 = 100, 𝐷 = 5 and 𝑘 = 3 for Legendre
polynomials. To quantify the effect of noise on prediction accuracy of matrix
completion, random noise matrices were added to X by implementing

X = X0 + 𝑧X𝑛𝑜𝑖𝑠𝑒 (2.4)

where 𝑧 denotes the noise level of [0.00, 0.01, 0.05, 0.10, 0.50, 1.00] and X𝑛𝑜𝑖𝑠𝑒 ∈
[−1, 1] denotes random noise drawn from a uniform distribution.

2.2.2 NMR Data Preprocessing

The exchange proteins directly activated by cAMP (EPAC) is used as the sample
model in this study [48] The NMR data for EPAC was provided by Dr. Giuseppe
Melacini in the Department of Chemistry and Chemical Biology at McMaster
University. The experimental data includes several perturbations of EPAC, i.e., NMR
data for the apo form of EPAC and its conformers when different ligands are bound.
(The apo form denotes a protein wit nothing bound to it.) A concerted response to
non-covalent perturbations in a protein indicates an allosteric regulation network.
All the chemical structures are shown in Figure 2.1.
More specifically, there are 5 states of EPAC in this study: the apo form and

EPAC bound to cAMP, Sp-cAMPS, Rp-cAMPS, 2’-OMe-AMP. EPAC in its apo
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Fig. 2.1 Chemical structures that are used to build the perturbation library of EPAC.
The atoms or groups that are different from cAMP are highlighted in pink bubble.
The cGMP is also listed.

form and bound to Rp-cAMPS are inactive; EPAC is activated in its other forms. For
the selected apo and bound states, there is data at varying concentrations, so that
combining all the NMR data, we get a matrix X ∈ R145×52 with 145 residues and 52
NMR measurements (chemical shifts and line widths) after removing rows with all
the data points missing.
Exploratory data analysis (EDA) was conducted to better understand the data.

First, the data density were computed for columns in the matrix, which is the fraction
of observed values in all the data

𝜌𝑖 =
𝑐𝑜𝑢𝑛𝑡𝑖𝑛𝑔(X𝑖 ≠ 𝑁𝑎𝑁)

𝑐𝑜𝑢𝑛𝑡𝑖𝑛𝑔(X𝑖)
(2.5)

where 𝜌𝑖 denotes the density for column 𝑖 in X, 𝑐𝑜𝑢𝑛𝑡𝑖𝑛𝑔 denotes a function to count
number of elements in data and X𝑖 denotes 𝑖-th column in X. Then we can easily
define sparsity, which is the proportion of missing values for each data type,

𝑠𝑖 = 1 − 𝜌𝑖 (2.6)

Moreover, box plotting and violin plotting were done for chemical shifts and line
widths of 𝑁 and 𝐻 atoms respectively to understand the data distribution as show in
Figure 2.3.
To mitigate the problem of very different scales and mean-values for the chem-

ical shifts and line widths of 𝑁 and 𝐻, we applied a logarithmic transformation
(Figure A.2), followed by data standardization using Scikit-Learn. The stan-
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dardization makes the data (nearly) normally distributed with zero mean and unit
variance.

2.2.3 Cross-validation and Hyperparameter Optimization for
Matrix Completion

We used iterative SVD for matrix completion [53, 54] as implemented in fancyimpute
[55]. After experimenting with synthetic data, we found that convergence_threshold,
svd_algorithm, init_fill_method do not change the performance; neither does the
maximum iteration number, max_iters as long as it is large enough (we chose 250,
which suffices). The only hyperparameter that the results were sensitive to was the
matrix’s rank. We attempted to find the optimal rank by grid searching using the
same cross-validation procedures for both the synthetic data and the experimental
EPAC NMR data.
For the EPAC data, we hold 𝑥% of original data points out as testing data and the

remaining observed elements serve as the training data where
𝑥 = 2, 5, 10, 15, 20, 25, 30, 40, 50, 60, 70, Figure 2.4. Unlike conventional regression
problems in machine learning, where the training/testing splitting results to entirely
independent samples, in the context of matrix completion we must preserve the
matrix’s shape. Sampling over all possible ways to remove a given number of entries
from the matrix is computationally intractable. Therefore, a counting threshold
value is imposed, and the sampling procedure was terminated once all the observed
elements have been sample for certain times, 150 times for EPAC and 100 times for
the synthetic datasets.
Within each cross-validation, Welford’s online algorithm is used to to compute the

mean and the sample standard derivation of the predictions[56, 57]. Both population
standard derivation and sample standard derivation were implemented following
Knuth’s recipe [56]. The problem of missing values in the matrix is also taken
into account, which achieves close performance with the standard numpy function
nanmean() and nanstd().

2.2.4 Denoising Line Width NMR Data with Robust PCA and
Singular Value Decomposition

There are 13 measured states for EPAC and 4 NMR measurements for each residue
each state (chemical shifts and line widths for the N and H atoms in each residue),
so the experimental data can be represented as a matrix X0 ∈ R145×52, Table A.1.
The chemical shifts highly accuracy with very low noise to signal ratio, but the
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line width measurements are noisy. Therefore, RPCA was employed to denoise the
line width data by reshaping X𝑙𝑤 ∈ R145×26 to X𝑙𝑤 ∈ R1885×2, the columns of the
latter are line width for 𝑁 and 𝐻 atoms respectively. The denoising is done with
https://github.com/dganguli/robust-pca.
Examining the denoised line width, X𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑

𝑙𝑤
∈ R1885×2, with SVD, we noticed

that there is only one numerically significant singular value. (Specifically, the largest
singular value is 1.88×103 and the second is merely 1.33×10−13. This means that the
denoised line-width data has effective rank 1. The coefficients of the right-singular
vectors share almost the same magnitude, implying that the numerically significant
feature is the sum of line widths for 𝑁 and 𝐻,X𝑐𝑜𝑚𝑏

𝑙𝑤
∈ R1885×1 to replace the original

X ∈ R1885×2. By augmenting with chemical shift data, we are given X𝑛𝑒𝑤 ∈ R1885×3.
We confirmed that similar conclusions (that the key features of the denoised NMR
measurement matrix are determined by the chemical shifts and a single composite
linewidth feature) could be obtained in different ways.

2.2.5 Clustering with Gaussian Mixture Model and a Distance
Matrix

We used the data of apo structure as reference and all the data points were processing
by subtracting off the data for this reference, which reduces the data into a 1740 × 36
matrix. The data was standardized to have mean zero and interquartile range one; the
interquartile range was chosen due to its robustness to outliers. The rescaling allows
𝑁 chemical shifts, 𝐻 chemical shifts, and the line-width-sum to be considered on
equal footing, despite their widely different scales.
A fundamental assumption in this study is that the NMR data for binding-related

residues correlate with each other well and this holds for the allosteric residues as
well. This inspires us to use the standard derivation (std) as a distance measurement
for the 12 × 3 NMR values for one residues. The root-mean-square deviation of each
residue’s chemical shifts and line-width-sum from the apo reference is considered a
measure of how sensitive the residue is to ligand binding; this gives a manageable
feature matrix D ∈ R145×3. A Gaussian mixture model was developed to divide the
residues into two clusters using Scikit-Learn [58], with parameters n_init of
50, covariance_type of "full" [58].
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2.3 Results and Discussions

2.3.1 Missing Value Imputation of NMR Data

2.3.1.1 Formulation of Matrix Completion Problem for NMR Data

Matrix completion computational methods, especially the matrix factorization
algorithms on the basis of low-rank assumption, have gained popularity after its
success in NetFlix prize competition [59–62]. The data structure of NetFlix problem
resembles NMR data that we use in this study, as shown in Figure 2.2 (A) and
(B) where residues resemble user and NMR measurements (such as chemical shift
and line width of NMR spectroscopy) resemble items. Moreover, the underlying
assumption of the matrix completion algorithms holds for the NMR data in this study.
The basic assumption of using PCA in CHESCA is the intrinsic low-rank structure
of NMR data, making it possible to project NMR data into two latent factors to
understand protein allostery. This low-rank hypothesis has also been used for NMR
spectroscopy reconstruction [63–66], which further rationalizes the usage of matrix
completion to impute the missing values.
Take the NMR data for EPAC as an example, there are 145 residues but full data

for every residue is not available in every EPAC variant. The sparsity as defined in
Equation 2.5 is approximately 13.67% on average, Figure 2.3 (A). Our goal is to get
an estimation of missing values given the observations. Mathematically speaking,
the objective function is defined as

min rank(Z)

subject to
∑
(𝑖, 𝑗)∈Ω

(
X𝑖 𝑗 − Z𝑖 𝑗

)2 ≤ 𝛿 (2.7)

where X ∈ R145×52 denotes the whole NMR matrix for EPAC, Ω denotes the indices
of observed values in NMR matrix, Z ∈ R145×52 denotes the estimation of original
matrix X and 𝛿 is the threshold value to determine the convergence.
We employed iterative SVD to solve this problem [53] as implemented in

fancyimpute [55]. The main idea is to initialize the matrix by filling the
missing values with zeros and decompose the filled matrix with SVD. By taking
the biggest 𝑘 eigenvalues and the corresponding eigenvectors, we can construct a
matrix as an estimation and compute the error of estimation. The algorithm achieves
the optimization in an iterative manner, where 𝑘 is a hyperparameter that must
beoptimized.
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Fig. 2.2 Problem formulation and general workflow of the computational model
to map the protein allostery. (A). Matrix completion for recommendation systems
where each row of the matrix represents users and each column represents items (such
as commercial products or movies). The missing values are denotes in light blue.
(B). Matrix completion for NMR data imputation where each row denotes residue
name and each column denotes NMR measurements namely chemical shift and line
width of 𝑁 and 𝐻 atoms respectively. (C). General workflow of the computational
model which includes missing value imputation, data denoising with RPCA (for line
width only), dimensional reduction with SVD, clustering with GMM using a newly
defined distance matrix.

2.3.1.2 Cross-validation and Hyperparameter Optimization for Synthetic Data

To get a better understanding of the behavior of the learning curve, we constructed a
matrixX ∈ R500×100 with random noise ratio 𝑛𝑢𝑙𝑙 (noise ratio=0.00), 0.01, 0.05, 0.10,
0.50 and 1.00 where all the values are within the interval [−1, 1]. In this study, 15%
of data points were masked as missing values for all the synthetic data in accordance
with the sparsity of EPAC data. The concept of synthetic data has been widely used in
the machine learning field because synthetic data can be designed to mimic real data,
whilst nonetheless remaining controllable, with (exact) tests available for predicted
values. In this study, we held out 15% of the synthetic data to characterize model
performance, and the ranks of all the synthetic matrices considered were 31. More
details of generating the synthetic data can be found in subsection 2.2.1.
For each matrix with different levels of noise, different percents of data points

(2%, 5%, 10%, 15%, 20%, 30%, 40%, 50%, 60%, 70%) were hold out as testing data
to exam the effect of different sampling sizes of testing data. For a specific size of
testing data, a list of ranks were tested, 𝑘 ∈ [1, 3, 5, · · · , 97, 99] and resampling-based
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Fig. 2.3 Exploratory data analysis for EPAC NMR data. (A) Column density NMR
data where for each residue, there are 4 different measurements, chemical shift and
line width of 𝑁 and 𝐻 respectively. The complete NMR measurements are listed
in Table A.1. (B) Box and violin plots for data distribution of chemical shift of 𝑁
atoms.(C) Box and violin plots for data distribution of chemical shift of 𝐻 atoms.
(D) Box and violin plots for data distribution of line width of 𝑁 atoms. (E) Box and
violin plots for data distribution of line width of 𝐻 atoms.

strategy was used for each selected rank 𝑘 to ensure that each observed data point
has been sampled for 100 times, Figure 2.4. In order to compute the predicted mean
value and std, Welford’s online algorithm [56, 57] was used. Our implementation
supports computation of sparse matrices. The mean values returned by Welford’s
algorithm can be used to compute mean absolute error (MAE), which gives us a
learning curve. This provides us information on the optimal rank. For more details
of Welford’s algorithm, please refer to section A.2.
By examining the learning curves of data at different noise levels, we can learn

that the fitting of training data converges very quickly but the prediction of testing
subsets behave quite differently (cf. Figure A.3, Figure A.4, Figure A.5, Figure A.6,
Figure A.7 and Figure A.8). As seen in the learning curves of data without any noise,
Figure A.3, the more data we take out from the original data as the testing data,
the model becomes less robust. Take the case of holding 50% testing data out for
example (Figure A.3), starting from rank 1 to 20, model performance is increased
for both the training and testing data. But when it goes over rank of 20, it quickly
climbs up with an increased MAE. This is caused by the number of data points is
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Fig. 2.4 Cross-validation of matrix completion for missing value imputation. We
perform data splitting of the sparse input matrix with a fixed ratio for multiple
times until each data point of observed values has been sampled at least 150 times.
Welford’s online algorithm is used to compute the mean and std. The question mark
denotes the missing values in the original NMRmatrix. The blue squared box implies
the training data and the purple squared box represents testing data. Mean value
of fitting or predictions are shown with apples and std of fitting or predictions are
shown with bananas. Grey boxes denote missing values in the matrix.

not sufficient to fit the models with higher ranks, suggesting the model becomes
under-determined. In addition, when holding less data points out, we have more
data to fit or characterize the model, making the model less biased. In the case of no
noise, selecting 2% data as testing subsets is the optimal choice.
Another interesting finding is that iterative SVD is somewhat insensitive to noise.

The MAE values are less than 0.05 with a consistent pattern of different hold-out
percents for data with noise level less than 0.10. When the noise goes up to 0.50
(Figure A.7), using 2% of testing data is not the optimal because the selected data
points become underrepresented. This is more obvious for data with noise level of
1.00, Figure A.8. Therefore, the optimal rank should be selected based on different
hold-outs, but not a single one because the noise level of data is unknown in real-world
applications.
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Fig. 2.5 Selected learning curves for various synthetic dataset at different noise levels.
The dashed blue line denotes MAE of training data with filled area for std of averaged
std. The solid red line is for MAE of testing data with filled area for std of averaged
std.

Therefore, we selected the optimal hold-outs as testing data for data at various
noise levels. More specifically, we select 2%, 2%, 2%, 5%, 15% and 25% for data
with noise level of 0.00, 0.01, 0.05, 0.10, 0.50 and 1.00 respectively, as shown in
Figure 2.4. The trend is clear that the testing error increases together with noise levels.
When noise is within 0.05 of the original data, the MAE and the corresponding
standard deviation are acceptable.
Further analysis of the predictions of missing values suggest the selected iterative

SVD method is capable of recovering the incomplete matrices (cf. Figure A.9,
Figure A.10, Figure A.11, Figure A.12, Figure A.13, and Figure A.14). It can be
found that the predicted values get closer to actual values when ranks climbs up from
1 to 27 and the prediction errors increase for data with zero, 0.01 and 0.05 noise
when we have bigger ranks. This suggests that the optimal rank for the synthetic data
is 27 which comes with smaller std values than that of 29. This is consistent with
results of previous discussions. It is noticed that the predictions can be affected by
the noise in the data when the noise level goes over 0.50.

2.3.1.3 Cross-validation and Hyperparameter Optimization for NMR Data

All the results of synthetic data rationalize our hypothesis that matrix completion
can be used for missing values imputation of NMR data because they are both low-
rank and small-size. The same computational experiments for cross-validation and
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hyperparameter optimization were conducted as that for synthetic data by sampling a
list of ranks, [1, 2, 3, · · · , 51, 52].

Fig. 2.6 Learning curve with different ranks for EPAC NMR data. (A). All the
learning curves for EPAC. (B). Learning curve with 15% data as testing data. The
dashed lines on the bottom denote the MAE for training data and the solid lines on
the top denote the MAE for testing data. The std are represented in the filled areas.

As shown in Figure 2.6, all the curves for training data look smooth which implies
that the more data we throw away, the lower rank we need to converge to zero error.
This is because we will need fewer latent features to represent our data when there
is more missing data. For the learning curve of leaving 2%, 5%, 10% of the data
out, the test data may be unrepresentative and the model is not robust. When the
more thant 40% of the data is thrown away, there is not enough training data for
higher-rank models. Holding out about 15% percent of the entries seems optimal.
Based on the learning curves of EPAC and our understanding of model per-

formance based on the synthetic data, 15% data were selected as testing data and
the optimal rank should between 34 and 40 as in Figure 2.6 (A). Further analysis

2.3 Results and Discussions | 87



Ph.D. Thesis - F.W. Meng; McMaster University - Chemistry and Chemical Biology

shows that rank 35 is the optimal choice as it provides lowest mean absolute error
of 0.2387 and a standard deviation of 0.1373. With rank less than 35, the standard
deviation values of the testing data fluctuate significantly, but after that, the standard
deviation values of the testing the standard deviation values of testing data become
small and vary smoothly, and the standard deviations fluctuate dramatically; the
standard deviation values become much smaller after the optimal rank. Moreover,
the fluctuations in the predicted values of the training data are negligible beyond rank
35.
The Figure 2.6 (B) not only provides optimal rank, but also provides the

information of how confident we are about the predictions. The prediction of missing
values gives an approximate mean absolute error of 0.30 with a standard deviation of
0.10. We used rank 35 to impute the missing values, then copied the imputed values
and the known measured data into a new full matrix of (measured and imputed)
NMR data.

2.3.2 Allostery Predicted with Gaussian Mixture Model

Using the Gaussian mixture model described earlier on the variation in residues’
properties relative to their values in the apo form, we were able to divide residues
into binding-related residues (red dots; clustered together in the corner) and allostery-
related residues (scattered); see Figure 2.7 (A). Our model can identify the residues
that involved with the binding of the endogenous ligand cAMP (its analog S1P
is show in Figure 2.7 (B)), which include Gly269, Leu 271, Ala272, Arg279 and
Ala280. These residues form the binding pocket and they form hydrogen bonds with
the cAMP except Leu271.
Comparing the predicted residues for allostery with that of CHESCA, it is

found that these two models match well with the overlapped residues highlighted in
Figure 2.7 (C). Our prediction shows that Leu207, Val218 and Leu219 are allosteric
residues as the 𝛼4 helix lies between them. More studies are needed to better
understand the role of the residues that this approach newly predicts to contribute to
allostery.

2.4 Conclusions

NMR has been widely used to study protein allostery. One of the key tools in
such studies is chemical shift covariance analysis (CHESCA), where principle
component analysis to process NMR data. However, the original CHESCA method
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Fig. 2.7 Allostery predictions of EPAC. (A). Residue clustering of EPAC with GMM.
The blue dots denote binding related residues and the red dots denote the allostery
related residues. X, Y and Z axis represent chemical shift of 𝑁 , 𝐻 atoms and combine
line width. (B). Residues related to the binding of endogenous ligands. (C). Residues
related to allostery. The analog of cGMP, S1P, is shown in magenta in (B) and (C).
These residues were selected based on the structural analysis in original CHESCA
study [48]. The cartoon representation of EPAC uses red to denote the allostery
related residues and blue for binding related.

was incapable of dealing with missing values, and missing data is ubiquitous in real
NMR experiments. Moreover, CHESCA dos not use line-width data from NMR, and
only uses a (user-chosen) linear combination of chemical shifts. To partially resolve
these problems, we propose a new workflow to characterize protein allostery. First,
we use matrix completion, with cross-validation used to select the optimal matrix
rank, to impute the missing values for the nitrogen and hydrogen chemical shifts
and linewidths for each residue of interest. Next, using the (full) data matrix of line
widths, we used robust PCA to identify that there is only one key linewidth feature,
name the sum of the nitrogen and hydrogen line widths. Finally, we constructed a
feature matrix by using the root-mean-square deviation in nitrogen chemical shift,
hydrogen chemical shift, and line-width-sum for each residue from their values in
the apo form. Using a Gaussian mixture model, two clusters were found, which are
identified as allosteric and binding-related residues.
A few problems remain to be further explored. The optimal rank for matrix

completion is determined by analyzing the prediction errors, but the differences are
very small. One promising way of dealing with this is to use the minimum description
length (MDL) for model selection, the main idea behind which is that the optimal
model is provided by that can compress the model to the greatest extent [67–69].
MDL has successfully applied to generalized linear regression, section A.3. Several
studies have employed the informatic-theory MDL method for model selection in the
matrix completion problems [70–72].
Another interesting direction is how to incorporate side information to the

computational framework, either to improve the accuracy of missing value imputation
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or improve the clustering. One potential solution is inductive matrix completion,
which has been used for predictions of gene-disease associations [73], RNA-disease
associations [74, 75] and microbe–disease associations [76].
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Chapter 3

Improved Solvation Free Energy
Prediction with Δ-Learning

3.1 Introduction

Oral drug delivery is widely accepted and preferred because of it has greater
convenient, more flexible dosing, and fewer side-effects than intravenous injections
and other drug delivery methods[1]. Consequently, molecular solubility is among the
key properties that determine the practical performance of a drug candidate [2, 3]. It
is estimated that 40% of approved drugs, and 70% of candidate drugs in clinical trials,
suffer from poor aqueous solubility [4]. When a compound’s solubility is poor, it
often indicates inadequate bioavailability, meaning that a drug cannot be administered
orally [5]. Molecular solubility is thus a key component of drug-likeness, a qualitative
measurement of how a candidate drug molecule resembles previously approved drugs
[6–8]. Moreover, many chemical reactions happen in aqueous environments, so
molecular solubility is a fundamental problem in chemical synthesis too.
Although there are ways to modify the drug formulation molecular structure

to enhance solubility [9, 10], such modifications require tedious and expensive
trial-and-error experimental verification [11]. It is preferable to screen for sufficient
solubility early in the drug development pipeline.
Two types of solubility data are often reported: Gibbs free energies for solvation

(often in kcal/mol or kJ/mol) and intrinsic solubility (often the common logarithm of
the experimental solubility value in mol/L, log 𝑆0. The relationship of Gibbs free
energies for solvation and the intrinsic solubility is [12]

Δ𝐺𝑠𝑜𝑙 = Δ𝐺𝑠𝑢𝑏 + Δ𝐺ℎ𝑦𝑑 = −𝑅𝑇 ln (𝑆0𝑉𝑚) (3.1)
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where Δ𝐺𝑠𝑜𝑙 denotes the solvation free energy, Δ𝐺𝑠𝑢𝑏 denotes the free energy of
sublimation, Δ𝐺ℎ𝑦𝑑 denotes the free energy of hydration (i.e., transferring molecules
from the gas phase to the aqueous state), 𝑅 is the molar gas constant, 𝑇 is the
temperature (298 𝐾 as the standard state), 𝑉𝑚 is the molar volume of the crystal, and
𝑆0 is the intrinsic solubility (in moles per liter).
In this study, we are focusing on the hydration free energy, which is an impor-

tant physicochemical property for fundamental chemical problems, environmental
engineering, mineral mining [13], etc.. It can be used to compute the Henry’s
law constant of aqueous solutions [14], soil sorption coefficients [15], and phase
equilibrium constants [16, 17]. The hydration free energy is also involved with
molecular recognition [18], ligand binding [19], pharmacokinetics [20], protein
folding and aggregation [21, 22], protein stability [23], etc.. Its close relation to
activity coefficients is also highlighted [24, 25].

Fig. 3.1 Thermodynamic cycle for dissolving organic crystal structures in aqueous
solution. Adapted from [12].

Measuring the molecular solubility experimentally is time-consuming and ex-
pensive, and small research groups may have very limited access to the facilities
needed for high-throughput solubility measurements. This is one reason that com-
putational methods for predicting molecular solubility, especially those based on
machine-learning (ML) methods, are increasingly popular. Reported ML models
include message passing neural networks [26], graph neural networks [27], transfer
learning based models [28], Delfos [29], and MLSolvA [30].
In addition to emerging ML approaches for solubility prediction, there are tra-

ditional computational approaches for predicting solvation free energies including
Monte Carlo and molecular dynamics (MD) simulations [31–36], molecular mechan-
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ics based models [37, 38], quantum mechanics based models [39], and QM/MM
based methods [40–42]. Unlike ML approaches, these traditional methods directly
model the underlying physical laws that govern molecular solubility and can be
categorized as explicit and implicit solvent models [43], depending onwhether solvent
molecules are explicitly including in the calculation (explicit) or not (implicit). For
example, one of the most widely used implicit solvation models, the solvation model
based on density (SMD), provides robust solvation free energy predictions based
on continuum electrostatics and thermodynamics. Unfortunately, SMD sometimes
gives errors of 10 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 or more for neutral molecules, see Figure 3.3.
Attempts have been given to combine ML and QM or MD to improve the model

accuracy. For example, a hybrid model of free energy perturbation (FEP) and ML
was proposed to predict the hydration free energies of the FreeSolv dataset [44].
The recently-proposed machine-learning polarizable continuum solvation model
(MLPCM) combines a neural network with data from the Minnesota solvation
database [45]. New features engineered from molecular dynamics have been
incorporated into ML algorithms, such as molecular dynamics fingerprints (MDFP)
[46] and 3D-RISM hydration thermodynamic descriptors [47].
In this study, we propose a Δ-learning strategy using Gaussian process regression

(GPR) to correct results from SMD calculations. Δ-learning is a very promising
strategy to improve the accuracy of quantum chemical calculations with negligible
computational cost [48]. Δ-learning can be seen as a composite technique where
ML is used to correct the error from a computationally inexpensive first-principles
calculation. The goal is tomimic the accuracy of demanding high-level calculations or
experiments whilst retaining the tractability of low-level approximate computational
models. Delta-learning has been successfully invoked to predict thermochemical
properties [48–50], NMR chemical shifts [51], coupled-cluster energies from DFT
densities [52], and so on. In our application, meticulously measured experimental
free energies of solvation are modelled starting from their predicted value from
inexpensive SMD calculations, Δ𝐺𝑠𝑚𝑑 , and a ML-based error correction term, ΔΔ𝐺:

Δ𝐺𝑠𝑜𝑙𝑣 = Δ𝐺𝑠𝑚𝑑 + ΔΔ𝐺 (3.2)

This can easily turned into

ΔΔ𝐺 = Δ𝐺𝑠𝑜𝑙𝑣 − Δ𝐺𝑠𝑚𝑑 (3.3)

where ΔΔ𝐺 is the target value in our machine learning models.
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Because the quantity of available data is low, we choose to learn ΔΔ𝐺 using
Gaussian process regression (GPR), an interpolation and regression algorithm that
has been widely used in chemical (bio)physics [53–56]. An especially appealing
feature of GPR is that it not only predicts ΔΔ𝐺, but predicts the error in its prediction.
This chapter is organized as follows, Figure 3.2 (A). We will address how the

molecular features were generated and how we select features for our model. There
are 3 types of machine learning algorithms that are used in this study: GPR [57],
k-nearest neighbors (KNN) [58], and decision trees [59]. All the hyperparameters
were optimized and the performance of various models were evaluated. Last but not
least, we will show how confident we are about our improved model. Our contribution
are two-fold: we built improved predictive models for hydration free energy and a
command line tool (in progress). This chapter is joint work with Juan Samuel Collins
and Hanwen Zhang, two MITACS Globalink undergraduate researchers in our group.

3.2 Methods and Materials

3.2.1 Dataset Preparation

The initial dataset used in this study is CombiSolv-Exp [28] which contains 10145
experimental solvation energies for 291 solvents and 1368 solutes. The CombiSolv-
Exp dataset is a curated data from MNSol (2275 records) [60], FreeSolv (560
records) [25], Compsol (3548 records) [61] and Abraham (6091 records) [62].
The data was downloaded from the supporting information of Ref. 28. Because
of license issues, MNSol is not included in the downloadable file. We obtained
MNSol from https://comp.chem.umn.edu/mnsol/ and converted UniChemXYZ files
of MNSol to standard XYZ format with IOData [63] because UniChemXYZ files
are not recognizable in commonly used cheminformatics packages. The XYZ files
were further converted into SDF with OpenBabel 3.1.1 [64] and International
Chemical Identifier (InChI) formats with RDKit 2021.03.1 [65].
Only records with binary mixtures and molecules with zero charges were selected

in MNSol dataset. The records with xylene as solvent were also eliminated because
it is a molecular mixture. We merged MNSol and the downloaded CombiSolv-Exp
into one dataset, then removed 𝑁𝑎𝑁 values in solute or solvents. All the duplicated
records were removed as well. Self-solvation related records were also dropped.
There are 1253 records left after filtering by setting water molecule as the solvent and
selecting uncharged solute molecules. The dataset contains information of Simplified
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Molecular Input Line Entry System (SMILES ), InChI of solutes, and the average
and standard deviation (std) of hydration free energies.
Data cleaning was performed on the curated dataset as described in Figure 3.2.

Molecules with SMILES that were not recognizable by RDKit were removed.
Molecules containing metal atoms like Na, Mg, and Fe were eliminated. Salts
within the molecules were stripped and the molecules were neutralized. A further
validation was also performed with RDKit. To avoid issues with protonation states,
all carboxylic acids were deleted with SMARTS matching using RDKit.

3.2.2 3D Coordinates Generation and Conformer Searching

The 3D coordinates were generated with RDKit using the molecular SMILES as
input, then the UFF force field to minimize the energy. Initially, 400 iterations
were allowed for the energy minimization; when optimization failed to converge,
the number of iterations was doubled. When UFF did not have parameters for the
molecule in question, MMFF94s [66] was used instead.
Conformer searching was conducted with the Confabmethod [67] as implemented

in OpenBabel; Confab systematically generates a diverse set of conformers.
Inspired by the adaptive way of determining the number of conformers based on the
number of rotatable bonds, 𝑛𝑟𝑡𝑏, the number of conformers is defined as[68]

𝑛𝑐𝑜𝑛 𝑓 =


2, if 𝑛𝑟𝑡𝑏 ∈ {0, 1}

2

⌈
𝑛1.8
𝑟𝑡𝑏

⌉
, if 1 < 𝑛𝑟𝑡𝑏 ≤ 12

200, if 𝑛𝑟𝑡𝑏 > 12

(3.4)

where 𝑛𝑐𝑜𝑛 𝑓 denotes the number of conformers, 𝑛𝑟𝑡𝑏 denotes the number of rotatable
bonds in a molecule, ⌈ ⌉ denotes the ceiling operator. The 𝑛𝑐𝑜𝑛 𝑓 is then multiplied
by 4 × 106 followed by a conformer searching using MMFF94s force field without
change the default of cut-off energy (50 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙) and RMSD values 0.5Å. All the
energies of conformers were evaluated with Generalized Amber Force Field (gaff)
[69] due to its good performance in optimizing small organic molecules. The top 5
conformers were save if available and only the conformer with the lowest energy is
used.
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3.2.3 Geometry Optimization and Computations of Hydration
Free Energies

The top conformers were further optimized with density-functional theory (DFT)
using the 𝜔B97XD [70] functional with the def2-SVP basis set, using Gaussian
16.C01 [71]. The hydration free energy was computed with SCRF keyword in
using water as the solvent.
The hydration free energies for the molecule in the dataset was calculated with

[72]

Δ𝐺𝑠𝑚𝑑 = (𝐸𝑠𝑐𝑟 𝑓 − 𝐸𝑜𝑝𝑡) × 627.5kcal/mola.u. (3.5)

where Δ𝐺𝑠𝑚𝑑 denotes the hydration free energy, 𝐸𝑠𝑐𝑟 𝑓 denotes the energy from SCRF,
and 𝐸𝑜𝑝𝑡 denotes the energy from the geometry optimization using Gaussian.
Only the solutes where −6kcalmol ≤ ΔΔ𝐺 ≤ 6kcalmol were retained, resulting in the removal
of 75 molecules whose solubility seems difficult to describe from the available data.
1137 records remain in the dataset.

3.2.4 Molecular Feature Generation

Three types of molecular features are used in this study: molecular fingerprints,
chemical descriptors, and quantum-chemical descriptors taken from the Gaussian
geometry optimization and SMD results. Top conformers with lowest energies were
used for fingerprint generation and chemical descriptor calculations.
QM descriptors were extracted from the Gaussian log files. A complete list of

selected QM descriptors were listed in Table C.1. Rotational constants, which are
related to molecular spectroscopy, were engineered to include its projections on X, Y
and Z axis either by taking sum, product, or square root of sum of products.
We computed 1826 chemical descriptors with DeepChem 2.4.0 [73] which uses

mordred [74] as its backend. A list of 208 RDKit descriptors were also generated
with DeepChem with 𝐻2 removed because its problem with the FpDensityMorgan1
descriptor. These two sets of descriptors were merged, forming an input matrix
with 2032 features. Besides, RDKit fragment features were also calculated, which
fragment descriptors for functional groups in molecules.
We gathered 5 different fingerprints using RDKit, namely SECFP6 [75], ECFP6,

Morgan, MACCSkeys and RDK fingerprints. All the fingerprints are have 2048 bits
except for MACCSkeys, which has 167 bits.
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3.2.5 Feature Selection

To further improve the quality of input features, feature selection was performed
to reduce redundant information for the augmented chemical descriptors and QM
descriptors respectively, Figure 3.2.
In our exploratory data analysis, we noticed that there are many 𝑁𝑎𝑁 values in

QM descriptors for a few molecules: we therefore removed 𝐻2 (CSE_810), 𝑆𝑂2

(CSE_1155), 𝐼2 (CSE_1471), 𝑁2 CSE_927, 𝑂2 (CSE_928), 𝐶2𝐻2 (CSE_647), 𝑁2𝑂

(CSE_912) and𝐶𝑂𝑆 (CSE_1048) from our database (the molecular indices are listed
in parentheses). This list is termed the special molecular list for future reference. Any
columns that have constant values were removed. A variance threshold of 0.01 was
used to filter out constant features with Scikit-Learn 0.23.0 [76]. Features with
high Pearson correlation, greater than 0.90, were disregarded after standardization;
15 features remain for further model construction. The original quantum chemical
descriptor matrix was standardized without any feature filtering for reference.
To align with quantum chemical features, molecules in special molecular list

were eliminated for the augmented descriptors as well. Together with exploratory
data analysis, the first 100 features with biggest values were removed, which can
spanning from zero to 1 × 108. The first 25 features sorted by minimum values
were deleted as we noticed obvious outliers followed by eliminating the features
with spanning range greater than 50. We followed the same procedure as of QM
descriptors, which includes the removal of constant features, filtering with variance
0.01, and removing (near) duplicate features. There are 602 features left for the
augmented descriptor matrix for now.
The chemical descriptors (except RDKit fragment feature) were further processed

withminimum redundancymaximum relevance (MRMR) [77] usingscikit-feature
package, which automates feature selection by picking up relevant features for target
values while minimizing the redudancy of selected feature. As the number of features
to take has to be defined by the user, we generated subset of the pre-processed features
with size of 20, 30, 50, 100, 150, 200, 250, 300, 350, 400, 500, 602. MRMR was not
used for fingerprints and QM descriptors.

3.2.6 Model Construction and Hyper-Parameter Optimization

We consider 3 types of different models and 3 categories of molecular features, which
in a diverse set of models. For all the models, a scheme of data splitting 0.85:0.15
was used.
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Some classical linear regression models were constructed with Scikit-Learn
using all the 3 types of molecular features, which include ordinary least squares linear
regression (LR), linear regression with 𝐿1 regularizer (Lasso), linear least squares
with l2 regularization (Ridge), kernel ridge regression (KRR), linear regression with
Elastic net regularization (Elastic; this combines 𝐿1 and 𝐿2 penalties), linear model
using stochastic gradient descent (SGD) to minimize the regularized empirical loss
(SGDReg), k-nearest neighbors regression (KNR) and regression using decision tree
(DTrees).

GPFlow [78] 2.2.1 was used to build the Gaussian process regression (GPR)
models with a diverse set of kernel functions. The target values ΔΔ𝐺 were standard-
ized to improve numerical stability and designed for a better initial guess of kernel
parameters. ΔΔ𝐺 with Yeo-Johnson transformation [79] and unchanged target values
were both used as well. The Yeo-Johnson transformation is defined as

𝜓(𝜆, 𝑥) =



{
(𝑥 + 1)𝜆 − 1

}
/𝜆 (𝑥 ⩾ 0, 𝜆 ≠ 0)

log(𝑥 + 1) (𝑥 ⩾ 0, 𝜆 = 0)
−

{
(−𝑥 + 1)2−𝜆 − 1

}
/(2 − 𝜆) (𝑥 < 0, 𝜆 ≠ 2)

− log(−𝑥 + 1) (𝑥 < 0, 𝜆 = 2)

(3.6)

where 𝑥 denotes the raw data and 𝜆 is a parameter that can be estimated with maximum
likelihood inference. Zero mean was used when training the model with GPFlow.
All the hyper-parameters of the selected kernel functions were optimized with

the quasi-Newton algorithm, L-BFGS-B, as implemented in Scipy optimizer; up to
20000 optimization steps were done. The mean function was always set as the mean
of the target values.

3.2.7 Model Performance Evaluation

To characterize the model performance, mean absolute error (MAE), root mean
squared error (RMSE), and coefficient of determination (𝑅2) were used:

𝑀𝐴𝐸 =
1

𝑛

𝑛∑
𝑖=1

|𝑦𝑖 − 𝑦𝑖 | (3.7)

𝑅𝑀𝑆𝐸 =

√√
1

𝑛

𝑛∑
𝑖=1

(𝑦𝑖 − 𝑦𝑖)2 (3.8)

𝑅2 = 1 −
∑𝑛
𝑖=1 (𝑦𝑖 − 𝑦𝑖)

2∑𝑛
𝑖=1 (𝑦𝑖 − 𝑦)

2
(3.9)
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where 𝑦𝑖 denotes the 𝑖-th value of our target vector 𝑦, 𝑦𝑖 denotes the estimation or
prediction of 𝑦𝑖, 𝑦 denotes the mean value of 𝑦. The target values were scaled back
when using Yeo-Johnson transformation in GPR model.

3.2.8 Software and Packages

To make all the results reproducible, we used a consistent virtual environment using
Python 3.7.4, tensorflow 2.3.0, GPFlow 2.2.1, numpy 1.18.4, pandas 1.0.3
and Scikit-Learn 0.23.0. All the figures were generated with matplotlib
3.4.2 and seaborn 0.11.2. All the calculations were done on Compute Canada.

3.3 Results and Discussions

3.3.1 Dataset Preparation

CombiSolv-Exp [28], a curated dataset from MNSol (2275 records) [60], FreeSolv
(560 records) [25], Compsol (3548 records) [61] and Abraham (6091 records) [62]
was used for this project. The downloaded CombiSolv-Exp dataset is a subset of
MNSol due to license limitations. Therefore, a complete CombiSolv-Exp dataset was
built after merging MNSol as described in subsection 3.2.1. Only binary mixtures
and neutral molecules were selected. As we are interested in aqueous free energies
of solvation, the only solvent we considered was water. We also eliminated the
self-solvation free energy for water. There 1263 records selected had SMILES, InChI
for the solutes (input) and mean and standard deviation values for the hydration free
energy (output).
A well-designed pre-processing procedure was performed to clean up the dataset,

Figure 3.2 (B), which can further improve model performance. Molecules that are
unrecognizable by RDKit were removed and this can caused by invalid bond types,
or not being able to Kekulize or sanitize molecules. This can help avoid problems
when computing molecular descriptors. The salts were stripped out and all the
carboxylic acids were left out as well. This is due to the limitations of the universal
solvation model, SMD, for not capable of dealing with the increased atomic charge
of the hydroxyl hydrogen in carboxylic acids [45, 80].
Molecule 3D coordinates generation, conformer searching and geometry op-

timization were performed afterwards. We employed an adaptive method to de-
termine the number of conformers to be sampled [68] with Equation 3.4, which
can efficiently balance the sampling diversity of conformers and computation ef-
ficiency. Geometry and SMD jobs were run to get the ΔΔ𝐺 values with Eq.
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Fig. 3.2 The framework of constructing Δ-learning models with various machine
learning algorithms (A) and design of feature selection (B). RDKit fragment feature
belong to the chemical descriptor sub-category and is not depicted explicitly here.

Equation 3.5. By examining the error of SMD calculations with experimental
measurements, we noticed that there are 13 molecules that can be seen as out-
liers with ΔΔ𝐺 < −6𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 or ΔΔ𝐺 > 6𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 while the others lie in
ΔΔ𝐺 ∈ [−6, 6] 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙, Figure 3.3 (A). Poor performance of SMD can be caused
by (1) special geometries, such as crown ethers ( CSE_1428 and CSE_1430); (2)
flexible molecules with many rotatable bonds or rings, making conformer searching
a challenging task, namely CSE_1775, CSE_1382, CSE_1457, CSE_930; (3) in-
creased atomic charges, CSE_1410, CSE_1869, CSE_1421, CSE_1196, CSE_1448,
CSE_1447 and CSE_1844. Removing these outliers make the distribution of target
values resemble to a normal distribution, Figure Figure 3.3 (B).
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Fig. 3.3 Hydration free energies computed with SMD method. (A). The computed
hydration energies of organic molecules vs. the experimental hydration energies.
The grey box highlights molecules (blue circular dots) with smaller errors, less
than 6 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙, between hydration energy from SMD and experiments. The red
crossed dots represent molecules with error greater than 6 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙. The black line
(𝑦 = 𝑥) denotes cases where ΔΔ𝐺 = 0. (B) Histogram of ΔΔ𝐺 values computed with
Equation 3.3 with fitted normal distribution highlighted in red line (mean 𝜇 = −1.18
and standard deviation 𝜎 = 1.48). The histogram is for all the records, but the fitted
normal distribution is based on selected molecules. All units of Δ𝐺𝑆𝑀𝐷 , Δ𝐺𝑒𝑥𝑝 and
ΔΔ𝐺 are in 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙.
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3.3.2 Feature Generation and Feature Selection

There are 3 different features that are used in this study for 3 types of ML algorithms,
Figure 3.2 (A), namely molecular fingerprints, chemical descriptors and QM de-
scriptors. Chemical and QM descriptors were standardized before dropping highly
correlated features. There was no standardization step for RDKit fragment features.
Molecular fingerprint provides an efficient way of encoding molecules in a binary

way, which has been widely used in computational chemistry and drug design [81, 82].
Chemical descriptors often come with physical interpretations, such as number of
hydrogen bond donors, polar surface area. We also include RDKit fragment features,
which count functional groups in a molecule.
QM descriptors, as listed in Table C.1, was employed to improve SMD accuracy

without introducing extra computing, but only text processing of Gaussian log files.
It comes to our attention that some molecules have 𝑁𝑎𝑁 values for some QM
descriptors, which will lead to problems of building computational models. These
molecules were removed from all kind of molecule features when performing feature
filtering and model constructions for consistency.
Feature selection was done following procedures described in Figure 3.2 (C) and

only MRMR was applied to augmented chemical descriptors. MRMR, a supervised
filter-based feature selection method, seeks maximal relevance with the target values
while minimizes the correlations between selected features using mutual information
as the measurement of pair-wise similarities [77, 83] and it has been widely used
in image processing [84], bioinformatics [85], marketing platform with ML [86], et
al. Given the 602 features by dropping high correlated features (Pearson correlation
threshold 0.90), a list of different number of chemical descriptors were selected, 20,
30, 50, 100, 150, 200, 250, 300, 350, 400, 500, 602 (full feature without MRMR).

3.3.3 Performance Evaluation of Commonly Used Algorithms

Three different types of models were built for commonly used regression algorithms
in Scikit-Learn [76] and Gaussian process regression (GPR). Grid search was
employed to optimize the hyperparameters of commonly used regression algorithms
and L-BFGS-B method [87] was used to tune the hyperparameters of GPR in
GPFlow [78].
We experimented with 8 different regression algorithms as listed in subsec-

tion 3.2.6 in combination with engineered features as in subsection 3.3.2; and 10-fold
cross-validation was used to split data into training and testing subsets for model
selection purposes along with grid searching for optimal hyperparameters. For
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simplicity, we only select top 10 models for further analysis based on mean absolute
error (MAE), root mean squared error (RMSE) and coefficient of determination (𝑅2)
for testing data, Figure 3.5.
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Fig. 3.5 Box plots and violin plots for top 10 regression models with commonly used
algorithms.

All the selected top models display have similar mean absolute errors (MAE) of
0.66 ∼ 0.70, root-mean-square errors (RMSE) of 1.06 ∼ 1.07 and 𝑅2 of 0.42 0.48,
Table C.2. 7 of the 10 best models use kernel-ridge regression (KRR), suggesting
that KRR is preferred for this study. The kernel ridge together with 150 selected
chemical descriptors (KernelRidge-150) gives smallest error with MAE of 0.6581,
RMSE of 1.0568 and 𝑅2 of 0.4717. It should be noted that some of the predictions
from 10-fold cross-validation demonstrate bigger errors than others, such as the
dots in KernelRidge-200 of Figure 3.5, implying that the hyperparameters can be
further optimized. 3 kNN models appear in the top 10, and all of them use chemical
descriptors, suggesting that kNN performs better with chemical descriptors than
molecular fingerprints.
We also explored models built on the top of QM related descriptors which are

parsed from Gaussian log files. Similar to the top 10 models, kNN and kernel
ridge based models dominate the top 10 QM-based models with MAE of 0.80 0.84,
RMSE of 1.24 1.28, 𝑅2 of 0.23 0.28 (Table 3.1). In addition, decision tree based
models demonstrate close performances. Using more sophisticated analysis based
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Table 3.1 Top 10 QM based models from commonly used algorithms.

Regressor feature_type MAE_test RMSE_test 𝑅2_test
KNN qc_features_rot_sum_full 0.7984±0.1023 1.2424±0.2257 0.2767±0.1285
KNN qc_features_rot_product_full 0.7993±0.0990 1.2453±0.2200 0.2734±0.1225
KNN qc_features_rot_spread_full 0.8027±0.1010 1.2521±0.2218 0.2650±0.1277
KNN qc_features_full 0.8048±0.0993 1.2508±0.2207 0.2669±0.1235
KernelRidge qc_features_rot_product_full 0.8397±0.1015 1.2796±0.2338 0.2352±0.1135
KernelRidge qc_features_rot_spread_full 0.8405±0.1009 1.2802±0.2333 0.2345±0.1131
KernelRidge qc_features_rot_sum_full 0.8407±0.1007 1.2804±0.2332 0.2343±0.1129
KernelRidge qc_features_full 0.8413±0.1012 1.2808±0.2331 0.2337±0.1128
DTrees qc_features_full 0.8568±0.0999 1.2933±0.2002 0.2151±0.0958
DTrees qc_features_rot_sum_full 0.8585±0.0986 1.3041±0.1949 0.2009±0.0978

on invariants of the rotational eigenvalues does not seem to improve performance.
Figure C.1.

3.3.4 Performance Evaluation of Gaussian Process Regression

Unlike other conventional machine learning algorithms, Gaussian process regression
(GPR) provides uncertainty estimation of the predictions. We built GPR based
models with different kernels and different features. Inspired by the practice of
FlowMO [88], a package for training GPR, our target values ΔΔ𝐺 was standardized
to improve numerical stability and model performance. We also scaled ΔΔ𝐺 to
attempt to ensure the data were normally distributed by using the Yeo-Johnson
transformation [79], along with standardization of input features to ensure zero-mean
and unit-variance.
As show in Table C.3, we find that Matern-class kernels dominate the top 10 GPR

models, which show very close performances (MAE of 0.63, RMSE of 1.02 and 𝑅2

of 0.51 approximately). They also share similar behavior in 10-fold cross-validation,
Figure 3.6. In addition, all the top GPRmodels share the same feature, 150 descriptors
(Table C.3).
As for the top 10 QM based models, they share almost identical performances

with MAE of 0.79, RMSE of 1.24 and 𝑅2 of 0.29 (Table 3.2).

3.4 Conclusions

Molecular solubility represents a important property of molecules and has great
implications for chemical reactions, and chemical engineering. Moreover, solubility
is a central topic in drug design and development, especially for drug delivery and
formulation. Therefore, predictions of molecular solubility are of great significance.
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Fig. 3.6 Box plots and violin plots for top 10 GPR models.

Table 3.2 Top 10 QM based models from GPR.

kernel feature_type MAE_test RMSE_test 𝑅22_test
Exponential qc_full_rot_product 0.7940±0.1015 1.2363±0.2492 0.2864±0.1362
Exponential + Constant qc_full_rot_product 0.7940±0.1015 1.2363±0.2492 0.2864±0.1362
Exponential + White qc_full_rot_product 0.7940±0.1015 1.2363±0.2492 0.2864±0.1362
Matern12 + Constant qc_full_rot_product 0.7940±0.1015 1.2363±0.2492 0.2864±0.1362
Matern12 qc_full_rot_product 0.7940±0.1015 1.2363±0.2492 0.2864±0.1362
Matern12*Constant + White qc_full_rot_product 0.7940±0.1015 1.2363±0.2492 0.2864±0.1362
Exponential*Constant + White qc_full_rot_product 0.7940±0.1015 1.2363±0.2492 0.2864±0.1362
Matern12 + Constant qc_full_rot_spread 0.7950±0.1009 1.2366±0.2490 0.2860±0.1359
Matern12 qc_full_rot_spread 0.7950±0.1009 1.2366±0.2490 0.2860±0.1359
Matern12 + White qc_full_rot_spread 0.7950±0.1009 1.2366±0.2490 0.2860±0.1359

To address this challenging task, we constructed a Δ-learning strategy to correct
the error of widely used solvation model based on density (SMD). The CombiSolv-
Exp database was used for training/testing and, after clean the data, we had 1253
records. Extensive feature engineering was employed, and then a wide variety of
regression models including Gaussian processes. We find that we can improve the
(raw) performance of SMD by building a machine-learning model for the correction
term.
It does appear that further hyperparameter optimization could be beneficial. It

is possible that better features would lead to better results, but it may also be that
we are limited by the lack of experimental data and the measurement errors from
the experiment. We believe the general strategy of adding extremely inexpensive
machine-learning-based corrections for quantum chemistry calculations (not only for
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the free energy of hydration, but also for other quantities) is powerful, and we plan to
release a free and open-source command-line tool that automates the workflow and
predictions described here.
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Chapter 4

Procrustes: A Python Library to
Find Transformations that Maximize
the Similarity Between Matrices

4.1 Introduction

In 1962, Hurley and Catell posed the first Procrustes problem to find the orthogonal
transformation that makes a matrix, A, maximally resemble a target matrix B, in a
least-squares sense [1]. Four years later, Schönemann presented a solution to this
problem using singular value decomposition [2]. Since then, many researchers have
extended the Procrustes analysis to include a wide range of problems, which can all
be represented by

min︸︷︷︸
S,T

∥SAT − B∥2𝐹 (4.1)

where A ∈ R𝑚×𝑛 is the input matrix, B ∈ R𝑚×𝑛 is the reference (target) matrix, and
∥ · ∥𝐹 denotes the Frobenius norm defined as,

∥A∥𝐹 =

√√√ 𝑚∑
𝑖=1

𝑛∑
𝑗=1

|𝑎𝑖 𝑗 |2 =
√
Tr(A†A) (4.2)

where 𝑎𝑖 𝑗 and Tr(A) denote the element 𝑖 𝑗 and trace ofA, respectively. Different
Procrustes problems use different choices for the transformation matrices S and T
which are commonly taken to be orthogonal/unitary matrices, rotation matrices,
symmetric matrices, or permutation matrices. When S is an identity matrix,
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Equation 4.1 is called a one-sided Procrustes problem [3], and when it is equal to T,
Equation 4.1 is called a two-sided Procrustes problem with one transformation.
The Procrustes problems implemented in our packaged are summarized in

Table 4.1 and detailed in the Appendix. Except for two-sided permutation Procrustes,
all these problems have explicit solutions. So, for the two-sided permutation problems
our library implements several formulas and iterative methods for approximating the
solution. For the two-sided permutation with two-transformations, these include the
heuristic k-opt[4–6] and flip-flop [7] algorithms. For the two-sided permutation with
one-transformation, we implement several explicit approximate solutions (normal1,
normal2, umeyama, and umeyama-SVD) which optionally can be used as initial
guesses for the iterative solutions (k-opt, soft-assign, and non-negative matrix
factorization (NMF)). Among these, k-opt is a brute-force approach which iteratively
checks all permutations of k-th order until no further improvements are possible. If k
equals the dimensions of the permutation matrix, then k-opt amounts to an exhaustive
search over all possible permutations. The general-purpose implementations of the
heuristic k-opt, flip-flop, and softassign algorithms could be used independently.
Procrustes analysis has a wide-range of applications and, in fact, as we became

more familiar with Procrustes algorithms, we realized that many problems can be
formulated as a Procrustes problem. For example, when matrices A and B represent
lists of the coordinates of multidimensional points, Procrustes analysis can be used to
transform the coordinates ofA tomost closely resemble those inB. By convention, the
column of the matrix contains spatial coordinates or characteristic properties/features
of each point, and each row represents a point. In addition, the one-sided rotational
Procrustes analysis is widely applied in image recognition[25–27], computational
biology [28–31], chemistry [31, 32], physics [33], signal processing [34, 35], data
science and machine learning [36–40], geography [41], and other fields.
Motivated by the scientific significance of Procrustes problem and the absence of

a dedicated package, we designed the Procrustes library: a flexible, easy-to-use,
and easy-to-extend Python library for finding the optimal transformation that makes
two matrices as close as possible to each other. As summarized in Table 4.1, the
Procrustes library includes algorithms for orthogonal [9], rotational [9–11],
symmetric [12–14], and permutation [16, 17] Procrustes problems and their two-
sided counterparts [7, 19, 20]. Notably, the softassign algorithm [23, 42] is applied for
solving the two-sided permutation Procrustes problem, which gives higher accuracy
than other approaches, with commensurate computational costs. The most prevalent
alternative for Procrustes analysis are the utilities in ‘scipy‘, which only supports
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Table 4.1 Procrustes Library: Summary of Procrustesmethods currently implemented
for constrained minimization of the ∥SAT − B∥2

𝐹
objective function.*

Procrustes Type S T Constraints

Generic [3] I T None

Orthogonal [2, 8, 9] I Q Q−1 = Q†

Rotational [9–11] I R

{
R−1 = R†

|R| = 1

Symmetric [12–14] I X X = X†

Permutation [15–18] I P

{
[P]𝑖 𝑗 ∈ {0, 1}∑𝑛
𝑖=1 [P]𝑖 𝑗 =

∑𝑛
𝑗=1 [P]𝑖 𝑗 = 1

Two-sided Orthogonal [19] Q†1 Q2

{
Q−11 = Q†1
Q−12 = Q†2

Two-sided Orthogonal with One
Transformation [20]

Q† Q Q−1 = Q†

Two-sided Permutation [7] P†1 P2


[P1]𝑖 𝑗 ∈ {0, 1}
[P2]𝑖 𝑗 ∈ {0, 1}∑𝑛
𝑖=1 [P1]𝑖 𝑗 =

∑𝑛
𝑗=1 [P1]𝑖 𝑗 = 1∑𝑛

𝑖=1 [P2]𝑖 𝑗 =
∑𝑛
𝑗=1 [P2]𝑖 𝑗 = 1

Two-sided Permutation with One
Transformation [2, 21]

P† P

{
[P]𝑖 𝑗 ∈ {0, 1}∑𝑛
𝑖=1 [P]𝑖 𝑗 =

∑𝑛
𝑗=1 [P]𝑖 𝑗 = 1

* The general-purpose implementations of the heuristic k-opt [4–6], flip-flop [7], and softassign [22–24]
algorithms are also implemented in Procrustes library. The generalized Procrustes method is also
being implemented in the future release.
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one-sided orthogonal Procrustes and one-sided rotational Procrustes with centering
and scaling [43].
This chapter demonstrates the design structure and usage of the free, open-source,

and cross-platform Procrustes library written in Python 3. This library is
well-documented and extensively tested on Microsoft Windows, macOS, and Linux
operating systems. The section 4.2 shows how to install and use the Procrustes
library, section 4.3 discusses its design, section 4.4 showcases various applications
of its functionality, and section 4.5 summarizes our concluding remarks. A detailed
description of various Procrustes algorithms implemented in our package is
presented in the Appendix B.

4.2 Installation

4.2.1 Prerequisites

To install, test, and use the Procrustes library, one needs the following Python
packages:

• Python ≥ 3.6: http://www.python.org/
• SciPy ≥ 1.5.0: http://www.scipy.org/
• NumPy ≥ 1.18.5: http://www.numpy.org/
• Pip ≥ 19.0: https://pip.pypa.io/
• PyTest ≥ 5.3.4: https://docs.pytest.org/
• PyTest-Cov ≥ 2.8.0: https://pypi.org/project/pytest-cov/
• Sphinx≥ 2.3.0, if onewishes to build the documentation locally: https://www.sphinx-
doc.org/

These packages can be installed individually or all at once using pip and conda
package management systems, as described in the next section.

4.2.2 Installation

The stable release of the package can be easily installed through the pip and conda
package management systems, which install the dependencies automatically, if not
available. To use pip, simply run the following command:

1 pip install qc-procrustes
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To use conda, one can either install the package through Anaconda Navigator
or run the following command in a desired conda environment:

1 conda install -c theochem procrustes

Alternatively, the Procrustes source code can be download from GitHub
(either the stable version or the development version) and then installed from source.
For example, one can download the latest source code using git by:

1 # download source code

2 git clone git@github.com:theochem/procrustes.git

3 cd procrustes

From the parent directory, the dependencies can either be installed using pip by:

1 # install dependencies using pip

2 pip install -r requirements.txt

or, through conda by:

1 # create and activate myenv environment

2 conda create -n myenv python=3.6

3 conda activate myenv

4

5 # install dependencies using conda

6 conda install --yes --file requirements.txt

Finally, the Procrustes package can be installed (from source) by:

1 # install Procrustes from source

2 pip install .

4.2.3 Testing

To make sure that the package is installed properly, the Procrustes tests should
be executed using pytest from the parent directory:
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1 pytest -v .

In addition, to generate a coverage report alongside testing, one can use:

1 pytest --cov-config=.coveragerc --cov=procrustes procrustes/test

4.3 Structure of the Package

The source code and tests for the package are placed in procrustes/procrustes
directory, which by itself includes the utils module and seven other modules for each
flavour of the Procrustes analysis. The utils module contains some common utility
functions such as: zero-padding columns/rows, removing zero-padded columns/rows,
translating and scaling matrices and computing error/distance between matrices.
For example, when the A and B matrices have different dimensions, the smaller
matrix is padded with zeros rows and/or columns. It is also common to first translate
and scale one matrix before transforming it to match the other. Additionally, the
module includes the ‘ProcrustesResult‘ class, instances of which are returned by all
Procrustes functions, and which contains the results (e.g., transformation matrix,
final errors, and translated/scaled/padded matrices) as attributes.
The remaining modules, including orthogonal, rotational, permutation, symmet-

ric, softassign, generic, and generalized, implement various one-sided Procrustes
algorithms and their two-sided variations, when applicable (see Table 4.1). For
permutation.py, there are additional flavors compared to other modules due to its
wider application range. The test directory contains units test for each module to
prevent the inadvertent introduction of bugs; currently our test coverage is 94%.
Of note, k-opt heuristic algorithms are also implemented in kopt module with

two functions, kopt_heuristic_single and kopt_heuristic_double. The main idea
of k-opt is swap manipulations [4–6], which can be used to improve the result of
two-sided permutation Procrustes problems. With the successful applications in
traveling salesman problem [44] and quadratic assignment problems [45], the greedy
k-opt search algorithm can also be used for softassign problem [46], which turned
out to improve the accuracy.
The documentation and tutorials of the Procrustes library are contained in

the procrustes/doc directory. The examples include Python scripts (and Jupyter
notebooks) showing various applications of the Procrustes analysis. For further
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information and the most up-to-date documentation and examples, please refer to the
Procrustes website.
To ensure that our library is extendable, we adhered to many modern software

development best practices including comprehensive documentation, extensive testing
(current coverage=94%), strict or "uncompromising" code formatting (with bandit,
pylint, flake8, and PEP8), and continuous integration (with GitHub Actions
and Travis CI).

4.4 How to Use Procrustes

4.4.1 Quick Start of Procrustes

The code block below gives an example of the orthogonal Procrustes problem for
random matrices A and B. Here, matrix B is constructed by shifting an orthogonal
transformation of matrix A, so the matrices can be perfectly matched. As is the
case with all Procrustes flavours, the user can specify whether the matrices should
be translated (so that both are centered at origin) and/or scaled (so that both are
normalized to unity with respect to the Frobenius norm). In addition, the other
optional arguments (not appearing in the code-block below) specify whether the zero
columns (on the right-hand side) and rows (at the bottom) should be removed prior
to transformation.

1 import numpy as np

2 from scipy.stats import ortho_group

3 from procrustes import orthogonal

4

5 # random input 10x7 matrix A

6 a = np.random.rand(10, 7)

7

8 # random orthogonal 7x7 matrix T

9 t = ortho_group.rvs(7)

10

11 # target matrix B (which is a shifted AxT)

12 b = np.dot(a, t) + np.random.rand(1, 7)

13

14 # orthogonal Procrustes analysis with translation

15 result = orthogonal(a, b, scale=True, translate=True)

16

17 # display Procrustes results

18 print(result.error) # error (expected to be zero)
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19 print(result.t) # transformation matrix (same as T)

20 print("Does the obtained transformation matches t matrix? ",

21 np.allclose(t, result.t))

22 print(result.new_b)

23 print(result.new_a)

4.4.2 Chemical Structure Alignment

Molecular alignment is a fundamental problem in cheminformatics and can be used
for structure determination [47], similarity based searching [48, 49], and ligand-based
drug design [50] et al.. This problem can be solved by orthogonal Procrustes when
given two matrices representing three-dimensional coordinates. The code block
below shows the ease-of-use of the Procrustes library for protein structure
alignment, one of the most fundamental problems in structural biophysics.
Here, we used IOData library [51] to load the Protein Data Bank (PDB) file

format containing the X-ray crystal structure of the human deoxyhemoglobin (PDB ID:
2HHB). This selection of this proteinwas inspired by theBiomolecularStructures
library∗ which contains the well-known Kabsch algorithm [52, 53] for structure
alignment. This algorithm is the same as rotational Procrustes, which allows one
to compare the accuracy and efficiency of our implementation to those of existing
libraries. The structure of 2HHB has cyclic-𝐶2 global symmetry, where chain A
and chain C (chain B and chain D) are hemoglobin deoxy-alpha (beta) chains as
denoted in Figure 4.1 (a). Thus the rotational Procrustes can be used to align the
𝐶𝛼 atoms in chain A and C of the protein to show that they are homologous. The
root-mean-square deviation (RMSD) is traditionally used to assess the discrepancy
between structures before and after the translation-rotation transformation (39.5 Å
and 0.23 Å respectively).

1 import numpy as np

2

3 from iodata import load_one

4 from iodata.utils import angstrom

5 from procrustes import rotational

6

7 # load PDB

8 pdb = load_one("2hhb.pdb")

9

∗https://biomolecularstructures.readthedocs.io/en/latest/kabsch/
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10 # get coordinates of C_alpha atoms in chains A & C (in angstrom)

11 chainid = pdb.extra['chainids']

12 attypes = pdb.atffparams['attypes']

13 ca_a = pdb.atcoords[(chainid == 'A') & (attypes == 'CA')] / angstrom

14 ca_c = pdb.atcoords[(chainid == 'C') & (attypes == 'CA')] / angstrom

15

16 print("RMSD of initial coordinates:") # output: 39.47

17 print(np.sqrt(np.mean(np.sum((ca_a - ca_c)**2, axis=1))))

18

19 # rotational Procrustes analysis

20 result = rotational(ca_a, ca_c, translate=True)

21

22 # compute transformed (translated & rotated) coordinates of chain A

23 ca_at = np.dot(result.new_a, result.u)

24

25 print("RMSD of transformed coordinates:") # output: 0.23

26 print(np.sqrt(np.mean(np.sum((ca_at - result.new_b)**2, axis=1))))
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Fig. 4.1 Examples of Procrustes analysis. (More figure captions on next page.)
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(A). Protein structure alignment with rotational Procrustes. (i). The structure
of human deoxyhemoglobin includes hemoglobin deoxy alpha chains (chain A
in red and chain C in blue), and hemoglobin deoxy beta chains (both in grey).
(ii). Coordinates of 𝐶𝛼 atoms in chain A and chain C before orthogonal-rotational
Procrustes alignment. (iii) Coordinates of 𝐶𝛼 atoms in chain A and chain C after
orthogonal-rotational Procrustes alignment.
(B). Chirality center checking with orthogonal-rotational Procrustes. (i). Chem-

ical structure of (R)-CHFClBr and (S)-CHFClBr. (ii). Atomic coordinates of
(R)-CHFClBr and (S)-CHFClBr before alignment. (iii). Atomic coordinates of
(R)-CHFClBr and (S)-CHFClBr after alignment with rotational Procrustes.
(C). Atom-Atom mapping with two-sided permutation with one transformation

Procrustes. (i). Chemical structure of molecule A and molecule B. (ii). Matrix
representation of molecule A and molecule B. (iii). Atom-atom mapping of molecule
A and molecule B where the transformed representation matrix is show above and
the the assignment is show below. The number in grey are the assignment numbers.
The zero-padded rows and columns are highlighted in blue.
(D). Ranking by reordering with two-sided permutation Procrustes with one

transformation (i). The score-differential matrix based on the team by team score.
(ii). The rank-differential matrix built from the given team by team score table. (iii).
Ranking result of five American collegiate football teams.
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4.4.3 Chirality Check

In chemistry, a molecule is chiral if it cannot be superimposed onto its mirror image
by any combination of translation and rotation. These non-superposable mirror
images are called enantiomers which share identical chemical and physical properties,
but have distinct chemical reactivity and optical rotation properties.
The code block below shows how easily the Procrustes library can be

used to check whether two geometries of the CHFClBr molecule are enantiomers
(as in Figure 4.1 (b)) using the IOData library to obtain their three-dimensional
coordinates from XYZ files. This is done by testing whether their coordinates
can be matched through translation and rotation (i.e., rotational Procrustes); the
obtained Procrustes error of 26.09 Å reveals that these two structures are not identical.
However, it is confirmed that the two coordinates are enantiomers because they can
be matched through translation, rotation, and reflection (i.e., orthogonal Procrustes)
gives a Procrustes error of 4.43 × 10−8Å; thus, reflection is essential to match the
structures.

1 import numpy as np

2

3 from iodata import load_one

4 from procrustes import orthogonal, rotational

5

6 # load CHClFBr enantiomers' coordinates from XYZ files

7 a = load_one("enantiomer1.xyz").atcoords

8 b = load_one("enantiomer2.xyz").atcoords

9

10 # rotational Procrustes on a & b coordinates

11 result_rot = rotational(a, b, translate=True, scale=False)

12 print("Error = ", result_rot.error) # output: 26.085545

13

14 # orthogonal Procrustes on a & b coordinates

15 result_ortho = orthogonal(a, b, translate=True, scale=False)

16 print("Error = ", result_ortho.error) # output: 4.432878e-08

4.4.4 Atom-Atom Mapping

Given two molecular structures, it is important to be able to identify atoms that
are chemically similar. This a commonly used in 3D QSAR pharmacore analysis
[54, 55], substructure searching [56], metabolic pathway identification [57–59], and
chemical machine learning [60, 61].
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The code block below shows how easily the Procrustes library can be used
to map atoms of but-1-en-3-yne and 3,3-dimethylpent-1-en-4-yne as depicted in
Figure 4.1 (c). Based on our chemical intuition, we can tell that the triple and double
bonds of both molecules "match" one another; however, this is not revealed by simple
(geometric) molecular alignment based on three-dimensional coordinates does not
identify that. The pivotal step is defining a representation that contains bonding
information, and then using permutation Procrustes to match atoms between the two
chemical structures. Inspired by graph theory, we represented each molecule with
an "adjacency" matrix where the diagonal elements are the atomic numbers and the
off-diagonal elements are the bond orders. The two-sided permutation Procrustes
with one-transformation can be used to find the optimal matching of the two matrices.
It is important to note that the permutation Procrustes requires the two matrices

to be of the same size, so the smaller matrix A is padded with zero rows and columns
to have same shape as matrix B. After obtaining the optimal permutation matrix P,
the transformed matrix P†AP should be compared to matrix B for identifying the
matching atoms; the zero rows/columns correspond to atoms in B for which there
are no corresponding atoms in A. The mapping between atoms can be also directly
deduced from matrix P.

1 import numpy as np

2

3 from procrustes import permutation_2sided

4

5 # Define molecule A representing "but-1-en-3-yne"

6 A = np.array([[6, 3, 0, 0],

7 [3, 6, 1, 0],

8 [0, 1, 6, 2],

9 [0, 0, 2, 6]])

10

11 # Define molecule B representing "3,3-dimethylpent-1-en-4-yne"

12 B = np.array([[6, 3, 0, 0, 0, 0, 0],

13 [3, 6, 1, 0, 0, 0, 0],

14 [0, 1, 6, 1, 0, 1, 1],

15 [0, 0, 1, 6, 2, 0, 0],

16 [0, 0, 0, 2, 6, 0, 0],

17 [0, 0, 1, 0, 0, 6, 0],

18 [0, 0, 1, 0, 0, 0, 6]])

19

20 # two-sided permutation Procrustes

21 result = permutation_2sided(A, B,

22 method="approx-normal1",
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23 single=True, pad=True)

24

25 # Compute the transformed molecule A

26 P = result.t

27 new_A = np.dot(P.T, np.dot(result.new_a, P)).astype(int)

28 print("Transformed A: \n", new_A) # compare to B

4.4.5 Ranking by Reordering

The problem of ranking a set of objects is ubiquitous not only in everyday life, but
also for many scientific problems such as information retrieval [62, 63], recommender
systems [64], natural language processing [61], and drug discovery [65, 66].

Table 4.2 Team by team game score differential from [67]

Team Duke Miami UNC UVA VT
Duke 0 0 0 0 0
Miami 45 0 18 8 20
UNC 3 0 0 2 0
UVA 31 0 0 0 0
VT 45 0 27 38 0

The code block below shows how easily the Procrustes library can be used
to rank five American collegiate football teams, where each team plays one game
against every other team, using their score-differentials as summarized in Table 4.2.
Here, each team is given a zero score for a game they lost (e.g., Duke lost to every
other team) and the score difference is calculated for games won (e.g., Miami beat
Duke by 45 points and UNC by 18 points). These results are also summarized in
the square score-differential matrix A in cf. Figure 4.1 (d). Two-sided permutation
Procrustes can be used to rank these teams, but one needs to define a proper target
matrix. Traditionally, the rank-differential matrix has been used for this purpose and
is defined for 𝑛 teams as,

R𝑛×𝑛 =



0 1 2 · · · 𝑛 − 1
0 1 · · · 𝑛 − 2

. . .
. . .

...

. . . 1

0


(4.3)
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The rank-differential matrix is an upper-triangular matrix and its 𝑖 𝑗-th element
specifies the difference in ranking between team 𝑖 and team 𝑗 . This a sensible target
for the score-differential matrix. Now, the two-sided permutation Procrustes method
can be used to find the permutation matrix that maximizes the similarity between the
score-differential matrix, A, and the rank-differential matrix based on Equation 4.3,
B , resulting in [5, 2, 4, 3, 1] as the final rankings of the teams.

1 import numpy as np

2

3 from procrustes import permutation_2sided

4

5 # input score-differential matrix

6 A = np.array([[ 0, 0, 0 , 0, 0 ], # Duke

7 [45, 0, 18, 8, 20], # Miami

8 [ 3, 0, 0 , 2, 0 ], # UNC

9 [31, 0, 0 , 0, 0 ], # UVA

10 [45, 0, 27, 38, 0 ]]) # VT

11

12 # make rank-differential matrix

13 n = A.shape[0]

14 B = np.zeros((n, n))

15 for index in range(n):

16 B[index, index:] = range(0, n - index)

17

18 # rank teams using two-sided Procrustes

19 result = permutation_2sided(A, B,

20 single=True,

21 method="approx-normal1")

22

23 # compute teams' ranks

24 _, ranks = np.where(result.t == 1)

25 ranks += 1

26 print("Ranks = ", ranks) # displays [5, 2, 4, 3, 1]

4.5 Conclusions

This chapter introduces Procrustes, a free, open-source, and cross-platform
Python 3 library implementing algorithmic solutions to a broad range of Procrustes
problems, including the one- and two-sided variants of the permutation, rotation,
orthogonal, and symmetric tasks. It also features an implementation of the softassign
algorithm to solve two-sided permutation Procrustes problems with one transforma-
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tion as well as the k-opt local search algorithm to improve the results of the two-sided
permutation Procrustes problem. The scope and utility of this library for scientific
computation is emphasized, featuring examples from chemical physics and molecular
biology, which are released as Jupyter notebooks alongside the source code.
The algorithms implemented are detailed in the appendix emphasizing the more

innovative aspects of the Procrustes library, most notably several valuable
heuristics for two-sided permutation Procrustes problems. For future work, more
flavors of Procrustes methods will be implemented, including generalized Procrustes
analysis (GPA) [3, 68, 69], projected Procrustes analysis [70, 71], and continuous
Procrustes methods [72, 73]. Furthermore, improvements to the scalability of the
implemented algorithms will help make the analysis of large matrices more feasible.
This package functions as an alternative tool for shape analysis and solving

quadratic assignment problems with many other potential applications in science and
engineering.
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Chapter 5

A Curated Diverse Molecular
Database of Blood-Brain Barrier
Permeability

5.1 Introduction

The blood-brain barrier (BBB) denotes a regulatory and protective mechanism of
microvasculature in the central nervous system (CNS) that is central to regulating
the homeostatis of the CNS [1, 2] and protecting the CNS from toxins, pathogens,
and inflammations [3]. However, it is estimated that 98% of small molecules are not
BBB permeable [4]. Therefore, predicting BBB permeability for small molecules is
a vital but challenging task in drug discovery and development [4–7].
However, existing computational models for a molecule’s BBB permeability

are inadequate. In particular, they are restricted by the limited size and chemical
diversity of existing sets of training data[8]. Moreover, although many different
machine-learning (ML) models for predicting BBB permeability have been proposed,
these models are not directly comparable because they use widely varying training
data, ranging from as few as 45 molecules [9, 10] to as many as 7236 molecules
[11]. The purpose of this paper is to curate an accessible, clean, well-documented,
and reasonably comprehensive dataset of BBB permeability data and present it in a
way that is convenient for those building new BBB predictive models. While our
database, B3DB, is not the first attempt to curate data from the literature to construct
a molecular BBB database, B3DB contains more molecules, and categorizes the
molecules based on experimental uncertainty. Both features are very helpful when
developing and validating ML models for BBB.

| 149



Ph.D. Thesis - F.W. Meng; McMaster University - Chemistry and Chemical Biology

There are two types of data for BBB, numerical and categorical data. Numerical
data is usually reported as log 𝐵𝐵, the logarithm of brain-plasma concentration ratio,

log 𝐵𝐵 = log
𝐶𝑏𝑟𝑎𝑖𝑛

𝐶𝑏𝑙𝑜𝑜𝑑
(5.1)

Categorical data simply labels whether a compound is BBB permeable (BBB+) or
not (BBB-).
Among existing studies of BBB permeability, we mention Zhuang et. al., who

built a machine-learning (ML) model with resampling using a binary dataset of
2358 molecules [12]. Similarly, Zhao et al [13] compiled a dataset of 1336 BBB
crossing drugs (BBB+) and 360 BBB non-crossing drugs (BBB-). A recent study
reported an ensemble ML model using of 1757 molecules as the training data [14].
To our knowledge, the largest dataset previously reported in the literature was used in
developing the LightBBB model, which uses the Light Gradient Boosting Machine
(LightGBM) algorithm to build a predictive model. The LightBBB model’s database
included 7162 entries. (These entries include duplicates (multiple entries with
the same International Chemical Identifier (InChI)) and molecules that could not
be recognized by RDKit package, so in the end there are only 4491 unique valid
molecules). We curate data from these three efforts, and 47 other smaller efforts, in
B3DB. Unlike many previous efforts, B3DB includes many (1058) molecules with
numeric log 𝐵𝐵 values. The largest previous dataset we know was the data source
for LightBBB, which has log 𝐵𝐵 values for 696 unique valid molecules.
Here ∗, we present a new Blood-Brain Barrier Database, B3DB, which is intended

to provide a benchmark dataset for modelling BBB permeability of small molecules.
The original data was collected from 50 peer-reviewed publications or open access
datasets. As described in the next section, we processed and cleaned the data, then
categorized it based on its reliability. By categorizing the data in this way, users can
choose whether they want to focus on the smaller subsets with the highest reliability,
or prefer to consider larger datasets with slightly lower reliability. We hope that our
meticulous methods of preparing and sorting the data may be of interest those who
wish to curate databases for other, similar, properties.
B3DB includes both numerical data (1058 log 𝐵𝐵 values) and categorical data

(4956 BBB+ and 2851 BBB-). Here is summary of key features of B3DB dataset.

• This is the largest BBB data set we know, both for categorical labels and log 𝐵𝐵
numerical values.
∗I would like to acknowledge the help of Yang Xi, Jinfeng Huang with the validation of molecular

representations in this study.
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• Because the chirality of molecules plays an important role in BBB permeability
[15, 16], isomeric SMILES is to used to incorporate chiral specifications of
molecules.

• Because some molecules have been measured multiple times, using different
experimental methods and under different conditions, we divide the value into
groups based on the quantity of experimental data and the similarity between
reported values, so that users of B3DB can easily select subsets of the data with
varying degrees of reliability.

• B3DB is extended with molecular descriptors computed with mordred [17], so
that it can be used out-of-the-box for building BBB predictive models.

5.2 Methods and Materials

The next three sections describe how raw data was collected from various sources,
cleaned, and curated. We then describe how the dataset was extended with chemical
descriptors (beyond the reference BBB value). This workflow is summarized in
Figure 5.1.

Fig. 5.1 Workflow for building B3DB. From left to right, the collection of raw BBB
data, cleaning the raw data, categorization of cleaned data, and finally, extension of
B3DB by computing other molecular descriptors.
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5.2.1 Data Collecting

All the data was collected from the literature and open source databases. The dataset
size, main available information, and data types are listed in Table 5.1 ∗. For each
data source, a standard Excel workbook is formatted for further processing. If the
original data is in portable document format (PDF), it is converted to a pandas [19]
DataFrame and then stored in XLSX format with tabula-py [20]. For files in
DOCX or DOC extension, as well as CSV, TXT and other Excel compatible formats,
they are converted to Excel XLSX format directly, using Microsoft Office. We
performed several automated consistency checks (e.g., numerical data should be
reported as floating-point numbers) and manually verified a subset of the data to
ensure that the data was faithfully transferred to *.xlsx format. In total, 33825 raw
data records were collected.
The 50 datasets have various formats and include a wide range of information, so

we constructed a template that contained only the most essential data, compound
name, simplified molecular-input line-entry system (SMILES) string, PubChem
compound identifier (CID), log 𝐵𝐵, BBB+/BBB- (whether a compound is BBB
permeable or not), the IUPAC International Chemical Identifier (InChI), the threshold
value used to determine categorical type of a compound, and the literature source for
that data value.

5.2.2 Data Cleaning

In the data cleaning stage, an initial molecule specification (a SMILES string,
PubChem CID, and/or compound name) is input; the output is also a SMILES string,
but with transcription and typographical errors fixed, and with salts/solvents removed.
In addition, molecules containing heavy metal atoms are removed from the database.
A followed up standardization of molecular reorientation is performed which include
updating valences, kekulizing and normalizing molecules, and neutralizing molecular
charges. The basic procedure is shown in Figure 5.2 (A).
The first step is to fix invalid SMILES strings. For example, white spaces and

line breaks in SMILES were removed. Some other issues (e.g., where a dash was
used in lieu of a negative sign for the molecular charge) were manually remedied.
Our data is drawn from 50 distinct sources, and a full molecule specification is not
always provided. For example, some sources list only the compound names (and
not the SMILES strings or PubChem CIDs); other sources list only PubChem CIDs.
In these cases, PubChemPy [21] was used to access the PubChem [22] database to

∗Data of Ref. 18 accessed with PyTDC 0.1.5 as of Jan 25, 2021.
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Fig. 5.2 Molecule representation cleaning and technical validation. (A). Flowchart
of cleaning SMILES string representation of molecules. (B). Technical validation of
molecular representation.

retrieve information about missing compound names, SMILES strings and PubChem
CIDs. When only the compound name was available, there can be multiple PubChem
instances. If this were to happen, the first Pubchem instance is selected and a note
is added to the database flagging the potential ambiguity. Fortunately this does not
seem to occur in this specific database. There are also a few molecules for which
only molecular structures, and not SMILES or compound names, are provided. In
these cases we built the molecules manually and searched for the Pubchem CID
and SMILES string with the PubChem web interface. All the SMILES strings were
loaded into RdKit [23] (version 2019.03.4) to build molecule objects. If the object
is None, the SMILES is considered to be invalid. This leads to 33771 measured BBB
instances.
Stereochemistry can play a significant role in a molecule’s BBB permeability

because of transporters’ specific stereoselectivity [15, 16]. However, there is no
stereochemical information in SMILES strings. To add stereochemical information
to SMILES, and to deal with generic SMILES strings that were technically valid but
not in canonical form, the original SMILES were upgraded to isomeric SMILES by
using PUG-REST API [24] wherever possible. Otherwise, the canonical SMILES
were retrieved from PubChem database with PUG-REST API [24]. The inclusion
of stereochemical data about the molecules is an important, and (we believe) unique
feature of B3DB.
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Once the SMILES representations are fixed,ChEMBL_Structure_Pipeline
[25] was used to strip the salts and neutralize the charge. Molecules containing
metal atoms or heavy atom with atomic number greater than 20 (except for Zinc,
Bromine, Krypton, Iodine, Xenon) were removed. Molecules with more than 7 boron
atoms are also excluded due to problems of depicting borane compounds. Implicit
valence and ring information were recomputed followed by kekulizing, normalization
of molecules and molecular charges were neutralized. These revisions change the
molecular structure, so the Pubchem CIDs were updated from the revised SMILES
strings.

5.2.3 Data Curation

The curation procedures for numerical and categorical data are summarized in Figure
5.3. To curate the data, a unique chemical identifier is required. Although InChI is
unique in principle, it cannot resolve tautomeric forms, which is a common source of
ambiguity and error in chemical structure representation. Therefore, we examined
the unique InChI generated with RdKit and the isomeric SMILES (and canonical
SMILES where isomeric SMILES is unavailable). The number of unique SMILES
is greater than the number of unique InChI values, but the redundancy is merely
because each SMILES represents a specific resonance structure.

Fig. 5.3 Curation algorithm for numeric and categorical BBB data. (A). Curation
pipeline for BBB data with log 𝐵𝐵 values. (B). Curation pipeline for BBB data with
categorical information, either BBB+ or BBB-.
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5.2.3.1 Curation of Numerical Data

To curate the 8841 numerical BBB data values, log 𝐵𝐵 values for each molecule were
merged into a list. The 20 instances with log 𝐵𝐵 <= −9 were regarded as outliers
because, based on the distribution of log 𝐵𝐵 values, they seemed suspicious. Next, we
identified molecules where there are multiple reported log 𝐵𝐵 values and eliminated
those molecules from the database if the reported values differed significantly.
Specifically, we eliminated 16 molecules where max(log 𝐵𝐵) −min(log 𝐵𝐵) > 1.
The values that remain after curation are merged into 1065 molecular records. The
molecular records are augmented, as necessary, to ensure that they are complete,
including compound name, IUPAC name, isomeric (canonical) SMILES, etc..
Here is the detailed curation procedure for numeric data.

1. Group A (243 molecules). Molecules with only one unique log 𝐵𝐵 value.
2. Group B (663 molecules). Molecules with more than one log 𝐵𝐵 value, but all
the the reported values differ by less than 5% from the mean value. In these
cases, the mean value is used as the log 𝐵𝐵 value for the molecule.

3. Group C (3 molecules). Other molecules with two distinct log 𝐵𝐵 values. The
(weighted) mean value is used as the curated value for group C (just as for group
B).

4. Group D (149 molecules). Other molecules with more than two distinct values;
whichever value occurs with greatest frequency is used. In three case, two distinct
values were reported with maximum frequency; we discarded those molecules
from the dataset.

The 7 molecules which failed to be categorized as group A, B, C or D, they
are discarded. The final dataset therefore contains 1058 molecules; for most of
these molecules (815 molecules) multiple, mutually consistent, values of log 𝐵𝐵 are
reported in the literature.

5.2.3.2 Curation of Categorical Data

The 33689 data values were divided into two categories, numerical data and (binary)
categorical data.

1. Group A (1058 molecules). Molecules with numerical data. Several threshold
values for log 𝐵𝐵 have been used to determine if a molecule is BBB permeable or
not, including 0 [26, 27], 0.1 [28], -1 [12, 13, 29–32], (-2, 1) [33]. The value of -1
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is chosen as the threshold value to define if a compound is BBB+ or BBB- since
this is the mostly widely used threshold and maximizes the ease of comparison
with other studies.

2. Group B (3621 molecules). Molecules from sources that use log 𝐵𝐵 = −1 as
the threshold value, and where all sources agree on the categorical label. The
unambiguous label is used.

3. Group C (3077 molecules). Molecules where all sources agree on the categorical
label, but the sources that do not report their threshold value.

4. Group D (51 molecules). Molecules with two different BBB permeability labels.
The most prevalent label is used. In the 45 cases where the two labels occurred
with equal frequency, the molecule was discarded.

The 7807 remaining molecular records are augmented to ensure that they are
complete, including compound name, IUPAC name, isomeric (canonical) SMILES,
etc..

5.2.4 Validation of Molecular Representations

All the molecules are in canonical SMILES format and, if available from PubChem,
also isomeric SMILES. We then attempt to load each SMILES string into OEChem
Toolkit [34] as an OEGraphMol object ; if this is successful then this SMILES is
regarded as valid. (See 5.2 (B).)

5.2.5 Data Extension with Chemical Descriptors

To better facilitate building BBB predictive models, the curated datasets were
extended with chemical descriptors. Then 1613 chemical descriptors were calculated
with mordred version 1.1.1 [17]. The purpose of providing this extended
data is to facilitate easy use of the B3DB, without requiring precomputation of
cheminformatics descriptors.

5.2.6 Software and Packages

For consistency and reproducing purposes, all the data processing were per-
formed in a Python 3.7.9 virtual environment created with Conda in Cen-
tOS Linux release 7.9.2009 which include pandas 1.2.1, tabula-py 2.2.0,
RDKit 2020.09.1, pubchempy 1.0.4, ChEMBL_Structure_Pipeline 1.0.0,
OEChem Toolkit [34]
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provided byopeneye-toolkit 2020.2.0,SciPy 1.5.2,Numpy 1.19.2,mordred
1.1.1, PyTDC 0.1.5. ALOGPS version 2.1 is also used for calculating octanol/water
partition coefficient log 𝑃. All the calculation were done with Python 3.7.9

under a virtual environment created with Anaconda on Fedora 33.

5.3 Results and Discussions

5.3.1 Data Records

There are two datasets provided in this study, one with numeric log 𝐵𝐵 values (1058
molecules) and the other with categorical labels (7807 molecules with 4956 BBB+
and 2851 BBB-). B3DB data is stored in the comma-separated values (CSV) format
and contains SMILES representations, compound name, IUPAC name, log 𝐵𝐵 value,
threshold, BBB+/BBB- and the corresponding references along with 1613 molecular
descriptors. This is summarized in Table 5.2. The data are openly accessible at
GitHub, https://github.com/theochem/B3DB, as well as figshare platform [35].
To further valid the molecular representation of our dataset, OEChem Toolkit

[34] was used and no problem was identified.

5.3.2 Analysis of Curated Datasets

TheBBBdata comes from50 sources, andwas acquired in different laboratories, under
different conditions, and using different protocols. To characterize the experimental
uncertainty, we examine the agreement between reported values, Figure 5.4. For
92.82% of the numerical data, there at most two unique log 𝐵𝐵 values are reported
as shown in Figure 5.4 (a) and (c). Similarly, for 99.34% of the molecules, only
a single categorical label is reported (Figure 5.4(d)); this is true even though the
same molecule may appear in as many as 23 distinct sources (Figure 5.4(b)). More
detailed data can be found in Table 5.3, 5.4, 5.5, 5.6.
Figure 5.5 reveals some features of the B3DB dataset. Presuming that the

molecules in the dataset are relatively representative of (bio)organic molecules in
general, the log 𝐵𝐵 for most of organic compound lie within the interval [-2, 2] (see
Figure 5.5 (a)). The distribution of log 𝐵𝐵 values indicates that the numerical dataset
is relatively balanced, though skewed towards BBB+ compounds.
Lipinski’s Rule of 5 is a simple rule-of-thumb for evaluating a molecule’s drug-

likeness. Specifically, Lipinski’s Rule of 5 states that good absorption or permeation
is more likely if a molecule has less than: 5 hydrogen-bond donors, 10 hydrogen-bond
acceptors, 500 Dalton molecular weight, and a predicted log 𝑃 value less than 5. It is
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Fig. 5.4 Characterization of the nature and frequency of multiple/redundant data in
B3DB. (A). Multiplicity of source log 𝐵𝐵 values in each group of the numerical
dataset. (B). Prevalence of source BBB permeability labels in each group of the
categorical dataset. (C). Multiplicity of unique log 𝐵𝐵 values in each group of the
numerical dataset. (D). Prevalence of unique BBB permeability labels in each group
of the categorical dataset. More data can be found at Table 5.3, 5.4, 5.5 and 5.6.

observed that the molecule weight of most BBB+ compounds (93.10%) is less than
500 Dalton. In contrast, there are many molecules with molecular weight greater
than 500 Dalton (31.22%) that are BBB- compounds. Nonetheless, aside from the
a long tail of heavy BBB- compounds, the distribution of molecular weights for
BBB+ and BBB- molecules is not dissimilar (see Figures 5.5 (b) and (f)). 98.8% of
BBB+ compounds and 23.4% of BBB- compounds have fewer than 5 hydrogen-bond
donors; 97.6% of BBB+ compounds and 66.0% of BBB- compounds have fewer than
10 hydrogen-bond acceptors. This supports the idea that hydrophilic compounds
find it difficult to cross the BBB, but this is not a hard-and-fast rule: there are BBB+
compounds that violate Lipinski’s rule of 5. Finally, the octanol/water partition
coefficient log 𝑃 was estimated using ALOGPS version 2.1 [36]. There is not
much difference in the log 𝑃 values for BBB+ and BBB- compounds: 93.8% of
BBB+ and 95.1% of BBB- compounds have log 𝑃 < 5. Taken together, the analysis
of the selected physiochemical descriptors suggest that no single parameter can
determine the BBB-permeability of a compound. This confirms that predicting BBB
permeability computationally is challenging, and emphasizes the value of the B3DB
dataset.
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Fig. 5.5 Analysis of the curated datasets. (A). Distribution of log 𝐵𝐵 values for
numeric dataset. (B)-(E) Distribution of molecular weight, number of hydrogen-bond
donors, number of hydrogen acceptors and log 𝑃 for BBB+ compounds. (F)-(I)
Distribution of molecular weight, number of hydrogen-bond donors, number of
hydrogen acceptors and log 𝑃 for BBB- compounds.

5.4 Conclusions

The highly-selective blood-brain barrier (BBB) prevents neurotoxic substances in
blood from crossing into the extracellular fluid of the central nervous system (CNS).
As such, the BBB has a close relationship with CNS disease development and
treatment, so predicting whether a substance crosses the BBB is a key task in lead
discovery for CNS drugs.
There are two types of BBB data reported in literature and public accessible

databases, numerical log 𝐵𝐵 defined in Eq. 5.1 and categorical labels to indicate if
a compound can pass through BBB (BBB+ and BBB-). Therefore, many predictive
models have been proposed for BBB predictions, such as resampling-based model
[12], ensemble-based model [14], LightBBB [11] and et al. However, these models
suffer from generalizability. That’s to say the reported models cannot give accurate
predictions of unseen molecules, which is restricted by the limited chemical diversity
of initial dataset(s). The biggest dataset, as we know, is the one used by LightBBB,
which contains only 4491 unique valid molecules with categorical labels and 696
unique validmolecule with log 𝐵𝐵 values and after checkingwith the uniquemolecule
representation, InChI. It is believed that a molecule dataset with broader chemical
diversity will help built a robust computational models.
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To mitigate this issue, we present a large benchmark dataset, B3DB, complied
from 50 published resources and categorized based on experimental uncertainty. A
subset of the molecules in B3DB has numerical log 𝐵𝐵 values (1058 compounds),
while the whole dataset has categorical (BBB+ or BBB-) BBB permeability labels
(7807). None of the original data sources contain any quantification of uncertainty
(e.g., the standard derivation), so it is recommended to incorporate the group
categories when using the datasets. If one decides to use a different threshold to
determine BBB+ and BBB- for a molecules, log 𝐵𝐵 can be used directly from the data
reported in this study. The 1613 2D chemical descriptors, computed with mordred
can facilitate building predictive models. Any further molecular pre-processing can
be done with RdKit.
The dataset is freely available at https://github.com/theochem/B3DB

and https://doi.org/10.6084/m9.figshare.15634230.v3 (version 3) [35]. We also
provide some physicochemical properties of the molecules. By analyzing these
properties, we can demonstrate some physiochemical similarities and differences
between BBB+ and BBB- compounds. This dataset will facilitate BBB prediction
for CNS drug discovery and we will build classification models of BBB+ and BBB-
in the next chapter.
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Table 5.1 Data source and the available corresponding information.

ID Data Source Size Information Available Data Type Reference
R1 2053 name, smiles categorical data 29
R2 1210 name, smiles categorical data, numerical data 33
R3 328 name, smiles numerical data 37
R4 189 CAS, name, smiles numerical data 38
R5 108 name, smiles numerical data 39
R6 1692 name, smiles categorical data 40
R7 224 name categorical data 30
R8 439 smiles, CID numerical data 26
R9 415 name, smiles categorical data 41
R10 462 name, CID categorical data 42
R11 151 name, logBB numerical data 43
R12 182 name, smiles numerical data 44
R13 2321 smiles categorical data 12
R14 942 name, smiles categorical data 45
R15 390 name categorical data 46
R16 374 name, CID categorical data 31
R17 55 name numerical data 47
R18 332 name, smiles numerical data 28
R19 1990 name, smiles categorical data 13
R20 139 name numerical data 48
R21 362 name, smiles, CID numerical data 49
R22 27 name numerical data 50
R23 1090 name, smiles categorical data 51
R24 1866 smiles categorical data 52
R25 581 name, smiles numerical data 27
R26 448 CAS, name, smiles categorical data, numerical data 53
R27 7236 smiles categorical data, numerical data 11
R28 415 name, smiles categorical data 32
R29 181 name categorical data 54
R30 3620 name, smiles categorical data 18 ∗
R31 12 name numerical data 55
R32 26 name numerical data 56
R33 26 name numerical data 57
R34 153 name numerical data 58
R35 145 smiles numerical data 59
R36 525 name, smiles categorical data 60
R37 111 name, smiles categorical data 61
R38 291 name, smiles numerical data 62
R39 122 name numerical data 63
R40 405 name numerical data 64
R41 296 smiles numerical data 65
R42 45 smiles numerical data 9
R43 328 name, smiles numerical data 66
R44 89 name numerical data 67
R45 8 smiles numerical data 68
R46 483 smiles numerical data 69
R47 529 name numerical data 70
R48 115 smiles numerical data 71
R49 181 name, smiles numerical data 72
R50 113 name, smiles categorical data, numerical data 73
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Table 5.2 List of information in the curated datasets. The BBB+/BBB- and threshold columns are only available for categorical dataset.
The 1613 2D chemical descriptors are not listed in this table.

Column Header Description Data Type
compound_name Generic name of compound string
IUPAC_name Name of compound following the IUPAC nomenclature naming scheme string
SMILES SMILES representation of compound, isomeric SMILES if available string
CID PubChem compound identifier string
logBB log 𝐵𝐵 value of compound float
BBB+/BBB- Categorical labels to indicate if compound is BBB permeable (BBB+) or not (BBB-) string
InChI The IUPAC International Chemical Identifier of compound string
threshold Threshold value used to determine BBB permeability label float
reference Data sources string
group Group classification string
comment Complementary information string
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Table 5.3 Occurrences of source log 𝐵𝐵 values for different groups in numerical
dataset.

Frequency
Group A B C D

1 243 0 0 0
2 0 32 3 0
3 0 172 0 6
4 0 38 0 7
5 0 71 0 4
6 0 46 0 8
7 0 29 0 5
8 0 19 0 3
9 0 29 0 5
10 0 13 0 4
11 0 17 0 3
12 0 19 0 3
13 0 26 0 4
14 0 58 0 6
15 0 8 0 6
16 0 5 0 0
17 0 10 0 3
18 0 6 0 11
19 0 4 0 7
20 0 10 0 3
21 0 4 0 5
22 0 6 0 3
23 0 7 0 4
24 0 9 0 7
25 0 4 0 5
26 0 7 0 3
27 0 2 0 6
28 0 5 0 5
29 0 3 0 10
30 0 1 0 6
31 0 1 0 3
32 0 1 0 3
33 0 1 0 0
34 0 0 0 0
35 0 0 0 1
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Table 5.4 Occurrences of unique source log 𝐵𝐵 values for different groups in
numerical dataset.

Frequency
Group A B C D

1 243 652 0 0
2 0 9 3 84
3 0 2 0 29
4 0 0 0 21
5 0 0 0 8
6 0 0 0 7

Table 5.5 Occurrences of source BBB permeability labels for different groups in
categorical dataset.

Frequency
Group A B C D

1 1058 892 2062 0
2 0 618 831 0
3 0 533 162 37
4 0 409 17 13
5 0 181 5 1
6 0 313 0 0
7 0 121 0 0
8 0 55 0 0
9 0 41 0 0
10 0 338 0 0
11 0 26 0 0
12 0 47 0 0
13 0 15 0 0
14 0 8 0 0
15 0 11 0 0
16 0 3 0 0
17 0 2 0 0
18 0 1 0 0
19 0 3 0 0
20 0 1 0 0
21 0 1 0 0
22 0 1 0 0
23 0 1 0 0
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Table 5.6 Occurrences of unique source BBB permeability labels for different groups
in categorical dataset.

Frequency
Group A B C D

1 1058 3621 3077 0
2 0 0 0 51
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Chapter 6

Blood-Brain Barrier Permeability
Predictions of Organic Molecules
with XGBoost and Resampling
Strategies

6.1 Introduction

The blood-brain barrier (BBB) protects and regulates the microvasculature of the
central nervous system (CNS). Specifically, the BBB maintains homeostasis in the
CNS [1, 2] and protects the CNS by inhibiting the passage of toxins and pathogens
from the blood [3]. However, because of its resistance to exogenous compounds, the
BBB also poses a challenge for the delivery of neuroactive molecules (i.e. drugs)
into the CNS. It is estimated that 98% of drugs [4] and approximately 100% of
bio-molecular pharmaceuticals (such as peptides and monoclonal antibodies) fail
to penetrate the BBB. BBB permeability must also be considered when developing
chimeric antigen receptor–modified T (CAR-T) cell-based therapy for brain tumors
[5, 6]. Understanding small molecules’ BBB permeability is therefore not only
vital for CNS drug discovery, but must be considered at an early stage in the
drug-development pipeline to avoid costly failures in (late stage) drug formulation
studies.
To address this obstacle, various experimental approaches have been proposed for

measuring molecules’ BBB penetration in vivo, including biopartitioning micellar
chromatography [7], the zebrafish animal model [8], Caco-2 cell monolayers [9–11],
the iPSC-derived cell model [12, 13], the microfluidic multi-channel BBB chip [14],
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an artificial membrane permeation assay (PAMPA) [15], nanoparticle enhanced
delivery [16, 17], and many more [18, 19]. These methods mainly measure two types
of BBB permeability data (1) logarithmic ratio of the molecular concentration in
brain phase and blood phase in the steady-state (denoted as log 𝐵𝐵) [20] and (2) the
permeability surface-area product (denoted as log 𝑃𝑆) [21]. As these experimental
methods are expensive, time consuming, labour intensive and low-throughput,
computational prediction of BBB permeability for small molecules is an attractive
(but challenging) problem in CNS drug discovery and development [4, 22–24].
Various computational approaches for BBB permeability predictions have been

proposed. The most fundamentally sound approaches use molecular dynamics (MD)
simulations to directly simulate the solubility and/or transport of molecules across the
BBB. An early MD study correlated the computed solvation free energy in water with
log 𝐵𝐵 [25]. More recent studies have employed steeredMD [26], enhanced sampling
techniques [21], and unbiased MD [27], to provide a detailed characterization of
physical interactions (e.g., hydrogen bonding, electrostatic, and Van der Waals
interactions) between molecules and membranes and obtain atomic-level insights
into molecules’ (in)ability to cross the BBB.
However, MD simulations require substantial computational resources, along

with an experienced scientist to set up and analyze the calculations. This motivates
the increased popularity of machine learning (ML) approaches. ML methods
seem feasible because it is believed that BBB permeability is largely determined
by molecules’ physicochemical properties (topological polar surface area (tPSA),
number of hydrogen bond donors and acceptors, etc. p𝐾𝑎 [28, 29]). This insight
directly motivates quantitative structure activity relationship (QSAR) models for BBB
permeability [30–34]. ML methods are the natural extension of QSAR to include
"synthetic" structural properties (e.g. molecular fingerprints) and more sophisticated
mathematical models. There are two types of ML models for the permeability
predictions of BBB (1) regression for log 𝐵𝐵 or log 𝑃𝑆 and (2) classification of
molecules as BBB permeable (BBB+) or BBB impermeable (BBB-).
Probably because of the small size publically accessible datasets, there are

relatively few ML models for regression of log 𝐵𝐵 values; studies include multiple
linear regression (MLR) [20], neural networks [35–37], and support vector machine
(SVM) [38]. By contrast, the number and diversity ofMLmodels for the classification
of molecular BBB permeability is substantial, including random forests (RF) [39, 40],
classification and regression trees (CART) [41], binomial partial least squares
(binomial-PLS) [42], decision tree induction (DTI) [43], SVM [44], generalized
linear models (GLM) [45], recurrent neural network (RNN) [46] etc. [47]. Of special
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relevance to this work is the LightBBB model, which uses the light gradient boosting
machine (LightGBM) trained on 7162 molecular instances (only 4491 unique valid
molecules after checking International Chemical Identifier (InChI)) with RDKit),
achieving sensitivity of 0.93, specificity of 0.77, accuracy of 0.89, and area under the
curve (AUC) of 0.93 [48]. To our knowledge, this is the best model using the largest
dataset, but one should note the training set is somewhat redundant. (E.g., there are
only 4491 unique valid molecules that can be recognized by RDKit package when
checking for repeated International Chemical Identifiers (InChI).)
While there is more data for BBB classification than regression, model general-

izability to unseen data is still limited because the chemical space covered by the
available data is insufficient to build a good decision boundary [49], so models are
prone to overfitting. This supports the finding that smaller datasets (1593 molecules)
tend to give better evaluation metrics than bigger datasets (1990) using SVM for
BBB classification [44].
Model performance is also compromised by the imbalance in the trainingmolecule

dataset. The BBB will prevent most of chemicals from entering the brain phase,
suggesting that most molecules are not BBB permeable. However BBB+ molecules
are the majority class in most available datasets. Given the difficulty of experimental
measurements, it is infeasible to fix the data imbalance problem by high-throughput
generation of additional minority class (BBB-) instances. This motivates resampling
methods for BBB classification [50]. Zhuang et al. built a model by fusing SVM and
synthetic minority over-sampling technique (SMOTE) with specificity 0.833 using
2358 molecules [51]. Using the same dataset, a recurrent neural network (RNN) was
proposed in combination with SMOTE, which achieved high performance score for
training data, but no training/testing protocol was utilized [46]. More recently, a
computational model integrating SMOTE and extreme gradient boosting (XGBoost)
[52] was reported for the same dataset with train/test split ratio 0.75:0.25 [53]. They
achieved good precision and recall (sensitivity), with an 𝐹1 score 0.91. But they
did not report information about specificity, a measurement of true negative ratio.
Another similar study used the same dataset by applying an oversampling strategy
(SMOTE) with classification model built with a feed-forward artificial neural network
(FFDNN) to the output of a simpler model (using SMOTE and kernel PCA (KPCA)),
achieving overall accuracy of 97.11%, specificity of 98.42%, and sensitivity of
97.35% on the testing set [36].
In this work, we mitigate the problem of restricted generalizability caused by

small datasets and their imbalanced labels by building predictive models for BBB
permeability with ML and resampling strategies. The new dataset was curated
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from 50 literature or public accessible resources, as discussed in [54]. We will first
review how the molecular dataset was constructed, followed by feature generation
and selection. Predictive models are constructed using multiple resampling strategies
and several different ML classification algorithms Figure 6.1, then characterized and
discussed.

Fig. 6.1 Chemical diversity and computational framework for BBB prediction. (A).
Chemical diversity of B3DB dataset with non-linear dimension reduction method,
UMAP [55]. (B). General pipeline of constructing classification models for BBB
penetration (B). Decision tree, k-nearest neighbour, logistic regression and XGBoost
are combined with SMOTE and its variants (k-means SMOTE, borderline SMOT),
ADAYSN, random undersampling as the classifiers. Computational models also
include those without resampling strategies. The linking lines denotes combinations
of classification algorithms and resampling strategies.

6.2 Methods and Materials

6.2.1 Dataset Preparation

The dataset used in this study is the B3DB database from [54]. B3DB contains
4956 BBB+ and 2851 BBB- molecules (7807 total). This formulates our problem as
an imbalanced classification problem with imbalance ratio (IR) 1.74 as defined as
𝐼𝑅 =

𝑁𝑚𝑎 𝑗𝑜𝑟

𝑁𝑚𝑖𝑛𝑜𝑟
[56]. Filtering out charged molecules and molecules for which RDKit

could not generate a suitable 3D structure reduced this dataset to 4855 BBB+ and
2552 BBB- molecules; see Figure 6.2 (A).
To assess themolecular diversity of B3DB, nonlinearmanifold projection (UMAP)

was used. The difficulty of BBB classification is clear from the extensive overlap
between the clouds of BBB+ and BBB- data, cf. Figure 6.1 (A).
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6.2.2 External Dataset Curation

The external dataset was curated from various sources: (1) 18 drug molecules
(BBB+) from [57]; (2) 531 drug CNS drugs (BBB+) from DrugBank using WHO
Anatomical Therapeutic Chemical (ATC) Classification ∗; (3) Topotecan [58]; (4) 24
first generation H1 anti-histaminergic drugs that can easily pass BBB; and 3 second
generation H1 anti-histaminergic drugs that are more selective and do not readily
pass the BBB (Bepotastine, Quifenadine and Rupatadine) [59, 60]; (5) The removed
30 molecules were used here where 5 monoatomic molecules were not considered.
Only those molecules which were not already present in B3DB were kept,

resulting in 216 BBB+ molecules and 8 BBB- molecules. The SMILES strings
of the external dataset are listed in Table D.3. Geometry optimization and feature
generation procedures for the external dataset was consistent with B3DB.

6.2.3 3D Coordinate Generation and Geometry Optimization

When the PubChem CID is a available for a molecule, the 3D coordinates are
downloaded from PubChem web server using PubChemPy [61] where available;
otherwise the 2D coordinates are fetched. For database entries without a valid CID,
the isomeric Simplified Molecular Input Line Entry System (SMILES) was used
to generate 3D coordinates with OpenBabel [62]. Hydrogen atoms are added if
necessary, and then the geometries of molecules are optimized with the MMFF94s
force field as implemented in OpenBabel [62] using default parameters, except that
10,000 iterations were allowed. Molecules for which no satisfactory 3D coordinates
could be generated or for which geometry optimization failed were eliminated,
leaving 7447 molecules.

6.2.4 Molecule Feature Generation

Chemical descriptors were chosen to encode the molecules in the dataset not only
because of its computational tractability but alsomotivated by recent studies indicating
that such descriptors are preferable to graph neural networks [63]. We selected
PaDEL to compute the 1875 descriptors, including 1D, 2D and 3D descriptors.
Five molecules were removed because they were incompatible with PaDEL: 𝐻2𝑂,
𝐶𝐻4, 𝐻𝑁2𝑂, 𝑁2𝐻4 and 𝐻4𝑁𝑂2. There are 1875 descriptors (including 431 3D
descriptors) for each molecule.

∗Downloaded from https://pubchem.ncbi.nlm.nih.gov/classification/#hid=79
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6.2.5 Molecule Feature Selection

To build an robust model, one needs to perform feature selection (also known as
variable elimination) [64–66]. A simple pipeline was used for feature selection, as
shown in Figure 6.2 (B). Similar to previous classifiers for BBB permeability, we
filter features based on their numerical and statistical properties [46, 48, 51, 53].
Specifically, features with infinite values (−∞ and ∞), 𝑁𝑎𝑁 values, or extremely
large magnitude (>105) are removed from the feature matrix. We dropped constant
features and removed correlated (and duplicate) features using 0.8 Pearson correlation
value as the threshold; this left 475 features. Eliminating linearly correlated features
helps remove redundant information from the feature matrix, Figure 6.2 (C) and (D);
the performance advantages are not critical in this study, but will be advantageous
when our model is used for large-scale database screening.

Fig. 6.2 Summary of dataset preparation, feature generation and feature filtering.
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6.2.6 Model Construction and Selection

The general workflow of building classification models is shown in Figure 6.1
(B), including dataset pre-processing, feature engineering (feature generation and
selection), stratified 10-fold cross-validation, and hyperparameter optimization.
Because our dataset is imbalanced, we combined 4 basic classification algorithms
(decision trees, k-nearest neighbours, logistic regression, and XGBoost) with 4
oversampling methods (SMOTE, borderline SMOTE and k-means SMOTE, and
adaptive synthetic (ADASYN)), 1 undersampling approach (random undersampling).
As a control, we also considered the performance of the 4 algorithms without any
resampling strategies, denoted as common in Figure 6.1. Our figures and tables
are labelled accordingly. For example, the label "xgb-borderline_SMOTE" refers
to a model that uses XBGoost as the basic classifier using data oversampled with
borderline_SMOTE.
The selected classification algorithms (decision trees, k-nearest neighbours,

logistic regression and XGBoost) were integrated with different sampling strategies:
SMOTE, k-means SMOTE, borderline SMOTE, adaptive synthetic (ADASYN),
random undersampling, and the common (no sampling strategy) approach. There are
thus 4 × 6 = 24 classification models considered; cf. Figure 6.1.
For each model, 10-fold cross-validation, stratified to keep the proportions of

BBB+ and BBB- molecules fixed, was employed for model selection. 90% of the
data was used for training. The remaining 10% was further split equally, in a stratified
manner, into testing and validation subsets. Parameters were optimized using the
training data, then validation data was was used to optimize hyperparameters, and
testing data was used to ensure that the model was extensible to external data; see
subsection 6.2.7. Each instance of 10-fold cross-validation thereby generates a set
of hyperparameters. To identify the optimal hyperparameters (re)considered the
original 10-fold stratified cross-validation, this time evaluating the error for each of
the 10 sets of hyperparameters, using 90% of the data for training and the remaining
10% to assess the error. We then chose the hyperparameter set with the lowest error
for further analysis Figure 6.3.

6.2.7 Hyperparameter Optimization

The hyperparameters were optimized with Hyperopt [67] using the tree of Parzen
estimators (TPE) [68, 69] algorithm, which is a Sequential Model-Based Global
Optimization (SMBO) algorithm.
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Fig. 6.3 Cross-validation for BBB predictions. The B3DB dataset was split into
training, testing and validation dataset with ratio of 90%:5%:5% respectively fol-
lowing 10-fold-like data splitting scheme. For each fold, the training dataset was
processed with resampling strategies (under-resampling or orver-resampling) and
hyperparameters were optimized using testing dataset and resampled training dataset,
providing a set of hyperparameter and model error evaluated on validation dataset.
We are returned with 10 sets of different hyperparameters which was further evaluated
with 10-fold data splitting where training data was used to fit the model and testing
data was used to compute the errors (ROC_AUC, precision, recall, 𝐹1 score et al)
with predefined parameters.

6.2.8 Performance Evaluations of Classifiers

We assess the models’ performance using popular assessment metrics. These metrics
can be divided into threshold metrics (e.g., accuracy), ranking metrics (e.g., AUC),
and probabilistic metrics. We will mainly focus on threshold metrics because they
are appropriate for imbalanced classification problems, where sensitivity (also known
as recall, hit rate, or true positive rate), specificity (also known as selectivity or
true negative rate), precision (also known as positive predictive value), accuracy,
𝐹1 score, Matthews correlation coefficient (MCC), geometric mean score (GEOM),
and balanced accuracy score (BACC) were selected. These evaluation metrics are
defined in subsection 6.2.8 based on confusion matrix elements, true positive (TP),
true negative (TN), false positive (FP) and false negative (FN) [70, 71].

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 (6.1)

𝑠𝑝𝑒𝑐𝑖 𝑓 𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝐹𝑃 + 𝑇𝑁 (6.2)

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 (6.3)
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𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 (6.4)

𝐹1 = 2 · 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 · 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (6.5)

𝑀𝐶𝐶 =
𝑇𝑃 · 𝑇𝑁 − 𝐹𝑃 · 𝐹𝑁√

(𝑇𝑃 + 𝐹𝑃) · (𝑇𝑃 + 𝐹𝑁) · (𝑇𝑁 + 𝐹𝑃) · (𝑇𝑁 + 𝐹𝑁)
(6.6)

𝐺𝐸𝑂𝑀 =
√
𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 · 𝑠𝑝𝑒𝑐𝑖 𝑓 𝑖𝑐𝑖𝑡𝑦 (6.7)

𝐵𝐴𝐶𝐶 =
𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 + 𝑠𝑝𝑒𝑐𝑖 𝑓 𝑖𝑐𝑖𝑡𝑦

2
(6.8)

The ROC_AUC is chosen to explore the relationship of true positives and false
positives with different probability thresholds as a ranking method. The shape and
the area under the curve (AUC) of ROC provides valuable information to understand
classifiers’ performance. Random classifiers give an averaged AUC of 0.5 and
AUC can be used to rank the models. The precision-recall curve demonstrates
the relationship between 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 and 𝑟𝑒𝑐𝑎𝑙𝑙 and is more informative than ROC
especially for binary imbalanced problems [72]. The average precision (𝐴𝑃) score is
a commonly used ranking metric for information retrieval [73],

AP =
∑
𝑛

(𝑅𝑛 − 𝑅𝑛−1)𝑃𝑛 (6.9)

where 𝑅𝑛 and 𝑃𝑛 are the precision and recall at the 𝑛-th threshold. Higher values of
𝐴𝑃 indicate better models.

6.2.9 Benchmarking LightBBB with External Data

The predictions of LightBBB on the curated dataset was performed using its Python
API. All the evaluation metrics were computed except for ROC_AUC and AP, which
we could not compute because the LightBBB software does not report prediction
probabilities.

6.2.10 Software and Package

All the calculations were done using Python 3.7.9 on Compute Canada. Packages
used in this study include Scikit-Learn 0.24.0, pandas 1.3.0, numpy 1.19.5,
scipy 1.7.1, hyperopt 0.2.5, xgboost 1.3.0, imbalanced-learn 0.8.1
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and feature-engine 1.1.2. Plots were generated with seaborn 0.10.0 and
mathplotlib 3.4.3. Molecular descriptors wre obtained from openbabel 3.1.1,
rdkit 2021.03.3, PubChemPy 1.0.4, and PaDEL 2.21 were used.

6.3 Results and Discussions

6.3.1 General Model Performance

The performance of all 24 classifiers is reported in (Figure D.1-Figure D.4). Reas-
suringly, all ten sets of hyperparameters give similar results, even though they were
computed using different validation data. Results from different data samples are
consistent (with small standard deviations; cf. Table D.1), supporting the robustness
and generalizability of our models. The statistical variance of the models, computed
by cross-validation, indicates an order-of-preference: XGBoost > kNN > logistical
regression > decision trees (Figure 6.5 and Figure D.5), which suggests that XGBoost
based models are the top models for BBB predictions. Moreover, the ROC and
precision-recall curves of the top models in each sub-category shows the predictive
power of our models, Figure 6.6. Generally speaking, the order of the predictive
models are XGBoost > kNN > logistical regression > decision trees, cf. Figure D.5.
The xgb-classic_ADASYN, xgb-borderline_SMOTE and xgb-classic_SMOTE

are the top 3 models after examining all the performance scores, especially the
AUC_ROC and AP (see Figure 6.4 and Figure D.5). The xgb-borderline_SMOTE
gives sensitivity of 0.9259, specificity of 0.8237, precision of 0.9091, accuracy
of 0.8906, 𝐹1 score of 0.9173, MCC of 0.7564, GEOM of 0.8732, BACC of
0.8748, AP of 0.9770, Table D.1. The averaged performance metrics of xgb-
borderline_SMOTE and xgb-classic_ADASYN are almost identical and the only
difference is that xgb-classic_ADASYN is more robust with slightly smaller variation
with respect of different 10-fold data splitting (the last column in Figure D.6).
This makes the ADASYN sampling strategy a superior choice for XGBoost. The
sensitivity of xgb-keamns_SMOTE and raw XGBoost are slightly better than that of
xgb-classic_ADASYN, xgb-borderline_SMOTE and xgb-classic_SMOTE, which is
caused by the higher rate of false negative over true positive of xgb-keamns_SMOTE
and raw XGBoost models, Figure 6.4 (B).
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Fig. 6.4 Model performances for top XGBoost models with oversampling strategies
including the raw form of XGBoost (denoted as common).
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Table 6.1 Performance summary of selected top 5 optimal models.

model_name ROC_AUC sensitivity specificity precision accuracy 𝐹1 MCC GEOM BACC AP
dtree-
kmeans_SMOTE

0.9000±0.0094 0.8814±0.0158 0.7472±0.0289 0.8692±0.0120 0.8352±0.0101 0.8751±0.0079 0.6332±0.0227 0.8113±0.0136 0.8143±0.0124 0.9300±0.0100

knn-classic_SMOTE 0.9436±0.0062 0.9067±0.0098 0.8248±0.0237 0.9079±0.0114 0.8785±0.0112 0.9073±0.0084 0.7312±0.0254 0.8647±0.0141 0.8658±0.0136 0.9649±0.0063
logreg-
classic_SMOTE

0.9190±0.0120 0.8622±0.0192 0.8225±0.0315 0.9026±0.0163 0.8485±0.0168 0.8818±0.0135 0.6730±0.0363 0.8419±0.0187 0.8424±0.0186 0.9491±0.0105

xgb-
classic_ADASYN

0.9585±0.0048 0.9275±0.0121 0.8233±0.0180 0.9090±0.0080 0.8916±0.0083 0.9181±0.0065 0.7583±0.0184 0.8737±0.0094 0.8754±0.0091 0.9770±0.0040

dtree-borderline_SMOTE

dtree-classic_ADASYN

dtree-classic_RandUndersampling
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Fig. 6.5 Area under the curve (AUC) for ROC curves of 24 predictive models by combining XGBoost, kNN, logistical regression and decision trees
with various sampling strategies respectively.
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For the averaged model performances of 24 models, we can conclude that
XGBoost > kNN > logistical regression > decision trees, as shown in Figure D.5.
The kNN based models give AUC_ROC between 0.9387 and 0.9436. It is noticed
that both knn-kmeans_SMOTE (0.9502) and knn-common (0.9547) give the best
AP, implying that these two models are better at picking BBB+ molecules (true
positive samples). The dramatic decrease of sensitivity for knn-borderline_SMOTE
model and knn-classical_ADASYN compared with that of xgb-classical_ADASYN,
0.9275 suggests that knn-borderline_SMOTE model and knn-classical_ADASYN
are suboptimal for selecting BBB+ molecules. For more detailed model performance,
please see Figure D.5 and Table D.1.

6.3.2 Choice of Sampling Strategies

Imbalanced data is ubiquitous in practical applications, and different methods
have been proposed to correct for the biases that imbalanced data can induce in
classificationmdoels, includingmethods at the algorithmic level (e.g. biasedminimax
probability machine (BMPM)) and resampling strategies (e.g., synthetic minority
oversampling technique (SMOTE) [74]). There are mainly 3 different resampling
strategies: undersampling on the majority class, oversampling over the minority
class to generate synthetic data points, and hybrid models [75, 76]. Undersampling
can help increase the sensitivity of a classifier to the minority class [74, 77], but
tends to ignore information from the majority class. We only selected a random
sampling strategy without replacement in this study. For oversampling, SMOTE [74],
borderline SMOTE [78], k-means SMOTE [79], and adaptive synthetic (ADASYN)
[80] were used.
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Fig. 6.6 ROC curves and prevision-recall curves for each classification algorithm with 10-fold cross-validation.
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SMOTE, one of the most widely used used oversampling strategy, generates
new synthetic data points for each minority class instance by interpolating existing
data points [74]. Inspired by the success of SMOTE, many variants have been
proposed,[81] including borderline SMOTE [78] and k-means SMOTE [79], adaptive
synthetic (ADASYN) [80], and density-based SMOTEE (DBSMOTE) [82]. Border-
line SMOTE, an adaptive SMOTE variant, generates artificial data points near the
decision boundary to improve the classification performance because it is argued that
this region is where minority examples are most susceptible to misclassification[78].
k-means SMOTE is designed to smooth over noise in the data and improve the
description of the decision boundary [79]. ADASYN generates more synthetic
minority class entries in an adaptive pattern by focussing on entries which are hard
to learn, thus reducing the bias of the classifier [80]. In this study, SMOTE [78] and
k-means SMOTE [79], and (ADASYN) [80] were selected as oversampling strategies
for the imbalanced data.
The effect of sampling strategies was further analyzed by comparing to the

common (non-resampled) classification algorithm. Undersampling method is in-
ferior because it often leads to lower performance scores than the standard form,
Figure D.6; this is unsurprising given that our dataset is relatively small (there is
not an overabundance of data) and the imbalance between the majority (BBB+) and
minority (BBB-) classes is not extreme. The XGBoost model with undersampling
gives highest specificity score among all the XGBoost based resampling methods
because the false positive rate is low, Figure D.6. But its sensitivity is smallest
because of its tendency to give false negatives. Undersampling with kNN tends
to give similar performance to traditional kNN, perhaps because kNN captures the
pairwise similarity of input molecules.
As expected, oversampling can improve the model performance. Both xgb-

borderline_SMOTE and xgb-ADASYN tend to outperform classic SMOTE and
k-mean SMOTE, Figure D.6. For example, borderline SMOTE and ADASYN
do a better job than classic SMOTE and k-mean SMOTE when using decision
trees, KNN, and XGBoost. XGBoost does not greatly benefit from oversampling
strategies, perhaps because our database is not very imbalanced, and XGBoost is
already a powerful ensemble learning method. Oversampling tends to benefit other
classification models more; the best-performing SMOTE variants are borderline
SMOTE (for knn, decision tree), ADASYN (for knn), and k-means SMOTE (for
logistic regression).
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6.3.3 Evaluation with External Dataset

To further validate our models, the proposed models were tested against the external
dataset as described in subsection 6.2.2. For consistency, we used the same procedures
for molecular geometry optimization and feature generation as B3DB. Besides the
24 models reported in this study, we also compared their performances to LightBBB,
a state-of-the-art model for BBB permeability prediction.
According to the results of model performances on the curated external dataset

(see Table D.2), knn-common gets higher scores of accuracy, sensitivity, precision, 𝐹1
score, MCC, GEOM, BACC, highest positive rate and lowest false negative rate out
of all models. More specifically, the accuracy, sensitivity, precision of knn-common
is 5%, 5%, 3% greater than that of LightBBB respectively. The performances of
knn-kmeans_SMOTE are close to that of knn-common, all better than LightBBB
except specificity. It is noticed that there is no information of ROC_AUC and AP for
LightBBB because it cannot provide probabilities of the predictions.
One limitation of the external dataset is the limited number of BBB- molecules;

this is a poor representation of our target application in molecular screening, as most
drug-like molecules are BBB-. Due to the lack of BBB- molecules in our external
data, the TN and FP are most equal with the specificity score being not statistical
significant (ranging from 0.3750 to 0.5000).

6.3.4 B3clf: An Open-Source Python Package for BBB Predic-
tions

To facilitate evaluation of molecule permeability at an early stage of the CNS drug
design and development pipeline, we built a free and open-source command-line tool
in Python, B3clf, which includes the predictive models reported in this study. This
input is a text file containing SDF filenames or SMILES strings; it then generates
3D coordinates, optimizes the geometry, and computes molecular descriptors as
descrbed in (cf. Figure 6.7 (A)). B3clf then selects features and uses the pre-trained
predictive models to assess whether a molecule is BBB-permeable or not. This
whole procedure is encapsulated in a single line of bash code,

1 b3clf -mol input_molecules.sdf -clf xgb -sampling classic_SMOTE

-out BBB_pred_results.xlsx -verbose 1↩→

The running time of B3clf scales almost linearly with number of molecules,
approximately 3.96 seconds per molecule (Figure 6.7 (B)).
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Predictions from B3clf are output as a CSV file which contains molecule name,
predicted probability and BBB permeability labels (BBB+/BBB-). The probability
information not only provides the confidence/uncertainty of the predictions, but
also makes it easy to plot the ROC and precision-recall curves, which we hope will
make B3clf a useful comparison in future studies. B3clf is freely available at
https://github.com/theochem/B3clf with detailed documentation.

Fig. 6.7 Design structure (A) and performance profiling of B3clf (B).

6.4 Conclusions

BBB provides protective barrier mechanism for homeostatis of the CNS [1, 2, 83].
However, it is estimated that 98% of drugs [4] and approximately 100% of bio-
molecular pharmaceuticals cannot pass BBB, making the CNS drug discovery
a challenging task. Various experimental methods have been proposed to en-
hance/facilitate the drug delivery into BBB phase attempting to tackle the obstacle
for drug delivery of CNS drugs. But experimental measures of BBB permeability is
labour extensive, time consuming and costly.
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Therefore, computational predictions/modellings of BBB permeability of organic
molecules an significant question in CNS drug discovery and development. Different
computational models have been proposed for this purpose, especially the ML based
predictors. But these models can not be generalizabled well to unseen molecules,
which may account to: (1) limited chemical diversity covered by the training dataset
(2) the imbalanced-class labels in molecule datasets for BBB.
We constructed a classifier to predict whether a molecule can cross the blood-

brain-barrier (BBB+) or not (BBB-). Our model was trained and validated using data
from B3DB (4956 BBB+ and 2851 BBB- molecules) [54] (see chapter 5) and finally
validated against a external dataset of 224 molecules, which were curated especially
for this work. We used decision trees, k-nearest neighbors (kNN), logistic regression,
and XGBoost as classification models. Because the training data is somewhat
imbalanced (imbalance ratio of 1.74), we combined these classifiers with various
oversampling (SMOTE, k-means SMOTE, borderline SMOTE, and ADASYN) and
undersampling (random) strategies to mitigate this bias. This results in 24 models
(4 classifiers, 5 resampling strategies plus the raw (non-resampled) data), which
were assessed by a panoply of metric (cf. subsection 6.2.8) and compared to a
state-of-the-art model, LightBBB. We distribute our results in the free, open-source,
and flexible computational tool, B3clf (https://github.com/theochem/B3clf).
The best model for most purposes seems to be XGBoost with ADASYN over-

sampling, but many other models have comparable performance. The second-best
oversampling method for XGBoost is borderline SMOTE. kNN with ADASYN and
borderline SMOTE also perform well. Other classifiers and resampling methods are
usually inferior, though they can be useful for applications where specific types of
error (e.g., false positives) are especially problematic.
This study provides good predictive models for BBB permeability predictions for

small molecules. But some questions remain to be answered. Ongoing work will
explore the possibility of BBB permeability of all the drug molecules in DrugBank
and this has great implication for drug repositioning. For example, all the antiviral
and antibiotic drugs that are BBB permeability can be potentially used for brain
infection related diseases [84].
Current feature selection is only based on simple statically method and it would

be useful to explore more feature selection methods, such as information theory
based feature filtering methods [85]. Moreover, the interpretability of the predictive
models is not uncovered yet and some methods are worth trying, to name a few,
shapley additive explanations (SHAP) [86]. Last but not least, understanding the
relationship of chem-physical descriptors and predictions can help explain why
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some models prefer specific resampling strategy, and how the decision boundary of
different models were affect by the sampling strategies. For example, KNN tends to
provide good performance when working with k-mean SMOTE.
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Fig. A.1 Distributions of observed NMR data at linear scale. (A). Chemical shifts of
N atoms. (B). Chemical shifts of H atoms. (C). Line width of N atoms. (D). Line
width of H atoms. (E). Data height of NMR spectroscopy.
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Fig. A.2 Distributions of observed NMR data at log10 scale. (A). Chemical shifts of
N atoms. (B). Chemical shifts of H atoms. (C). Line width of N atoms. (D). Line
width of H atoms. (E). Data height of NMR spectroscopy.
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Fig. A.3 Learning curves for synthetic data X ∈ R500×100 without noise (15% missing data) with different percent of hold-out testing data.
The training data is denoted as dashed line and the testing data curve is shown in solid line. MAE is selected as error measurement.
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Fig. A.4 Learning curves for synthetic dataX ∈ R500×100 at noise level of 0.01 (15% missing data) with different percent of hold-out testing
data. The training data is denoted as dashed line and the testing data curve is shown in solid line. MAE is selected as error measurement.
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Fig. A.5 Learning curves for synthetic dataX ∈ R500×100 at noise level of 0.05 (15% missing data) with different percent of hold-out testing
data. The training data is denoted as dashed line and the testing data curve is shown in solid line. MAE is selected as error measurement.
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Fig. A.6 Learning curves for synthetic dataX ∈ R500×100 at noise level of 0.10 (15% missing data) with different percent of hold-out testing
data. The training data is denoted as dashed line and the testing data curve is shown in solid line. MAE is selected as error measurement.
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Fig. A.7 Learning curves for synthetic dataX ∈ R500×100 at noise level of 0.50 (15% missing data) with different percent of hold-out testing
data. The training data is denoted as dashed line and the testing data curve is shown in solid line. MAE is selected as error measurement.
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Fig. A.8 Learning curves for synthetic dataX ∈ R500×100 at noise level of 1.00 (15% missing data) with different percent of hold-out testing
data. The training data is denoted as dashed line and the testing data curve is shown in solid line. MAE is selected as error measurement.
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Fig. A.9 Predictions of missing values for synthetic data without noise by holding 2% data out as testing data. The y-axis denotes the
averaged predictions for missing values and x-axis denotes the actual values. The error bars in grey are for std values.
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Fig. A.10 Predictions of missing values for synthetic data with noise level of 0.01 by holding 2% data out as testing data. The y-axis
denotes the averaged predictions for missing values and x-axis denotes the actual values. The error bars in grey are for std values.
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Fig. A.11 Predictions of missing values for synthetic data with noise level of 0.05 by holding 2% data out as testing data. The y-axis
denotes the averaged predictions for missing values and x-axis denotes the actual values. The error bars in grey are for std values.
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Fig. A.12 Predictions of missing values for synthetic data with noise level of 0.10 by holding 5% data out as testing data. The y-axis
denotes the averaged predictions for missing values and x-axis denotes the actual values. The error bars in grey are for std values.
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Fig. A.13 Predictions of missing values for synthetic data with noise level of 0.50 by holding 15% data out as testing data. The y-axis
denotes the averaged predictions for missing values and x-axis denotes the actual values. The error bars in grey are for std values.
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Fig. A.14 Predictions of missing values for synthetic data with noise level of 1.00 by holding 25% data out as testing data. The y-axis
denotes the averaged predictions for missing values and x-axis denotes the actual values. The error bars in grey are for std values.
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A.2 Welford’s Online Algorithm

A standard way of computing the sample variance is by its definition,

𝜎2 =
1

𝑛(𝑛 − 1)
©­«𝑛

𝑛∑
𝑖=1

𝑥2𝑖 −
(
𝑛∑
𝑖=1

𝑥𝑖

)2ª®¬ (A.1)

and taking the square root of the variance returns us the standard deviation (std), 𝜎.
Calculating the variance by implementing the sum of squares method, Equation A.1,
results to numerical instability and precision loss [1, 2]. Welford’s online algorithm
provides a solution to compute the variance/std and mean value [3, 4].
The Welford’s online algorithm computes the mean and std in a recurrent manner.

Suppose we are given a stream of values, [𝑥0, 𝑥2, 𝑥3, · · · , 𝑥𝑡 , · · · ], where 𝑥𝑡 denotes
the value of 𝑥 at time 𝑡. In order to get the mean and std, we initialize the mean
values 𝑀1 with 𝑥1,

𝑀1 = 𝑥1 𝑘 = 1 (A.2)

and sum of squares with 0,
𝑆1 = 0 𝑘 = 1 (A.3)

Then for incoming values 𝑥𝑘 , we have

𝑀𝑘 = 𝑀𝑘−1 + (𝑥𝑘 − 𝑀𝑘−1)/𝑘 𝑘 ≥ 2 (A.4)

and
𝑆𝑘 = 𝑆𝑘−1 + (𝑥𝑘 − 𝑀𝑘−1) × (𝑥𝑘 − 𝑀𝑘 ) 𝑘 ≥ 2 (A.5)

The mean value is given by 𝑀𝑘 . It is also easy to calculate the sample std with√
𝑆𝑘/(𝑘 − 1) and population std with

√
𝑆𝑘/𝑘 . Our implementation not only supports

of matrices instead of single scalars, but also compatible with sparse matrices, which
is achieved by introducing element-wise operations.
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A.3 Minimum Description Length

For a generalized linear regression problem (Eq. 34 in [5]), model selection can be
achieved by

𝑔𝑀𝐷𝐿 =
𝑛

2
ln 𝑆 + 𝑝

2
ln 𝐹 + ln 𝑛 (A.6)

where 𝑛 is the number of data points, 𝑝 is number of parameters defined as

𝑝 = 𝑟 × 𝑚 + 𝑟 × 𝑛 (A.7)

Then we can compute 𝑆 with

𝑆 =
𝑅𝑆𝑆

𝑛 − 𝑝 (A.8)

where 𝑅𝑆𝑆 is the residual sum of squares,

𝑅𝑆𝑆 =
∑
𝑖

(
X̂𝑖 −X𝑖

)2
(A.9)

The often-used 𝑀𝑆𝐸 is just the mean of 𝑅𝑆𝑆.
𝐹 is the the 𝐹-ratio and can be computed with

𝐹 =
1

𝑝

(
y · y − RSS

𝑆

)
(A.10)

The optimal rank is selected under the assumption that the coefficient of determi-
nation 𝑅2 >= 𝑝/𝑛.
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A.4 Supporting Tables for Allostery Prediction

Table A.1 NMR measurements for EPAC. The perturbation library is composed by
integrating different ligands (Figure 2.1) under different concentrations.

concentrations chemical shift of C atom chemical shift of H atom line width of C atom line width of H atom
4000um w1_4000um_v5_LW_Rp w2_4000um_v5_LW_Rp lw1_4000um_v5_LW_Rp lw2_4000um_v5_LW_Rp
2000um w1_2000um_v5_cA w2_2000um_v5_cA lw1_2000um_v5_cA lw2_2000um_v5_cA
5560um w1_5560um_v5_LW_Rp w2_5560um_v5_LW_Rp lw1_5560um_v5_LW_Rp lw2_5560um_v5_LW_Rp
1000um w1_1000um_v5_cA w2_1000um_v5_cA lw1_1000um_v5_cA lw2_1000um_v5_cA
700um_ w1_700um_v5_cA w2_700um_v5_cA lw1_700um_v5_cA lw2_700um_v5_cA
4000um w1_4000um_2-O_v5 w2_4000um_2-O_v5 lw1_4000um_2-O_v5 lw2_4000um_2-O_v5
2000um w1_2000um_2-O_v5 w2_2000um_2-O_v5 lw1_2000um_2-O_v5 lw2_2000um_2-O_v5
1mM_Sp w1_1mM_Sp_v5 w2_1mM_Sp_v5 lw1_1mM_Sp_v5 lw2_1mM_Sp_v5
2mM_Sp w1_2mM_Sp_v5 w2_2mM_Sp_v5 lw1_2mM_Sp_v5 lw2_2mM_Sp_v5
3000um w1_3000um_2-O_v5 w2_3000um_2-O_v5 lw1_3000um_2-O_v5 lw2_3000um_2-O_v5
3mM_Sp w1_3mM_Sp_v5 w2_3mM_Sp_v5 lw1_3mM_Sp_v5 lw2_3mM_Sp_v5
WT_APO w1_WT_APO_v5 w2_WT_APO_v5 lw1_WT_APO_v5 lw2_WT_APO_v5
5000um w1_5000um_v5_LW_Rp w2_5000um_v5_LW_Rp lw1_5000um_v5_LW_Rp lw2_5000um_v5_LW_Rp
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Table A.2 Clustering of residues in EPAC for allostery effect.

residue pred_labels
V150 1
G151 0
T152 1
H153 1
M155 0
E156 1
E158 1
L159 1
A160 1
E161 1
A162 1
V163 1
A164 1
L165 1
S167 0
R169 0
G170 1
D172 1
A173 0
L174 0
L175 0
T176 1
V177 1
A178 1
L179 1
R180 1
K181 1
G184 1
Q185 1
R186 1
T187 1
D188 1
E189 1
E190 1
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Table A.2 (continued)
residue pred_labels
D192 1
L193 1
I194 1
F195 1
E196 1
E197 1
L198 1
L199 1
H200 1
I201 1
A203 1
A205 1
H206 1
L207 1
S208 1
V211 0
K212 0
R213 1
E214 0
L215 0
A216 0
A217 1
V218 1
L219 0
L220 0
F221 1
E222 1
K226 0
A227 1
G228 1
T229 1
V230 1
L231 1
F232 1
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Table A.2 (continued)
residue pred_labels
S233 1
Q234 1
G235 1
D236 0
K237 1
G238 0
W241 0
I243 0
I244 0
W245 1
K246 0
G247 1
S248 1
V249 1
N250 1
V251 1
V252 1
T253 1
H254 1
G255 0
K256 1
G257 1
L258 1
V259 0
T260 0
T261 1
L262 0
H263 1
E264 0
G265 0
D266 0
D267 1
F268 0
G269 0
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Table A.2 (continued)
residue pred_labels
Q270 0
L271 0
A272 0
L273 0
V274 0
N275 0
D276 0
A277 0
R279 0
A280 0
A281 0
T282 1
I283 1
I284 1
L285 1
R286 1
E287 0
N289 1
C290 1
H291 1
L293 1
R294 1
V295 1
D296 1
K297 1
Q298 0
D299 0
F300 0
N301 0
R302 0
I303 0
I304 1
K305 0
D306 0
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Table A.2 (continued)
residue pred_labels
V307 0
E308 0
K310 0
T311 0
M312 1
R313 0
L314 0
E316 0
G318 0
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Appendix B

Supporting Information for
Procrustes Methods

B.1 Notations and Definitions

Let R𝑚×𝑛 denote the space of 𝑚 × 𝑛 matrices with real entries. The Frobenius inner
product Tr(A𝑇B) which induces the norm | |A| | :=

√
Tr(A𝑇A) on R𝑛×𝑚.

A square matrix A ∈ R𝑛×𝑛 is said to be symmetric if A𝑇 = A and said to
be orthogonal if A𝑇A = AA𝑇 = I (i.e. A𝑇 = A−1). An orthogonal matrix
P ∈ R𝑛×𝑛 is said to be a permutation matrix if its elements are all either zero
or one, (i.,e., 𝑝𝑖 𝑗 ∈ 0, 1)) and summation of rows and columns gives one (i.e.∑𝑛
𝑗=1 𝑝𝑖 𝑗 =

∑𝑛
𝑖=1 𝑝𝑖 𝑗 = 1. An orthogonal matrix R ∈ R𝑛×𝑛 is said to be a rotation

matrix if its determinant, denoted |R|, is one. Every permutation matrix is a rotation
matrix.
Every matrix A ∈ R𝑚×𝑛 has a singular value decomposition (SVD) of the form

A = UΣV𝑇 (B.1)

where thatU ∈ R𝑚×𝑚 andV ∈ R𝑛×𝑛 are unitary matrices and Σ ∈ R𝑚×𝑛 is a diagonal
matrix with 𝑟 = min{𝑚, 𝑛} non-negative diagonal entries 𝜎1 ≥ · · · ≥ 𝜎𝑟 ≥ 0 called
the singular values of A and zeros elsewhere.
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B.2 Procrustes Methods

B.2.1 Generic Procrustes

Given a matrix A ∈ R𝑚×𝑛 and a reference matrix B ∈ R𝑚×𝑛, find the unconstrained
transformation matrix T ∈ R𝑛×𝑛 that transforms A to best match B. The optimal
transformation matrix Topt is given by [1]

Topt = argmin ∥AT − B∥2𝐹 = (A†A)−1A†B (B.2)

If 𝑚 < 𝑛, the transformation matrix Topt is not unique, because the system
of equations is underdetermined (i.e., there are fewer equations than unknowns).
When T is restricted to a special form, such as orthogonal matrix, symmetric matrix,
permutation matrix, the one-sided Procrustes problem will evolve into some of the
following Procrustes methods.

B.2.2 Orthogonal Procrustes Problem

Given a matrix A ∈ R𝑚×𝑛 and the reference matrix B ∈ R𝑚×𝑛, find the orthogonal
matrix Q ∈ R𝑛×𝑛 that rotates and reflects A to best fit B [2]. This problem was
originally solved by Peter Schönemann in 1964 [3] by taking the singular value
decomposition of the product of two matrices, A†B. The first step in Schönemann’s
approach, which is shared in all other forms of Procrustes analysis, is to rewrite the
minimization of the distance between the matrices as a maximization of their overlap

arg min︸︷︷︸
{Q|Q−1=Q† }

∥AQ − B∥2𝐹

= arg min︸︷︷︸
{Q|Q−1=Q† }

Tr
[
(AQ − B)† (AQ − B)

]
= arg min︸︷︷︸

{Q|Q−1=Q† }

Tr
[
(AQ)†AQ −Q†A†B − B†AQ + B†B

]
= arg min︸︷︷︸

{Q|Q−1=Q† }

Tr
[
−Q†A†B − B†AQ

]
= arg max︸︷︷︸

{Q|Q−1=Q† }

Tr
[
Q†A†B

]
(B.3)
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This procedure of this derivation is used here to convert the minimization problem to
a maximization problem and will be utilized several times in the following sections.
The solution [3, 4] of orthogonal Procrustes problem can be found by taking the
singular value decomposition (SVD) of the product,

A†B = ŨΣ̃Ṽ† (B.4)

Now the problem becomes

max
Q−1=Q†

Tr
[
Q†A†B

]
= max

Q−1=Q†
Tr

[
Q†ŨΣ̃Ṽ†

]
= max

Q−1=Q†
Tr

[
Σ̃Ṽ†Q†Ũ

]
= max

Q−1=Q†
Tr

[
Σ̃Z

]
= max

Q−1=Q†

∑
𝑖

Σ̃i,iZ𝑖,𝑖

(B.5)

where Z = Ṽ†Q†Ũ. Because matrix Q is orthogonal, the objective function is
maximized when Z = I. Therefore,

Qopt = ŨṼ† (B.6)

The same derivation works for complex matrices, but then Q is a unitary matrix.
This derivation works even for matrices A and B that have different matrix

dimensions. This is done by zero padding both matrices which adds zeros to the
matrix with the smaller number of rows/columns until both of the matrices have
the same dimension. Similarly, the last few rows/columns of a matrix that do not
contain any information (i.e., they are filled with zeros) are considered as redundant
information and are removed.
Translation and scaling are also important operations that will affect the alignment

of two objects; users can choose to center and scalematrices for all Procrustesmethods.
User defined data-point weighting is also implemented as an optional argument for
Procrustes methods. This enables one to consider cases where different points (e.g.,
due to their mass, or the experimental precision with which they were measured)
should have different priorities when computing the optimal transformation.
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B.2.3 Rotational-Orthogonal Procrustes Problem

Given a matrix A ∈ R𝑚×𝑛 and the reference matrix B ∈ R𝑚×𝑛, find the rotation
matrix R ∈ R𝑛×𝑛 that rotates A to best fit B [2, 5, 6]. Analogous to the orthogonal
Procrustes problem, the optimal rotational matrix Ropt is given by

Ropt = arg min︸︷︷︸{
R

���R−1=R†|R |=1

} ∥AR − B∥2𝐹 = arg max︸︷︷︸{
R

���R−1=R†|R |=1

} Tr
[
R†A†B

]
(B.7)

The solution is obtained by taking SVD of the product of the matrix,

A†B = ŨΣ̃Ṽ† (B.8)

Ropt = ŨS̃Ṽ† (B.9)

The S̃𝑛×𝑚 is almost an identity matrix, e.g.,

S̃𝑛×𝑚 ≡



1 0 · · · 0 0

0 1
. . .

... 0

0
. . .

. . . 0
...

0 0
. . . 1 0

0 0
. . . 0

(��UV†
��)

0 0
. . . 0 0

...
...

. . .
...

...


(B.10)

but the last diagonal element is replaced by

sgn
(��ŨṼ†

��) = 
+1

��ŨṼ†
�� ≥ 0

−1
��ŨṼ†

�� < 0
(B.11)

This ensures the determinant of Ropt is one. Equation B.11 can be simplified into

sgn
(��ŨṼ†

��) = ��ŨṼ†
�� (B.12)

B.2.4 Symmetric Procrustes Problem

Given a matrix A ∈ R𝑚×𝑛 and the reference B ∈ R𝑚×𝑛, with 𝑚 ⩾ 𝑛, find the
symmetric matrix X ∈ R𝑛×𝑛 that makes AX as close as possible to B [7–9]. The
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symmetric Procrustes problem arises when determining the strain matrix of an elastic
structure; in this context X is a symmetric stiffness (or compliance) matrix that is
associated with the deformation of A towards B. I.e., the symmetric Procrustes
problem is:

Xopt = min︸︷︷︸
{X|X=X† }

∥AX − B∥2𝐹 = min︸︷︷︸
{X|X=X† }

Tr
[
(AX − B)† (AX − B)

]
(B.13)

The matrix factorization of A is done with SVD,

A𝑚×𝑛 = U𝑚×𝑚

[
Σ𝑛×𝑛

0(𝑚−𝑛)×𝑛

]
V†𝑛×𝑛 (B.14)

where Σ𝑛×𝑛 is a square diagonal matrix with nonnegative elements denoted by 𝜎𝑖
listed in decreasing order. Define

C𝑚×𝑛 = U†𝑚×𝑚B𝑚×𝑛V𝑛×𝑛. (B.15)

with elements denoted 𝑐𝑖 𝑗 . Then we compute the symmetric matrix Y ∈ R𝑛×𝑛 with

Y𝑖 𝑗 =


0 𝑖 and 𝑗 > rank (A)
𝜎𝑖𝑐𝑖 𝑗+𝜎𝑗𝑐 𝑗𝑖

𝜎2
𝑖
+𝜎2

𝑗

otherwise
(B.16)

It is worth noting that the first part of this definition only applies in the unusual case
where A has rank less than 𝑛. The optimal solution X𝑜𝑝𝑡 can be obtained with

Xopt = VYV† (B.17)

B.2.5 Permutation Procrustes Problem

Given a matrix A ∈ R𝑚×𝑛 and the reference matrix B ∈ R𝑚×𝑛, find the permutation
matrix P ∈ R𝑛×𝑛 that permutes the columns of A to best fit B. The optimal
permutation matrix Popt is given by

Popt = arg min︸  ︷︷  ︸{
P

����� 𝑝𝑖 𝑗 ∈{0,1}∑𝑛
𝑖=1

𝑝𝑖 𝑗=
∑𝑛
𝑗=1

𝑝𝑖 𝑗=1

} ∥AP − B∥2𝐹 = arg max︸   ︷︷   ︸{
P

����� 𝑝𝑖 𝑗 ∈{0,1}∑𝑛
𝑖=1

𝑝𝑖 𝑗=
∑𝑛
𝑗=1

𝑝𝑖 𝑗=1

} Tr
[
P†A†B

]
,

(B.18)
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where P is the permutation matrix acting on matrix A.
The solution is to relax the problem into a linear programming problem and note

that the solution to a linear programming problem is always at the boundary of the
feasible region, which means that the solution can always be written as a permutation
matrix,

max︸︷︷︸{
P

����� 𝑝𝑖 𝑗 ∈{0,1}∑𝑛
𝑖=1

𝑝𝑖 𝑗=
∑𝑛
𝑗=1

𝑝𝑖 𝑗=1

} Tr
[
P†A†B

]
= max︸︷︷︸{

P

����� 𝑝𝑖 𝑗 ≥0∑𝑛
𝑖=1

𝑝𝑖 𝑗=
∑𝑛
𝑗=1

𝑝𝑖 𝑗=1

} Tr
[
P†A†B

]
(B.19)

This is a matching problem and can be solved by the Hungarian algorithm [10–12],
which solves the assignment problem in polynomial time and which anticipated later
primal-dual methods. Note that if A and B have different numbers of items, one uses
zero-padding.

B.2.6 Two-Sided Orthogonal Procrustes Problem

Given a square matrix A ∈ R𝑛×𝑛 and a reference matrix B ∈ R𝑛×𝑛 of the same
dimension, find distinct unitary/orthogonal transformation of the rows and columns
of A that makes it as as close as possible to B [13]. In other words,

argmin︸  ︷︷  ︸{
Q1
Q2

�����Q−11 =Q†
1

Q−1
2

=Q†
2

} ∥Q
†
1AQ2 − B∥2𝐹 = argmax︸   ︷︷   ︸{

Q1
Q2

�����Q−11 =Q†
1

Q−1
2

=Q†
2

} Tr
[
Q†2A

†Q1B
]

(B.20)

The two-sided orthogonal Procrustes problem is solved by taking the SVD of the
matrices

A = U𝐴Σ𝐴V
†
𝐴
,

B = U𝐵Σ𝐵V
†
𝐵
.

(B.21)

Then,

Q1 = U𝐴U
†
𝐵
,

Q2 = V𝐴V
†
𝐵
.

(B.22)
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B.2.7 Two-Sided Orthogonal Procrustes Problem with One Trans-
formation

This problem arises when the transformation matrices of the two-sided orthogonal
Procrustes are forced to be the same, Q1 = Q2 [13]. This variation of the two-sided
orthogonal Procrustes problem arises primarily for symmetric/Hermitian matrices,
where the rows and columns of the matrix are equivalent. Formally, for symmetric
matrices A and B in R𝑛×𝑛,

argmin︸  ︷︷  ︸
{Q|Q−1=Q†}

∥Q†AQ − B∥2𝐹 = argmax︸   ︷︷   ︸
{Q|Q−1=Q†}

Tr
[
Q†A†QB

]
.

(B.23)

Because the matrices are symmetric, their eigenvalue decomposition has the form,

A = U𝐴Λ𝐴U
†
𝐴
,

B = U𝐵Λ𝐵U
†
𝐵
.

(B.24)

The solution to the two-sided orthogonal Procrustes problem with one transformation
is then

Q = U𝐴SU
†
𝐵
, (B.25)

where S is any diagonal matrix with entries from {−1, 1},

S =


±1 0 · · · 0

0 ±1 . . .
...

...
. . .

. . . 0

0 · · · 0 ±1


. (B.26)

Since any choice of S provides an optimal solution, our software package chooses S
to be the identity matrix.

B.2.8 Two-Sided Permutation Procrustes Problem

Given a matrix A ∈ R𝑚×𝑛 and the reference matrix B ∈ R𝑚×𝑛, find permutations
of the rows and columns of A so that it best-matches B. In other words, given
permutation matrices P1 ∈ R𝑚×𝑚 and P2 ∈ R𝑛×𝑛

B.2 Procrustes Methods | 232



Ph.D. Thesis - F.W. Meng; McMaster University - Chemistry and Chemical Biology

argmin ∥P1AP2 − B∥2𝐹
= argmaxTr

[
B†P1AP2

]
= argmaxTr

[
P1AP2B

†] (B.27)

This problem can be solved by the flip-flop algorithm [14] or k-opt algorithm.

Algorithm 1 Flip-flop Algorithm for Two-sided Permutation Procrustes
1: function TSPP_flip_flop(A,B, 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛, 𝜖)

2: Require: A, B are matrices, and 𝜖 is the threshold value

3: Ensure: Two permutation matrices P1 and P2

4: 𝑘 ← 0

5: P0
1 ← I𝑚 (or P0

2 ← I𝑛)

6: P0
2 ← argmaxTr

[
B†AP0

2

]
(or P0

1 ← argmaxTr
[
(P0

1)
†AB†

]
)

7: 𝜌0 ← ∥P1AP2 − B∥2𝐹

8: while 𝜌𝑘 > 𝜖 AND 𝑘 < 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 do

9: 𝑘 = 𝑘 + 1

10: P𝑘1 ← argmaxTr
[
P𝑘1AP𝑘−12 B†

]
(or P𝑘2 ← argmaxTr

[
B†P𝑘−11 AP𝑘2

]
)

11: 𝜌𝑘 ← ∥P𝑘1AP𝑘−12 − B∥2
𝐹
(or 𝜌𝑘 ← ∥P𝑘−11 AP𝑘2 − B∥

2
𝐹
)

12: if 𝜌𝑘−1 − 𝜌𝑘 ≤ 𝜖 then

13: break

14: P𝑘2 ← argmaxTr
[
B†P𝑘AP𝑘2

]
(or P𝑘1 ← argmaxTr

[
P𝑘1AP𝑘2B

†])
15: 𝜌𝑘 ← ∥P𝑘1AP𝑘2 − B∥

2
𝐹

16: return P1, P2
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B.2.9 Two-sided Permutation Procrustes Problem with One Trans-
formation

This problem arises when the permutation matrices of the two-sided permutation
Procrustes are forced to be the same, P1 = P2 [3]. The case when both A and B are
symmetric is dealt first, followed by the non-symmetric case.
Assuming A and B are both symmetric, the goal is to solve the following

arg min︸  ︷︷  ︸{
P

����� 𝑝𝑖 𝑗 ∈{0,1}∑𝑛
𝑖=1

𝑝𝑖 𝑗=
∑𝑛
𝑗=1

𝑝𝑖 𝑗=1

} ∥P
†AP − B∥2𝐹 = arg max︸   ︷︷   ︸{

P

����� 𝑝𝑖 𝑗 ∈{0,1}∑𝑛
𝑖=1

𝑝𝑖 𝑗=
∑𝑛
𝑗=1

𝑝𝑖 𝑗=1

} Tr
[
P†A†PB

]
.

(B.28)

There are no polynomial-cost methods for solving the two-sided permutation Pro-
crustes (TSPP) exactly. The practical approach [15] we considered here have three
main steps:

1. Make an initial guess of a permutation matrix, usually based on some heuristic,
2. Iteratively update the permutation matrix,
3. Solve for the closest permutation matrix.

Initial Guesses Given an initial guess, various optimizers can be used to identify a
nearby local minimum [15]. The following outlines four different ways of obtaining
initial guesses.
The first two are based on a heuristic due toUmeyama’s approach [16]. Specifically,

note that permutation matrices are a subset of orthogonal matrices and thus one can
obtain an upper-bound to this problem B.28 by treating it as the same optimization
problem except it is optimized over orthogonal matrices (B.2.7). However, for the
two-sided orthogonal Procrustes problem there are 2𝑛 choices of S to choose from.
Further, when the solution is exact there exists at-least one S that results in U𝐴SU

†
𝐵

being a permutation matrix. Umeyama suggested to take the element-wise absolute
value of the elements of the unitary transformations

UUmeyama = abs(U𝐴) · abs(U†𝐵), (B.29)

then solve for the closest permutation matrix to UUmeyama (cf. B.2.5). This solution
is optimal when both A and B satisfy P†AP = B for some permutation matrix P.
Otherwise, this provides a initial guess for the iterative procedures.
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This matrix UUmeyama can be used to find a second initial guess by first obtaining
the singular value decomposition of UUmeyama = ŨẼṼ. Then define a unitary matrix
U
approx
Umeyama = ŨṼ† and similarly find the closest permutation matrix to it.
The next strategy for obtaining another initial guess is to convert the TSPP to an

one-sided permutation Procrustes problem. This is done by considering the entries
in a given row/column to be the properties of an entity [17]. One can then build the
auxiliary matrices, A0 for A and B0 for B, with columns

𝑎𝑖𝑖

𝑝 · sgn(𝑎𝑖 𝑗 𝑚𝑎𝑥) max︸︷︷︸
1≤ 𝑗≤𝑛

(
��𝑎𝑖 𝑗 ��)

𝑝2 · sgn(𝑎𝑖 𝑗 𝑚𝑎𝑥−1)max-1︸ ︷︷ ︸
1≤ 𝑗≤𝑛

(
��𝑎𝑖 𝑗 ��)

𝑝3 · sgn(𝑎𝑖 𝑗 𝑚𝑎𝑥−2)max-2︸ ︷︷ ︸
1≤ 𝑗≤𝑛

(
��𝑎𝑖 𝑗 ��)

...



. (B.30)

Here the subscript (𝑚𝑎𝑥 − 1) denotes the second-largest element in absolute value,
(𝑚𝑎𝑥 − 2) is the third-largest element in absolute value, etc. The first row of A0

is filled with diagonal element of A. The second row has the largest off-diagonal
element in row i of A, etc. The weighting factor 𝑝 ∈ (0, 1) ensures that the smaller
off-diagonal elements become progressively less important (the default value of 𝑝 is
2−

1
2 ). The map sgn is the sign function which extracts the sign of a real number, e.g,

sgn(𝑥) =


−1 if 𝑥 < 0

0 if 𝑥 = 0

1 if 𝑥 > 0

. (B.31)

Once we get A0 for A and B0 for B, we can compute the third initial guess for
the optimal permutation matrix by solving the one-sided permutation Procrustes
problem

arg min︸  ︷︷  ︸{
P

����� 𝑝𝑖 𝑗 ∈{0,1}∑𝑛
𝑖=1

𝑝𝑖 𝑗=
∑𝑛
𝑗=1

𝑝𝑖 𝑗=1

} ∥A
0P − B0∥2𝐹 = arg max︸   ︷︷   ︸{

P

����� 𝑝𝑖 𝑗 ∈{0,1}∑𝑛
𝑖=1

𝑝𝑖 𝑗=
∑𝑛
𝑗=1

𝑝𝑖 𝑗=1

} Tr
[
P†A0†B0

]
(B.32)

The fourth method to construct the initial guess is motivated by the fact that,
in many contexts, the diagonal element can be considered as a label for the entry
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(e.g., an atom type). In these cases, it is helpful to encode not only the off-diagonal
elements, but also the corresponding diagonal elements. We do so by replacing each
row in Equation B.32 by two rows, one of which lists the diagonal elements and the
other of which lists the associated off-diagonal element [17],

𝑎𝑖𝑖

𝑝 · 𝑎 𝑗𝑚𝑎𝑥 𝑗𝑚𝑎𝑥

𝑝 · sgn(𝑎𝑖 𝑗𝑚𝑎𝑥
) max︸︷︷︸
1≤ 𝑗≤𝑛

(
��𝑎𝑖 𝑗 ��)

𝑝2 · 𝑎 𝑗𝑚𝑎𝑥−1 𝑗𝑚𝑎𝑥−1

𝑝2 · sng(𝑎𝑖 𝑗𝑚𝑎𝑥−1)max-1︸ ︷︷ ︸
1≤ 𝑗≤𝑛

(
��𝑎𝑖 𝑗 ��)

...



(B.33)

As before, one can then determine an approximate permutation using the one-sided
permutation Procrustes method.

Algorithm 2 Two-sided Permutation Procrustes for Undirected Graph Matching
1: function tspp_undirected(A,B,P𝑔𝑢𝑒𝑠𝑠, 𝑚𝑖𝑡𝑒𝑟, 𝑡𝑜𝑙)
2: Require: A and B are matrices, P𝑔𝑢𝑒𝑠𝑠 is the initial guess of permutation matrix,
𝑚𝑖𝑡𝑒𝑟 is the maximum number of iteration and 𝑡𝑜𝑙 is the tolerance

3: Ensure: Local minimum two-sided permutation matrix P
4: P← argmin



P𝑇ÃP − B̃


2
𝐹

⊲ Solve the symmetric case
5: if P𝑔𝑢𝑒𝑠𝑠 is None then
6: P← I

7: else
8: P← P𝑔𝑢𝑒𝑠𝑠

9: 𝑠𝑡𝑒𝑝 ← 0

10: 𝑐ℎ𝑎𝑛𝑔𝑒 ←∞
11: while 𝑐ℎ𝑎𝑛𝑔𝑒 > 𝑡𝑜𝑙 and 𝑠𝑡𝑒𝑝 ≤ 𝑚𝑖𝑡𝑒𝑟 do
12: 𝛼 =

P𝑇APB+(P𝑇APB)𝑇
2

13: T = APB

14: P𝑖 𝑗 = P𝑖 𝑗

√
(APB)𝑖 𝑗
(P𝛼)𝑖 𝑗

15: 𝑐ℎ𝑎𝑛𝑔𝑒 ← Tr
[
(P(𝑛+1) − P(𝑛))𝑇 (P(𝑛+1) − P(𝑛))

]
16: 𝑠𝑡𝑒𝑝 ← 𝑠𝑡𝑒𝑝 + 1
17: P← argminP̃



P̃ − P

2
𝐹

18: return P
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Directed Graph Matching When A and B are both not symmetric, then one can
use an algorithm based on directed graph matching instead [15],

Algorithm 3 Two-sided Permutation Procrustes for Directed Graph Matching
1: function tspp_directed(A,B,P𝑔𝑢𝑒𝑠𝑠, 𝑚𝑖𝑡𝑒𝑟, 𝑡𝑜𝑙)
2: Require: A and B are matrices, P𝑔𝑢𝑒𝑠𝑠 is the initial guess of permutation matrix,
𝑚𝑖𝑡𝑒𝑟 is the maximum number of iteration and 𝑡𝑜𝑙 is the tolerance

3: Ensure: Local minimum two-sided permutation matrix P
4: Ã← A+A𝑇

2 + 𝑖A−A𝑇

2 ⊲ 𝑖 =
√
−1

5: B̃← B+B𝑇

2 + 𝑖B−B𝑇

2

6: P← argmin


P𝑇ÃP − B̃



2
𝐹

7: if P𝑔𝑢𝑒𝑠𝑠 is None then
8: P← I

9: else
10: P← P𝑔𝑢𝑒𝑠𝑠

11: 𝑠𝑡𝑒𝑝 ← 0

12: 𝑐ℎ𝑎𝑛𝑔𝑒 ←∞
13: while 𝑐ℎ𝑎𝑛𝑔𝑒 > 𝑡𝑜𝑙 and 𝑠𝑡𝑒𝑝 ≤ 𝑚𝑖𝑡𝑒𝑟 do
14: 𝛼 =

P𝑇 (APB𝑇 +ATPB)+(APB𝑇 +ATPB)P
4

15: P𝑖 𝑗 ← P𝑖 𝑗

√
(APB𝑇 +A𝑇PB)𝑖 𝑗

(2P𝛼)𝑖 𝑗

16: 𝑐ℎ𝑎𝑛𝑔𝑒 ← Tr
[
(P(𝑛+1) − P(𝑛))𝑇 (P(𝑛+1) − P(𝑛))

]
17: 𝑠𝑡𝑒𝑝 ← 𝑠𝑡𝑒𝑝 + 1
18: P← argminP̃



P̃ − P

2
𝐹

19: return P

The non-symmetric case is harder than the symmetric case and similarly this
algorithm does not guarantee an optimal solution. WhenA andB are both symmetric,
then the Directed Graph Matching algorithm reduces to the previous algorithm with
the initial guess chosen to be the closest Permutation matrix to U𝑈𝑚𝑒𝑦𝑎𝑚𝑎.

B.2.10 Softassign

The softassign method was developed for the quadratic assignment problem in
1993, [18] and has subsequently been developed theoretically[19, 20] and extended
to combinatorial optimization problems, graph matching, photometric calibration,
multiple object tracking, etc. [19, 21–24]. Because the two-sided permutation
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Procrustes problem is a special quadratic assignment problem it can be used here.
First one assigns an energy functional [19, 25] and the objective function is defined
in Eq. B.34.

𝐸𝑞𝑎𝑝 (M, 𝜇, 𝜈) = −
1

2

∑
𝑎𝑖𝑏 𝑗

C𝑎𝑖;𝑏 𝑗M𝑎𝑖M𝑏 𝑗

+
∑
𝑎

𝜇𝑎

(∑
𝑖

M𝑎𝑖 − 1
)
+

∑
𝑖

𝜈𝑖

(∑
𝑎

M𝑎𝑖 − 1
)

− 𝛾
2

∑
𝑎𝑖

M2
𝑎𝑖 +

1

𝛽

∑
𝑎𝑖

M𝑎𝑖 logM𝑎𝑖

(B.34)

Here, the M ∈ R𝑁×𝑁 is the permutation matrix. The constraints are imposed
with Lagrange multipliers 𝜇 and 𝑣 and the self-amplification term is scaled by 𝛾; this
term modulates the response to ensure that the global minimum is found. The barrier
function (entropy function), M𝑎𝑖 logM𝑎𝑖, guarantees the positively of M𝑎𝑖 using
the deterministic annealing control variables 𝛽, which is the inverse temperature.
When the temperature 𝑇 = 1

𝛽
is high enough, the object function is nearly convex

[26]. C𝑎𝑖;𝑏 𝑗 represents the benefit matrix and, for two-sided permutation Procrustes
problems with one transformation, it is simply the Kronecker product of A and B:

C𝑎𝑖;𝑏 𝑗 = A𝑎𝑏 ⊗ B𝑖 𝑗 (B.35)
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Algorithm 4 Softassign for Two-sided Permutation Procrustes
1: function softassign(𝐴, 𝐵, 𝛽0, 𝛽 𝑓 , 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑟 , 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠, 𝑡𝑜𝑙)

2: Require: 𝐴 and 𝐵 arematrices, 𝛽0, 𝛽 𝑓 are the initial and final inverse temperature

respectively, 𝑚𝑖𝑡𝑒𝑟𝑟 is maximum number of steps in relaxation, 𝑚𝑖𝑡𝑒𝑟𝑠 is

maximum number of steps in Sinkhorn normalization and 𝑡𝑜𝑙 is the threshold

value

3: Ensure: Permutation matrix P

4: 𝛽← 𝛽0

5: 𝑀𝑎𝑖 ← 1
𝑁
+ 𝜖𝑎𝑖

6: while 𝛽 ≤ 𝛽 𝑓 do ⊲ Deterministic annealing

7: while M𝑎𝑖 is not converged or iteration number ≤ 𝑚𝑖𝑡𝑒𝑟𝑟 do ⊲

Relaxation

8: Q𝑎𝑖 ←
∑
𝑏 𝑗 C𝑎𝑖;𝑏 𝑗M𝑏 𝑗 + 𝛾M𝑎𝑖

9: while M𝑎𝑖 not converged do ⊲ Softassign

10: M𝑎𝑖 ← exp(𝛽Q𝑎𝑖)

11: while M𝑎𝑖 not converged or iteration number ≤ 𝑚𝑖𝑡𝑒𝑟𝑠 do ⊲

Sinkhorn

12: M𝑎𝑖 ← M𝑎𝑖∑
𝑖 M𝑎𝑖

⊲ Column normalization

13: M𝑎𝑖 ← M𝑎𝑖∑
𝑎 M𝑎𝑖

⊲ Row normalization

14: 𝛽← 𝛽𝑟𝛽 𝑓

15: return P ⊲ P is a permutation matrix
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Table C.1 List of QM Descriptors

QM descriptor
type number

QM descriptors comment

1 dipole moment dipole moment in X, Y,
Z axis and total

2 quadrupole moment quadrupole moments in
XX, YY, ZZ, XY, XZ,
YZ

3 electronic spatial extent (au)
4 HUMO
5 LUMO
6 rotational constants rotational constants in X,

Y, Z
7 nuclear repulsion energy (au)
8 R6Disp: Grimme-D2 Dispersion energy (au)
9 nuclear repulsion after empirical dispersion

term
10 PCM non-electrostatic energy
11 PCM non-electrostatic energy
12 nuclear repulsion after PCM non-electrostatic

terms
13 KE
14 PE
15 EE
16 SMD-CDS (non-electrostatic) energy

(kcal/mol)
17 number of generator spheres in GePol
18 total number of spheres in GePol
19 number of exposed spheres in GePol
20 percent of exposed spheres in GePol
21 number of points in GePol
22 average weight of points in GePol
23 minimum weight of points in GePol
24 maximum weight of points in GePol
25 number of points with low weight
26 fraction of low-weight points GePol (<1% of

avg)
27 cavity surface area in GePol (ang**2)
28 cavity volume in GePol (ang ** 3)
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Table C.2 Top 10 models from commonly used algorithms.

Regressor feature_type MAE_test RMSE_test 𝑅2_test
KernelRidge 150 0.6581±0.0995 1.0568±0.1839 0.4717±0.1052
KernelRidge 100 0.6721±0.0829 1.0551±0.1998 0.4756±0.1089
KNN 500 0.6819±0.0949 1.0895±0.2143 0.4359±0.1408
KNN 150 0.6828±0.0878 1.1027±0.2145 0.4222±0.1485
KernelRidge 200 0.6860±0.1078 1.0938±0.1901 0.4336±0.1131
KNN 602 0.6895±0.0943 1.1084±0.2249 0.4178±0.1484
KernelRidge SECFP6 0.6913±0.0989 1.0595±0.1779 0.4690±0.1097
KernelRidge MaCCSKeys 0.6923±0.0929 1.0504±0.1865 0.4753±0.1202
KernelRidge 50 0.6944±0.0897 1.0527±0.1951 0.4776±0.1061
KernelRidge ECFP6 0.6949±0.0835 1.0704±0.1922 0.4578±0.1144

Table C.3 Top 10 models from GPR.

kernel feature_type MAE_test RMSE_test 𝑅2_test
Matern12*Constant + White desc_150 0.6249±0.0868 1.0164±0.1867 0.5128±0.0967
Exponential desc_150 0.6249±0.0868 1.0164±0.1867 0.5128±0.0967
Matern12 desc_150 0.6249±0.0868 1.0164±0.1867 0.5128±0.0967
Matern12 + Constant desc_150 0.6249±0.0868 1.0164±0.1867 0.5128±0.0967
Exponential*Constant + White desc_150 0.6249±0.0868 1.0165±0.1866 0.5128±0.0967
Matern32 + Constant desc_150 0.6291±0.0859 1.0206±0.1784 0.5087±0.0907
Matern32 desc_150 0.6291±0.0859 1.0206±0.1784 0.5087±0.0907
Matern32*Constant + White desc_150 0.6291±0.0859 1.0206±0.1784 0.5087±0.0907
Matern32 + White desc_150 0.6291±0.0859 1.0206±0.1784 0.5087±0.0907
Matern52*Constant + White desc_150 0.6333±0.0859 1.0242±0.1773 0.5052±0.0898
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Fig. D.1 Model performances of decision trees based classifiers for 10 groups of hyperparameters.
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Fig. D.2 Model performances of kNN based classifiers for 10 groups of hyperparameters.
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Fig. D.3 Model performances of logistical regression based classifiers for 10 groups of hyperparameters.
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Fig. D.4 Model performances of XGBoost based classifiers for 10 groups of hyperparameters.
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Fig. D.5 Model performance summary of all the classification models for BBB permeability.
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Fig. D.6 Model performance summary based on classification algorithms.
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Fig. D.8 Receiver operating characteristic (ROC) curves of 24 predictive models.
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Table D.1 Model performance of 24 different classifiers by combing basic algorithms and resampling strategies.

model_name ROC_AUC sensitivity specificity precision accuracy F1 MCC GEOM BACC AP
dtree-
kmeans_SMOTE

0.9000±0.0094 0.8814±0.0158 0.7472±0.0289 0.8692±0.0120 0.8352±0.0101 0.8751±0.0079 0.6332±0.0227 0.8113±0.0136 0.8143±0.0124 0.9300±0.0100

dtree-common 0.8982±0.0152 0.9005±0.0225 0.7241±0.0347 0.8615±0.0153 0.8397±0.0183 0.8804±0.0141 0.6399±0.0411 0.8072±0.0211 0.8123±0.0200 0.9291±0.0112
dtree-
classic_SMOTE

0.8942±0.0159 0.8194±0.0301 0.7904±0.0372 0.8818±0.0182 0.8094±0.0203 0.8491±0.0174 0.5948±0.0412 0.8043±0.0203 0.8049±0.0204 0.9332±0.0105

dtree-
classic_RandUndersampling

0.8892±0.0137 0.7983±0.0198 0.8178±0.0275 0.8931±0.0140 0.8050±0.0147 0.8429±0.0127 0.5948±0.0299 0.8078±0.0155 0.8081±0.0155 0.9265±0.0106

dtree-
classic_ADASYN

0.8931±0.0124 0.8346±0.0208 0.7817±0.0246 0.8793±0.0118 0.8164±0.0152 0.8562±0.0129 0.6045±0.0308 0.8076±0.0154 0.8082±0.0152 0.9291±0.0116

dtree-
borderline_SMOTE

0.8941±0.0121 0.8218±0.0276 0.8139±0.0285 0.8940±0.0130 0.8191±0.0147 0.8560±0.0137 0.6182±0.0266 0.8175±0.0129 0.8178±0.0128 0.9278±0.0127

knn-
kmeans_SMOTE

0.9428±0.0067 0.9502±0.0132 0.7096±0.0306 0.8618±0.0123 0.8673±0.0123 0.9037±0.0087 0.7009±0.0291 0.8209±0.0176 0.8299±0.0155 0.9638±0.0068

knn-common 0.9426±0.0065 0.9547±0.0119 0.6853±0.0186 0.8524±0.0072 0.8619±0.0089 0.9006±0.0066 0.6888±0.0214 0.8088±0.0110 0.8200±0.0098 0.9638±0.0066
knn-classic_SMOTE 0.9436±0.0062 0.9067±0.0098 0.8248±0.0237 0.9079±0.0114 0.8785±0.0112 0.9073±0.0084 0.7312±0.0254 0.8647±0.0141 0.8658±0.0136 0.9649±0.0063
knn-
classic_RandUndersampling

0.9387±0.0080 0.9100±0.0130 0.7860±0.0187 0.8900±0.0093 0.8673±0.0131 0.8999±0.0101 0.7037±0.0290 0.8457±0.0142 0.8480±0.0139 0.9628±0.0063

knn-
classic_ADASYN

0.9425±0.0065 0.8636±0.0144 0.8820±0.0186 0.9331±0.0101 0.8700±0.0126 0.8970±0.0104 0.7256±0.0261 0.8727±0.0130 0.8728±0.0131 0.9644±0.0057

knn-
borderline_SMOTE

0.9417±0.0059 0.8686±0.0134 0.8805±0.0129 0.9326±0.0061 0.8727±0.0071 0.8994±0.0063 0.7302±0.0130 0.8744±0.0059 0.8745±0.0059 0.9644±0.0056

logreg-
kmeans_SMOTE

0.9182±0.0098 0.9145±0.0090 0.7398±0.0227 0.8700±0.0101 0.8543±0.0105 0.8917±0.0076 0.6719±0.0241 0.8225±0.0138 0.8272±0.0128 0.9488±0.0084

logreg-common 0.9168±0.0095 0.9219±0.0115 0.7183±0.0251 0.8617±0.0104 0.8518±0.0089 0.8907±0.0065 0.6650±0.0205 0.8136±0.0129 0.8201±0.0115 0.9487±0.0082
logreg-
classic_SMOTE

0.9190±0.0120 0.8622±0.0192 0.8225±0.0315 0.9026±0.0163 0.8485±0.0168 0.8818±0.0135 0.6730±0.0363 0.8419±0.0187 0.8424±0.0186 0.9491±0.0105

logreg-
classic_RandUndersampling

0.9137±0.0086 0.8548±0.0156 0.8025±0.0252 0.8918±0.0129 0.8368±0.0153 0.8728±0.0122 0.6465±0.0327 0.8281±0.0169 0.8286±0.0167 0.9478±0.0079

logreg-
classic_ADASYN

0.9122±0.0095 0.8021±0.0226 0.8562±0.0202 0.9138±0.0121 0.8207±0.0190 0.8542±0.0165 0.6331±0.0366 0.8286±0.0183 0.8291±0.0182 0.9484±0.0072

logreg-
borderline_SMOTE

0.9107±0.0099 0.8109±0.0226 0.8491±0.0247 0.9110±0.0137 0.8241±0.0179 0.8579±0.0155 0.6367±0.0353 0.8297±0.0176 0.8300±0.0177 0.9467±0.0078

xgb-
kmeans_SMOTE

0.9588±0.0044 0.9392±0.0112 0.7919±0.0235 0.8958±0.0103 0.8885±0.0092 0.9170±0.0068 0.7498±0.0209 0.8623±0.0123 0.8656±0.0114 0.9774±0.0038

xgb-common 0.9589±0.0044 0.9409±0.0097 0.7923±0.0235 0.8961±0.0105 0.8897±0.0099 0.9179±0.0072 0.7524±0.0226 0.8633±0.0132 0.8666±0.0123 0.9775±0.0036
xgb-classic_SMOTE 0.9593±0.0045 0.9292±0.0131 0.8205±0.0217 0.9079±0.0098 0.8917±0.0095 0.9184±0.0072 0.7585±0.0213 0.8730±0.0113 0.8748±0.0108 0.9773±0.0043
xgb-
classic_RandUndersampling

0.9523±0.0052 0.8908±0.0117 0.8699±0.0172 0.9288±0.0085 0.8836±0.0081 0.9094±0.0066 0.7485±0.0173 0.8802±0.0089 0.8804±0.0088 0.9739±0.0041

xgb-
classic_ADASYN

0.9585±0.0048 0.9275±0.0121 0.8233±0.0180 0.9090±0.0080 0.8916±0.0083 0.9181±0.0065 0.7583±0.0184 0.8737±0.0094 0.8754±0.0091 0.9770±0.0040

xgb-
borderline_SMOTE

0.9588±0.0048 0.9259±0.0131 0.8237±0.0210 0.9091±0.0095 0.8906±0.0092 0.9173±0.0071 0.7564±0.0204 0.8732±0.0108 0.8748±0.0104 0.9770±0.0046
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Table D.2 Model performance of 24 different classifiers by combing basic algorithms and resampling strategies.

model_name accuracy sensitivity specificity precision F1 MCC GEOM BACC ROC_AUC AP TN FP FN TP
dtree-borderline_SMOTE 0.7500 0.7639 0.3750 0.9706 0.8549 0.0603 0.5352 0.5694 0.6152 0.9739 3 5 51 165
dtree-classic_ADASYN 0.6741 0.6806 0.5000 0.9735 0.8011 0.0715 0.5833 0.5903 0.6157 0.9703 4 4 69 147
dtree-classic_RandUndersampling 0.7321 0.7407 0.5000 0.9756 0.8421 0.1009 0.6086 0.6204 0.6201 0.9742 4 4 56 160
dtree-classic_SMOTE 0.7098 0.7222 0.3750 0.9689 0.8276 0.0401 0.5204 0.5486 0.5686 0.9636 3 5 60 156
dtree-kmeans_SMOTE 0.8214 0.8380 0.3750 0.9731 0.9005 0.1053 0.5606 0.6065 0.6898 0.9805 3 5 35 181
dtree-common 0.8170 0.8333 0.3750 0.9730 0.8978 0.1020 0.5590 0.6042 0.5686 0.9681 3 5 36 180
knn-borderline_SMOTE 0.7098 0.7176 0.5000 0.9748 0.8267 0.0890 0.5990 0.6088 0.6861 0.9779 4 4 61 155
knn-classic_ADASYN 0.6964 0.7037 0.5000 0.9744 0.8172 0.0822 0.5932 0.6019 0.7179 0.9807 4 4 64 152
knn-classic_RandUndersampling 0.8125 0.8241 0.5000 0.9780 0.8945 0.1541 0.6419 0.6620 0.6716 0.9767 4 4 38 178
knn-classic_SMOTE 0.7679 0.7778 0.5000 0.9767 0.8660 0.1221 0.6236 0.6389 0.6820 0.9777 4 4 48 168
knn-kmeans_SMOTE 0.8795 0.8935 0.5000 0.9797 0.9346 0.2243 0.6684 0.6968 0.6947 0.9795 4 4 23 193
knn-common 0.9018 0.9167 0.5000 0.9802 0.9474 0.2598 0.6770 0.7083 0.7028 0.9798 4 4 18 198
logreg-borderline_SMOTE 0.7455 0.7546 0.5000 0.9760 0.8512 0.1085 0.6143 0.6273 0.6568 0.9801 4 4 53 163
logreg-classic_ADASYN 0.7188 0.7269 0.5000 0.9752 0.8329 0.0936 0.6028 0.6134 0.6510 0.9796 4 4 59 157
logreg-classic_RandUndersampling 0.7902 0.8009 0.5000 0.9774 0.8804 0.1372 0.6328 0.6505 0.6256 0.9749 4 4 43 173
logreg-classic_SMOTE 0.7589 0.7685 0.5000 0.9765 0.8601 0.1165 0.6199 0.6343 0.6007 0.9705 4 4 50 166
logreg-kmeans_SMOTE 0.8482 0.8611 0.5000 0.9789 0.9163 0.1868 0.6562 0.6806 0.6238 0.9758 4 4 30 186
logreg-common 0.8482 0.8611 0.5000 0.9789 0.9163 0.1868 0.6562 0.6806 0.6227 0.9762 4 4 30 186
xgb-borderline_SMOTE 0.8170 0.8287 0.5000 0.9781 0.8972 0.1577 0.6437 0.6644 0.7072 0.9741 4 4 37 179
xgb-classic_ADASYN 0.8259 0.8380 0.5000 0.9784 0.9027 0.1654 0.6473 0.6690 0.7303 0.9813 4 4 35 181
xgb-classic_RandUndersampling 0.7634 0.7731 0.5000 0.9766 0.8630 0.1193 0.6218 0.6366 0.6736 0.9734 4 4 49 167
xgb-classic_SMOTE 0.8393 0.8519 0.5000 0.9787 0.9109 0.1778 0.6526 0.6759 0.7066 0.9757 4 4 32 184
xgb-kmeans_SMOTE 0.8304 0.8426 0.5000 0.9785 0.9055 0.1694 0.6491 0.6713 0.6927 0.9716 4 4 34 182
xgb-common 0.8304 0.8426 0.5000 0.9785 0.9055 0.1694 0.6491 0.6713 0.7066 0.9764 4 4 34 182
LightBBB 0.8527 0.8657 0.5000 0.9791 0.9189 0.1915 0.6579 0.6829 4 4 29 187
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Table D.3 SMILES for external dataset with 216 BBB+ molecules and 8 BBB- molecules. The 30 molecules originally in B3DB are not shown here.

Name SMILES PubChem_CID class
acetyl-dl-carnitine CC(=O)O[C@@H](CC(=O)[O-])C[N+](C)(C)C 1 BBB+
melatonin COc1ccc2[nH]cc(CCN=C(C)O)c2c1 896 BBB+
N-acetyl-dl-leucine CC(O)=N[C@@H](CC(C)C)C(=O)O 1995 BBB+
amantadine N[C@]12C[C@H]3C[C@H](C[C@H](C3)C1)C2 2130 BBB+
amisulpride CCN1CCC[C@@H]1CN=C(O)c1cc(S(=O)(=O)CC)c(N)cc1OC 2159 BBB+
biperiden O[C@](CCN1CCCCC1)(c1ccccc1)[C@@H]1C[C@@H]2C=C[C@H]1C2 2381 BBB+
bupivacaine CCCCN1CCCC[C@H]1C(O)=Nc1c(C)cccc1C 2474 BBB+
cevimeline C[C@@H]1O[C@]2(CS1)CN1CCC2CC1 2684 BBB+
chlordiazepoxide C/N=C1/CN(O)C(c2ccccc2)=c2cc(Cl)ccc2=N1 2712 BBB+
cloxazolam OC1=Nc2ccc(Cl)cc2[C@@]2(c3ccccc3Cl)OCCN2C1 2816 BBB+
diflunisal O=C(O)c1cc(-c2ccc(F)cc2F)ccc1O 3059 BBB+
fonazine C[C@H](CN1c2ccccc2Sc2ccc(S(=O)(=O)N(C)C)cc21)N(C)C 3089 BBB+
disulfiram CCN(CC)C(=S)SSC(=S)N(CC)CC 3117 BBB+
fenfluramine CCN[C@H](C)Cc1cccc(C(F)(F)F)c1 3337 BBB+
floctafenine O=C(OC[C@H](O)CO)c1ccccc1Nc1ccnc2c(C(F)(F)F)cccc12 3360 BBB+
glafenine O=C(OC[C@H](O)CO)c1ccccc1Nc1ccnc2cc(Cl)ccc12 3474 BBB+
maprotiline CNCCC[C@]12CC[C@H](c3ccccc31)c1ccccc12 4011 BBB+
mazaticol CN1[C@@H]2CCC(C)(C)[C@H]1C[C@H](OC(=O)C(O)(c1cccs1)c1cccs1)C2 4019 BBB+
memantine C[C@]12C[C@@H]3C[C@](C)(C1)C[C@@](N)(C3)C2 4054 BBB+
mepivacaine Cc1cccc(C)c1N=C(O)[C@H]1CCCCN1C 4062 BBB+
methadone CCC(=O)C(C[C@@H](C)N(C)C)(c1ccccc1)c1ccccc1 4095 BBB+
metixene CN1CCC[C@H](CC2c3ccccc3Sc3ccccc32)C1 4167 BBB+
modafinil N=C(O)C[S@](=O)C(c1ccccc1)c1ccccc1 4236 BBB+
mosapramine OC1=N[C@H]2CCCCN2C12CCN(CCCN1c3ccccc3CCc3ccc(Cl)cc31)CC2 4257 BBB+
neostigmine CN(C)C(=O)Oc1cccc([N+](C)(C)C)c1 4456 BBB+

Continued on next page

|
259



Ph.D
.Thesis-F.W

.M
eng;M

cM
asterU

niversity
-Chem

istry
and
Chem

icalBiology

Table D.3 (continued)
Name SMILES PubChem_CID class
nifenazone Cc1c(N=C(O)c2cccnc2)c(=O)n(-c2ccccc2)n1C 4487 BBB+
phenacetin CCOc1ccc(N=C(C)O)cc1 4754 BBB+
prilocaine CCCN[C@H](C)C(O)=Nc1ccccc1C 4906 BBB+
propentofylline CCCn1cnc2c1c(=O)n(CCCCC(C)=O)c(=O)n2C 4938 BBB+
pyridostigmine CN(C)C(=O)Oc1ccc[n+](C)c1 4991 BBB+
salicylamide N=C(O)c1ccccc1O 5147 BBB+
salsalate O=C(Oc1ccccc1C(=O)O)c1ccccc1O 5161 BBB+
scopolamine CN1[C@H]2C[C@@H](OC(=O)[C@@H](CO)c3ccccc3)C[C@@H]1[C@H]1O[C@@H]215184 BBB+
tetracaine CCCCNc1ccc(C(=O)OCCN(C)C)cc1 5411 BBB+
triclofos O=P(O)(O)OCC(Cl)(Cl)Cl 5563 BBB+
trihexyphenidyl O[C@@](CCN1CCCCC1)(c1ccccc1)C1CCCCC1 5572 BBB+
pilocarpine CC[C@@H]1C(=O)OC[C@@H]1Cc1cncn1C 5910 BBB+
3,4-diaminopyridine N=c1cc[nH]cc1N 5918 BBB+
mebutamate CC[C@@H](C)C(C)(COC(=N)O)COC(=N)O 6151 BBB+
dl-2-aminobutyric acid CC[C@H](N)C(=O)O 6657 BBB+
paramethadione CC[C@]1(C)OC(=O)N(C)C1=O 8280 BBB+
chloroprocaine CCN(CC)CCOC(=O)c1ccc(N)cc1Cl 8612 BBB+
methohexital C=CC[C@]1([C@@H](C)C#CCC)C(=O)N(C)C(=O)N=C1O 9034 BBB+
methysergide CC[C@@H](CO)N=C(O)[C@@H]1C=C2c3cccc4c3c(cn4C)C[C@H]2N(C)C1 9681 BBB+
cytisine O=c1cccc2n1C[C@@H]1CNC[C@H]2C1 10235 BBB+
captodiame CCCCSc1ccc([C@H](SCCN(C)C)c2ccccc2)cc1 10240 BBB+
ethadione CCN1C(=O)OC(C)(C)C1=O 10630 BBB+
apronal C=CC[C@H](C(O)=NC(=N)O)C(C)C 10715 BBB+
metabutethamine CC(C)CNCCOC(=O)c1cccc(N)c1 11115 BBB+
phenoperidine CCOC(=O)C1(c2ccccc2)CCN(CC[C@H](O)c2ccccc2)CC1 11226 BBB+

Continued on next page
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Table D.3 (continued)

Name SMILES PubChem_CID class
citicoline C[N+](C)(C)CCOP(=O)(O)OP(=O)([O-])OC[C@H]1O[C@@H](n2ccc(=N)nc2O)[C@H](O)[C@@H]1O13804 BBB+
citicoline C[N+](C)(C)CCOP(=O)(O)OP(=O)(O)OC[C@H]1O[C@@H](n2ccc(=N)nc2O)[C@H](O)[C@@H]1O13805 BBB+
phenibut NC[C@H](CC(=O)O)c1ccccc1 14113 BBB+
bucetin CCOc1ccc(NC(=O)C[C@@H](C)O)cc1 14130 BBB+
fencamfamin CCN[C@H]1[C@H]2CC[C@H](C2)[C@@H]1c1ccccc1 14584 BBB+
phenazocine C[C@@H]1[C@@H]2Cc3ccc(O)cc3[C@@]1(C)CCN2CCc1ccccc1 14707 BBB+
dixyrazine C[C@H](CN1CCN(CCOCCO)CC1)CN1c2ccccc2Sc2ccccc21 17182 BBB+
proxibarbal C=CCC1(C[C@@H](C)O)C(O)=NC(=O)N=C1O 17336 BBB+
narcobarbital C=C(Br)C[C@@]1(C(C)C)C(=O)N(C)C(=O)N=C1O 18735 BBB+
reposal CCC1(C2=C[C@@H]3CC[C@H](C2)C3)C(O)=NC(=O)N=C1O 19254 BBB+
fenethylline C[C@H](Cc1ccccc1)NCCn1cnc2c1c(=O)n(C)c(=O)n2C 19527 BBB+
valnoctamide CC[C@@H](C)[C@@H](CC)C(=N)O 20140 BBB+
benorilate CC(=O)Oc1ccccc1C(=O)Oc1ccc(N=C(C)O)cc1 21102 BBB+
butriptyline C[C@H](CC1c2ccccc2CCc2ccccc21)CN(C)C 21772 BBB+
butanilicaine CCCCNCC(O)=Nc1c(C)cccc1Cl 22379 BBB+
melevodopa COC(=O)[C@@H](N)Cc1ccc(O)c(O)c1 23497 BBB+
(1s,2r)-2-
phenylcyclopropanamine

N[C@H]1C[C@@H]1c1ccccc1 26070 BBB+

benzoctamine CNC[C@]12CC[C@H](c3ccccc31)c1ccccc12 28425 BBB+
bornaprine CCN(CC)CCCOC(=O)[C@@]1(c2ccccc2)C[C@@H]2CC[C@H]1C2 30160 BBB+
lofexidine C[C@@H](Oc1c(Cl)cccc1Cl)C1=NCCN1 30668 BBB+
dexetimide O=C1N=C(O)CC[C@@]1(c1ccccc1)C1CCN(Cc2ccccc2)CC1 30843 BBB+
paraldehyde C[C@H]1O[C@@H](C)O[C@@H](C)O1 31264 BBB+
articaine CCCN[C@@H](C)C(O)=Nc1c(C)csc1C(=O)OC 32170 BBB+
oxetorone CN(C)CCC=C1c2ccccc2OCc2c1oc1ccccc21 36846 BBB+

Continued on next page
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Table D.3 (continued)
Name SMILES PubChem_CID class
etidocaine CCCN(CC)[C@@H](CC)C(O)=Nc1c(C)cccc1C 37497 BBB+
doxefazepam O=C1[C@@H](O)N=C(c2ccccc2F)c2cc(Cl)ccc2N1CCO 38668 BBB+
progabide N=C(O)CCC/N=C(\c1ccc(Cl)cc1)c1cc(F)ccc1O 44115 BBB+
ethallobarbital C=CCC1(CC)C(O)=NC(=O)N=C1O 48542 BBB+
rotigotine CCCN(CCc1cccs1)[C@H]1CCc2c(O)cccc2C1 59227 BBB+
bezitramide CCC(=O)n1c(=O)n(C2CCN(CCC(C#N)(c3ccccc3)c3ccccc3)CC2)c2ccccc21 61791 BBB+
iprazochrome CC(C)N1C[C@@H](O)c2cc(/N=N/C(=N)O)c(O)cc21 65594 BBB+
viminol CC[C@@H](C)N(C[C@H](O)c1cccn1Cc1ccccc1Cl)[C@H](C)CC 65697 BBB+
chlorproethazine CCN(CC)CCCN1c2ccccc2Sc2ccc(Cl)cc21 65750 BBB+
dipyrocetyl CC(=O)Oc1cccc(C(=O)O)c1OC(C)=O 68093 BBB+
guacetisal COc1ccccc1OC(=O)c1ccccc1OC(C)=O 68749 BBB+
acamprosate CC(O)=NCCCS(=O)(=O)O 71158 BBB+
niaprazine C[C@H](CCN1CCN(c2ccc(F)cc2)CC1)N=C(O)c1cccnc1 71919 BBB+
rimazolium CCOC(=O)c1c[n+](C)c2n(c1=O)[C@@H](C)CCC2 71940 BBB+
frovatriptan CN[C@@H]1CCc2[nH]c3ccc(C(=N)O)cc3c2C1 77992 BBB+
agomelatine COc1ccc2cccc(CCN=C(C)O)c2c1 82148 BBB+
cevimeline C[C@@H]1O[C@@]2(CS1)CN1CCC2CC1 83898 BBB+
quinupramine c1ccc2c(c1)CCc1ccccc1N2[C@H]1CN2CCC1CC2 93154 BBB+
tirilazad C[C@@H]1C[C@H]2[C@@H]3CCC4=CC(=O)C=C[C@]4(C)C3=CC[C@]2(C)[C@H]1C(=O)CN1CCN(c2cc(N3CCCC3)nc(N3CCCC3)n2)CC1104903 BBB+
mebicar CN1C(=O)N(C)[C@H]2[C@@H]1N(C)C(=O)N2C 122282 BBB+
desvenlafaxine CN(C)C[C@@H](c1ccc(O)cc1)C1(O)CCCCC1 125017 BBB+
safinamide C[C@H](NCc1ccc(OCc2cccc(F)c2)cc1)C(=N)O 131682 BBB+
scopolamine CN1[C@H]2C[C@@H](OC(=O)[C@H](CO)c3ccccc3)C[C@@H]1[C@H]1O[C@@H]21153311 BBB+
varenicline c1cnc2cc3c(cc2n1)[C@H]1CNC[C@@H]3C1 170361 BBB+
ropivacaine CCCN1CCCC[C@H]1C(O)=Nc1c(C)cccc1C 175805 BBB+
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Table D.3 (continued)

Name SMILES PubChem_CID class
tropatepine CN1[C@H]2CC[C@@H]1CC(=C1c3ccccc3CSc3ccccc31)C2 198068 BBB+
lurasidone O=C1[C@H]2[C@@H]3CC[C@@H](C3)[C@H]2C(=O)N1C[C@@H]1CCCC[C@H]1CN1CCN(c2nsc3ccccc23)CC1213046 BBB+
lacosamide COC[C@@H](N=C(C)O)C(O)=NCc1ccccc1 219078 BBB+
phenazocine, (-)- C[C@H]1[C@H]2Cc3ccc(O)cc3[C@]1(C)CCN2CCc1ccccc1 443405 BBB+
cocaine COC(=O)[C@H]1[C@@H](OC(=O)c2ccccc2)C[C@@H]2CC[C@H]1N2C 446220 BBB+
ipidacrine N=c1c2c([nH]c3c1CCC3)CCCC2 604519 BBB+
scopolamine CN1[C@H]2C[C@@H](OC(=O)[C@@H](CO)c3ccccc3)C[C@@H]1[C@@H]1O[C@@H]12638340 BBB+
cannabidiol C=C(C)[C@@H]1CCC(C)=C[C@H]1c1c(O)cc(CCCCC)cc1O 644019 BBB+
choline alfoscerate C[N+](C)(C)CCOP(=O)([O-])OC[C@H](O)CO 657272 BBB+
cytisine O=c1cccc2n1C[C@H]1CNC[C@@H]2C1 683511 BBB+
benztropine CN1[C@H]2CC[C@@H]1C[C@@H](OC(c1ccccc1)c1ccccc1)C2 1201549 BBB+
adrafinil O=[S@](CC(O)=NO)C(c1ccccc1)c1ccccc1 3033226 BBB+
asenapine CN1C[C@H]2c3ccccc3Oc3ccc(Cl)cc3[C@@H]2C1 3036780 BBB+
neocitrullamon N[C@@H](CCCN1C(=O)C(c2ccccc2)(c2ccccc2)N=C1O)C(=O)O 3084726 BBB+
tolcapone Cc1ccc(C(=O)c2cc(O)c(O)c([N+](=O)[O-])c2)cc1 4659569 BBB+
istradefylline CCn1c(=O)c2c(nc(/C=C/c3ccc(OC)c(OC)c3)n2C)n(CC)c1=O 5311037 BBB+
dexmedetomidine Cc1cccc([C@H](C)c2cnc[nH]2)c1C 5311068 BBB+
stiripentol CC(C)(C)[C@H](O)/C=C/c1ccc2c(c1)OCO2 5311454 BBB+
oxetorone CN(C)CC/C=C1\c2ccccc2OCc2c1oc1ccccc21 6434185 BBB+
oxetorone CN(C)CC/C=C1/c2ccccc2OCc2c1oc1ccccc21 6436540 BBB+
carisbamate N=C(O)OC[C@@H](O)c1ccccc1Cl 6918474 BBB+
acetyl-l-carnitine CC(=O)O[C@H](CC(=O)[O-])C[N+](C)(C)C 7045767 BBB+
brivaracetam CCC[C@@H]1CC(=O)N([C@@H](CC)C(=N)O)C1 9837243 BBB+
tapentadol CC[C@@H](c1cccc(O)c1)[C@@H](C)CN(C)C 9838022 BBB+
fabomotizole CCOc1ccc2nc(SCCN3CCOCC3)[nH]c2c1 9862937 BBB+
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Table D.3 (continued)
Name SMILES PubChem_CID class
remimazolam COC(=O)CC[C@@H]1N=C(c2ccccn2)c2cc(Br)ccc2-n2c(C)cnc21 9867812 BBB+
eslicarbazepine N=C(O)N1c2ccccc2C[C@H](O)c2ccccc21 9881504 BBB+
scopolamine CN1[C@H]2C[C@@H](OC(=O)[C@H](CO)c3ccccc3)C[C@@H]1[C@@H]1O[C@@H]129916237 BBB+
perampanel N#Cc1ccccc1-c1cc(-c2ccccn2)cn(-c2ccccc2)c1=O 9924495 BBB+
pitolisant Clc1ccc(CCCOCCCN2CCCCC2)cc1 9948102 BBB+
vortioxetine Cc1ccc(Sc2ccccc2N2CCNCC2)c(C)c1 9966051 BBB+
pimavanserin CC(C)COc1ccc(CN=C(O)N(Cc2ccc(F)cc2)C2CCN(C)CC2)cc1 10071196 BBB+
solriamfetol N=C(O)OC[C@H](N)Cc1ccccc1 10130337 BBB+
tasimelteon CCC(O)=NC[C@@H]1C[C@H]1c1cccc2c1CCO2 10220503 BBB+
cariprazine CN(C)C(O)=N[C@H]1CC[C@@H](CCN2CCN(c3cccc(Cl)c3Cl)CC2)CC1 11154555 BBB+
lisdexamfetamine C[C@@H](Cc1ccccc1)N=C(O)[C@@H](N)CCCCN 11597698 BBB+
cenobamate N=C(O)O[C@@H](Cn1ncnn1)c1ccccc1Cl 11962412 BBB+
brexpiprazole Oc1ccc2ccc(OCCCCN3CCN(c4cccc5sccc45)CC3)cc2n1 11978813 BBB+
(-)-tilidine CCOC(=O)[C@@]1(c2ccccc2)CCC=C[C@@H]1N(C)C 12546498 BBB+
cevimeline C[C@H]1O[C@]2(CS1)CN1CCC2CC1 18642481 BBB+
ethybenztropine CCN1[C@H]2CC[C@@H]1C[C@@H](OC(c1ccccc1)c1ccccc1)C2 20055089 BBB+
flumedroxone CC(=O)[C@@]1(O)CC[C@H]2[C@@H]3C[C@H](C(F)(F)F)C4=CC(=O)CC[C@]4(C)[C@H]3CC[C@@]21C20055352 BBB+
valbenazine COc1cc2c(cc1OC)[C@H]1C[C@@H](OC(=O)[C@@H](N)C(C)C)[C@H](CC(C)C)CN1CC224795069 BBB+
suvorexant Cc1ccc(-n2nccn2)c(C(=O)N2CCN(c3nc4cc(Cl)ccc4o3)CC[C@H]2C)c1 24965990 BBB+
cdp-choline(1-) C[N+](C)(C)CCOP(=O)(O)OP(=O)([O-])OC[C@H]1O[C@@H](n2ccc(=N)nc2[O-

])[C@H](O)[C@@H]1O
25202509 BBB+

laquinimod CCN(C(=O)c1c(O)c2c(Cl)cccc2n(C)c1=O)c1ccccc1 54677946 BBB+
mirogabalin CCC1=C[C@@H]2[C@H](C1)C[C@]2(CN)CC(=O)O 59509752 BBB+
mazaticol CN1[C@H]2CCC(C)(C)[C@@H]1C[C@@H](OC(=O)C(O)(c1cccs1)c1cccs1)C290471539 BBB+
mazaticol CN1[C@H]2C[C@H](OC(=O)C(O)(c3cccs3)c3cccs3)C[C@H]1CCC2(C)C 118984411 BBB+
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Table D.3 (continued)

Name SMILES PubChem_CID class
etifoxine CCN=C1Nc2ccc(Cl)cc2[C@@](C)(c2ccccc2)O1 135413553 BBB+
opicapone Cc1c(Cl)c(C)[n+]([O-])c(Cl)c1-c1noc(-c2cc(O)c(O)c([N+](=O)[O-])c2)n1 135565903 BBB+
chloramphenicol CN(Cc1nc(-c2cccs2)no1)C(=O)c1ccc(CSc2ccccc2)cc1 100000298 BBB+
bupropion Cc1ccc([C@H](C)NC(=O)c2ccc(CSc3ccc(Cl)cc3)cc2)cc1C 100000444 BBB+
estradiol N=C(S)[C@@H]1C[C@H]1S(=O)(=O)c1ccc(Cl)cc1 100000450 BBB+
allopurinol Cc1nn(CCC(O)=NC[C@@H]2CCCN(c3ccccn3)C2)c(C)c1C 100002094 BBB+
theophylline Cc1nn(CC(O)=N[C@H](c2ccc(F)cc2F)C2CC(O)C2)cc1Cl 100002153 BBB+
aspirin Cc1cccc(-c2noc(CN(C)C(=O)CSCc3ccc([N+](=O)[O-])cc3)n2)c1 100002244 BBB+
verapamil C[C@H](Cc1cnccn1)N(C)C(=O)c1noc2c1CCCC2 100002520 BBB+
carbenicillin N[C@]1(CO)[C@H](c2ccccc2)[C@@H]1S(=O)(=O)c1ccc(Cl)cc1 100002559 BBB+
domperidone COc1ccc(-c2noc(CNC(=O)c3ccc(CN4CCOCC4)cc3)n2)cc1 100003151 BBB+
ganciclovir CCOC[C@@]1(CN)[C@H](c2ccc(OC)cc2)[C@@H]1S(=O)(=O)CC 100003454 BBB+
atropine CC(=O)c1c(C)nn(CC(O)=N[C@H](c2ccccc2)c2nccn2C)c1C 100003661 BBB+
ibuprofen CN(C)C(=O)C[C@@H](O)c1cc2n(n1)CCN(C(=O)CN1CCCCCC1)C2 100003672 BBB+
isoniazid CC(C)[C@@H](CO)N=C(O)c1cnc(O)c2ccccc12 100003767 BBB+
progesterone COC[C@]1(C(=O)O)[C@@H](S(=O)(=O)c2ccc(Cl)cc2)[C@@H]1c1ccc(OC)cc1100004920 BBB+
propranolol CC[C@@H](C)[C@@H](CO)N=C(O)[C@H]1CC(=O)N(CCc2ccccc2)C1 100004946 BBB+
testosterone Cc1ccc(S[C@H](C)C(O)=N[C@@H](C)COc2ccccc2C)cc1 100005408 BBB+
zidovudine Cn1cc([C@H](N=C(O)CCc2nc3ccccc3[nH]2)C2CC(O)C2)cn1 100005726 BBB+
doxycycline Cc1ccc(NC(=O)COc2ccc(/C=N\N=C(O)CN(c3cccc(Br)c3)S(C)(=O)=O)cc2)cc1125880656 BBB+
H1_mepyramine COc1ccc(CN(CCN(C)C)c2ccccn2)cc1 4992 BBB+
H1_carbinoxamine CN(C)CCO[C@@H](c1ccc(Cl)cc1)c1ccccn1 2564 BBB+
H1_alimemazine C[C@@H](CN(C)C)CN1c2ccccc2Sc2ccccc21 5574 BBB+
H1_promethazine C[C@H](CN1c2ccccc2Sc2ccccc21)N(C)C 4927 BBB+
H1_pheniramine CN(C)CC[C@@H](c1ccccc1)c1ccccn1 4761 BBB+
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Table D.3 (continued)
Name SMILES PubChem_CID class
H1_cyclizine CN1CCN(C(c2ccccc2)c2ccccc2)CC1 6726 BBB+
H1_chlorcyclizine CN1CCN([C@H](c2ccccc2)c2ccc(Cl)cc2)CC1 2710 BBB+
H1_meclizine Cc1cccc(CN2CCN([C@H](c3ccccc3)c3ccc(Cl)cc3)CC2)c1 4034 BBB+
H1_diphenhydramine CN(C)CCOC(c1ccccc1)c1ccccc1 3100 BBB+
H1_brompheniramine CN(C)CC[C@@H](c1ccc(Br)cc1)c1ccccn1 6834 BBB+
H1_chloropyramine CN(C)CCN(Cc1ccc(Cl)cc1)c1ccccn1 25295 BBB+
H1_doxylamine CN(C)CCO[C@](C)(c1ccccc1)c1ccccn1 3162 BBB+
H1_tripelennamine CN(C)CCN(Cc1ccccc1)c1ccccn1 5587 BBB+
H1_dimetindene C[C@H](C1=C(CCN(C)C)Cc2ccccc21)c1ccccn1 21855 BBB+
H1_cyproheptadine CN1CCC(=C2c3ccccc3C=Cc3ccccc32)CC1 2913 BBB+
H1_antazoline c1ccc(CN(CC2=NCCN2)c2ccccc2)cc1 2200 BBB+
H1_chlorphenamine CN(C)CC[C@@H](c1ccc(Cl)cc1)c1ccccn1 2725 BBB+
H1_clemastine CN1CCC[C@@H]1CCO[C@](C)(c1ccccc1)c1ccc(Cl)cc1 26987 BBB+
H1_hydroxyzine OCCOCCN1CCN([C@H](c2ccccc2)c2ccc(Cl)cc2)CC1 3658 BBB+
H1_orphenadrine Cc1ccccc1[C@@H](OCCN(C)C)c1ccccc1 4601 BBB+
H1_bromazine CN(C)CCO[C@H](c1ccccc1)c1ccc(Br)cc1 2444 BBB+
H1_triprolidine Cc1ccc(/C(=C\CN2CCCC2)c2ccccn2)cc1 5282443 BBB+
topotecan CC[C@@]1(O)C(=O)OCc2c1cc1n(c2=O)Cc2cc3c(CN(C)C)c(O)ccc3nc2-1 60700 BBB+
H1_bepotastine O=C(O)CCCN1CCC(O[C@H](c2ccc(Cl)cc2)c2ccccn2)CC1 2350 BBB-
H1_quifenadine OC(c1ccccc1)(c1ccccc1)[C@@H]1CN2CCC1CC2 65600 BBB-
H1_rupatadine Cc1cncc(CN2CCC(=C3c4ccc(Cl)cc4CCc4cccnc43)CC2)c1 133017 BBB-
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