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Abstract
In the search for nano-scale, highly customizable materials for next-generation electronic
devices, two-dimensional (2D) materials have generated much interest. 2D materials
have complex, layer-dependent optical and electronic properties of which many aspects
remain yet to be explored and fully understood. The aim of this thesis was to inves-
tigate and explain optoelectronic properties of several 2D materials systems towards
device design. This was accomplished using predictive physical modelling at the density
functional theory level (DFT) as well as many-body theory (GW+BSE).

The optical transitions of bulk ReS2 and ReSe2 were studied using DFT in comparison
with experiment. We found that the orbital composition of the band edges determined
the sign of the pressure coefficient of the optical gap. Our results provide a step towards
understanding the perceived layer-independence of the optical properties of ReS2 and
ReSe2.

The exciton landscape of MoS2 monolayer was explored in detail using many-body
theory (GW+BSE). We found dark excitons very close to bright excitons and even
lower in energy. Our results help reverse the common assumption that the lowest-energy
exciton in MoS2 is bright.

The ideal band offset between recently predicted monolayers of the CaP3 family
was predicted using GW theory. We observed chemical trends in the band offsets and
explained their origin. Our results serve as indicators for heterojunction design with
these novel materials.

The effective mass of a test set of eighteen semiconductors including several 2D mate-
rials was calculated using DFT with semi-local and non-local hybrid exchange-functionals
and compared for accuracy with respect to experimental data. Our analysis details the
effect of the nonlocal exchange potential on the accuracy of the effective mass. Our
results give guidelines for high-throughput calculations of the effective mass for different
material classes, including 2D materials.
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Chapter 1

Introduction

1.1 Motivation

Layered materials, also called 2D materials, are crystalline materials in which the con-
stituting atoms are predominantly covalently bound within a two-dimensional plane and
linked by weak van-der-Waals (vdW) interactions in the third dimension. Examples of
layered materials include graphite and transition metal dichalcogenides (TMDCs) like
MoS2 and WS2, materials that have been studied for decades and used as lubricant addi-
tives.[1, 2, 3] In 2004, Novoselov et al. [4] reported the successful mechanical exfoliation
of graphite to one to few and one-layer (1L) graphene and described the extraordinary
electrical properties of this material. The researchers showed that single-layer graphene
exhibits a strong electric field effect and extremely high carrier mobilities. The dis-
covery of graphene was followed by intense multi-disciplinary research efforts exploring
nanofabrication routes and characterization techniques of atomically thin 2D materials.
Atomically thin 2D materials show fascinating properties such as superior surface-to-
volume ratio, dangling-bond-free surfaces, sizable bandgaps, and layer-dependent prop-
erties, making them interesting for both fundamental scientific research and technological
applications.[5, 6] In addition, 2D materials are subject to dimensionality effects due to
quantum confinement, which affects their optical and electrical properties.[7] One exam-
ple of layer-dependent properties is the indirect to direct bandgap transition in MoS2:
the bandgap changes from indirect in the bulk to direct in the monolayer.[8] Another
example is that dimensionality effects coupled with lack of charge screening lead to a
stronger binding energy of an excited electron-hole pair so that optical transition energies
are considerably altered in the monolayer limit.[9]

There is a vast number of applications for 2D materials for future electronic and
optoelectronic devices. Proof-of-principle devices fabricated with 2D materials include

1
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pn junctions[10], sensors[11], solar cells[12], light-emitting devices[13] and polarizers[14].
Meanwhile, exciting theoretical discoveries lead to unforeseen possibilities, inspiring com-
pletely new device concepts.[15, 16, 17]

With the advent of machine learning and high throughput scanning of databases,
2D materials prediction has been accelerated considerably. With the growing library of
two-dimensional materials with many different properties, the idea emerged to combine
them by stacking them along their van-der-Waals gap to form heterostructures.[18] Two-
dimensional materials can be stacked without the requirement of a strict commensurate
lattice and with the absence of dangling bonds. The prospect of combining selected ma-
terials in a heterostructure creates exciting possibilities for designing quantum materials
on-demand.[19]

Many heterostructures have been fabricated, but we are still far from the vision of
properties on demand. Also, the rapid increase of computational predictions poses a
challenge to the materials science community, as there is an ever-growing disconnect be-
tween theoretical discoveries and the experimental realization of new 2D materials.[20]
There are several ways to make newly predicted 2D materials more accessible for ex-
perimental realization: Computational materials science is a useful tool for predicting
complex structure-property relations that facilitate the understanding and help forge
pathways to the design of new 2D material fabrication routes and applications.

In this line, the overall objective of this thesis was to advance the design of 2D mate-
rials with a focus on their optoelectronic properties, using cutting-edge predictive phys-
ical modelling. This objective was pursued in several short-term research projects. We
carefully analyzed existing and newly proposed 2D materials with theoretical methods to
highlight their properties, advance the understanding of structure-property relationships
and thus contribute to the understanding of device design with 2D materials. Under-
standing the factors that drive material properties is a step towards 2D materials with
properties on demand.

2
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1.2 Structure and scientific contribution of this thesis

This thesis is structured as follows:

In Chapter 2, I introduce basic concepts related to my research. In Chapter 3, I give
an introduction to the computational method. Subsequently, I present research results
obtained during my graduate studies in Chapters 4-7:

Chapter 4 presents a study of the direct optical transitions of bulk ReS2 and ReSe2.
We use density functional theory calculations to assign the optical transitions observed
by our collaborators in pressure-dependent photoreflectance experiments. After careful
examination of the Brillouin zone, we assign the optical transitions to the high-symmetry
Z-point and other k-points located away from the high-symmetry points in the Brillouin
zone. Our theoretically predicted pressure coefficients of the bandgaps are in agreement
with the experimentally observed pressure coefficient of the optical transitions. We
demonstrate that the pressure coefficient is negative, which is in contrast to the positive
pressure coefficient of Mo- and W-based transition metal dichalcogenides. We propose
that the destabilization of the out-of-plane pz (and d2

z) orbitals with increasing pressure is
responsible for the observed pressure coefficients. There has been an extensive discussion
whether ReS2 and ReSe2 show layer-independent, monolayer-like optical properties. This
has been attributed to weak van-der-Waals bonding between the layers. The pressure
coefficient we observe is of the order of magnitude of that of Mo- and W-based transition
metal dichalcogenides pointing to equally strong interlayer interactions. Our results thus
weaken the argument of small interlayer coupling in ReS2 and ReSe2.

In Chapter 5, we analyze finite momentum excitons of monolayer MoS2 using state-
of-the-art many-body GW theory and the Bethe-Salpeter-equation (GW+BSE). For the
first time, we solve the full BSE for monolayer MoS2, going beyond the Tamm-Dancoff
approximation (TDA). Our results confirm that the TDA is a valid approximation. We
show that the lowest energy exciton is not bright, as had been commonly assumed, but
indirect and spin-forbidden and therefore optically inaccessible. This is due to the exciton
binding energy of the indirect exciton being greater than that of the direct transitions.
This was discovered independently at the same time by Ref. [21]. We observe higher
exciton binding energies for excitons with the hole located at the Γ point. This prompts
us to investigate the linear scaling reported for the exciton binding energy with the
quasiparticle bandgap for our case of indirect excitons. Generally, our results corroborate
the 1:4 ratio of the binding energy and quasiparticle bandgap. However, we find that
the ratio slightly increases for excitons with larger binding energies. We investigate

3
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the relationship between the exciton binding energy and the orbital compositions of the
single-particle states. Our results indicate a correlation between a higher proportion of
out-of-plane orbital contributions and an increase in the binding energy. We propose
that the lack of screening experienced by the out-of-plane orbitals leads to this increase
in binding energy. For higher-energy excitons, the linear scaling relationship breaks
down due to decreasing binding energies.

In Chapter 6, I calculate the ideal band offsets between recently predicted monolayers
of the CaP3 family using single-shot G0W0 theory. The band offset of these materials
was previously unknown and earlier band structure calculations were presented using
density functional theory. I predict that monolayer CaP3, CaAs3 and BaAs3 form type-
II (staggered) heterojunctions according to the Anderson electron affinity rule. Their
quasiparticle bandgaps are 2.1 (direct), 1.8 (direct) and 1.5 eV (indirect), respectively. I
investigate structural causes of the conduction band offsets and apply chemical bonding
analysis to explain the transition of the direct bandgap in CaAs3 to an indirect gap in
BaAs3. I find that the transition is driven by increasing p-d orbital bonding interactions
due to the stronger delocalization of BaAs3 5d orbitals.

In Chapter 7, we present a benchmarking study of effective masses calculated with
density functional theory using a perturbation theory approach. I design a data test set
called mstar60 for effective masses comprising of 18 bulk and monolayer semiconductors
and 60 effective masses. I benchmark several exchange-correlation functionals with the
mstar60 dataset. For that, I compare the accuracy of effective masses obtained with the
semilocal PBE and TB-mBJ/LDA functionals and the hybrid, nonlocal HSE functional
with respect to experiment. We reveal that the nonlocal exchange in HSE enlarges the
optical transition matrix elements leading to the superior accuracy of HSE in the calcu-
lation of effective masses. Specifically, we show that the omission of nonlocal exchange
in the calculation of the optical matrix element for HSE leads to errors of about 30% in
the effective masses. Finally, we analyze the layer-dependent effective mass renormal-
ization from bulk to monolayer MoS2 in light of the matrix elements. We show that —
in addition to the bandgap change — a decrease in the matrix element contribution is
an important factor to explain the effective mass renormalization.

Chapters 4-7 are connected by a common quest for predicting and analyzing op-
toelectronic properties of 2D materials. In several chapters, we use orbital theory to
gain intuitive insight into the optical and electronic properties observed, combining the
physics and chemistry view of electronic bandstructures. Chapters 4-7 contribute to the
scientific dialogue at the materials science and solid-state physics interface. Together,
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they represent an advancement of the understanding of the electronic bandstructure in
selected 2D materials.

Many open questions call for further research. In this fast-paced research field of 2D
materials, some questions produced by our work have already been partially answered by
other authors. In Chapter 4 it remains to connect our conclusions about the interlayer
interaction of ReX2 to the layer-independence of the optical bandgap in the monolayer
limit. Ref. [22] addresses this question. In Chapter 5 we show that excitons at the K
point have different binding energies, causing the lowest-energy exciton to be dark but
we do not have an explanation why excitons at the same location should have different
binding energies. In a recent contribution, Ref. [23] connects the different binding
energies in monolayer MoS2 to effective masses and electron-hole exchange interaction.
In Chapter 6 future work should be done to construct actual heterostructures to verify
the predicted band alignment and to consider excitonic effects. For Chapter 7 it would
be intriguing to know whether the nonlocal exchange of the GW self-energy operator
and eigenvalues would further improve the calculated effective masses.
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Chapter 2

Basic concepts

In this chapter I cover some of the fundamental concepts related to my research.

2.1 Van-der-Waals interactions

Two-dimensional materials are layered materials: they form covalent bonds within a
plane (intra-layer bonds) while out-of-plane bonds consist of comparatively much weaker
van-der-Waals interactions. Van-der-Waals interactions have a bond energy of about
10 kJ/mol while covalent bonds may range from 200-1000 kJ/mol. [1] Van-der-Waals
interactions are present in all materials but are usually neglected in three-dimensionally
bonded crystals because their contribution pales in comparison with the other bonds
present (metallic, covalent and ionic). For 2D materials, however, these interactions
cannot be neglected because they represent the predominant bonding mechanism out-
of-plane. Therefore, we consider here briefly the nature of van-der-Waals interactions
and some ways they can be accounted for using density functional theory.

Van der Waals interactions stem from Coulomb attraction of opposite charges. If we
consider two fixed point charges Q1 and Q2 at a distance D, the interaction force F
between them is described by Coulomb’s law: [2]

F = Q1Q2
4πεε0D2 . (2.1)

However, the interactions between atoms or molecules are more complicated because
their charge cannot be described as a point charge but better with the use of dipoles.
These dipoles are either permanent due to the chemical structure, induced by a nearby
dipole that polarizes the electron cloud, or completely spontaneous because of quantum
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Figure 2.1: Types of van-der-Waals forces, classified according to the
nature of the dipoles involved in the interaction.

oscillations. Furthermore, these dipoles are usually not fixed but rotating so that each
possible rotation and its temperature-dependent probability has to be taken into account
for the interaction. Taking dipole rotation fully into account, the van-der-Waals ener-
gies are described by an equation that is temperature-dependent and where the energy
declines with the 6th power of the distance between the interacting dipoles:

VvdW(D) = −CvdW
D6 . (2.2)

We can glean from this that, due to the oscillating dipole charges, the strength of
van-der-Waals interactions for particles like atoms and molecules is only significant for
particles that are very close to each other.

The CvdW constant in equation 2.2 is the sum of the contribution of the different
types of van-der-Waals interactions: CvdW = CKeesom + CDebye + CLondon . Depending
on the type of the dipoles involved, van-der-Waals interactions are classified into three
types (see Figure 2.1):

• Keesom interactions are interactions between two permanent dipoles,

• Debye interactions are interactions between a permanent dipole and an induced
dipole,

• And London interactions are interactions between fluctuating induced dipoles.
London interactions are also called dispersion interactions. These are interac-
tions stem from spontaneous quantum oscillations that occur between all types of
particles, also in otherwise non-polar particles.

The temperature dependence of equation 2.2 is a result of a Boltzmann factor in the
Keesom constant: CKeesom ∝ (kBT )−1. The strength of the van-der-Waals interactions
decreases with temperature for dipole-dipole interactions as less-energetically favourable
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or non-bonding dipole orientations become more probable. These unfavourable orien-
tations become more probable due to the higher (temperature-induced) mobility of the
dipoles that helps the molecules overcome the energy barrier of the Arrhenius equation.

While all van-der-Waals bonding effects are significant only at a short range, the Lon-
don dispersion forces cause wide-range, non-local correlation effects. These correlation
effects cannot be captured with the specifically local exchange-correlation functionals
used in DFT like the Local Density Approximation (LDA) and Generalized Gradient
Approximation (GGA). For these approximations, all van-der-Waals interactions are av-
eraged out into a background potential, which erases the knowledge of correlation effects.
Consequently, in systems where van-der-Waals interactions cannot be neglected, we need
to correct for the missing correlation effects of the dispersion part.

There are two general approaches for van-der-Waals corrections for DFT, also called
dispersion corrections: The corrections can either be density-based or total-energy-based.
In the first case, the functional is modified to correctly represent changes to the electron
density from dispersion correlation effects. Then, the eigenvalue problem is solved with
the modified functional. This approach is also called vdW-DFT. The VV10 functional [3]
is an example of density-based van-der-Waals corrections. On the other hand, total-
energy-based corrections (also called C6 corrections) add an interaction energy (usually
Lennard-Jones based) to the Kohn-Sham energy after the eigenvalue problem is solved.
The most popular C6 corrections are the PBE-D2 and PBE-D3 corrections by Grimme
[4] and Grimme et al. [5]. More information on these approaches can be found in the
references. The limits of DFT to accurately capture van-der-Waals effects are illustrated
in Figure 2.2. It shows the interlayer binding energy for layered boron nitride calculated
without van-der-Waals corrections (GGA) and with a vdW-DF approach. The van-
der-Waals corrected energy curve clearly shows an attractive energy holding the boron
nitride layers together while the GGA-only approach does not capture the van-der-Waals
interlayer bonding at all.

For our study of layered rhenium disulfide and -diselenide in Chapter 4 we employed
vdW-DFT corrections. In the study of layered calcium phosphides and arsenides in
Chapter 6 we used C6-corrections to relax the bulk structure.
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response to an arbitrarily charged sheet ! / exp!ik "
r#"!z $ z$ # placed at an offset z$ (z$ % 0) from one
end of the sample needs to be calculated. Integrating
Poisson’s equation with # as in (2), one finds the z com-
ponent of the electric field Ez!z&# at z ' z&( d. Then
Enl
c is given by [5]

Enl
c ' $ A

Z 1

0

du
2$

Z d2k
!2$#2ln

Ez!z&#
E0
z!z&#

; (4)

where A is the lateral area and E0
z!z&# is the electric field

component from the charge sheet at z ' z$ in the absence
of the sample. In Eq. (4), the spatial dependences of the
two E cancel in the ratio, leaving only the k dependence.
For each of the bulk solids considered here, we apply this
method to 32 and 30 layer slabs to give, by subtraction, a
well converged per layer value of Enl

c .
The approximation for the exchange energy functional

Ex)n* should be consistent with our approximation for
E0
c)n*, that is a local or semilocal one. We use a version

that best approximates exact density-functional ex-
change, namely, Zhang and Yang’s [3] (ZY) ‘‘revPBE’’
[16] exchange functional EZY

x )n*, where the parameter
controlling the large gradient limit in the PBE exchange
functional [2] is fitted to exact density-functional ex-
change calculations. Unlike exchange [17] in PW91 [1],
PBE [2], and RPBE [4], EZY

x shows no tendency to bind
any of the vdW systems we have tried it on, unless the
vdWcorrelation is actually included in the calculation.We
thus take

Exc)n* ' EZY
x )n* &ELDA

c )n* &Enl
c )n*: (5)

The first two terms form an important and recommended
starting point for testing nonlocal vdW functionals. They
assure a vdW attraction that actually comes from terms
that in principle are capable of giving it.

The GGA is used in order to have a good account of
strong valence bonds and densities of individual layers,
and the above scheme is implemented by self-consistently
calculating the energy EGGA and density nGGA, typically
in the revPBE flavor of GGA. The total-energy, as a
function of the lattice parameters, is then calculated as
E + EGGA)nGGA* &!)nGGA*, where !)n* ' Enl

c )n* $
Egrad
c )n* and Egrad

c )n* ' EGGA
c )n* $ ELDA

c )n*. This ap-
proximation treats ! as a post-GGA perturbation. The
GGA calculations are done using the plane-wave pseudo-
potential [18] DFT code DACAPO [19].

The three materials considered here have layered struc-
tures with a soft direction perpendicular to the layers
[20]. Strong covalent bonds occur between the atoms
within the hexagonal layers (lattice constant a), while
weak vdW interactions occur between the layers.
Graphite has a staggered or A-B–type stacking with the
intralayer C atoms in regular, planar hexagons stacked
with corners on top of centers. Boron nitride, isoelec-
tronic with graphite, has no shift in hexagon locations but

B and N atoms in alternate positions along the c direc-
tion. A similar alternation occurs between Mo and S
atoms in the A-B–type structure of MoS2 [21].

Calculations are also performed for bilayers of the
three systems. The binding-energy curve of two parallel
graphene sheets [22], i.e., the total-energy difference at
separation d and at infinite separation, respectively, for
varying d (Fig. 2) gives in the approximation [5] with
vdW-DF, Eq. (5), a close relation to experimental findings
for binding energy and equilibrium distance. The GGA
curve, on the other hand, is completely wrong, which we
blame on the absence of vdWeffects. The inset shows that
our Enl

c contribution gives stronger binding than the tradi-
tional asymptotic vdW interaction. The binding-energy
curve for two parallel BN sheets (Fig. 3) differs little
from that of bulk BN as a function of lattice constant c.
At equilibrium, the calculated Enl

c difference is , 4%,
attributable mostly to second nearest layers in the bulk
material [23].

Bulk-modulus values are computed together with other
structure (a; c) and bonding properties [24] (Table I). It is
crucial to densely sample the region of (a; c) values
around the optimal structure (a0; c0), and we use a new
method [25] for direct evaluation of both structure, bind-
ing energy, and bulk modulus B0in the relevant range of a
and c values [26]. GGAvalues were also computed but not
shown. For all three materials, the various GGA flavors
give no binding or bind very weakly at unreasonably
large separation. The vdW-DF, on the other hand, gives
values for lattice parameters and cohesive energy in good
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FIG. 3. Comparison of the vdW-DF layer-to-layer binding in
the staggered bulk hexagonal-BN system (solid lines) and
adhesion between two sheets of BN (broken lines) shown as
functions of the interlayer separation d ' c=2. In both descrip-
tions, the GGA gives unphysical results for bond and equilib-
rium separation. The total adhesion is dominated by the
contribution of the vdW interaction Enl

c . The nearest-neighbor
interlayer binding (broken lines) is seen to strongly dominate
the bulk adhesion (solid lines) for layered materials.
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Figure 2.2: Dispersion corrections for the interlayer binding energy of
layered boron nitride. Shown are the bonding curves calculated with a
vdW-DF approach and without van-der-Waals corrections (GGA). The
correlation energy curve (Enl

c ) is also shown. Reprinted with permission
from [6]. Copyright 2003 by the American Physical Society

2.2 Calculation of the electronic bandstructure

Felix Bloch, working on his doctoral thesis tried to explain the conductivity of metals.
Why do electrons in metals behave as nearly free electrons when they should be hindered
from any movement by the strong potential of the atomic cores? Pursuing an answer,
Bloch later recalls that he realized that the electronic waves in the crystal "differed
from the plane waves of the free electron only by a periodic modulation"[7]. This was a
foundational insight for the development of solid-state physics. With Bloch’s theorem,
the electronic states can be categorized according to a continuous wavevector k. States
that are close in energy form energy bands which can be displayed on a bandstructure
plot with respect to k. Bandstructure plots give us information about the fundamental
electronic properties of a solid, on whether a solid is conducting or insulating, has a high
carrier mobility or good optical properties.

Bloch’s theorem states that for a single electron in a crystalline solid we can write
the wavefunction as the product of a periodic part un(r) and a wavelike part or phase
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factor eik·r.

ψn,k(r) = un(r)eik·r (2.3)

Here, the wavelike part is equal to the free electron wavefunction ψ(r) = eik·r. How-
ever, the electron is not free but perturbed by the periodic potential V (r) of the crys-
tal lattice, thus the periodic part un(r). Now, since V (r) is periodic, we can write
V (r) = V (r + R) where R is a reciprocal lattice vector, that is an integer multiple of
the reciprocal lattice parameters: R = n1a1 + n2a2 + n3a3. In other words, if we jump
within the crystal by multiple unit cells, we should expect to feel the same periodic
potential. As un(r) is the direct result of V (r), it is subject to the same periodicity
condition: un(r) = un(r+R). It can be shown that the electronic properties of a crystal
depend on the periodic part un(r) of the wavefunction alone.[8] Therefore, according to
Bloch’s theorem, we need to evaluate the bandstructure only within the first Brillouin
zone. Any wavevector k outside the first Brillouin zone can be translated back into the
first Brillouin zone. Symmetry operations according to group theory allow us to further
reduce the section of the Brillouin zone which we have to consider.[9]

The band structure can be calculated using different approaches. The following
approximations are common to all of them: First, we assume a perfect crystal with-
out defects. Second, we apply the Born-Oppenheimer approximation which states that
movements of nuclei and electrons can be decoupled because of the heavy mass of the
nuclei in comparison with the electrons.[8]. Lastly, we employ the independent electron
approximation, which is elaborated in Chapter 3.

One approach is the nearly-free electron model, also called the "empty-lattice" ap-
proach.[9] Here we start with a free electron and consider the potential of the ionic lattice
to be off initially, to then gradually turn it on until our electrons are nearly free. The
energy dispersion of the free electron is parabolic and is given by E = ~2k2/(2m0), where
E is the energy, k is the wavevector and m0 is the electron rest mass. The turning on of
the potential leads to the opening of band gaps in the parabola at the boundary of the
Brillouin zone. This can be seen in Figure 2.3 (a) for the example of a one-dimensional
crystal. According to Bloch’s theorem, we can fold the bands back into the first Brillouin
zone as shown in Figure 2.3 (b). It becomes apparent that there are gaps between the
bands, also called forbidden bands, consisting of energy levels that may not be occupied
by electrons (Figure 2.3 (c)).
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8 1 Energy Band Structures of Semiconductors

E(k) = 1
2

[
!2

2m

{

k2 +
(
k − 2πn

a

)2
}

±
√(

!2

2m

)2 {
k2 −

(
k − 2πn

a

)2}2

+ 4|V (Gn)|2
]
. (1.35)

Therefore, E(k) ∼= !2k2/2m is satisfied, except in the region close to the condition
k2 = G2

n = (k − 2πn/a)2 or k = nπ/a. This result gives the choice of ± in (1.35).
Taking account of the sign of the square root, in the region k < (k −Gn)

2 we should
choose the minus sign and in the region k > (k − Gn)

2 we have to choose the
plus sign in (1.35). Therefore, in the region k ≈ nπ/a > 0, we find we obtain the
following relations:

k ≤ nπ

a
: E(k) = !2k2

2m
− |V (Gn)| , (1.36)

k ≥ nπ

a
: E(k) = !2k2

2m
+ |V (Gn)| . (1.37)

Using the above relations and plotting E(k) as a function of k, we obtain the results
shown in Fig. 1.3a. Such a plot of energy in the whole region of the k vector shown
in Fig. 1.3a is called the “extended zone representation”. In such a one-dimensional
crystal model with N atoms, however, the electron system has N degrees of freedom
and thus the wave vector of the electron may take N values in the range −π/a <

k ≤ π/a, corresponding to the first Brillouin zone. When we take this fact into
account, the energy can be shown in the first Brillouin zone −π/a< k ≤ π/a. This
may be understood from the fact that the wave vectors kand k+ Gm are equivalent
because of the equivalence of the wave functions with these two wave vectors from

(a) (b) (c)

Fig. 1.3 Energy band structure of one-dimensional crystal obtained from the nearly free electron
approximation. a extended zone representation, b reduced zone representation, and c energy bands
in real space. Energy in units of (!2/2m)(π/a)2

Figure 2.3: Energy band structure of one-dimensional crystal obtained
from the nearly free electron approximation. (a) Extended zone represen-
tation: the weak external potential introduces gaps at the Brillouin zone
boundaries, (b) reduced zone representation: the bands are folded back
into the first Brillouin zone. (c) Energy bands according to band the-
ory. Energy in units of

(
~2/2m

)
(π/a)2. Reprinted with permission from

Hamaguchi [10]. Copyright 2017 by Springer-Verlag Berlin Heidelberg.

The inverse approach to the nearly-free electron model is the tight-binding approach.[9]
We start with a tightly bound, that is completely localized, electron residing in an atomic
orbital. This gives us straight energy levels in the band structure plot that do not have
any dispersion (or curvature). Then we decrease the binding energy and allow orbitals
to overlap which creates a dispersion of the bands. Bonding states are now lower in
energy than the non-interacting state, antibonding states are higher in energy than the
non-interacting state. Figure 2.4 gives an example of a tight-binding bandstructure for
a linear chain of fluorine atoms. The unit cell contains one F atom. Each fluorine atom
has four orbitals, one 2s and three 2p orbitals, which give rise to four bands in the band
structure. Higher-energy atomic orbitals are located higher in the band diagram. The
2px and 2py orbitals both form π bonds, because of which two identical, or degenerate,
bands are seen in the diagram. As π bonds are weaker than σ bonds, the interaction
of the 2px and 2py orbitals is weaker with respect to 2pz. This can also be seen in the
dispersion of the bands, which is less for the π bands. The 2pz σ band runs opposite
the other bands because of the point-symmetry of the wavefunction with respect to the
node. In simple terms, every other 2pz dumbbell has to be rotated by 180◦ in order to
achieve the bonding state. This rotation is given at π/a.
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Figure 2.4: Energy band structure of one-dimensional fluorine chain
in the tight-binding model. Each F atom has four orbitals, one 2s and
three 2p orbitals, which give rise to four bands in the band structure.
Created with permission after an idea of Dr. Patrick Woodward (Ohio
State University) [11]

In density functional theory, we usually calculate the band structure using pseudopo-
tentials or related methods. These are described in Chapter 3.

I would like to mention three aspects of band structures here, as they are directly
related to my work.

The first one is spin-orbit coupling (SOC). Spin-orbit coupling adds an extra term
HSO to the Hamiltonian,[12, 9]

HSO = − ~
4m2

0c
2σ · p× (∇V0) ∝ L · S. (2.4)

Here, m0 is the mass of a free electron, c is the velocity of light and σ = (σx, σy, σz)
represents the Pauli spin matrices. p is the momentum operator and V0 the Coulomb
potential of an atom. L and S are the orbital angular momentum and the spin angular
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momentum, respectively. They are given in terms of the orbital quantum number l and
the spin quantum number s, respectively, as L = ~

√
l(l + 1) and S = ~

√
s(s+ 1).

SOC can lead to the splitting of bands in energy, bands that would be degenerate
(at the same energy) if SOC was not considered. This energy splitting is due to the
interaction of the spin and the way the electron travels around the nucleus (the orbit).
The principle of the origin of SOC is shown in Figure 2.5. From an outside perspective,
the nuclei or protons (blue) are fixed and the electron orbits around them ( Figure 2.5
a). However, if we change our perspective and take the electron as a reference system,
the nucleus seems to orbit around the electron. In this reference system, the orbiting
positive charge creates an effective magnetic field that couples to the electron spin. Now,
depending on how the spin and orbital angular momentum are aligned, there will either
be an energetic stabilization or destabilization of a state, causing an energy splitting
between states of different spin.

Figure 2.6 shows the energy splitting of the valence bands in GaAs due to spin-
orbit coupling. In the figure, the total angular momentum quantum number j = l + s

is given. The coupling leads to energy splitting ∆0 of the split-off (SO) band with
j = 1−1/2 = 1/2 and the heavy hole (HH) and light hole (LH) bands (j = 1+1/2 = 3/2).

Spin-orbit coupling was important for the calculation of excitons in the MoS2 mono-
layer in Chapter 5. Due to SOC, both the valence and conduction bands split in energy
in MoS2 monolayer, leading to the lowest-energy transition being spin-forbidden, that is
optically inaccessible (see also Chapter 2.4).

The second aspect concerning band structures that I would like to discuss is the
deformation potential. Deformation potentials describe the change of the bandgap with
pressure. Deformation potentials are best explained in the conceptual framework of
molecular orbital theory and the tight-binding approach to the bandstructure. Figure 2.7
schematically shows the effect of hydrostatic pressure on the bandgap of GaAs. Ga sp3

orbitals and As sp3 orbitals form bonding and antibonding orbitals and bands with
the bandgap between states of bonding and antibonding character. When hydrostatic
pressure is applied, the equilibrium distance between Ga and As atoms decreases. As a
result, their bonding as well as antibonding interaction becomes stronger, leading to an
increased energy difference between bonding and antibonding states. As a consequence,
the band gap increases.

Deformation potentials become important for our discussion of the pressure coefficient
of ReX2 in comparison with MoX2 in Chapter 4. In our research, we observed a negative
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pressure coefficient (closure of the optical bandgap with hydrostatic pressure) for ReX2

while the pressure coefficient has been shown to be positive for MoX2 and related group-
6 transition metal dichalcogenides [15]. The optical bandgap refers to the first direct
transition, as indirect gaps are optically inaccessible. For this reason, in the following
discussion we consider always the lowest-energy direct bandgap. In MoX2 the bandgap
is located between two states of antibonding character as shown in Figure 2.8. Thus,
with hydrostatic pressure, both the conduction band edge and the valence band edge will
increase in energy (be destabilized). Now, the amount of destabilization depends on the
orbital composition of the band edge. Layered materials have anisotropic properties due
to the weak van-der-Waals bonding out-of-plane, in the z-direction. Under hydrostatic
pressure, the layers will be compressed more strongly in the out-of-plane direction and
the interlayer distance will decrease. This causes additional Coulomb repulsion between
antibonding states in the z-direction. Thus, orbitals pointing in the z-direction will be
most destabilized by increasing pressure.

As Figure 2.8 shows, the conduction band edge of MoX2 is composed in big part of
Mo dz2 orbitals, while the valence band edge is mostly composed of d and pxy orbitals.
Thus, the CBM is destabilized to a greater extent than the VBM and the direct bandgap
opens up. MoX2 crystallizes in the trigonal prismatic phase, which (according to crystal
field theory) has the energetic ordering of d-orbitals displayed in Figure 2.9 b. ReX2

on the other hand crystallizes in a distorted octahedral (1T’) phase, which leads to a
different ordering of the d-orbitals (Figure 2.9 a). As a result, in the ReX2 the valence
band edge shows more dz2 (and pz) orbital contributions, which leads to the VBM being
destabilized to a greater extent than the CBM. This is the opposite effect than for MoX2

and thus leads to an effective closing of the bandgap with pressure. For further details
see also Choi et al. [16] who followed up on our results described in Chapter 4.
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Figure 2.5: Principle of spin-orbit coupling. From the nucleus or pro-
ton’s (blue) point of view, the electron (orange) orbits around the proton.
However, when seen from an electron’s reference system, the proton or-
bits around the electron, creating a magnetic field that interacts with the
electron spin. a) Illustrated for an atom b) Illustrated for a free electron
in a periodic crystal of ions. Reprinted with permission from Chapman
and Melo [13]. Copyright 2011 by Nature Publishing Group, a division of
Macmillan Publishers Limited. All Rights Reserved.
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2 1 Introduction
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Fig. 1.1. Qualitative sketch of the
band structure of GaAs close to the
fundamental gap

Parmenter [5] and Dresselhaus [6]. Unlike the diamond structure of Si and
Ge, the zinc blende structure does not have a center of inversion, so that
we can have a spin splitting of the electron and hole states at nonzero wave
vectors k even for a magnetic field B = 0. In the inversion-symmetric Si and
Ge crystals we have, on the other hand, a twofold degeneracy of the Bloch
states for every wave vector k. Clearly, the spin splitting of the Bloch states
in the zinc blende structure must be a consequence of SO coupling, because
otherwise the spin degree of freedom of the Bloch electrons would not “know”
whether it was moving in an inversion-symmetric diamond structure or an
inversion-asymmetric zinc blende structure (see also Sect. 6.1).

In solid-state physics, it is a considerable task to analyze a microscopic
Schrödinger equation for the Bloch electrons in a lattice-periodic crystal po-
tential.2 Often, band structure calculations for electron states in the vicinity
of the fundamental gap are based on the k · p method and the envelope
function approximation. Here SO coupling enters solely in terms of matrix
elements of the operator (1.1) between bulk band-edge Bloch states, such
as the SO gap ∆0 in Fig. 1.1. These matrix elements provide a convenient
parameterization of SO coupling effects in semiconductor structures.

Besides the B = 0 spin splitting in inversion-asymmetric semiconductors,
a second important effect of SO coupling shows up in the Zeeman splitting
of electrons and holes. The Zeeman splitting is characterized by effective g
factors g∗ that can differ substantially from the free-electron g factor g0 = 2.
This was first noted by Roth et al. [7], who showed using the k · p method
that g∗ of electrons can be parameterized using the SO gap ∆0.

2 We note that in a solid (as in atomic physics) the dominant contribution to
the Pauli SO term (1.1) stems from the motion in the bare Coulomb potential
in the innermost region of the atomic cores, see Sect. 3.4. In a pseudopotential
approach the bare Coulomb potential in the core region is replaced by a smooth
pseudopotential.

Figure 2.6: Spin-orbit coupling in GaAs. The spin-orbit coupling leads
to the energy splitting of the split-off (SO) valence band from the heavy-
hole (HH) and light-hole (LH) bands. Reprinted with permission from
Winkler [12]. Copyright 2003 by Springer-Verlag Berlin Heidelberg.

Figure 2.7: Deformation potential in GaAs. The bandgap is located be-
tween a bonding and an antibonding state. Under hydrostatic pressure,
the equilibrium distance between the atoms becomes shorter which inten-
sifies the splitting between bonding and antibonding states (red lines).
Thus, the band gap increases.
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Figure 2.8: Molecular orbital diagram for the band edges of MoX2 (X=
S, Se) at the K point. The bandgap is located between two antibonding
states. Reprinted with permission from Wang [14]. Copyright 2014 by
Springer International Publishing Switzerland.

Figure 2.9: a) Octahedral (1T) and b) trigonal prismatic polytypes
(1H) of transition metal dichalcogenides. The energetic ordering of the d-
orbitals depends on the polytype. Reprinted with permission from Samadi
et al. [17]. Copyright 2018 by the Royal Society of Chemistry.

19

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/materials
https://www.eng.mcmaster.ca/materials


Doctor of Philosophy– Magdalena Laurien; McMaster University– Department of
Materials Science and Engineering

The third aspect of bandstructures important for my work is the concept of effective
masses. As we have seen previously in the discussion of the nearly-free electron model,
the energy dispersion of a free electron is described by the following parabola: E =
~2k2/(2m0). In crystalline materials, the electron is no longer free as it interacts with
the periodic potential of the ionic lattice. To describe the energy dispersion of the nearly
free electron near a band maximum or minimum of interest in crystalline materials,
particularly semiconductors, the mass of the electron m0 in the parabola is replaced by
an effective massm∗ that acts as a scaling term to adjust the band curvature. The energy
at a point k near the band extremum (which is set to k = 0) can then be described in
terms of the effective mass as follows:[9]

Enk = En0 + ~2k2

2m∗ (2.5)

The effective mass can be calculated from k · p perturbation theory. Here k signifies
a k-vector in momentum space and p is the momentum operator. In k · p perturbation
theory, the eigenvalues Enk of a neighboring point to a band extremum of interest are
calculated from a second-order perturbation:[9]

Enk = En0 + ~2k2

2m + ~2

m2

∑
n′ 6=n

|〈un0|k · p|un′0〉|2

En0 − En′0
(2.6)

where n and n′ represent different bands, un0 is the eigenfunction of the band at the
extremum or starting point k = 0 Comparing Equation 2.5 and 2.6, we can calculate
the inverse effective mass of a non-degenerate, isotropic band as[9]

1
m∗

= 1
m

+ 2
m2k2

∑
n′ 6=n

|〈un0|k · p|un′0〉|2

En0 − En′0
. (2.7)

The term Mn,n′ = 〈un0|k · p|un′0〉 is the transition matrix element that is also men-
tioned in Chapter 2.3. In Chapter 7 we calculate the transition matrix elements from
density functional theory and then obtain the matrix element with a perturbation theory
approach based on Equation 2.7.
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Figure 2.10: Schematic of an optical transition between the valence
band (VB) and conduction band (CB). Incoming light hν stimulates the
transition of an electron from the valence band (VB) to the conduction
band (CB) that is higher in energy.

2.3 Light-matter interactions

When we shine light on a semiconductor with a photon energy equal to or greater
than the fundamental band gap ∆E, electrons from the valence band will be excited
into a higher energy state in the empty conduction band (see Fig. 2.10). The driving
force for this interaction between light and matter is the electric field of the light. The
wavelength of light in the visible spectrum (λ : 300 - 700 nm) is much longer than
the interatomic distance (a: ca. 0.3 nm). Thus, the electric field of the light can be
assumed to be constant for our purposes. This assumption is called the electric dipole
approximation.[18] The electric field of the light couples to the electric dipole moment
of the transition between the two bands. During the transition of the electron from one
band to the other, the electron is described by a mixture of the two wavefunctions.[19]
The charge density may be either in one location or the other, which causes the charge
density to oscillate at the frequency ν = (Ec−Ev)

h with Ec and Ev being the energies of the
conduction and valence band, respectively. This oscillation leads to a dipole moment,
p = −qr, which interacts with the electric field of the light.[19] The spatial vector r
indicates the charge separation.

The electromagnetic field can be treated as a perturbation to the Hamiltonian; that is,
an additional potential that only slightly alters the Hamiltonian.[18] This perturbation
induces the transition. From time-dependent perturbation theory we find the transition
amplitude between two mixed states:

Mcv =
∫

Ψ∗cqrΨvdr = 〈Ψc|qr|Ψv〉 (2.8)

The transition amplitude is also called the optical matrix element. The probability of
the transition is the absolute square of the matrix element. The higher |Mcv|2, the more
likely the transition.

21

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/materials
https://www.eng.mcmaster.ca/materials


Doctor of Philosophy– Magdalena Laurien; McMaster University– Department of
Materials Science and Engineering

Figure 2.11: Illustration of the parity selection rule. Shown are the
radial 1s and 2p wavefunctions. When they overlap, the charge density is
no longer mirror-symmetric with respect to the vertical axis because they
have different parity. This asymmetry causes the dipole. Light interacts
with matter only when such a dipole can be formed

The matrix element is used to calculate the imaginary part of the dielectric function,
also called spectral function,[9]

ε2(ω) =
(2πe
mω

)2∑
k

|Mcv|2 δ (Ec(k)− Ev(k)− ~ω) . (2.9)

These equations can be generalized to calculate the transition probability between
any bands, not only the conduction and valence band, and in any energy direction. If an
electron relaxed from its excited state to a lower-energy band, a photon will be emitted
that has the energy corresponding to the difference between the two bands.[18]

The transition is subject to selection rules. This means that a transition may not be
probable between any two bands but must fulfil certain criteria - the selection rules:[19,
9, 18]

• ∆s = 0, the spin must be conserved in a transition.

• ∆l ± 1, the parity selection rule. The angular momentum must change by ±1
for the parity P = (−1)l to be different between the initial and final state. The
parity selection rule ensures that there is a charge dipole when two wavefunctions
overlap. This is illustrated in Figure 2.11 for the overlap of the radial 1s and
2p wavefunctions. Only even to odd transitions are allowed. The optical matrix
element is zero if ∆l = 0, indicating zero transition probability.
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Figure 2.12: Illustration of the valley selection rule also called valley-
spin locking in monolayers of group-6 transition metal dichalcogenides.
Reproduced with permission from Wang [14]. Copyright 2014 by Springer
International Publishing Switzerland.

• ∆k = 0, there must be a conservation of momentum; only vertical transitions are
allowed. Indirect transitions are not allowed, as the photon carries only a negligible
momentum.

In monolayer transition metal dichalcogenides, the spin-selection rule receives a twist,
since the band extrema of the K and K’ valleys have the same energy but opposite spin.
This is due to spin-orbit coupling and broken inversion symmetry in the monolayer.
When irradiated with polarized light, it becomes apparent that transitions in one valley
are favoured over the other, called spin-valley locking or valley-spin optical selection
rule.[20, 21, 22] See Figure 2.12 for an illustration of the valley-selection rule. The valley
index becomes a new degree of freedom to encode information on an electron, which is
coined ’valleytronics’.

Spin-selection rules are important for determining bright and dark excitons in Chap-
ter 5. The Green’s functions used in the many-body theory described in Chapter 3.2 are
related to the spectral function.

2.4 Excitons (in 2D materials)

Under light illumination, an electron in a solid can be optically excited and catapulted
to a higher-energy band. By this, a charge-carrier pair is created: an electron in the
conduction band and a hole in the valence band. These may recombine at any time under
the emission of a photon that has the energy of the bandgap. Because of their opposite
charges, holes and electrons experience Coulomb attraction which binds them together
forming a quasiparticle called exciton. This is shown schematically in Figure 2.13.
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Figure 2.13: Schematic showing the bonding between hole and elec-
tron in excitons: a) Energy diagram showing that the optical bandgap is
smaller than the transport bandgap due to the binding energy between
electron and hole. b) Correlated motion of the bound electron and hole.

The electric field between the charges, however, is partially screened by their envi-
ronment. Depending on the strength of the screening by the dielectric environment,
excitons are classified into Frenkel and Wannier-Mott excitons. Frenkel excitons are
strongly bound and with the electron and the hole being spatially close, usually within
one unit cell. In Wannier-Mott excitons electron and hole are loosely bound and are
typically separated by several unit cells (see Figure 2.13b).[23]

In layered semiconductors, excitons display Wannier-Mott behaviour.[24] Because
Wannier-Mott excitons are spread out over several unit cells, the wave function of the
exciton is affected by confined spatial geometry, expressed in the confinement length L.
The effect of confinement on an exciton depends not only on L but also on the effective
Bohr radius aB that describes the spatial extent of the exciton. The ratio of aB and
L defines the dimensionality of an exciton. If we have, say a 3D exciton in a material
confined in one direction by L and aB3D

> L, the exciton becomes a 2D exciton.[23]

Now we assess the effect of confinement on Wannier excitons following the outline
of the book of Ogawa and Kanemitsu.[23] For setting up a simple model of the exciton
energies in different dimensions, we employ the effective mass approximation, assum-
ing a direct-gap semiconductor and considering one-photon absorption, while neglecting
exchange and spin-orbit interactions. We define the total energy of a Wannier exciton
as the sum of the kinetic energy of the center of mass motion and the energy of the
electron-hole relative motion.

In the following, we focus only on the energy of the electron-hole relative motion
which is equivalent to the exciton binding energy. The potential energy is equal to the
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unscreened Coulomb potential V 3D(r) = −e2/(ε|r|), r = (x, y, z) being the distance
between the electron and the hole. When we insert this potential into the Schrödinger
equation of the relative electron-hole motion, we can write the eigenvalues of the exciton
binding energy E in the 3D case as

E3D
n = −ER∗

n2 , with ER∗ = µe4

8h2ε2
, µ ≡ m∗em

∗
h

m∗e +m∗h
(2.10)

where ER∗ is the effective Rydberg energy, n is the principal quantum number, µ
is the electron-hole reduced mass, and ε is the permittivity. In the ideal 2D case, the
relative electron-hole motion is restricted to the x,y plane. Thus, our Coulomb potential
becomes V 2D(x, y) = −e2/(ε

√
x2 + y2). After solving the Schrödinger equation, we

obtain the following expression for the eigenvalues:

E2D
n = − ER∗

(n− 1/2)2 (2.11)

This shows us that the binding energy of the lowest-energy exciton in 2D is four times
higher than the binding energy of a three-dimensional exciton: E2D

1 = 4E3D
1 . We also

find that the effective Bohr radius aB of the 2D exciton is half of the radius of the 3D
exciton.

In addition, in the single-layer limit, the screening of the neighbouring layers is miss-
ing. This screening effect, besides the quantum confinement effect, considerably increases
the binding energy and decreases the distance between electron and hole. The effect of
the dielectric environment on the exciton binding energy in the monolayer limit is shown
in Figure 2.14.

We can say that the optical properties of 2D materials are dominated by excitonic
effects.[24] For example, for 1L MoSe2 on bilayer graphene the exciton binding energy
from photoluminescence measurements is 0.55 eV, with the free particle band gap being
around 2.15 eV.[25] The exciton binding energy of 1L black phosphorus on a SiO2/Si
substrate measured with polarization-resolved photoluminescence was found to be ca. 0.9
eV with a quasiparticle gap of ca. 2.2 eV.[26] For directly measuring the exciton binding
energy, one needs to obtain the optical transition energy and the free particle bandgap.
The exciton binding energy can then be calculated as the difference between the free
particle bandgap and the optical transition energy (see Figure 2.13). Optical transition
energies can be obtained from photoluminescence and photoreflectance measurements.
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The free particle bandgap can be measured with scanning tunnelling spectroscopy (STS).
Further, s-type excitonic states can be accessed with one-photon spectroscopy and p-type
(non-linear) excitonic states with two-photon spectroscopy. From the data of the spectral
spacing of the s- and p-type states, the free particle bandgap can be extrapolated.[24,
27]

Bright and dark excitons: Excitons can be either bright, that is optically accessible,
or dark (optically inaccessible). Bright excitons are a direct result of illumination. Dark
excitons can be created from bright excitons by relaxation processes such as spin-flips
and exciton-exciton scattering.[24] Whether a transition is bright or dark depends on
optical selection rules. Only direct transitions are bright. Indirect and spin-forbidden
transitions are dark. In 2D transition metal dichalcogenides (TMDCs), only transitions
between bands with alike spins are allowed. This plays a role, because the strong spin-
orbit coupling (SOC) in TMDC monolayers lifts the degeneracy of the bands, creating
significant spin splitting in the valence band. For example, in 1LWSe2, the lowest-energy
direct transition is dark due to spin-splitting of the valence band and ca. 30 meV lower
than the first bright transition.[28] This leads to a quenched photoluminescence peak at
lower temperatures, which is opposite to the trend in MoS2. Even if the lowest-energy
exciton is bright, the presence of optically dark excitons can change the optical response
of the material by providing relaxation channels for the bright exciton.[29] Similarly,
higher-energy indirect excitons can serve as a reservoir of charge carriers for bright
transitions lower in energy and thus enhance the optical response in 1L TMDCs.[30]
Indirect excitons can be related to the degree of polarization that can be achieved in 1L
TMDCs.[31] Further, dark excitons in 1L WSe2 can be brightened by the application of
a magnetic field[32, 33], strain[34] or adsorption of high-dipole molecules[35]. Brightened
dark excitons exhibit longer lifetimes than naturally bright excitons.[32, 33] The change
in photoluminescent yield associated with the brightening of excitons has been proposed
as a novel concept for strain and chemical sensing devices.[35, 34]

Excitonic effects cannot be captured in the single-particle approximation that un-
derlies density functional theory approximations (see Chapter 3) because an exciton
consists of two correlated particles, a hole and an electron. Therefore, excitons have to
be described with many-body theory which is computationally expensive. In Chapter 4
we compare DFT results with optical band gaps for layered rhenium chalcogenides, thus
ignoring excitonic effects. In Chapter 5 we include excitonic effects and analyze dark
and bright excitons in monolayer MoS2 using many-body theory to clarify the nature
(dark or bright) of the lowest-energy exciton.
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lines joining the electron and hole begin to extend outside of
the sample, as shown in Fig. 1(a), potentially yielding an
even greater enhancement factor. This so-called “dielectric
confinement” or “image charge effect” [21,38]was observed
in nanostructured materials such as single-walled carbon
nanotubes [39] and layered organic-inorganic perovskites
[40]. The effectiveness of the dielectric screening thus
depends on the separation between the electron and
hole. This modifies the form of the interaction potential
[21–23,38] and causes a significant changeof the disposition
of the energies of the excitonic states, as discussed in more
detail below.
To access these exciton properties experimentally, we

study the so-called excitonic Rydberg series, i.e., the excited
states of the bound electron-hole pairs, labeled in analogy to
the hydrogen series as 2s, 3s, and so on. In contrast to p-or
d-like states with nonzero orbital angular momentum, these
transitions are predicted to be dipole allowed [18,19] and are
thus observable in the linear optical spectra of TMDs, as
well as in most other semiconductors, with peak positions
located between the quasiparticle band gap and the exciton
1s ground state [14,20]. The energy separation of these
resonances corresponds to a hydrogenic progression for
Wannier-like excitons. In addition, the coupling of the
excited states to light is reduced compared to the main
transition, so that their spectral weight decreases with
increasing quantum number.

In our experiments, we measure the reflectance contrast
ΔR=R ¼ ðRsample − RsubstrateÞ=Rsubstrate of the WS2 mono-
layer sample at a temperature of 5 K. The experimental
details are given in the Supplemental Material [24]. The
spectrum, plotted in the inset of Fig. 2, exhibits several
pronounced peaks on a broad background, the latter arising
from interference effects induced by the 300 nm thick SiO2

layer between the sample and the Si substrate [6]. The main
transitions correspond to the so-called A, B, and C excitons
in WS2 [7]. A small additional feature on the low-energy
side of the A peak is identified as a charged exciton (or
trion), with a binding energy on the order of 20–30 meV.
Such a feature has been observed in monolayers of other
TMDs at low temperatures [6,12] and indicates the pres-
ence of some unintentional residual doping in the WS2
sample. Here, we focus on the properties of the A exciton,
related to the fundamental band gap of the material.
In order to highlight the otherwise weak signatures of
the higher-lying excitonic transitions, we plot in Fig. 2
the derivative of the reflectance contrast ðd=dEÞðΔR=RÞ
in the energy range of interest. On the high-energy side of
the exciton 1s ground state, we observe multiple additional
peaks, which we identify as the 2s, 3s, 4s, and 5s states of
the A exciton, since the decrease of both the peak intensity
and the energy spacing for increasing energy are character-
istic features of an excitonic Rydberg series [14,20]. The
peak positions extracted by taking the respective points of
inflection are plotted in Fig. 3(a). The respective energies
are further confirmed by simulating the material response
with a multiple-Lorentzian fit (see the Supplemental
Material [24]).

FIG. 2 (color online). The derivative of the reflectance contrast
spectrum ðd=dEÞðΔR=RÞ of the WS2 monolayer. The exciton
ground state and the higher excited states are labeled by their
respective quantum numbers (schematically shown at the bottom
right). The spectral region around the 1s transition (AX ) and the
trion peak (AXT) of the A exciton is scaled by a factor of 0.03 for
clarity. The inset shows the as-measured reflectance contrast
ΔR=R for comparison, allowing for the identification of the A, B,
and C transitions.

FIG. 1 (color online). (a) Real-space representation of electrons
and holes bound into excitons for the three-dimensional bulk and a
quasi-two-dimensional monolayer. The changes in the dielectric
environment are indicated schematically by different dielectric
constants ε3D and ε2D and by thevacuumpermittivity ε0. (b) Impact
of the dimensionality on the electronic and excitonic properties,
schematically represented by optical absorption. The transition
from 3D to 2D is expected to lead to an increase of both the band
gap and the exciton binding energy (indicated by the dashed red
line). The excited excitonic states and Coulomb correction for the
continuum absorption have been omitted for clarity.
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Figure 2.14: Influence of the dielectric environment on the exciton bind-
ing energy in bulk and monolayer 2D materials. a) For 2D excitons the
electric field between hole and electron is no longer screened in the third
dimension which leads to an increase in the bonding of hole and electron.
b) Schematic of the optical absorption for 3D and 2D excitons. The red
dashed arrow indicates the binding energy. Reprinted with permission
from [36]. Copyright 2014 by the American Physical Society.

2.5 Heterojunctions - 3D and 2D

When we join two semiconductors with different bandgaps to make a heterostructure, an
electronic heterojunction will form at the interface. At this heterojunction, a transition
from the electronic structure of the first to the second semiconductor occurs, which
causes discontinuities in the valence and conduction band because the bands are not
aligned. These discontinuities are also called band offsets. There are three types of
possible alignment, straddling (type I), staggered (type II) and broken gap (type III)
(see Figure 2.15). Many semiconductor devices are based on heterojunctions; their band
alignments are engineered to maximize the device’s performance. For example, solar
cells need type-II heterojunctions for charge separation of the electron-hole pair created
by the incoming light. Tunnelling-field-effect transistors function based on broken gap
heterojunctions. Multiple type-I heterojunctions increase the device performance of
light-emitting diodes. [37]

Central to heterojunction design is the band alignment. We want to understand and
be able to predict the band alignment of two semiconductors. Various theories have
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Figure 2.15: The three heterojunction band alignment types.

been proposed for the prediction of the band alignment. For our purposes, two band
alignment models are important to understand:

1. The electron affinity model by Anderson [38]

2. and the charge neutrality model.

In 1983, Anderson proposed that the conduction band offset of an ideal heterojunction
can be calculated by the difference in electron affinity of the two semiconductors. [38] In
other words, the vacuum levels are aligned to obtain the band alignment. This model,
however, neglects interface effects, like interfacial charges. Figure 2.16 shows energy
band diagrams of an ideal heterojunction according to Anderson’s band alignment rule.
Here, the vacuum levels EVAC of the two materials are aligned. However, now the Fermi
levels EF are not aligned which results in a charge transfer at the junction. The charge
transfer will lead to band bending according to Poisson’s equation.[39]

The charge neutrality model, on the other hand, postulates that the band alignment
is driven by a microscopic dipole that develops at the interface due to induced gap
states. [40] The induced gap states near the valence band are acceptor-like while the
gap states near the conduction band are donor-like (see Figure 2.17). Somewhere in the
middle is a neutral level, the charge neutrality level which is the energetically favourable
state. The system forces the bands to align in such a fashion that the microscopic dipole
is minimized in order to reach the charge neutrality level (for both materials). This
effect is also referred to as Fermi-level pinning.[40]

A schematic heterojunction that includes the surface dipoles is shown in Figure 2.18.
The microscopic dipoles change the charge imbalance at the heterojunction and thus
affect the alignment and band bending (dashed lines in Fig. 2.18 b).

28

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/materials
https://www.eng.mcmaster.ca/materials


Doctor of Philosophy– Magdalena Laurien; McMaster University– Department of
Materials Science and Engineering

donor-like, independent of the original nature of a given
state. To see this, consider a surface having a discrete
number of neutral donor-like states in the upper portion
of the band gap and an equal number of neutral accep-
tor-like states in the lower portion of the band gap, as
shown in Figure 7a. Introducing all of these states as neu-
tral species, note that upon equilibration of the surface,
all of the donor-like states will lose their electrons,
becoming positively charged via compensation in which
acceptor-like states acquire electrons to become nega-
tively ionized. This compensation leads to the emergence
of a charge neutrality level and to a surface in which
states above and below the charge neutrality level are
acceptor-like and donor-like, respectively. Alternatively,
the initial states can be introduced as ionized species, as
shown in Figure 7b, but the final nature of the surface
does not change. It appears that this collective behavior
arises as a consequence of imposing the charge neutrality
condition upon a surface or interface.

3.3. Macroscopic and microscopic dipoles

The macroscopic/microscopic dipole concept is extensively
employed in this review article. A macroscopic large-scale
dipole forms as a consequence of a misalignment between
Fermi levels across an interface, giving rise to electron trans-
fer across an interface, and corresponding band bending

near an interface. A microscopic small-scale dipole forms as
a consequence of misalignment between charge neutrality
levels across an interface, giving rise to electron transfer pre-
cisely at an interface, and a corresponding abrupt disconti-
nuity in the local vacuum level at the interface, thereby
resulting in a modification of the band bending near an
interface. A macroscopic dipole does not involve the effects
of surface or interface states. In contrast, a microscopic
dipole does involve the effects of surface or interface states.
These macroscopic/microscopic dipole concepts are best
understood by considering energy band diagram examples.

Figure 8 illustrates an example of the formation of amac-
roscopic dipole for a pn heterojunction. Since the Fermi
level of semiconductor 1 is at a lower energy than the Fermi
level of semiconductor 2 when these materials are isolated
from one another (Figure 8a), electron transfer occurs from
semiconductor 2 to semiconductor 1 as they are brought
into intimate contact in order to insure that the Fermi level
is constant upon formation of the heterojunction
(Figure 8b), as required by equilibrium. We define this type

Figure 7. Illustration of the peculiar collective behavior of a sur-
face (or interface) since regardless of whether it is formed from
(a) neutral or (b) ionized donors and acceptors, states above
(below) the charge neutrality level of a surface or interface are
always acceptor-like (donor-like).

Figure 8. Ideal (ignoring interface states) energy band diagrams
for (a) an isolated p-type semiconductor and an isolated n-type
semiconductor and (b) the corresponding semiconductor hetero-
junction formed after electron transfer.
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Figure 2.16: Ideal heterojunction energy band diagrams (ignoring inter-
face states) for a) an isolated p-type semiconductor and an isolated n-type
semiconductor and (b) the corresponding semiconductor heterojunction
formed after electron transfer. IP refers to the ionization potential, χ
to the electron affinity, and Φ to the work function. ψS is the surface
potential. Reprinted from Wager and Kuhn [40]. c©2017 The Author(s).
Taylor & Francis Group, LLC c©. Reuse permitted under the creative
commons license CC BY 4.0.

The charge neutrality model and the Anderson model can be viewed as the two
limiting or extreme cases of a common band alignment equation. [41]

φn = (χa − ΦS,a)− (χb − ΦS,b) + S (ΦS,a − ΦS,b) (2.12)

The interface parameter 0 ≤ S ≤ 1 describes to what extend surface charges affect
the band alignment. When S = 0, induced gap states dominate the band alignment,
when S = 1, we recover Anderson’s model in which surface charges are not taken into
account. Comparing experimental results to the limit cases of the equation, we can
make a conclusion about the nature of the interface. Many interfaces are governed by a
mix of electron affinity and charge neutrality effects, which corresponds to a value of S
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donor-like, independent of the original nature of a given
state. To see this, consider a surface having a discrete
number of neutral donor-like states in the upper portion
of the band gap and an equal number of neutral accep-
tor-like states in the lower portion of the band gap, as
shown in Figure 7a. Introducing all of these states as neu-
tral species, note that upon equilibration of the surface,
all of the donor-like states will lose their electrons,
becoming positively charged via compensation in which
acceptor-like states acquire electrons to become nega-
tively ionized. This compensation leads to the emergence
of a charge neutrality level and to a surface in which
states above and below the charge neutrality level are
acceptor-like and donor-like, respectively. Alternatively,
the initial states can be introduced as ionized species, as
shown in Figure 7b, but the final nature of the surface
does not change. It appears that this collective behavior
arises as a consequence of imposing the charge neutrality
condition upon a surface or interface.

3.3. Macroscopic and microscopic dipoles

The macroscopic/microscopic dipole concept is extensively
employed in this review article. A macroscopic large-scale
dipole forms as a consequence of a misalignment between
Fermi levels across an interface, giving rise to electron trans-
fer across an interface, and corresponding band bending

near an interface. A microscopic small-scale dipole forms as
a consequence of misalignment between charge neutrality
levels across an interface, giving rise to electron transfer pre-
cisely at an interface, and a corresponding abrupt disconti-
nuity in the local vacuum level at the interface, thereby
resulting in a modification of the band bending near an
interface. A macroscopic dipole does not involve the effects
of surface or interface states. In contrast, a microscopic
dipole does involve the effects of surface or interface states.
These macroscopic/microscopic dipole concepts are best
understood by considering energy band diagram examples.

Figure 8 illustrates an example of the formation of amac-
roscopic dipole for a pn heterojunction. Since the Fermi
level of semiconductor 1 is at a lower energy than the Fermi
level of semiconductor 2 when these materials are isolated
from one another (Figure 8a), electron transfer occurs from
semiconductor 2 to semiconductor 1 as they are brought
into intimate contact in order to insure that the Fermi level
is constant upon formation of the heterojunction
(Figure 8b), as required by equilibrium. We define this type

Figure 7. Illustration of the peculiar collective behavior of a sur-
face (or interface) since regardless of whether it is formed from
(a) neutral or (b) ionized donors and acceptors, states above
(below) the charge neutrality level of a surface or interface are
always acceptor-like (donor-like).

Figure 8. Ideal (ignoring interface states) energy band diagrams
for (a) an isolated p-type semiconductor and an isolated n-type
semiconductor and (b) the corresponding semiconductor hetero-
junction formed after electron transfer.
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Figure 2.17: Illustration of the charge neutrality level shown for (a)
neutral or (b) ionized donors and acceptors. Reprinted from Wager and
Kuhn [40]. c©2017 The Author(s). Taylor & Francis Group, LLC c©.
Reuse permitted under the creative commons license CC BY 4.0.

somewhere between 0 and 1.

For three-dimensional heterojunctions, Anderson’s model usually gives a poor de-
scription of the band offset due to dangling bonds at the interface contributing to net
charges at the interface. This is not automatically true for 2D heterojunctions, though.
2D materials are characterized by weak van-der-Waals bonding out-of-plane, the so-
called van-der-Waals gap. As a consequence, for vertically stacked heterojunctions we
expect a clean interface without dangling bonds and thus a vanishing interface dipole.
Researchers investigated this question for MoS2 and other group-6 TMDs finding good
agreement with Anderson’s electron affinity model both theoretically [41, 42] and exper-
imentally [37]. Based on these results we chose the Anderson model as the theoretical
basis for the investigation of the band offsets in the potential CaAs3 heterostructures of
Chapter 6.
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Finally, Figure 11 shows the effects of interface states
on the ideal np heterojunction case considered in
Figure 9. The negative microscopic dipole results in an
increase in semiconductor band bending. It also leads to
an increase in the magnitude of the conduction band dis-
continuity and a decrease in the magnitude of the
valence band discontinuity such that the valence band
discontinuity is completely eliminated.

One of the more challenging aspects of IGS modeling is
keeping track of the sign of a given quantity, i.e., if it is posi-
tive or negative. Figure 12 is a “cheat sheet” for navigating
the tricky waters of IGS modeling polarity conventions. The
horizontal dipoles shown pertain to both macroscopic and
microscopic dipoles, whereas the vertical dipoles refer exclu-
sively to microscopic dipoles. The microscopic dipole tail
always connects to the material to the left, while the head
attaches to the material to the right. Note that the direction
of an IGS dipole is defined herein as pointing from positive
to negative charge, i.e., C ! ¡, which is opposite to the
convention for defining the polarity of a dipole moment.
The surface potential, cS, is referenced to flat band in the

bulk and can be assessed as the total band bending associ-
ated with the conduction band minimum (EC), valence
band maximum (EV), or the intrinsic energy (Ei). The
polarity of the conduction band discontinuity (DEC) is
established by the energy barrier experienced by an electron
at the conduction band minimum of the material to the
left, whereas the polarity of the valence band discontinuity
(DEV) is established by the energy barrier experienced by a
hole at the valence band maximum of the material to the
left. The polarity associated with the voltage drop across an
insulator (VI) is determined by whether the voltage
increases (positive polarity) or decreases (negative polarity)
in going from left to right across the insulator.

3.4. Equivalent circuits

The use of equivalent circuits is a key aspect of IGS
modeling. Figures 13–15 display equivalent circuits for
the three materials of interest, i.e., semiconductors (S),
insulators (I), and metals (M). These equivalent circuits
are obtained as a consequence of the electrostatic

Figure 10. Non-ideal (including interface states) energy band
diagrams for (a) an isolated p-type semiconductor and an isolated
n-type semiconductor and (b) the corresponding semiconductor
heterojunction formed after electron transfer.

Figure 11. Non-ideal (including interface states) energy band
diagrams for (a) an isolated n-type semiconductor and an isolated
p-type semiconductor and (b) the corresponding semiconductor
heterojunction formed after electron transfer.
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Figure 2.18: Non-ideal heterojunction energy band diagrams (including
interface states) for a) an isolated p-type semiconductor and an isolated n-
type semiconductor and (b) the corresponding semiconductor heterojunc-
tion formed after electron transfer. ECLN refers to the charge neutrality
level. The charge neutrality level changes the charge imbalance that has
to be overcome at the heterojunction and thus the band bending (dotted
lines in b). IP refers to the ionization potential, χ to the electron affinity,
and Φ to the work function. ψS is the surface potential. Reprinted from
Wager and Kuhn [40]. c©2017 The Author(s). Taylor & Francis Group,
LLC c©. Reuse permitted under the creative commons license CC BY
4.0.
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Chapter 3

Computational method

Computational methods have become indispensable for materials research, to facilitate
the fundamental understanding of materials as well as advanced materials design. From
the fundamental research perspective, modelling allows insight into material structure-
property relationships that would be hard to observe in experiment in such detail and
to such extent. From the design side, computational materials analysis short-cuts the
trial-and-error design process by providing materials characteristics that serve as helpful
starting points for the design.

Computational materials science spans many length scales from continuum mechanics
to atomistic calculations. Here, we will focus on the smallest, the sub-nanometer to
nanometer length scale. For that small systems sizes, model approximations can be kept
at a minimum and for this reason the methods presented here are often referred to as ab
initio (Latin for “from first principles”).[1] Ab initio atomistic methods are based on the
fundamental principles of quantum mechanics, which allows the prediction of materials
properties without relying on empirical parameters. This has the advantage of providing
a general and thus powerful model of reality.[1]

Still, we have to be conscious of the fact that in most model calculations we introduce
some kind of approximation which limits the predictive power of the method. For this
reason, calculated results have to be assessed carefully in the light of experimental results
and with consideration of the theoretical limits of the model employed.[2] Further, the
most accurate mathematical model can give blatantly wrong results if the calculation
parameters have not been converged. Therefore, convergence plays a critical role in
computational materials science.

In this work, we are concerned with atomistic simulations in the sub-nanometer to
nanometer range. Atomistic simulations depend on the solution of the Schrödinger
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equation. The time-independent Schrödinger equation for one electron in a potential
energy landscape V(r) can be written as

[
p2

2me
+ V (r)

]
ψ(r) = Eψ(r), (3.1)

where p = −i~∇ is the momentum operator, me the electron mass and E the eigen-
value energy. The Schrödinger equation can be solved analytically only for the hydrogen
atom and very simple molecules. As soon as we look at a system with several electrons,
we deal with the many-body Schrödinger equation:

−∑
i

∇2
i

2 −
∑
I

∇2
I

2MI
−
∑
i,I

ZI
|ri −RI |

+ 1
2
∑
i 6=j

1
|ri − rj |

+ 1
2
∑
I 6=J

ZIZJ
|RI −RJ |

Ψ = EtotΨ,

(3.2)

in Hartree units, where

1. −
∑
i
∇2

i
2 is the kinetic energy of the electrons i

2. −
∑
I
∇2

I
2MI

is the kinetic energy of the nuclei I with mass MI

3. −
∑
i,I

ZI
|ri−RI | is the Coulomb attraction between electrons and nuclei,

4. +1
2
∑
i 6=j

1
|ri−rj | is the Coulomb repulsion between electrons i and j, and

5. +1
2
∑
I 6=J

ZIZJ
|RI−RJ | is the Coulomb repulsion between nuclei I and J .

This equation shows us the complex interdependence of electrons and nuclei, stem-
ming from the electrostatic interactions between them that are called many-body in-
teractions. The guiding principle underlying the methods explained in the subsequent
sections is capturing the many-body interactions of this equation in a simplified way
without having to compute the interaction terms explicitly.

3.1 Density functional theory

This chapter on density functional The motivation for density functional theory (DFT)
comes from the complexity of the many-body Schrödinger equation (see Eq. 3.2). The
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solution of the many-body Schrödinger equation, the many-body wave function, has the
form of

Ψ = Ψ(r1, r2, ..., rN ;R1, R2, ..., RM ), (3.3)

where r are the positions of the N electrons of the system and R are the position of M
nuclei. If we discretize the unit cell of an example structure with a grid of Np points, this
means that solving the many-body Schrödinger equation for one quantum state alone
would require of us to store NN+M

p complex numbers: We encounter an exponential
“wall”.[1]

DFT allows us to uncouple the electrons of the many-body Schrödinger equation and
to include their interactions using approximate exchange-correlation potentials. This
shall be unfolded to some extent in this section based on the excellent textbooks of
Feliciano Giustino[1] and Friedhelm Bechstedt[3].

3.1.1 The Hohenberg-Kohn theorems

At the heart of DFT is the realization that the energy of the ground state can be obtained
based on the knowledge of the electronic density n(r) only. Instead of having to account
for all the interactions of a many-body system (between nuclei and nuclei, electrons and
electrons and nuclei and electrons), we can describe the ground state of the system with
the density which depends on three spatial variables only (see Fig. 3.1). More exactly
stated, the total energy E of the ground state is a universal functional of the density
n(r): E = F [n(r)]. This is the first Hohenberg-Kohn Theorem.

For any quantum state it holds true that the total energy is a functional of the wave
function: E = F [Ψ(r1, . . . , rN )]. This means that changes in E are uniquely caused by
changes in Ψ. The ground state is a special case by being uniquely dependent on the
electron density. This is due to a series of dependencies: n → Vn → Ψ → E. The
density n uniquely determines the external potential Vn, the external potential uniquely
determines the wave function Ψ and Ψ uniquely determines the total energy E. The
relations Vn → Ψ and Ψ → E hold true for any quantum state as mentioned above,
but n → Vn is only true for the ground state. So, an alternative expression of the first
Hohenberg-Kohn Theorem is: the external potential is completely determined by the
ground-state density. This is illustrated in Figure 3.2.[1, 3]

We can rationalize this by imagining whether two different external potentials, say
Vn1 and Vn2, could both lead to the exact same ground state. We can also ask: Can
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Fig. 5.1 Illustration of the
main idea of a density
functional theory to describe
the individual mutual
interactions of the electrons
and their interaction with ions
by that of an electron
ensemble represented only by
its density

ionelectron
density

DFT
perspective

Many-body
perspective

ion

e-

e-
e-

e-

e-

Why that is the case has been demonstrated investigating the Hartree-Fock
approach for an N -electron system in its ground state, although correlation of the
electrons is neglected. In the HF approach the expansion coefficient!(x1s1...xN sN )
in themany-body state (3.23) is identified as a Slater determinant of N single-particle
orbitals which have to be determined self-consistently by solving the problem (4.25)
or (4.28). In practice, each of these functions will be expanded in a set of Nk basis
functions such as plane waves. The size of the matrices that have to be diagonalized
will be then of the order of

(Nk
N

)
= Nk !

N !(Nk − N )! , which grows factorially. In addition,
the self-consistency requirement blows up the problem as well as the inclusion of
correlation. As a consequence, even though computer power grows exponentially,
current state-of-the-art exact numerical diagonalizations have difficulties to handle
more than a few tens or hundreds of electrons.

The formulation of the many-body problem in terms of densities and density
matrices in Sect. 3.3 paves the way to another treatment of electron systems. The
correspondence between these density quantities and the Hilbert-space states |!⟩
suggests to use a philosophy which in a manner of speaking starts from the other
end, i.e., a search for the density and hence energy of the electron ensemble. Thereby,
a restriction to the ground state |!0⟩ of the systemmaybe acceptable. The idea of such
a density functional theory (DFT) is illustrated in Fig. 5.1. The interacting system of
electrons is described via its density and rather than via its many-bodywave function.
For N electrons which obey the Pauli exclusion principle and repel each other via a
Coulomb potential one introduces a basis variable of the system that only depends
on three spatial coordinates rather than 3N degrees of freedom in the many-body
wave function. Individual interactions are substituted by global ones in which the
electron ensemble is represented by its density.

5.1.2 Grassroots: Thomas-Fermi-Dirac Theory

Thomas [1] and Fermi [2] independently studied the first three contributions E!0
kin,

E!0
pot, and E!0

H to the total energy (3.45). At that time they were not aware of the

Figure 3.1: Illustration of the basic concept of density functional theory:
The complicated many-body interactions between electrons and nuclei
can be replaced by the electron density that depends on three spatial
coordinates only in order to obtain the total energy of the ground state.
Reprinted with permission from Bechstedt [3]. Copyright 2015 by the
Springer-Verlag Berlin Heidelberg.80 5 Density Functional Theory

Fig. 5.3 Schematic representation of the role of the Hohenberg-Kohn theorem I. The short arrows
illustrate the conventional way to solve the many-electron problem starting from the stationary
Schrödinger equation. The long arrow illustrates the theorem, that closes the circle

Addition of the two inequalities (5.18) and (5.19) leads to the contradiction

EVext + EV ′
ext

< EV ′
ext

+ EVext .

From that one concludes that the map D must be injective. It exists the inverse map
D− 1 : n → !0.

The existence ofD− 1 leads to a generalization of the Hohenberg-Kohn theorem I:
The ground-state expectation value of a physical observable Ô is a unique functional
of the ground-state density

⟨!0[n]|Ô|!0[n]⟩ = O[n]. (5.20)

Then, the complete inverse map

(DC)− 1 : n → Vext

tells us that the knowledge of the ground-state density allows to conclude for the
external potential acting on the system (towithin a trivial constant) and, consequently,
as the kinetic energy and the electron-electron interaction are specified, the lowest
eigenvalue of the entire Hamiltonian. The action of the generalized Hohenberg-Kohn
theorem I is schematically described in Fig. 5.3.

5.2.3 Hohenberg-Kohn Theorem II

In a second step the variational character of the energy functional

E = EVext [n] = ⟨!0[n]|H0|!0[n]⟩ (5.21)

with respect to the electrondensityn(x) (5.13) has to be proven. Its universal character
in terms of the density n(x) for a given external potential Vext(x) has been described
above. Thereby, the many-body state |!0[n]⟩ has been generated via the inverse map
D− 1. It follows a possible formulation of the Hohenberg-Kohn theorem II:

Figure 3.2: Dependencies. The dependency n→ Vn is the contribution
of the first Hohenberg-Kohn theorem (HK 1); it is only true for the ground
state. Reprinted with permission from Bechstedt [3]. Copyright 2015 by
the Springer-Verlag Berlin Heidelberg.

the same external potential lead to two different ground states? We first imagine an
external potential: We can start from the free electron gas in which the electrons feel
no disturbance. If we introduce a grid of positively charged ions into our electron gas,
the electrons will be distracted by it and feel an external potential - they are no longer
free. Now in the ground state, every electron has its place - the electrons fill up the
energy levels according to Hund’s rule and the Pauli principle. In the same system,
there cannot be two ways or two ground states to position electrons in. A bit like in a
well-ordered room, everything has its place. So we realize that external potential has
one unique ground state and that two different external potentials cannot lead to the
same ground state.
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5.2 Hohenberg-Kohn Theory 81

For a non-degenerate ground state |!0⟩ and a given external potential Vext(x) the energy
functional EVext [n] assumes its global minimum value E0 varying the density n(x) toward
the true ground-state density n0(x).

Thereby, the density has to fulfill the physical conditions to be positive, n(x) ≥ 0, to
guarantee particle conservation,

∫
d3xn(x) = N , and to vary continuously.

The proof is trivial. If one assumes that the minimum occurs at a density n(x) ̸=
n0(x) with n(x) = ⟨!|n̂(x)|!⟩, one has

E0 = EVext [n0] > EVext [n] = ⟨!|H0|!⟩.

By virtue of the Rayleigh-Ritz principle, however, it holds

E0 < EVext [n].

Consequently, the assumption is wrong and, indeed, the exact ground-state density
can be determined by minimization of the functional (5.21), in short

E0 = min
n→n0

EVext [n], (5.22)

as illustrated in Fig. 5.4.
The ground-state energy can be found by varying the density to minimize the

energy, provided we know the form of the functional EVext [n], or at least a good
approximation for it. Since the contribution of the potential energy V̂ of the electrons
in the external field Vext(x) can be exactly described as a linear functional of the
density n(x) [see (3.47) or (5.12) with (5.13)], we can write

EVext [n] = FHK[n] +
∫

d3xVext(x)n(x), (5.23)

where the Hohenberg-Kohn functional

FHK[n] = ⟨!0[n]|T̂ + Û |!0[n]⟩ (5.24)

Fig. 5.4 Illustration of the
variational principle for the
total energy of an ensemble of
interacting electrons in its
ground state with density
n0(x) and energy E0 for a
given external potential
Vext(x)

ext
E nV

E0

n0 n

Figure 3.3: Schematic of the energy-density landscape. By the variation
of the energy functional, we find its minimum and obtain the ground state
density n0. This is the second Hohenberg-Kohn theorem. Reprinted with
permission from Bechstedt [3]. Copyright 2015 by the Springer-Verlag
Berlin Heidelberg.

On the other hand, if we move to an excited state, it can be compared to a room
that has gotten out of order, and the disorder can take many different forms. No matter
where the things are scattered, it is a disordered state. So also, an excited state density
cannot be uniquely determined by the external potential. This leads us back to an
important point: DFT is a ground-state theory.

To determine the ground state energy from the density, we need another ingredi-
ent. We need a criterion for finding the ground state. This is contained in the second
Hohenberg-Kohn theorem. The theorem states that "for a non-degenerate ground state
and a given external potential the energy functional assumes its global minimum value
E0 by varying the density n(r) towards the true ground state density n0(r)" [3]. This
is illustrated in Figure 3.3. In summary, the two Hohenberg-Kohn theorems allow us
to replace the many degrees of freedom of the many-body problem with the electron
density, a function of only three spatial coordinates to obtain the ground state. The
ground state is obtained via the variation of an energy functional of the electron density.
[3]

3.1.2 The Kohn-Sham formalism

But we do not yet have any information about the form of this functional. The Hohenberg-
Kohn theorems do not give us a practical description of how exactly the total energy
E0 depends on the electron density of the ground state. To find the form of the energy
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functional, we now turn to the Kohn-Sham ansatz (approach). The principle of the
Kohn-Sham ansatz is to construct the many-body, interacting electron density with the
help of a non-interacting system. The non-interacting electrons are placed in an effective
potential that mimics the electron-electron interactions. The effective potential includes
both known and unknown contributions of the electron-electron interaction. The trick
is to separate the known contributions and to calculate them exactly while lumping the
unknown contributions together in a so-called exchange-correlation functional which we
then calculate approximately.[3]

To arrive at the Kohn-Sham equation, we need to take several steps to simplify the
many-body equation. First, we apply the clamped nuclei approximation: we assume
that the nuclei are fixed for a specific time frame. Thus, the potential energy landscape
due to the atomic nuclei does not change while solving the Schrödinger equation and
the Hamiltonian becomes a function of the electron coordinates only. This assumption
is valid as the mass of nuclei is several magnitudes larger than electronic mass and this
makes them static from an electron perspective. After solving the Schrödinger equation
for a specific constellation of nuclei, their positions may be changed and the Schrödinger
equation solved again for the new constellation, with which atomic movement can be
simulated.

The clamped nuclei approximation allows us to remove the kinetic term of the nuclei
(second term) from the many-body Schrödinger equation and to replace the Coulomb
repulsion between nuclei (fifth term) with a constant added to the energy. We can also
state the Coulomb attraction between nuclei and electrons as a sum over the electrons
only, rewriting the sum as follows:[1]

∑
i,I

ZI
|ri −RI |

=
∑
i

Vn(ri); with Vn(r) =
∑

I
ZI

|r−RI |
(3.4)

This in effect decouples the motion of electrons and nuclei. Our wavefunction Ψ is now
longer dependent on the nuclei coordinates. We obtain the Schrödinger equation in the
form:

−∑
i

∇2
i

2 −
∑
i

Vn(ri) + 1
2
∑
i 6=j

1
|ri − rj |

Ψ = EΨ (3.5)

Our electrons are, however, still coupled. This coupling we eliminate in a next step,
which represents a drastic approximation: We eliminate the Coulomb repulsion between
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electrons by rewriting the Hamiltonian as a sum of independent one-electron Hamilto-
nians Ĥ0 and dropping the interaction part.[1]

∑
i

Ĥ0(ri)Ψ = EΨ (3.6)

The solution Ψ of this equation can be written as a product of the individual wave-
functions φi. This approximation is called the independent electron approximation. It
has weighty consequences, and thus the electron interaction has to be reintroduced in
some way to make this model physically meaningful. Thus we now reintroduce the
Coulomb interaction using a mean-field approximation, “blanket” repulsion all electrons
experience. The interaction term VH(r) =

∫
dr′ n(r′)
|r−r′| , also called Hartree potential,

depends on the electron charge density n(r). This mean-field Coulomb interaction, how-
ever, does not consider the quantum nature of the electrons and two further important
aspects must be considered: Electron exchange interactions and electron correlation in-
teractions. The electron exchange arises from the Pauli exclusion principle which states
that two electrons of the same spin may not occupy the same quantum state. In brief,
the electron exchange can be added by adding another term to the Hamiltonian, the
Fock exchange term VX(r, r′). This term is exact, however, it is non-local as we have
to integrate over a second position variable r′. Correlation describes the fact that due
to Coulomb repulsion, it is less likely to find an electron close to another electron.
Mathematically, this is expressed as |Ψ(r1, r2)|2 < |φ(r1)φ(r2)|2. That means, we must
introduce a correction term VC(r) to account for correlation effects, if we want to keep
the product form of the wave function. However, the exact form of the correlation VC(r)
is still missing. Both exchange and correlation effects lower the total energy by reduc-
ing the repulsion between electrons that is overpredicted with the mean-field Coulomb
interaction approach. [1]

After all these approximations we can write the resulting single-particle Schrödinger
equation as follows:[1]

[
−∇

2
i

2 + Vn(r) + VH(r) + Vx(r) + VC(r)
]
φi(r) = εiφi(r) (3.7)

With εi being the eigenvalues. This form of the equation is called the Kohn-Sham
equation. Now we come back to our original quest: finding a form of the energy func-
tional E = F [n(r)], obtained from the Hohenberg-Kohn theorem. As a result of the
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Fig. 6.1 Plane-averaged Kohn-Sham potential V̄KS(z) for the diamond(111)2× 1 surface
(dashed line) and the corresponding averaged electrostatic potential V̄n(z)+V̄H(z)without exchange
and correlation (solid line). The surface normal defines the z-axis. The material slab with its peri-
odic arrangement of atomic layers beneath the surface and the vacuum region are clearly visible.
From [2]

∫
d3xϕ∗

λms
(x)ϕλ′ms (x) = δλλ′ . (6.21)

Together with the variations

δTs[n]
δϕ∗

λms
(x)

= − !2

2m
∆xϕλms (x)

and

δnms (x)
δϕ∗

λms
(x)

= ϕλms (x),

at least for the occupied orbitals with nλms = 1, and the Lagrange multiplier method
for handling the constraints [see e.g. (4.23) and the derivation of the HF equations],
we derive the Kohn-Sham (Schrödinger-like) equations

Ĥms
KSϕλms (x) = ελmsϕλms (x) (6.22)

with the Hamiltonian

Ĥms
KS = − !2

2m
∆x + Vms

KS (x) (6.23)

similar to that proposed in (6.1). The Kohn-Sham potential Vms
KS (x) is given in (6.20)

for the two spin channels. Its density dependence requires a self-consistent solution
of the Kohn-Sham equations (6.22). The self-consistent cycle is illustrated in Fig. 6.2

Figure 3.4: Plane-average of the potential of the diamond (111)2x1
surface. The dashed line represents the effective Kohn-Sham potential
with exchange and correlation effects included. The solid line shows the
potential without considering exchange and correlation. Reprinted with
permission from [3]. Copyright 2015 by the Springer-Verlag Berlin Hei-
delberg.

Kohn-Sham ansatz, we can divide the energy functional F [n] into two parts, the total en-
ergy functional in the independent electron approximation and the exchange-correlation
energy functional Exc. [1]

E = F [n]

=

Total energy in the independent electrons approximation︷ ︸︸ ︷∫
drn(r)Vn(r)︸ ︷︷ ︸

External potential

−
∑
i

∫
drφ∗i (r)∇

2

2 φi(r)︸ ︷︷ ︸
Kinetic energy

+ 1
2

∫∫
drdr′n(r)n (r′)

|r− r′|︸ ︷︷ ︸
Hartree energy

+ Exc[n].︸ ︷︷ ︸
XC energy

(3.8)
The energy is obtained by an integration of the potential, this is how Equation 3.7 and
3.8 are related. Effectively, we separate the functional into two parts: the contributions
that we can describe and the contributions we do not know how to describe. We know
the external potential, the kinetic energy and we can add the mean-field Hartree energy.
We do not know the correlation and exchange effects. The last term, Exc[n], contains
the unknown contributions from the electron exchange and correlation. This part must
be approximated to enable the calculation of the ground state energy. If we were able
to find an exact expression for Exc[n], density functional theory would be exact. [1, 3]
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44 Density functional theory

3.3.2 The electron gas as a local approximation to a real material

In Section 3.2 we have seen that the key ingredient for using density functional
theory is the exchange and correlation energy functional Exc[n] (eqn 3.13), and we
have indicated that this functional is still unknown. In Section 3.3.1 we calculated
the exchange energy of the simplest model of interacting electrons, the homogeneous
electron gas, and we discussed a numerical parametrization for the correlation energy
(eqns 3.16 and 3.20). In this section we want to use the results obtained for the
electron gas in order to obtain a practical approximation for studying electrons in real
materials.
While the electron density in materials may not resemble at all the homogeneous
electron gas, we can use this simple model in order to describe the exchange and
correlation energy in those regions where the density is slowly varying. This concept
is illustrated in Figure 3.2. By decreasing the width of the rectangular regions in
Figure 3.2 to infinitesimal volume elements, it becomes natural to associate each
volume element dr with a homogeneous electron gas having local density n(r) at
point r. In analogy with the schematic representation in Figure 3.2, each volume
element dr will contribute an exchange and correlation energy:

dExc =
EHEG

xc [n(r)]

V
dr, (3.21)

where ‘HEG’ stands for homogeneous electron gas, and EHEG
xc [n(r)] is obtained by

adding up the exchange energy and the correlation energy of eqns 3.16 and 3.20
calculated for density n(r) at point r. The exchange and correlation energy of the
entire system can then be obtained by adding up the individual contributions from
each volume element:

Fig. 3.2 Schematic representation of the electron density, n(r), in a solid or a molecule along

a given direction (thick line). In this case we can partition the system into three regions, I,

II and III. For each region we approximate Exc using eqns 3.16 and 3.20, by considering

homogeneous electron gases of densities nI, nII and nIII, respectively (step-like function).

In the absence of better approximations, the exchange and correlation energy of the entire

system may be obtained by adding up the contributions from each of these regions. This idea

is at the core of the local density approximation to density functional theory.

Figure 3.5: Working principle of the local density approximation. The
electron density landscape is approximated locally by a homogenous elec-
tron gas. Reprinted with permission from Giustino [1]. Copyright 2014
by Oxford Publishing Limited (Academic).

The exchange-correlation energy is not negligible; it is of the same order of magnitude
as the kinetic energy of the electrons.[1] Figure 3.4 exemplifies the importance of the
exchange-correlation effect. The image shows the electrostatic potential of the surface
of a diamond slab: the plateau signifies the vacuum region, the oscillations reflect the
underlying lattice. With exchange-correlation effects left out (solid line), the binding of
the atoms in the slab is severely underestimated in comparison to the potential including
exchange-correlation effects (dashed line).

3.1.3 Exchange-correlation functionals

There are several approximations of the exchange-correlation energy functional, the most
well-known being the Local Density Approximation (LDA) and the Generalized Gradient
Approximation (GGA).[1] The question they address is: How can we take into account
the varying electron density across our system? The approach of the LDA is to approx-
imate correlation effects in each local region assuming a homogeneous electron gas for
that region (see Fig. 3.5)

This works well for materials for which the electronic density varies only slowly.
GGA seeks a more realistic approximation to the inhomogeneous electron density in real
materials. It introduces a dependence on the local gradient and is, therefore, an improved
version of the LDA.[2] The most popular GGA functional for solid-state physics is the
PBE functional named after its authors Perdew, Burke and Ernzerhof.[4]

Experience shows that LDA predicts good elasticity but bad lattice parameters.
Hence, it is well suited for surface energy and phonon calculations. As LDA overes-
timates binding and adhesion it is unsuitable for predicting chemical reactions. On the
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Fig. 7.9 Comparison of cohesive properties computed within LDA and GGA for some cubic
metallic and non-metallic crystals. Relative deviations of (a) lattice constants and (b) cohesive
energies from experimental values. Reprinted with permission from [42]. Copyright 1998 by the
American Physical Society

irrespective whether covalent, ionic or metallic bonds are modeled. In average, the
properties, in particular, the lattice constants, exhibit a minor underbinding within
GGA (using the PW91 parametrization). Varying the computational details such as
the pseudopotentials used and the expansion of the eigenfunctions the same tenden-
cies have been found for further metals and also their bulk moduli [43].

The great strength of the GGA lies in the dramatic improvement it gives over
the LDA for properties of molecules such as dissociation energies and bond lengths.
These energies may be overestimated within LDA by as much as 100%, while the
GGA gives errors typically of the order of ten percent or less. For a H2O molecule
the PBE-GGA yields a bond length dO−H 1.6% and a bond angle θ 0.6% larger than
the experimentell values dO−H = 0.9572 Å and θ = 104.47◦ [44]. Interesting are
also water dimers (see Fig. 7.10a). With gradient corrections to the XC functional
the energy minimum is displaced toward the measured equilibrium distance of the
two oxygen atoms (see Fig. 7.10b). A similar picture is valid for solid water, i.e.,
ice, as illustrated in Table7.1, where results are listed for the three XC functionals
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Fig. 7.10 Formation energy of a water dimer (a) versus the distance of the two oxygen atoms
(b) using LDA and GGA. From [45]

Figure 3.6: Prediction of the equilibrium distance of water dimers using
LDA and GGA exchange-correlation. a) the water dimer has an equilib-
rium oxygen-oxygen distance of about 3 Åat which the formation energy
is minimized. b) Formation energy predicted with the LDA and GGA
exchange-correlation functionals. GGA predicts a larger equilibrium dis-
tance and is closer to experiment than LDA. Reprinted with permission
from Bechstedt [3]. Copyright 2015 by the Springer-Verlag Berlin Heidel-
berg.

other hand, GGA gives good lattice parameters but softer elasticity. The prediction of
the bandgap is more accurate than with LDA due to the more accurate lattice param-
eters. The accuracy of phonon calculations with GGA will not be very good because
of the soft elasticity. The differences in predictive power between LDA and GGA are
shown in Figure 3.6 for the example of the water dimer.

Another way to approximate the exchange and correlation effects, is to construct
hybrid functionals. Hybrid functionals include a part of the exact Hartree-Fock exchange
together with other exchange-correlation approaches as LDA or GGA. A widely used
hybrid functional is the HSE06 functional.[5]

3.1.4 Computational implementation

In DFT calculations, the Kohn-Sham equations are solved self-consistently as an eigen-
value problem. The self-consistency cycle is shown as a flow chart in Fig 3.7: The
starting electron density is an initial guess obtained by adding up the electron densities
of the isolated atoms. Then, the Hartree potential VH and the exchange potential VXC

are calculated based on the starting density. The total potential Vtot is inserted in the
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Kohn-Sham equations that provide us with an updated electron density. Now the cycle
is repeated until convergence is reached.

To solve the Kohn-Sham equation self-consistently, the wavefunctions we solve for
need to be rewritten in a computer-friendly way. More accurately, we need to find a way
to express the independent particle wavefunctions Φi as linear combinations of basis
functions. This is how we can discretize the Kohn-Sham partial differential equations.
There are two approaches for defining a basis set of functions: atomic orbitals and plane
waves. When we choose atomic orbitals as basis functions, we can think of the electron
as being bound to an atom and almost completely localized in an atomic orbital. Then,
we expand the wave function of a molecule or solid with a basis set of atom-centred
orbitals. We can also take the perspective that the electrons are nearly free and can be
described by plane waves with a potential acting on them. Then we expand the wave
function as a series of plane waves that are periodic according to the Bloch theorem.

In my calculations, I use codes that are based on plane waves. Thus I will focus on
the implementation of plane-wave basis sets in the subsequent explanations. In Chap-
ter 3.1.2, we made the independent electron approximation which allows us to represent
the many-body wavefunction Ψ with the product of independent electron wavefunctions
Φi. According to Bloch’s theorem, for a crystalline solid we can write the single-electron
wavefunction as the product of a periodic part ui(r) and a wavelike part or phase factor
eik·r. [6]

Φi,k(r) = ui(r)eik·r (3.9)

with k being a wavevector within the first Brillouin zone. ui(r) is periodic with
the lattice, which means it is the same in every unit cell. The wavelike part acts as
an envelope function, modulating the periodic part. Thus, the wavefunction Φi is not
necessarily periodic with the lattice, but |Φi|2 is. As a result of Bloch’s theorem, we
have to describe only the electrons of the first unit cell in order to describe the whole
lattice.

Because ui(r) is periodic with the direct lattice parameter, we can expand it with the
help of plane waves that have wavevectors that are reciprocal lattice vectors G:

ui(r) =
∑
G

ci,Ge
iG·r, (3.10)
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where ci,G are the plane wave expansion coefficients. Combining Equations 3.9 and
3.10, we can express the wavefunction as an expansion of discrete plane waves.

φi,k(r) =
∑
G

ci,k+Ge
i(k+G)·r. (3.11)

An important parameter to set for each calculation is the plane-wave cutoff. Each
plane wave coefficient ci,k+G is associated with a kinetic energy ~2

2m |k+G|2.[3] The energy
cutoff determines how many plane waves are included in the linear combination and thus
the size of the basis set. However, we would need a very high energy cutoff (that is:
many plane waves) to correctly describe the sharp peaks of the real-space wavefunction
in the core atomic sphere region (picture). A high cutoff is, however, computationally
expensive. On top of this, the expensive core electrons are less important than the
valence electrons as electrons in the core usually do not contribute to reactions or bond
formations and can be regarded as chemically inert. In the interest of computational
cost, several methods have been developed to avoid describing the atomic core region
using plane waves. We shall touch on them only briefly here.

The first method is the pseudopotential method. The steep periodic potential is
replaced by a pseudopotential that is less steep in the core region and thus smoothens
the core wavefunction. At the level of the valence electrons, the pseudopotential merges
with the all-electron potential so that the valence electrons are described correctly. With
a pseudopotential, valence electrons are described explicitly whereas core electrons are
not described explicitly. Quantum Espresso[7, 8], used for calculations in Chapter 6, is
a DFT code that can be run using pseudopotentials (among others).

Based on the pseudopotential method, a more accurate method was developed called
projector-augmented waves (PAW). Simplifying a little, the basic idea here is that the
properties of the all-electron wavefunction Ψ can be described by the properties of the
pseudo-wavefunction Ψ̃ augmented by a projector function. Therefore, we can calculate
results efficiently in the pseudo-space and afterwards transform them into the all-electron
space.[9] The VASP[10, 11] DFT code is based on the PAW formalism.

Another approach to avoid describing the atomic core region using plane waves is to
describe the atomic core using local orbitals. This method is called augmented plane
waves (APW) and exists in several flavours.[12] With APW, all electrons can be described
explicitly: valence electrons are described using plane waves and core electrons using
atomic orbitals. WIEN2k[13] is an example of an all-electron code using APW.
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48 Density functional theory

under consideration. Using the density we obtain initial estimates of the Hartree and
exchange and correlation potentials, VH + Vxc, and from there the total potential,
Vtot, needed in eqn 3.27. At this point we can proceed with the numerical solution
of the Kohn–Sham equations. This can be done for example by discretizing the space
into a mesh of points and representing the Laplace operator using finite difference
formulas. Some common numerical procedures used to solve eqn 3.27 are discussed in
Appendix C. By solving the Kohn–Sham equations we obtain the new wavefunctions,
φi, which can in turn be used to construct a better estimate of the density, n, and the
total potential, Vtot. This process is then repeated until the new density matches the
old density within a desired tolerance, at which point we say that we have ‘achieved
self-consistency’. This procedure is illustrated in Figure 3.3.

Fig. 3.3 Schematic flow-chart for finding self-consistent solutions of the Kohn–Sham

equations (eqns 3.27–3.32). The equality sign in the conditional symbol means that the

electron density at this iteration and the density at the previous iteration differ by less

than a desired tolerance. While conceptually it makes sense to compare densities in order

to check for self-consistency, in practical calculations it is often more convenient simply to

compare the total energies evaluated using eqn 3.10 at two successive iterations.

Figure 3.7: Self-consistency cycle for computing the ground-state elec-
tron density. The starting electron density is an initial guess obtained by
adding up the electron densities of the isolated atoms. Then, the Hartree
potential VH and the exchange potential VXC are calculated based on the
starting density. The total potential Vtot is inserted in the Kohn-Sham
equations that provide us with an updated electron density. Now the cycle
is repeated until convergence is reached. Reprinted with permission from
Giustino [1]. Copyright 2014 by Oxford Publishing Limited (Academic).
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3.2 Many-body theory

Density functional theory accurately calculates the ground state of a system. However,
band gaps are difficult to accurately predict with DFT, as the model of Coulomb re-
pulsion employed does not sufficiently capture electron-electron interactions. This leads
to systematic underestimation of band gaps in DFT calculations, also called the band
gap problem.[14] In order to calculate excited states, we need to consider interactions
between electrons more accurately. There have been considerable efforts to improve
the accuracy of DFT, for example by adding a part of the exact Fock-exchange to the
exchange-correlation functional in so-called Hybrid functionals.[15, 5]

A different approach to improve the accuracy of bandgap predictions is to move away
from the density functional theoretical construct and to consider alternative theories.
The Green’s function technique as applied in GW calculations is an alternative approach
to DFT. Figure 3.8 shows the underestimation of band gaps calculated in DFT with the
PBE functional. GW band gaps agree much better with experiment.

3.2.1 GW

This section and the next section (on BSE) draw on the excellent review of Leng et al.
[17]. The one-particle Green’s function G (r1t1, r2t2) describes the motion of a particle
in space:[17]

G (r1t1, r2t2) = −i
〈
N, 0

∣∣∣T [ψ̂ (r1t1) ψ̂† (r2t2)
]∣∣∣N, 0〉

=


−i
〈
N, 0

∣∣∣ψ̂ (r1t1) ψ̂† (r2t2)
∣∣∣N, 0〉 if t1 > t2

i
〈
N, 0

∣∣∣ψ̂† (r2t2) ψ̂ (r1t1)
∣∣∣N, 0〉 if t2 > t1

(3.12)

Here, |N, 0〉 is the electron ground state, T is Wick’s time operator for ordering the
terms according to their time t, with the largest time to the left. ψ̂† and ψ̂ are the
fermion creation and annihilation operator, respectively. This equation describes the
motion of an electron with the use of creation and annihilation operators: When an
electron is removed from a location r1 at time t1 and added at another location r2 at
time t2, its propagation in space and time can be described. The removal of an electron
is akin to the creation of a "hole". Thus motions of holes can also be described. If
t1 > t2, the Green’s function gives the probability of finding an electron at r1 at time

49

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/materials
https://www.eng.mcmaster.ca/materials


Doctor of Philosophy– Magdalena Laurien; McMaster University– Department of
Materials Science and Engineering320 14 Self-energy

1 2 4 8 16

Experiment (eV)

0.5

1

2

4

8

16

T
he
or
y
(e
V
)

PBE
G0W0
GW0

Si

SiC
CdS

ZnO

C BN

GaAs

MgO

LiF
Ar

Ne

AlP ZnS
GaN

Fig. 14.15 QP fundamental gaps of semiconductors and insulators versus measured values. A log-
arithmic scale is used for both axes. The reference electronic structure is computed in the framework
of a semilocal PBE-GGA XC functional. The one-shot GW (G0W0) corrections generate QP gaps
close to the experimental ones. A self-consistent treatment of the eigenvalues in the Green function
(GW0) slightly improves the agreement. Reprinted with permission from [42]. Copyright 2006 by
the American Physical Society

second lowest conduction band show a weak er dispersion as expected from the QP
calculations.

As another summary the fundamental gaps of semiconductors and insulators are
displayed in Fig. 14.15 as results of the standard QP approach versus measured
values [42]. In this case the standard one-shot GW approach starts from a reference
electronic structure obtained using the PBE-GGAXC functional. Valuesmodified by
a self-consistent treatment of the energies in the Green function are also shown. The
quasiparticle corrections significantly open the gaps toward the experimental values.
A further improvement seems to be possible going beyond the standard approach
and tak ing partially self-consistency into account. Indeed the MARE of 8.5% in the
standard approach is reduced to 4.5% with self-consistency.

14.4.3 Influence of Reference Electronic Structure

In Sect. 14.2 we have discussed that the perturbation operator (14.10) between the
XC self-energy and the local or non-local XC potential used to compute the reference
electronic structure to determine G̃ (14.6) should be small. In this case a k ind of first
iteration or a one-shot approximation should be sufficient to describe the unk nownQP
electronic structure.With otherwords, the reference electronic structure should be not
too far from the “true” quasiparticle one. In order to study the influence of the starting
reference electronic structure on the final QP energy bands or energy levels and,
hence, on the QP shifts, we consider five different local and non-local XC potentials
entering a KS equation (6.22) or gKS equation (9.22) [or even HF equation (4.25)].

Figure 3.8: Calculated band gaps in comparison to experiment. PBE
gaps are systematically underestimated. GW0 and G0W0 band gaps based
on the Green’s function approach described in this chapter agree much
better with experiment. GW0 and G0W0 denote non-self-consistent GW
calculations (see Chapter 3.2.3). Reprinted with permission from Bechst-
edt [3]. Copyright 2015 by the Springer-Verlag Berlin Heidelberg. Data
from [16].

t1 after it has been added at r2, t2. Conversely, if t2 > t1, the Green’s function gives
the probability of finding a hole at r2 at time t2 after it has been added at r1, t1.[17]
Figure 3.9 illustrates the principle of the motion of particles described with creation
and annihilation operators. In Figure 3.9 a) a “hole” is added by removing a fish and
the motion of the “hole” is tracked until a fish is added back. Similarly, Figure 3.9 b)
illustrates the motion of an extra electron in the system.

When we Fourier-transform Equation 3.12 from the time to the frequency domain
((t1 − t2)→ ω) we obtain the Green’s function in the Lehmann representation [17]

G (r1, r2;ω) =
∑
i

fi (r1) f∗i (r2)
ω − Ei + iη sgn (Ei − µ) (3.13)
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210 11 Thermodynamic Green Functions

A similar quantity is

G>
ss′(xt, x

′t′) = 1
i!

⟨ψs(x, t)ψ+
s′ (x

′, t′)⟩

= 1
i!
Tr

{
Ŵ0ψs(x, t)ψ+

s′ (x
′, t′)

}
. (11.2)

The two correlation functions represent a generalization of the one-particle density
matrix of type (3.39). This is obvious for the first function (11.1).

The sequence of the operators Ŵ0, ψs(x, t), and ψ+
s′ (x

′, t′) under the trace can be
interchanged due to the cyclic invariance. Together with the definition of the time
evolution of the field operators (10.2) this cyclic invariance guarantees in thermal
equilibrium

G≷
ss′(xt, x

′t′) = G≷
ss′(xx

′, t − t′), (11.3)

i.e., the two correlation functions only depend on the difference of the time argu-
ments. This is in contrast to the case of non-equilibrium Green functions where all
propagators depend on two time variables along a Keldysh contour [1, 2].

The physical meaning of the correlation functions as particle propagators is illus-
trated in Fig. 11.1. The first quantity represents a hole propagatorG<

ss′ (see Fig. 11.1a).
An electron with spin s is annihilated at x and t. This is equivalent to the creation of a
hole. At later time t′, the hole is filled by an electron with spin s′ at x′. In principle, a
hole propagates from x, s, t to x′, s′, t′. In the second correlation function, the electron
propagator G>

ss′ , first an electron with x′, s′, t′ is injected (see Fig. 11.1b). At a later
time t, an electronwith spin s is annihilated at x. In amore classical picture, this could
be interpreted as the propagation of an electron from x′, s′, t′ to x, s, t. However, in
the case of identical quantum particles, one cannot say that is the “same” electron.
Rather, at time t, one finds the system in a quantum state where an electron with spin
s can be annihilated at x. The two propagators can be also interpreted as probability
amplitudes to restore a hole or an electron.

The spin structure of the propagators significantly simplifies in systems which are
not magnetically ordered or influenced by any magnetic field, or in general, in non-
spin-polarized systems. If also the spin-orbit interaction is supposed to be negligible,

x, s, t x´,s´,t´

x,s, tx´,s´,t´

( ´,t´) ( ,t)x x+ ( ,t) ( ,t´)x x´+

(a) (b)

s´ s s´s

Fig. 11.1 Illustration of the physical meaning of a hole propagator (a) and an electron propagator
(b). The electrons in a Fermi sea are represented by fish in a lake. Following an idea of Zagoskin [3]

Figure 3.9: Illustration of particle propagation using creation and anni-
hilation operators. a) Here a “hole” is added by removing or annihilating
a fish and the motion of the “hole” is tracked until a fish is added back. b)
Here a fish is created or added first and at a later time removed which il-
lustrates the motion of an extra electron. Reprinted with permission from
Bechstedt [3]. Copyright 2015 by the Springer-Verlag Berlin Heidelberg.

with

Ei =
{
EN+1,i − EN,0 if Ei > µ

EN,0 − EN−1,i if Ei < µ

fi(r) =

〈N, 0|ψ̂(r)|N + 1, i〉 if Ei > µ

〈N − 1, i|ψ̂(r)|N, 0〉 if Ei < µ
.

(3.14)

Equation 3.13 is similar to the spectral function (see Chapter 2.3). Here Ei are the
excitation energies and µ is the chemical potential. Wherever ω reaches an excitation
energy, the Green’s function has a pole (see Figure 3.10 a). The small shift iη sgn (Ei − µ)
is required for convergence of the Fourier transform (η is shown in Figure 3.10 a). fi (r1)
are the Lehmann amplitudes. Ei and fi (r1) depend on whether we track an extra
electron or a removed electron. If we track an extra electron, Ei is given by EN+1,i−EN,0
which is the total energy of the system with an additional electron minus the total energy
of the ground state. This energy corresponds to the electron affinity. If we track the
removal of an electron, Ei is given by the difference of the total energy of the ground state
and the total energy of the system with one electron removed. This energy corresponds
to the ionization energy. [17]

Thus, the one-particle Green’s function theory parallels photoemission and inverse
photoemission spectroscopy measurements (see Figure 3.10 b,c) if we assume the sud-
den approximation. The electron removal and addition energies appear as poles of the
Green’s function (see Figure 3.10 a). Thus, the ionization energy I as well as the electron
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Figure 3.10: Physical meaning of the one-particle Green’s function. a)
Poles of the Green’s function (crosses) correspond to excitation energies.
Both, ionization energies (I) and electron affinities (EA) can be calculated
with the Green’s function approach. The propagation of particles in the
Green’s function using creation and annihilation operators corresponds to
b) direct photoemission (removal of an electron) and c) inverse photoe-
mission (addition of an electron) in the sudden approximation. Here Es

is the energy level of the sample, Ek the energy of the continuum, Evac
the vacuum level, µ the chemical potential and Φ the work function.

affinity EA can be predicted using the Green’s function approach.[17]

The full Green’s function can, however, not be solved, and approximations have to
be employed. In order to find an approximation, the full one-particle Green’s function
G (r1, r2;ω) can be written as the sum of a non-interacting part G0 (r1, r2;ω) and an
interacting part using Dyson’s equation[17]

G (r1, r2;ω) =G0 (r1, r2;ω) +
∫∫

G0
(
r1, r′;ω

)
× Σ

(
r′, r′′;ω

)
G
(
r′′, r2;ω

)
dr′dr′′.

(3.15)

Σ (r′, r′′;ω) is the self-energy that contains all interactions; the exchange and corre-
lation effects. The principle of the Dyson equation as the sum of an interacting and a
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Figure 3.11: Principle of the Dyson equation. The interacting part of
the Green’s function G0ΣG can be understood as the sum over all possible
scattering events along the path. Σ is the self-energy or interaction Ker-
nel. Then all these scattering events are factored in the fully interacting
Green’s function G (r1, r2;ω) so that we arrive at the form of the Dyson
equation. After an idea of Christoph Friedrich [18]. Reuse permitted
under the creative commons license CC BY 3.0.

non-interacting part is illustrated in Figure 3.11: We can describe the interacting part of
the Green’s function G0ΣG by the sum over all possible scattering events along the path.
All scattering events are factored in the fully interacting Green’s function G (r1, r2;ω)
so that we arrive at the Dyson equation.

Up to this point, the equation is still exact. Now, the first approximation we make
is the quasiparticle approximation. Instead of trying to describe the strong interaction
between electrons directly with the bare Coulomb potential v, we add the positive charge
cloud that appears around an electron due to correlation effects, creating a quasiparti-
cle (see Figure 3.12 for illustration). We now describe electron-electron interactions by
treating them as weakly interacting quasiparticles instead of strongly interacting elec-
trons. This positive charge cloud is often referred to as the Coulomb hole because of
the absence of electron density in it. The charge of the electron is screened by the
Coulomb hole around it and we can describe the interaction of screened electrons or
quasiparticles with the screened Coulomb interaction W . Describing a system of weakly
interacting quasiparticles instead of strongly interacting electrons allows us to set up a
quasiparticle equation that bears formal similarity with the Kohn-Sham equations that
operate in the independent electron approximation. As a result, we can treat the weak
interaction between quasiparticles as a perturbation and use the Kohn-Sham eigenval-
ues and eigenfunctions as starting point to calculate the non-interacting Green’s function
G0 (r1, r2;ω).
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Figure 3.12: Illustration of the concept of quasiparticles. a) the in-
teraction between electrons is described directly with the bare Coulomb
potential v. b) the interaction between electrons is described using quasi-
particles that include the electron and the Coulomb hole around it. The
Coulomb hole screens the electron charge and thus allows us to de-
scribe the electrons as weakly interaction quasiparticles with the screened
Coulomb interaction W . After an idea of Christoph Friedrich [18]. Reuse
permitted under the creative commons license CC BY 3.0.

Going back to the Dyson equation ( 3.15), the bottleneck in this equation is now the
calculation of the self-energy or interaction kernel Σ. Hedin[19] proposed to express the
self-energy in terms of the screened Coulomb potential W and subsequently introduced
the GW approximation in which the self-energy is approximated by the product of the
screened Coulomb potentialW and the Green’s function G, Σ = GW . Hedin’s equations
form a set of coupled equations that can be solved in a self-consistent manner.

3.2.2 The Bethe-Salpeter equation

In an exciton, the electron and hole are bound together and their motion is correlated.
To describe electron-hole interaction, the motion of both the electron and the hole must
be traced simultaneously.[17] For this, the two-particle Green’s function theory can be
employed. The difference between one-particle propagation and correlated two-particle
propagation is illustrated in Figure. 3.13.

Computational codes that seek to calculate excitation energies solve the Bethe-
Salpeter equation (BSE). The BSE is the equivalent of the Dyson’s equation for the
two-particle Green’s function, consisting of a non-interacting and an interacting part.
The central element of the equation is the interaction kernel K that includes all electron-
hole interactions. When the exciton wave function is written as an expansion of the
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Figure 3.13: Comparison of particle propagation for a) single-particle
excitations (GW) and b) for excitons (BSE). Excitons consist of two cor-
related particles, a hole and an electron, that have to be described simul-
taneously. After an idea of Sohrab Ismael-Beigi.

quasiparticle wave functions, the BSE can be formulated as an eigenvalue problem, in
which the eigenvalue solved for is the exciton energy ΩS (optical band gap energy) [17]

(Ec − Ev)ASvc +
∑
v′c′

KAA
vc,v′c′ (ΩS)ASv′c′ = ΩSA

S
vc. (3.16)

Where (Ec − Ev) is the energy of the uncorrelated electron-hole pair, and the second
term on the left side contains the interaction in the bound electron-hole pair. For bulk
and 2D materials, it is sufficient to consider only resonant frequencies in the interaction
kernel, which is solving the BSE in the Tamm-Dancoff approximation. For 1D and 0D
materials, it is advisable to consider the full BSE which includes resonant-antiresonant
coupling.[17]

3.2.3 Computational implementation

GW eigenvalues can be solved for self-consistently. This is, however, rarely done; for
two reasons: 1) GW calculations are very expensive. 2) An increased number of self-
consistent cycles rarely proves beneficial to the accuracy of the results, often the opposite
is the case. It is the standard procedure to do non-self-consistent G0W0 calculations for
which the Green’s function G and the screened Coulomb potentialW are calculated only
once. The typical workflow for G0W0 calculations is to first calculate the wavefunctions
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and eigenvalues using DFT and then use these as input for the GW calculation. In
that sense, the GW calculation is a many-body perturbation of DFT. The obtained
quasiparticle-corrected eigenvalues and wave function are then used to solve the BSE
and through that obtain exciton binding energies and optical band gaps. In short, the
workflow is DFT-GW-BSE.

Tools with GW and BSE implementations include VASP[10, 11] and BerkeleyGW[20,
21, 22]. GW and BSE calculation are very memory intensive as they require a large
number of empty states to converge.
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Abstract

The ReX2 system (X = S, Se) exhibits unique properties that differ from other tran-
sition metal dichalcogenides. Remarkably, its reduced crystal symmetry results in a
complex electronic band structure that confers this material in-plane anisotropic prop-
erties. In addition, multilayered ReX2 presents a strong 2D character even in its bulk
form. To fully understand the interlayer interaction in this system, it is necessary to
obtain an accurate picture of the electronic band structure. Here, we present an ex-
perimental and theoretical study of the electronic band structure of ReS2 and ReSe2

at high-hydrostatic pressures. The experiments are performed by photoreflectance spec-
troscopy and are analyzed in terms of ab initio calculations within the density functional
theory. Experimental pressure coefficients for the two most dominant excitonic transi-
tions are obtained and compared with those predicted by the calculations. We assign the
transitions to the Z k-point of the Brillouin zone and other k-points located away from
high-symmetry points. The origin of the pressure coefficients of the measured direct
transitions is discussed in terms of orbital analysis of the electronic structure and van
der Waals interlayer interaction. The anisotropic optical properties are studied at high
pressure by means of polarization-resolved photoreflectance measurements.

4.1 Introduction

The ReX2 crystals (X = S, Se) are semiconductors from the family of two-dimensional
layered transition metal dichalcogenides (TMDCs) that exhibit special properties. Rhenium-
based TMDCs have received increasing interest during the last few years owing to their
large in-plane anisotropic properties. These properties result from their particular band
structure and reduced crystal symmetry, as well as a strong 2D character that has been
attributed to weak van der Waals interlayer bonding even in their bulk form.[1, 2] Be-
sides the large fundamental interest, ReX2 has also shown to be a highly interesting tech-
noslogical material for many potential applications, including photodetectors,[3, 4, 5, 6,
7, 8] solar cells,[9] photonics,[10] flexible electronics,[11] and field-effect transistors.[12,
13, 14, 15, 16] Remarkably, the small interlayer coupling of ReX2 opens an exciting
field of new possibilities, as it may allow to design bulk devices that retain 2D func-
tionalities only present in single-layered materials.[17] To fully exploit the applications
of ReX2 for developing novel optoelectronic devices, it is crucial to further characterize
its fundamental properties. Optical modulation spectroscopy is a very powerful method
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to study the optical properties of semiconductors. Owing to its differential-like charac-
ter, interband-related features are highly enhanced and background signal is suppressed,
thus allowing to accurately measure direct optical transitions.[18] So far, different mod-
ulation spectroscopies have shown to be very useful for studying the optical transitions
of ReX2: piezoreflectance,[19] electrolyte electroreflectance,[20] thermoreflectance,[21]
and polarization-dependent measurements[22, 23, 24] revealed two and three excitonic
transitions for ReS2 and ReSe2, respectively. These works provided evidence that these
excitons, which exhibit a strongly polarized dipole character, were confined within sin-
gle layers. However, the extent to which ReX2 behaves as stacked decoupled layers has
recently been a topic of intense debate.[2, 22, 23, 25, 26, 27] On the one hand, direct
photoreflectance (PR) measurements on the electronic dispersion found that ReX2 in-
deed exhibits a significant degree of electronic coupling.[22] This result is also supported
by angle-resolved photoemission experiments (ARPES), which showed that there exists
a significant electronic dispersion along the van der Waals gap.[25, 26] Also, recent cal-
culations show that the fundamental bandgap shrinks by 32.7% in ReX2 from monolayer
to bulk, and the interlayer binding energy is similar to other TMDCs such as MoS2.[28]

On the other hand, optical, vibrational, and structural measurements indicate that
ReX2 exhibits a strong 2D character. For instance, photoluminescence experiments
revealed that the emission energy of ReS2 is almost independent to the number of layers
(∆E ≈ −50 meV from one monolayer to bulk) in contrast with other G6-TMDCs (e.g.,
∆E ≈ −600 meV for MoS2).[2] For the case of ReSe2, it was shown that it retains a
direct bandgap regardless of its crystal thickness, with excitons strongly confined within
single layers for bulk crystals, indicating a weak interlayer interaction.[23] Moreover, the
Raman spectrum of monolayer ReS2 is almost identical to that of bulk, which evidences
an ultraweak interlayer coupling.[27] Also, low-frequency Raman measurements showed
that interlayer force constant in ReX2 is significantly smaller than other G6-TMDCs
(by a factor of ≈ 40 %).[29] One of the most direct ways to probe interlayer interaction
is to modulate the interlayer distance from high-pressure (HP) measurements. In this
regard, HP X-ray diffraction measurements show that the bulk modulus of ReX2 (23-31
GPa)[30, 31] is significantly lower than group 6 TMDCs (57-72 GPa).[32, 33, 34, 35]
HP Raman measurements on ReS2 showed a twofold decreased pressure coefficient of
the out-of plane A1g phonon mode with respect to other TMDCs,[2] reinforcing the
decoupled behavior in bulk ReS2.[2]

Also, the large pressure metallization of ReS2 (70 GPa) in comparison with MoS2

(19 GPa) has been attributed to the larger interlayer coupling in MoS2.[36] In spite of
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the fundamental properties of this crystal system being relatively well-known at ambient
pressure, HP optical measurements are highly desirable to evaluate the degree of elec-
tronic interlayer coupling in ReX2. HP optical measurements are widely employed to
obtain detailed structural and band structure information of semiconductors.[37] More-
over, HP optical measurements provide a highly useful benchmark to test first-principles
calculations (such as those based on density functional theory) on challenging systems
such as TMDCs. For the case of ReX2, which exhibits weak interlayer forces at am-
bient pressure, HP optical measurements would shed new light into the role of orbital
composition and van der Waals bonding on the excitonic energies and their pressure
dependence. To date, the amount of HP optical studies on ReX2 is scarce. The pres-
sure dependence of the bandgap has only been experimentally investigated for ReS2 by
means of photoluminescence and absorption.[2, 36] These works found that the bandgap
of ReS2 does not increase with pressure and an almost-direct-to indirect bandgap tran-
sition takes place around 27 kbar. At higher pressures, calculations suggest that ReS2

exhibits a metallization and superconducting state.[38]

Despite the previous investigations, there are still many questions that remain to
be addressed with regard to the optical properties of ReX2. First, an experimental as-
signment of the different excitonic transitions around the bandgap is desirable. So far,
piezoreflectance measurements on the ReSe2−xSx alloy suggested that the nature of the
direct band edges is similar for each compositional end member,[39] but electronic dis-
persion calculations together with ARPES measurements suggested that the first direct
electronic transitions take place either at the Z high symmetry point of the Brillouin
zone (BZ) or away from the zone center, far from any particular high-symmetry direc-
tion.[25, 26, 28, 40, 41] Second, while the orbital composition of the states of ReS2 has
been described for different numbers of layers,[28] the interplay of orbital composition on
the pressure dependence on the electronic band structure has not yet been investigated.
Finally, the anisotropic properties of ReX2 at high pressure remain to be explored.

To address these questions, we conduct PR measurements at high-hydrostatic pres-
sure on thin ReS2 and ReSe2 exfoliated flakes. Polarization-dependent measurements
performed at different pressures are used to energetically resolve the different excitonic
transitions that exhibit very similar energies. Our results show that the two main di-
rect transitions for ReS2 and ReSe2 exhibit a negative-pressure coefficient, in contrast
to other TMDCs, such as MoS2, MoSe2, WS2, or WSe2.42 Such findings provide valu-
able information to assess the degree of electronic interlayer coupling and the role of
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orbital composition on the energies of the band edge states. We discuss the experimen-
tal results in light of ab initio band structure calculations. These calculations are per
formed using different functionals and considering different hydrostatic pressures. We
find good agreement between the experimental and calculated pressure coefficients for
the two main transitions. The experimentally observed transitions are assigned by in-
specting the calculated electronic dispersion curves along a large grid of k-points in the
whole 3D-BZ. Finally, we discuss the negative sign of the measured pressure coefficients
in terms of orbital contributions to the states of the valence and conduction band of
each transition and van der Waals interaction.

4.2 Methods

4.2.1 Experimental details

Two samples of different origins were used for each set of ReS2 and ReSe2 materials. One
sample for each material was commercially obtained from HQgraphene, which consisted
of thin flakes mechanically exfoliated from synthetic bulk crystals (99.995% purity).
These are here labeled as samples I and III for ReS2 and ReSe2, respectively. The ReS2

(sample II) and ReSe2 (sample IV) samples were synthesized by the chemical vapor
transport growth technique using Re (99.9999% purity), S, or Se (99.9999% purity)
pieces. These precursors were mixed at atomic stoichiometric ratios and sealed into
0.5-in. diameter and 9-in.-long quartz tubes at 10-6 Torr. Extra ReI3 was added as a
transport agent to initiate the crystal growth and successfully transport Re, S, and Se
atomic species. Closely following Re-S-Se binary-phase diagrams, we have synthesized
crystals with temperature variation (drop) of 50 ◦ C over 5 weeks to complete the growth.
Samples were cooled down to room temperature and ampoules were opened in a chemical
glove box. The use of two samples grown under different conditions for each material
allows to further validate the reproducibility of the here-presented experimental results.

To perform the HP hydrostatic measurements, the samples were mounted inside a
UNIPRESS piston cylinder cell. The chosen pressure hydrostatic medium was Daphne
7474, which remained hydrostatic and transparent during the whole measurement, up
to pressures of 18 kbar. The pressure was determined by measuring the resistivity of
an InSb probe, which provides a 0.1-kbar sensitivity. A sapphire window in the press
allowed optical access to perform PR measurements. For the PR measurements, a single
grating of 0.55-m focal length and a Si pin diode were used to disperse and detect the
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light reflected from the samples. A chopped (270 Hz) 405-nm laser line was pumped into
the sample, together with a probe tungsten lamp (power of 150 W). Phase-sensitivity
detection of the PR signal was processed with a lock-in amplifier. Further details on
the experimental setup can be found elsewhere.[42] All measurements were performed at
ambient temperature and pressures up to ≈ 18 kbar. At this pressure range, no phase
transition was observed and only the Td crystal structure was investigated.

4.2.2 Computational details

Ab initio calculations on the the DFT level were carried out using the Vienna Ab initio
Simulation Package (VASP),[43, 44] with the projector augmented wave[45] potentials as
implemented by Kresse and Joubert.[46] The SCAN[47] semilocal exchange-correlation
functional was employed. SCAN belongs to the meta-general-gradient-approximation
(meta-GGA) functionals and has shown to produce more accurate results than con-
ventional GGA functionals at a very comparable computational cost.[47, 48, 49] In
particular, SCAN is recommended for electronic structure prediction of materials with
heterogeneous bond types[50] (e.g., covalent and van der Waals) as well as layered mate-
rials.[48] It is therefore well suited for the band structure prediction of ReX2. In addition,
a revised Vydrov-van Voorhis (rVV10) long-range van der Waals interaction[51, 52, 53]
was used.

Structure information of ReS2 and ReSe2 was taken from Murray et al. [54] and
Alcock and Kjekshus,Alcock and Kjekshus [55] respectively. Structure relaxation was
undertaken with a Monkhorst-Pack[56] k-mesh of 5×5×5 with the above mentioned basis
set and functionals. Seven electrons were considered for the valence of Re (5d5 6s2). The
cutoff energy for the plane-wave expansion was set to 323.4 and 282.8 eV for ReS2 and
ReSe2, respectively, which is 25% above the recommended values in the pseudopotential
files. Relevant properties (pressure coefficient, bandgaps, and band character) were
carefully checked for convergence with the kinetic energy cutoff as it can be seen in
Figures S12-S17 of the S.I. Structures were relaxed until the total energy change and the
band structure energy change dropped below 10-7 eV, and the residual atomic forces were
less than 0.02 eV/Åin their absolute value. Crystallographic information files with atomic
structures at 0 and 20 kbar, as used in the calculations, can be accessed through the
Cambridge crystallographic data center (CCDC deposition numbers 1862132-1862135).

For calculations of the band structure and optical properties, spin-orbit interaction
was taken into account. The cutoff energy was set to normal accuracy, which is 258.7
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eV for ReS2 and 226.2 eV for ReSe2. High-density gamma-centered k-mesh calculations
(34 × 34 × 34) were performed to investigate possible VBM and CBM located off the
symmetry points.
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is more pronounced than that of the B transition, −1.3 meV/kbar.
The latter result is qualitatively in agreement with the reported
absorption measurements, which show a redshift of the absorp-
tion edge with increasing pressure.2 The fact that the pressure
coefficient of the A transitions is much larger for ReSe2 and smaller
for ReS2 (with respect to the B transition), evidences that the origin

of the transitions is different for each material, as discussed in the
next section.
First-principles calculations were carried out in order to assign

the experimentally observed transitions and to provide further
insight into the electronic and optical properties of ReX2. The
electronic band structure and the optical matrix element were
calculated for a k-path intersecting the first BZ in a three-
dimensional manner. Figure 3 shows the electronic dispersion
curves for 0 kbar (black curves) and 20 kbar (red curves), as
obtained from density functional theory (DFT) calculations within
the meta-generalized gradient approximation (GGA) strongly
constrained and appropriately normed (SCAN) functional.45 The
normalized values of the optical matrix element as well as the
bandgap value along the k-path are also shown. The first and
second direct transitions for ReS2 (ReSe2) are at Z (J1) and K1 (Z)
points, respectively. Note that the matrix element maxima
correspond with the bandgap minima, which indicate that these
transitions are optically active. The calculated quasi-direct gaps for
ReS2 and ReSe2 are 1.2 and 1.15 eV, respectively. These values are
smaller than the measured optical gaps, around 1.5 and 1.31 eV,
respectively. The discrepancies between calculations and experi-
ments are accounted for by the systematic bandgap under-
estimation of the meta-GGA functional (SCAN) used. This
functional neither accounts for independent particle effects nor
for excitonic effects.46 To better reproduce the experimental
values, we performed calculations at a higher level of theory using
the hybrid functional HSE06.47 At this level of theory, our
calculations are able to predict the bandgap energies more
accurately, around 1.42 and 1.43 eV (including the excitonic
binding energy) for ReS2 and ReSe2, respectively. More detail on
the HSE06 calculations can be found in the S.I.
Owing to the complex band structure of ReX2, which exhibits

very close direct and indirect bandgaps in energy and position in
the k-space,25,28 some computational considerations should be
taken into account. For instance, a number of theoretical works
predict the valence band maximum (VBM) of bulk ReS2 to be
either at Γ2,36,48 or at Z.49 This may result from choosing only a few

Fig. 1 Photoreflectance spectra obtained at different pressures for ReS2 (sample I and II) and ReSe2 (sample III and IV). Straight lines around
the fitted transition energies are shown as a guide to the eye for transitions A and B. Both features decrease in energy with increasing pressure
for all studied samples. Fittings are shown as dotted gray curves

Fig. 2 The energy of the fitted transitions in the photoreflectance
experiments is plotted as a function of pressure for ReS2 (up) and
ReSe2 (bottom). The fitted energies of transitions A and B are shown
in red and blue colors, respectively. Linear fits have been performed
for both transitions and fitted values are included in the figure
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Figure 4.1: Photoreflectance spectra obtained at different pressures for
ReS2 (sample I and II) and ReSe2 (sample III and IV). Straight lines
around the fitted transition energies are shown as a guide to the eye
for transitions A and B. Both features decrease in energy with increasing
pressure for all studied samples. Fittings are shown as dotted gray curves.

4.3 Results

We conducted PR measurements in order to determine the pressure dependence of the
first two direct optical transitions in ReX2. To ensure the reproducibility of the experi-
mental results, samples obtained from different sources and grown in different conditions
are used for the experiments. The PR spectra obtained for ReS2 and ReSe2 at different
pressure values are shown in Fig. 4.1. Two main features can be observed for all samples,
which correspond to the direct excitonic transitions A and B. These excitonic transitions
have been previously reported at ambient pressure from modulated spectroscopies for
ReS2[19, 21] and ReSe2.[57] The strongest transition (i.e., B for ReS2 and A for ReSe2)
is clearly visible at all pressures. The weakest transition merges at high (low) pressure
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for ReS2 (ReSe2) as a consequence of different pressure coefficients between the A and
B transitions. It is worth noting that weaker, energetically close transitions have been
previously reported from low-temperature and polarization measurements for ReS2[20]
and ReSe2.[23, 24] We are able to resolve these transitions from polarization-dependent
measurements at different pressures (shown in the Supplementary Information, S.I.).
Our polarization measurements allow us to conclude that the relative amplitude and
angular dependence for each transition are preserved at the studied pressure range (i.e.,
up to 20 kbar). Hence, the sample orientation and structural stability are maintained
throughout the studied pressure range. The energy of each transition was obtained from
the PR spectra by fitting the Aspnes formula,[58] given by

∆R
R

(E) = Re

 n∑
j=1

Cje
iθj (E − Ej + iΓj)−m

 (4.1)

where n, C and θ are the number of transitions, amplitude, and phase fo the reso-
nance, Ej and Γ are the energy and broadening parameter of the transition, respectively.
For excitonic transitions we take m = 2. Two transitions are enough to successfully re-
produce all the spectra shown in Fig. 4.1 (dotted curves). Note that the differences
in line shape between different samples of the same compound are accounted for by
different phase values of the resonance, defined by different built-in electric fields and
differences in chopper settings. However, the fitted energy values of the transitions are
not affected by these differences. For the fitting procedure, we left all parameters unfixed
for the spectrum obtained at ambient pressure, while only the amplitude and the energy
of the transition were left as free parameters for spectra at higher pressures, since these
are expected to change with pressure. The pressure dependence of the energy of each
transition is plotted in Fig. 4.2 for both samples.

As can be seen in Fig. 4.2, the energy of the transition A (red symbols) decreases with
increasing pressure at a different rate than the energy of the transition B (blue symbols).
Note that the fitted energies of the transition B between different samples of the same
material are scattered to a certain degree. This can be attributed to two factors: i)
sample misorientations and ii) uncertainties in the fitting procedure that naturally arise
for weak PR features energetically close (≈ 60 meV) to a strong PR transition with
a relatively strong broadening parameter (typically ≈ 20 meV). Despite uncertainties
in the fitted energies of transition B, the pressure coefficient of different samples of the
same material was consistent. For ReS2, the fitted pressure coefficient of the B transition,
−4.2 meV/kbar, is much larger than that of the A transition, −2.3 meV/kbar. The latter
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is more pronounced than that of the B transition, −1.3 meV/kbar.
The latter result is qualitatively in agreement with the reported
absorption measurements, which show a redshift of the absorp-
tion edge with increasing pressure.2 The fact that the pressure
coefficient of the A transitions is much larger for ReSe2 and smaller
for ReS2 (with respect to the B transition), evidences that the origin

of the transitions is different for each material, as discussed in the
next section.
First-principles calculations were carried out in order to assign

the experimentally observed transitions and to provide further
insight into the electronic and optical properties of ReX2. The
electronic band structure and the optical matrix element were
calculated for a k-path intersecting the first BZ in a three-
dimensional manner. Figure 3 shows the electronic dispersion
curves for 0 kbar (black curves) and 20 kbar (red curves), as
obtained from density functional theory (DFT) calculations within
the meta-generalized gradient approximation (GGA) strongly
constrained and appropriately normed (SCAN) functional.45 The
normalized values of the optical matrix element as well as the
bandgap value along the k-path are also shown. The first and
second direct transitions for ReS2 (ReSe2) are at Z (J1) and K1 (Z)
points, respectively. Note that the matrix element maxima
correspond with the bandgap minima, which indicate that these
transitions are optically active. The calculated quasi-direct gaps for
ReS2 and ReSe2 are 1.2 and 1.15 eV, respectively. These values are
smaller than the measured optical gaps, around 1.5 and 1.31 eV,
respectively. The discrepancies between calculations and experi-
ments are accounted for by the systematic bandgap under-
estimation of the meta-GGA functional (SCAN) used. This
functional neither accounts for independent particle effects nor
for excitonic effects.46 To better reproduce the experimental
values, we performed calculations at a higher level of theory using
the hybrid functional HSE06.47 At this level of theory, our
calculations are able to predict the bandgap energies more
accurately, around 1.42 and 1.43 eV (including the excitonic
binding energy) for ReS2 and ReSe2, respectively. More detail on
the HSE06 calculations can be found in the S.I.
Owing to the complex band structure of ReX2, which exhibits

very close direct and indirect bandgaps in energy and position in
the k-space,25,28 some computational considerations should be
taken into account. For instance, a number of theoretical works
predict the valence band maximum (VBM) of bulk ReS2 to be
either at Γ2,36,48 or at Z.49 This may result from choosing only a few

Fig. 1 Photoreflectance spectra obtained at different pressures for ReS2 (sample I and II) and ReSe2 (sample III and IV). Straight lines around
the fitted transition energies are shown as a guide to the eye for transitions A and B. Both features decrease in energy with increasing pressure
for all studied samples. Fittings are shown as dotted gray curves

Fig. 2 The energy of the fitted transitions in the photoreflectance
experiments is plotted as a function of pressure for ReS2 (up) and
ReSe2 (bottom). The fitted energies of transitions A and B are shown
in red and blue colors, respectively. Linear fits have been performed
for both transitions and fitted values are included in the figure
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Figure 4.2: The energy of the fitted transitions in the photoreflectance
experiments is plotted as a function of pressure for ReS2 (up) and ReSe2
(bottom). The fitted energies of transitions A and B are shown in red
and blue colors, respectively. Linear fits have been performed for both
transitions and fitted values are included in the figure.

value is in agreement with previous HP photoluminescence (PL) measurements, which
yielded a pressure coefficient of −2.0 meV/kbar.[36] In contrast, for ReSe2, the pressure
coefficient of the A transition, −3.5 meV/kbar, is more pronounced than that of the
B transition, −1.3 meV/kbar. The latter result is qualitatively in agreement with the
reported absorption measurements, which show a redshift of the absorption edge with
increasing pressure.[2] The fact that the pressure coefficient of the A transitions is much
larger for ReSe2 and smaller for ReS2 (with respect to the B transition), evidences that
the origin of the transitions is different for each material, as discussed in the next section.

First-principles calculations were carried out in order to assign the experimentally
observed transitions and to provide further insight into the electronic and optical prop-
erties of ReX2. The electronic band structure and the optical matrix element were
calculated for a k-path intersecting the first BZ in a three dimensional manner. Fig-
ure 4.4 shows the electronic dispersion curves for 0 kbar (black curves) and 20 kbar
(red curves), as obtained from density functional theory (DFT) calculations within the
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high-symmetry paths for the calculation of the band structure, or
choosing functionals that fail to capture the details of the complex
electronic structure of ReX2. Hence, in order to accurately describe
the band structure of complex materials like ReX2, it is important

to consider the whole 3D-BZ, and to devote careful attention to
the choice of the functional. Recent contributions show that the
choice of the functional influences the number and location of
VBM and conduction band minimum (CBM) in ReX2.

25,41,49 The
results of the meta-GGA SCAN functional employed here seem to
reproduce the experimental results well and with low-
computational cost.
The location of the fundamental direct gap of ReS2, predicted

by our calculations to be at Z, is in agreement with recent direct
measurements of the band dispersion using ARPES25,40,41 and a
recent theoretical study employing quasiparticle approxima-
tions.28 For the case of ReSe2, our high-density k-mesh calculations
predict an indirect fundamental bandgap of 1.10 eV, with both the
VBM and the CBM located away from high-symmetry points
(named J2 and J3, respectively, coordinates shown in Table S1 of
the S.I.). This is in agreement with recent studies, which also found
an indirect bandgap with the VBM close to the J2 point.26,49

Several other studies that take only high-symmetry k-paths into
account for evaluating the band structure predict either direct or
indirect bandgaps for ReSe2 near the Z or Γ point.23,28,38,50,51 It has
also been suggested that the indirect and the direct bandgap are
close in energy, and the discussion about the nature of the
fundamental bandgap for ReSe2 is still ongoing.49–52 At higher
pressure, an overall narrowing of the bandgap takes place along
the whole BZ with increasing pressure, as previously evidenced in
theoretical studies.38,53 This trend can be seen in the lowest panel
of Fig. 3 and results in an enhancement of the indirect nature of
the fundamental gap for both ReS2 and ReSe2 at HP.
To assign the A and B transitions, we compare the experimental

and calculated pressure dependence of the first two direct
transitions. This is shown in Fig. 4, where the pressure dependence
of the variation of energy is plotted for both, calculated bandgaps
(crosses) and measured excitonic transitions (full symbols). The
figure plots the variation of energy rather than absolute values.
This allows to directly compare theoretical calculations with

Fig. 3 Electronic dispersion curves for ReS2 (left) and ReSe2 (right) as
calculated using the SCAN functional at zero pressure (black curves)
and 20 kbar (red curves). The corresponding matrix elements have
been calculated for each k-point, the stronger transitions are located
around Z and K1 for ReS2 and around Z and J1 points for ReSe2. In
the lower panels, the direct bandgap energy is plotted along the
studied wave vectors

Fig. 4 Increment of exciton energy versus pressure plotted for the transitions A (red color) and B (blue color) from measurements on ReS2
(top) and ReSe2 (bottom), as well as the calculated values of the transport bandgap using the SCAN functional (crosses). The straight lines are
linear fits to the experimental values. Pressure coefficients of each transition are included
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Figure 4.3: Electronic dispersion curves for ReS2 (left) and ReSe2
(right) as calculated using the SCAN functional at zero pressure (black
curves) and 20 kbar (red curves). The corresponding matrix elements
have been calculated for each k-point, the stronger transitions are located
around Z and K1 for ReS2 and around Z and J1 points for ReSe2. In the
lower panels, the direct bandgap energy is plotted along the studied wave
vectors.

meta-generalized gradient approximation (GGA) strongly constrained and appropriately
normed (SCAN) functional.[47] The normalized values of the optical matrix element as
well as the bandgap value along the k-path are also shown. The first and second direct
transitions for ReS2 (ReSe2) are at Z (J1) and K1 (Z) points, respectively. Note that
the matrix element maxima correspond with the bandgap minima, which indicate that
these transitions are optically active. The calculated quasi-direct gaps for ReS2 and
ReSe2 are 1.2 and 1.15 eV, respectively. These values are smaller than the measured
optical gaps, around 1.5 and 1.31 eV, respectively. The discrepancies between calcula-
tions and experiments are accounted for by the systematic bandgap under estimation of
the meta-GGA functional (SCAN) used. This functional neither accounts for indepen-
dent particle effects nor for excitonic effects.[48] To better reproduce the experimental
values, we performed calculations at a higher level of theory using the hybrid functional
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HSE06.[49] At this level of theory, our calculations are able to predict the bandgap ener-
gies more accurately, around 1.42 and 1.43 eV (including the excitonic binding energy)
for ReS2 and ReSe2, respectively. More detail on the HSE06 calculations can be found
in the S.I.

Owing to the complex band structure of ReX2, which exhibits very close direct and
indirect bandgaps in energy and position in the k-space,[25, 28] some computational
considerations should be taken into account. For instance, a number of theoretical
works predict the valence band maximum (VBM) of bulk ReS2 to be either at Γ[2, 36,
59] or at Z.[60] This may result from choosing only a few high-symmetry paths for the
calculation of the band structure, or choosing functionals that fail to capture the details
of the complex electronic structure of ReX2. Hence, in order to accurately describe the
band structure of complex materials like ReX2, it is important to consider the whole 3D-
BZ, and to devote careful attention to the choice of the functional. Recent contributions
show that the choice of the functional influences the number and location of VBM and
conduction band minimum (CBM) in ReX2.[25, 41, 60] The results of the meta-GGA
SCAN functional employed here seem to reproduce the experimental results well and
with low computational cost.

The location of the fundamental direct gap of ReS2, predicted by our calculations to
be at Z, is in agreement with recent direct measurements of the band dispersion using
ARPES[25, 40, 41] and a recent theoretical study employing quasiparticle approxima-
tions.[28] For the case of ReSe2, our high-density k-mesh calculations predict an indirect
fundamental bandgap of 1.10 eV, with both the VBM and the CBM located away from
high-symmetry points (named J2 and J3, respectively, coordinates shown in Table S1 of
the S.I.). This is in agreement with recent studies, which also found an indirect bandgap
with the VBM close to the J2 point.[26, 60] Several other studies that take only high-
symmetry k-paths into account for evaluating the band structure predict either direct
or indirect bandgaps for ReSe2 near the Z or Γ point.[23, 28, 38, 61, 62] It has also
been suggested that the indirect and the direct bandgap are close in energy, and the
discussion about the nature of the fundamental bandgap for ReSe2 is still ongoing.[60,
61, 62, 26] At higher pressure, an overall narrowing of the bandgap takes place along the
whole BZ with increasing pressure, as previously evidenced in theoretical studies.[38, 63]
This trend can be seen in the lowest panel of Fig. 4.4 and results in an enhancement of
the indirect nature of the fundamental gap for both ReS2 and ReSe2 at HP.

To assign the A and B transitions, we compare the experimental and calculated pres-
sure dependence of the first two direct transitions. This is shown in Fig. 4.3, where the
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high-symmetry paths for the calculation of the band structure, or
choosing functionals that fail to capture the details of the complex
electronic structure of ReX2. Hence, in order to accurately describe
the band structure of complex materials like ReX2, it is important

to consider the whole 3D-BZ, and to devote careful attention to
the choice of the functional. Recent contributions show that the
choice of the functional influences the number and location of
VBM and conduction band minimum (CBM) in ReX2.

25,41,49 The
results of the meta-GGA SCAN functional employed here seem to
reproduce the experimental results well and with low-
computational cost.
The location of the fundamental direct gap of ReS2, predicted

by our calculations to be at Z, is in agreement with recent direct
measurements of the band dispersion using ARPES25,40,41 and a
recent theoretical study employing quasiparticle approxima-
tions.28 For the case of ReSe2, our high-density k-mesh calculations
predict an indirect fundamental bandgap of 1.10 eV, with both the
VBM and the CBM located away from high-symmetry points
(named J2 and J3, respectively, coordinates shown in Table S1 of
the S.I.). This is in agreement with recent studies, which also found
an indirect bandgap with the VBM close to the J2 point.26,49

Several other studies that take only high-symmetry k-paths into
account for evaluating the band structure predict either direct or
indirect bandgaps for ReSe2 near the Z or Γ point.23,28,38,50,51 It has
also been suggested that the indirect and the direct bandgap are
close in energy, and the discussion about the nature of the
fundamental bandgap for ReSe2 is still ongoing.49–52 At higher
pressure, an overall narrowing of the bandgap takes place along
the whole BZ with increasing pressure, as previously evidenced in
theoretical studies.38,53 This trend can be seen in the lowest panel
of Fig. 3 and results in an enhancement of the indirect nature of
the fundamental gap for both ReS2 and ReSe2 at HP.
To assign the A and B transitions, we compare the experimental

and calculated pressure dependence of the first two direct
transitions. This is shown in Fig. 4, where the pressure dependence
of the variation of energy is plotted for both, calculated bandgaps
(crosses) and measured excitonic transitions (full symbols). The
figure plots the variation of energy rather than absolute values.
This allows to directly compare theoretical calculations with

Fig. 3 Electronic dispersion curves for ReS2 (left) and ReSe2 (right) as
calculated using the SCAN functional at zero pressure (black curves)
and 20 kbar (red curves). The corresponding matrix elements have
been calculated for each k-point, the stronger transitions are located
around Z and K1 for ReS2 and around Z and J1 points for ReSe2. In
the lower panels, the direct bandgap energy is plotted along the
studied wave vectors

Fig. 4 Increment of exciton energy versus pressure plotted for the transitions A (red color) and B (blue color) from measurements on ReS2
(top) and ReSe2 (bottom), as well as the calculated values of the transport bandgap using the SCAN functional (crosses). The straight lines are
linear fits to the experimental values. Pressure coefficients of each transition are included
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Figure 4.4: Increment of exciton energy versus pressure plotted for the
transitions A (red color) and B (blue color) from measurements on ReS2
(top) and ReSe2 (bottom), as well as the calculated values of the transport
bandgap using the SCAN functional (crosses). The straight lines are linear
fits to the experimental values. Pressure coefficients of each transition are
included .

pressure dependence of the variation of energy is plotted for both, calculated bandgaps
(crosses) and measured excitonic transitions (full symbols). The figure plots the varia-
tion of energy rather than absolute values. This allows to directly compare theoretical
calculations with experimental results, neglecting energetic differences arising from the
DFT bandgap underestimation and excitonic binding energy. As can be seen in the
figure, our calculations predict distinct pressure coefficients for each transition, which is
also observed experimentally. The calculated pressure coefficients of ReS2 (−1 and −3.4
meV/kbar) and ReSe2 (−4.2 and −0.7 meV/kbar) slightly differ from the measured val-
ues. We attribute the differences to the effect of structural distortion at high pressure on
the position of the maximum of the matrix elements in the reciprocal space. Taking this
into account, the differences between calculated and experimental pressure coefficients
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agree within the experimental and calculated errors (which are lower than ±0.3 and
±1.2 meV/kbar, respectively). Most importantly, the qualitative trend is reproduced in
our calculations, namely a negative pressure coefficient of distinct magnitude for both
transitions. After comparing the pressure coefficients (see Fig. 4.3), transitions A (red
symbols) and B (blue symbols) are unambiguously assigned to the Z (J1) and K1 (Z)
k-point for ReS2 (ReSe2), respectively. The calculated pressure coefficients within the
SCAN functional can be reproduced by HSE06 calculations (differences in the pressure
coefficients are below ±0.5 meV/kbar, as shown in Tables S3 and S4 in the S.I.), which
further supports the provided assignation.

The current assignation of the transition A at the J1 k-point for ReSe2 is in contrast
with previous assumptions that all the excitonic transitions took place around the Z
point of the BZ.[23] This result should be taken into account for future work on the
compositional dependence of the bandgap of the ReSe2−xSx alloy, since J1 is away from
either Z or K1 (coordinates are shown in Table S1 of the S.I.). Previous absorption[64]
and piezoreflectance[39] measurements along the entire composition range found evidence
that the nature of the bandgaps is similar for the ReSe2−xSx compositional end members.
However, while we found that both direct excitonic transitions are similar in energy (the
transition energy in J1 is only ≈ 40 meV below that at Z), they belong to different
k-points between different compositional end members. Hence, it is expected that the
compositional dependence of the lowest direct transition (i.e., transition A) exhibits a
crossover from the J1 for ReSe2 to Z for ReS2.

4.4 Discussion

Owing to its different crystallographic structure, the optoelec tronic properties of ReX2

are drastically different from those of group 6 TMDCs. Remarkably, the pressure co-
efficient of the first direct optical transition is negative, in contrast to other TMDCs.
Figure 4.5 shows the pressure coefficient of the first direct optical transition for MX2
TMDCs (M = Mo, W, and Re and X = S and Se), as measured by HP PR spectroscopy
elsewhere,[65] together with the present experimental results for ReX2. While MoX2
and WX2 exhibit positive-pressure coefficients, this is not the case for ReX2, which
exhibits negative-pressure coefficients. As a general trend, a closing of the bandgap
with increasing pressure (i.e., negative pressure coefficient) is expected for all TMDCs,
since all TMDCs metallize at HP (metallization takes place around 350 kbar for ReX2).
Still, while their indirect bandgaps decrease with pressure, all group 6 TMDCs exhibit
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a positive-pressure coefficient of the direct gaps.[63, 66] Such striking difference is ac-
counted for by the particular crystallographic structure of ReX2, and the particular
electronic configuration of Re: with respect to group 6 transition metals, rhenium com-
pounds possess one more valence electron, and the valence and conduction band states
are importantly characterized by the Re-d orbitals. To investigate the physical origin
of the negative direct pressure coefficient, and its connection with the reduced van der
Waals interaction in ReX2, we performed an orbital analysis of the states associated
with the A and B transitions.

experimental results, neglecting energetic differences arising from
the DFT bandgap underestimation and excitonic binding energy.
As can be seen in the figure, our calculations predict distinct
pressure coefficients for each transition, which is also observed
experimentally. The calculated pressure coefficients of ReS2 (−1
and −3.4 meV/kbar−1) and ReSe2 (−4.2 and −0.7 meV/kbar−1)
slightly differ from the measured values. We attribute the
differences to the effect of structural distortion at high pressure
on the position of the maximum of the matrix elements in the
reciprocal space. Taking this into account, the differences between
calculated and experimental pressure coefficients agree within the
experimental and calculated errors (which are lower than ±0.3 and
±1.2 meV/kbar, respectively). Most importantly, the qualitative
trend is reproduced in our calculations, namely a negative-
pressure coefficient of distinct magnitude for both transitions.
After comparing the pressure coefficients (see Fig. 4), transitions A
(red symbols) and B (blue symbols) are unambiguously assigned
to the Z (J1) and K1 (Z) k-point for ReS2 (ReSe2), respectively. The
calculated pressure coefficients within the SCAN functional can be
reproduced by HSE06 calculations (differences in the pressure
coefficients are below ±0.5 meV/kbar, as shown in Tables S3 and
S4 in the S.I.), which further supports the provided assignation.
The current assignation of the transition A at the J1 k-point for

ReSe2 is in contrast with previous assumptions that all the
excitonic transitions took place around the Z point of the BZ.23

This result should be taken into account for future work on the
compositional dependence of the bandgap of the ReSe2−xSx alloy,
since J1 is away from either Z or K1 (coordinates are shown in
Table S1 of the S.I.). Previous absorption54 and piezoreflectance39

measurements along the entire composition range found
evidence that the nature of the bandgaps is similar for the
ReSe2−xSx compositional end members. However, while we found
that both direct excitonic transitions are similar in energy (the

transition energy in J1 is only ≈40meV below that at Z), they
belong to different k-points between different compositional end
members. Hence, it is expected that the compositional depen-
dence of the lowest direct transition (i.e., transition A) exhibits a
crossover from the J1 for ReSe2 to Z for ReS2.

DISCUSSION
Owing to its different crystallographic structure, the optoelec-
tronic properties of ReX2 are drastically different from those of
group 6 TMDCs. Remarkably, the pressure coefficient of the first
direct optical transition is negative, in contrast to other TMDCs.
Figure 5 shows the pressure coefficient of the first direct optical
transition for MX2 TMDCs (M=Mo, W, and Re and X= S and Se),
as measured by HP PR spectroscopy elsewhere,42 together with
the present experimental results for ReX2. While MoX2 and WX2
exhibit positive-pressure coefficients, this is not the case for ReX2,
which exhibits negative-pressure coefficients. As a general trend, a
closing of the bandgap with increasing pressure (i.e., negative-
pressure coefficient) is expected for all TMDCs, since all TMDCs
metallize at HP (metallization takes place around 350 kbar for
ReX2). Still, while their indirect bandgaps decrease with pressure,
all group 6 TMDCs exhibit a positive-pressure coefficient of the
direct gaps.53,55 Such striking difference is accounted for by the
particular crystallographic structure of ReX2, and the particular
electronic configuration of Re: with respect to group 6 transition
metals, rhenium compounds possess one more valence electron,
and the valence and conduction band states are importantly
characterized by the Re-d orbitals. To investigate the physical
origin of the negative direct pressure coefficient, and its
connection with the reduced van der Waals interaction in ReX2,
we performed an orbital analysis of the states associated with the
A and B transitions.
The orbital composition of the states of the A and B direct

transitions is shown in Table 1 for ReS2 and ReSe2. The CBM and
VBM of ReS2 are dominated by Re-dz2 orbitals, in agreement with
recent calculations,25 while for ReSe2, the orbital contributions are
more diverse. In the table, Re-dz2 and X-p z orbital contributions,
which importantly contribute to the band edge states25 and show
out-of-plane character,40,52 are highlighted since these are
expected to be highly sensitive to the interlayer interaction. The
z-axis denotes the out-of-plane direction, so that z orbitals are
located at least partially within the van der Waals gap. With
increasing pressure, states with large contributions from Re-dz2
and X-p z orbitals destabilize, and therefore rise in energy with
increasing pressure. Such destabilization has been attributed to
Coulomb repulsion of antibonding p orbitals between interlayer
chalcogen atoms for MoS2.

56–58 Similarly, dz2 orbitals are fairly
delocalized and directed perpendicular to the layers. The role of
orbital contribution to the bandgap dependence on interlayer
distance is well studied for other TMDCs, and is the state-of-the-art

Fig. 5 Histogram showing the pressure coefficient of the first direct
optical transitions of MoX2 and WX2 published elsewhere42 and
ReX2 (X= S and Se), as obtained from high-pressure photoreflec-
tance measurements

Table 1. Calculated orbital composition of the important extrema (transitions A and B) of the electronic band structure of ReS2 and ReSe2

Material k-point Assigned transition Orbital composition

ReS2 Z A VBM: 33% dz2 + 20% dxz + 15% pz+ 14% dxy+…
CBM: 33% dz2 + 22% p x+ 18% dx2!y2 + 14% dxy+…

K1 B VBM: 32% dz2 + 22% pz+ 15% dxz+ 12% dxy+…
CBM: 31% dz2 + 20% p x+ 19% dx2!y2 + 1 % dxy+…

ReSe2 J1 A VBM: 50% pz+ 15% dz2 + 12% p y+ 7% dx2!y2 +…
CBM: 21% dx2!y2 + 21% dz2 + 16% p y+ 12% dyz+ 11% dxz+…

Z B VBM: 31% dyz+ 25% dx2!y2 + 17% dz2 + 9% p y+ 9% pz+…
CBM: 32% dz2 + 30% p y+ 14% dx2!y2 + 9 dxy+ 6% pz+…

Highly interlayer-affected orbitals (p z, dyz, and dz2 ) are highlighted in bold. The d-orbital contributions come solely from Re atoms, while p z orbitals are primarily
of chalcogen atoms
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Figure 4.5: Histogram showing the pressure coefficient of the first direct
optical transitions of MoX2 and WX2 published elsewhere42 and ReX2
(X = S and Se), as obtained from high-pressure photoreflec tance mea-
surements .

The orbital composition of the states of the A and B direct transitions is shown in
Table 4.1 for ReS2 and ReSe2. The CBM and VBM of ReS2 are dominated by Re-dz2
orbitals, in agreement with recent calculations,[25] while for ReSe2, the orbital contri-
butions are more diverse. In the table, Re-dz2 and X-pz orbital contributions, which
importantly contribute to the band edge states[25] and show out-of-plane character,[40,
26] are highlighted since these are expected to be highly sensitive to the interlayer in-
teraction. The z-axis denotes the out-of-plane direction, so that z orbitals are located
at least partially within the van der Waals gap. With increasing pressure, states with
large contributions from Re-dz2 and X-pz orbitals destabilize, and therefore rise in en-
ergy with increasing pressure. Such destabilization has been attributed to Coulomb
repulsion of antibonding p orbitals between interlayer chalcogen atoms for MoS2.[67, 68,
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Material k-point Transition Orbital composition

ReS2

Z A VBM: 33 % dz2 + 20 % dxz + 15 % pz + 14 % dxy

CBM: 33 % dz2 + 22 % px + 18 % dx2−y2 + 14 % dxy

K1 B VBM: 32 % dz2 + 22 % pz + 15 % dxz + 12 % dxy

CBM: 31 % dz2 + 20 % px + 19 % dx2−y2 + 14 % dxy

ReSe2

J1 A VBM: 50 % pz + 15 % dz2 + 12 % py + 7 % dx2−y2

CBM: 21 % dx2−y2 + 21 % dz2 + 16 % py + 12 % dyz

Z B VBM: 31 % dyz + 25 % dx2−y2 + 17 % dz2 + 9 % pz

CBM: 32 % dz2 + 30 % py + 14 % dx2−y2 + 6 % pz

Table 4.1: Calculated orbital composition of the important extrema
(transitions A and B) of the electronic band structure of ReS2 and ReSe2.
The highly interlayer-affected orbitals are pz, dyz and dz2 . The d orbital
contributions come solely from Re atoms, while pz orbitals are primarily
of chalcogen atoms.

69] Similarly, dz2 orbitals are fairly delocalized and directed perpendicular to the lay-
ers. The role of orbital contribution to the bandgap dependence on interlayer distance
is well studied for other TMDCs, and is the state-of-the-art explanation for the direct-
to-indirect bandgap crossover of MoS2 at its transition from monolayer to bulk.[67, 70]
Quantitatively, increasing pressure has a similar effect on the electronic structure as in-
creasing the number of layers, i.e., pressure results in a stronger interaction of electrons
along the van der Waals gap and a reduction of interlayer distance. In fact, the pressure
and strain dependence of the bandgap of MoX2 has been explained in terms of orbital
contributions to the bandgap states.[71, 72] Hence, larger contributions of the Re-dz2

and X-pz orbitals in the VBM with respect to the CBM would result in a narrowing of
the bandgap with increasing pressure, which is the case for ReX2 as discussed in detail
below.

The orbital interplay on the bandgap reduction of ReX2 with increasing pressure/strain
has been previously hinted[11, 36], but never evaluated from orbital analysis. For the
case of ReS2, the highest contribution to the analyzed states arises from Re-dz2 . In
Table 4.1, it can be seen that larger contributions of the pz orbital take place in the
VBM with respect to the CBM. Hence, at higher pressures, the VBM experiences a
stronger destabilization than the CBM, resulting in a narrowing of the bandgap, as ob-
served experimentally. Furthermore, the transition at K1 (i.e., transition B) exhibits
a significantly higher contribution from the S-pz states, which accounts for its more
negative pressure coefficient with respect to the transition at Z (i.e., transition A), as
observed experimentally (see Fig. 4.3). Similarly, for the case of ReSe2, the contribu-
tions from the Se-pz and Re-dz2 orbitals to the VBM are large, which implies a large
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redshift of the transition at J1 (i.e., transition A) with increasing pressure, in agreement
with the experimentally observed large negative pressure coefficients for the transition
A (see Fig. 4.3). In contrast, the transition at Z (i.e., transition B) shows only moderate
contributions of Se-pz in the VBM. To account for the negative pressure coefficient of
transition B, we suggest that the Re-dyz orbitals might play a significant role. In con-
clusion, the bandgap narrowing with increasing pressure on the transitions A and B of
ReX2 is mainly accounted for by an increased contribution of X-pz orbitals in the VBM.

So far, it has been shown that the negative-pressure coefficients observed for the
direct transitions in ReX2 can be qualitatively explained from orbital theory. However,
the value of the pressure coefficient could be influenced by the reduced van der Waals
interactions present in ReX2 with respect to other TMDCs. To elucidate whether ReX2

exhibits a decreased van der Waals interaction with respect to MoS2, we compare the
effect of orbital interplay on the pressure coefficient between both compounds. For MoS2,
a negative pressure coefficient of the indirect bandgap has been predicted to be in the
range −3.79 to −7.9 meV/kbar.[65] Such a low-pressure coefficient is a consequence of
a strong blueshift of the VBM at Γ, where the orbital contributions from dz2 and pz
orbitals are strong, i.e., 60% Mo-dz2 + 30% S-pz.[67] However, the contribution of the
dz2 and pz to the CBM (at K) is in the same order of magnitude, i.e., 86% Mo-dz2 +
9% S-pxy + 5% S-pz. Since the direct pressure coefficients of ReS2 and ReSe2 (i.e., −4.2
meV/ kbar and −3.5 meV/kbar) are similar to the indirect pressure coefficient in MoS2,
we conclude that the decreased van der Waals interactions in ReX2 (as evidenced by HP
XRD [30, 31]) and low frequency Raman measurements[29]) do not play a significant
role in its pressure coefficient.

To summarize, we performed HP PR measurements on ReS2 and ReSe2 samples
obtained from different sources and grown on different conditions. Our results reveal
that two main excitonic transitions decrease in energy with increasing pressure for each
material. For the case of ReS2, the obtained pressure coefficients for the A and B
transitions are −2.3 and −4.2 meV/kbar, respectively, and for ReSe2, −3.5 and −1.3
meV/kbar, respectively. Polarization-resolved measurements allowed to measure a third
transition for ReS2, as well as determining the crystal orientation and assessing the
structural stability up to 20 kbar in ReX2.

The electronic band structure of ReS2 and ReSe2 was calculated from ab initio calcu-
lations within the density functional theory, using the meta-GGA SCAN functional. We
probed the whole BZ in order to explore all the possible direct transitions around the
bandgap. The calculations were performed at different pressure values, which allowed
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the comparison of the experimental and theoretical results and assignment of each tran-
sition. For ReS2, the transitions A and B were assigned to Z and K1 k-points of the
BZ, whereas for ReSe2, the A and B transitions were assigned to the J1 and Z points,
respectively (with both K1 and J1 located away from the high symmetry k-points).
The negative pressure coefficients measured in ReX2 were explained in terms of orbital
analysis. This allowed us to conclude that the destabilization of the pz orbital with
increasing pressure is mostly responsible for the measured pressure coeffi cients. This
work evidences that ReX2 does not exhibit a strong electronic decoupling and hence
the optoelectronic properties of few-layered ReX2 could be drastically different from the
bulk form.
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Abstract

Spectral ordering between dark and bright excitons in transition metal dichalcogenides
is of increasing interest for optoelectronic applications. However, little is known about
dark exciton energies and their binding energies. We report the exciton landscape includ-
ing momentum-forbidden dark excitons of MoS2 monolayer using single shot GW-Bethe
Salpeter equation (G0W0-BSE) calculations. We find the lowest-energy exciton to be
indirect at (K′v → Kc) in agreement with recent GdW-BSE calculations [2D Mater.
6, 035003 (2019)]. We also find that by large, the lowest-energy dark exciton bind-
ing energies (Eb) scale with the quasiparticle energies (Eg) according to the empirical
Eb/Eg = 0.25 rule. Differences in exciton binding energies are explained using an orbital
theory.

5.1 Introduction

Two-dimensional transition metal dichalcogenides (TMDCs) like monolayer (ML) MoS2

exhibit an intricate electronic fine structure that offers an abundance of possibilities to
manipulate their optical and electrical properties and exploit them for novel devices. A
fascinating aspect of ML materials that sets them apart from their bulk equivalents is
the behavior of excitations: Quasi-particles formed by an excited electron and a hole
(excitons) experience a greater Coulomb attraction in a monolayer material because of
the lack of screening in the third dimension. These excitonic effects dominate the optical
response of ML TMDCs.

Excitons can be either bright (optically accessible) or dark (optically inaccessible).
Dark excitons can be classified according to two main characteristics: spin and loca-
tion in momentum space of the electron and hole. Spin-forbidden dark excitons are
quasiparticles where the electron and the hole occupy the same position in momentum
space, however, their spin is opposite and thus radiative recombination is not possible.
Momentum-forbidden dark excitons consist of an electron and a hole located at different
points in momentum space. Unassisted recombination is not possible for these indirect
excitons either, thus they are dark.

Besides the bright states, dark excitons have a considerable influence on the optical
response of TMDC MLs.[1] For example, spectral closeness of dark excitons to bright
excitons can cause a significant drop of the photoluminescent yield in ML MoS2 [2].
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Similarly, higher-energy momentum-forbidden dark excitons can serve as a reservoir of
charge carriers for bright transitions that are lower in energy and thus enhance the
response for TMDC MLs [3]. Indirect excitons have also been related to the achievable
degree of circular polarization in TMDC MLs [4] and the formation of quantum dots in
bilayer WSe2 [5]. In addition, dark excitons in WSe2 can be activated or brightened,
i.e. the photoluminescence intensity increases, in the presence of a magnetic field which
leads to the creation of bright excitons with long and tunable life times.[6, 7] Brightening
can also be achieved by strain [8] or the adsorption of high-dipole molecules [9], allowing
for completely new device concepts in the design of high-sensitivity sensors.

Knowledge of the spectral relation of dark and bright excitons is important to fully
understand the optical response of monolayer TMDCs.[1, 10] This is especially crucial
for ML MoS2 for which the ordering of the lowest-energy bright and dark excitons is
still being discussed [11, 12, 13]. The spectral ordering of bright and dark excitons de-
pends mainly on the amount of band splitting caused by spin-orbit coupling as well as
difference of the exciton binding energies. Initially, the emphasis was placed on studying
direct excitons.[14] However, comprehensive quantitative studies of the excitonic land-
scape including indirect, finite-momentum excitons are scarce. Important contributions
were made first by Malic et al. [15] who calculated the optical response of group-VI
TMDCs. They emphasized the importance of excitonic corrections to the band struc-
ture that can lead to a change of the band character from direct to indirect or affect
the ordering of bright and dark states. However, their results showed only qualitative
trends. Berghäuser et al. [16] obtained the exciton landscape of monolayer MoS2 and
other group-VI TMDCs using pump-probe experiments and an empirically parameter-
ized quantum model. According to their study, the lowest-energy state for ML MoS2

is a dark (indirect) exciton with its hole located at Γv and the electron located at K′c
(Γv → K′c). Very recently, Deilmann and Thygesen [17] reported calculations of the
exciton landscape including indirect excitons in the GdW+BSE scheme, where the ap-
proximation dW = W−Wmetal enables a higher computational efficiency[18]. They found
the excitonic state of monolayer MoX2 to be dark (indirect) and located at Kv → K′c.

In this report, we use ab initio calculations [single-shot GW (G0W0) + BSE beyond
the Tamm-Dancoff approximation (TDA)] to explore the whole bright and dark exci-
tonic landscape of ML MoS2 to contribute to the ongoing discussion. According to our
results, the exciton ground state is a dark indirect exciton at Kv → K′c. We show that
lowest-energy spin-forbidden and indirect excitons obey the universal relationship be-
tween exciton energy and exciton binding energy proposed for bright excitons in ML 2D
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materials[19]. We discuss the variations in the binding energies in the light of orbital
theory. We also show that the relationship breaks down for higher-energy excitons.

5.2 Methods

5.2.1 G0W0+BSE calculations

We performed G0W0-BSE ab initio calculations. The procedure for GW-BSE calcula-
tions is as follows: In the GW step the electronic ground state previously obtained using
density functional theory [20] is corrected for quasiparticle effects. This correction is ob-
tained by solving for the self-energy which includes the many-body exchange-correlation
interactions in a single shot. In Hedin’s method [21], the self-energy is approximated by
the product of the one-particle Green’s function G and the screened Coulomb potential
W . The quasiparticle corrected energies and wave functions are used as input for the
BSE which describes interactions of electron-hole pairs and directly yields the optical
excitation energies. The exciton wave function is constructed as an expansion in terms
of quasiparticle wave functions, and then the BSE can be solved self-consistently as an
eigenvalue problem. In most cases, it is sufficient to solve the BSE in the TDA [22, 23,
24]: (

Eck+Q − Evk
)
A

(S,Q)
vck +

∑
v′c′k′

KAA
vck,v′c′k′(Q)A(S,Q)

v′c′k′ = Ω(S,Q)A
(S,Q)
vck . (5.1)

Here Ω(S,Q) is the exciton energy (the eigenvalue), Evk (Eck+Q) are the energies of
the valence band (conduction band) obtained in the GW step, A(S,Q)

vck are expansion
coefficients for the exciton wave function, and K is the interaction kernel which contains
all the electron-hole interactions. Details concerning the mathematical form of K can
be found in Leng et al. [24]. The index Q denotes a momentum transfer by a certain Q
vector. Here, we went beyond the TDA, including resonant-antiresonant coupling (KAB,
KBA):[24] 

(
Eck+Q − Evk

)
A

(S,Q)
vck +

∑
v′c′k′

KAA
vck,v′c′k′(Q)A(S,Q)

v′c′k′

+
∑
v′c′k′

KAB
vck,v′c′k′(Q)B(S,Q)

v′c′k′ = Ω(S,Q)A
(S,Q)
vck(

Eck+Q − Evk
)
B

(S,Q)
vck +

∑
v′c′k′

KBB
vck,v′c′k′(Q)B(S,Q)

v′c′k′

+
∑
v′c′k′

KBA
vck,v′c′k′(Q)A(S,Q)

v′c′k′ = Ω(S,Q)B
(S,Q)
vck

(5.2)
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Where B(S,Q)
vck are expansion coefficients for the antiresonant part of the exciton wave

function.

The main reason to conduct calculations beyond the TDA for our work was that the
software used does not recommend the calculation of finite-momentum excitons within
the TDA. The TDA has been shown to break down for nanoscale systems [25, 26, 27]
and to deviate from experiment for finite-momentum excitons in silicon.[28] However,
we do not expect the resonant-antiresonant coupling to have a great effect on the optical
properties of a ML TMDC.

To the best of our knowledge, solving the BSE beyond the TDA has not yet been
reported for group-VI metal transition dichalcogenides. In the following we describe the
details of our settings used to perform the G0W0-BSE beyond TDA calculations.

5.2.2 Computational details

The calculations were performed with the Vienna ab initio package (VASP) [29, 30],
version 5.4.4. The projector-augmented wave method [31, 32] was used to treat core and
valence electrons with 14 electrons for Mo, and 6 electrons for S explicitly included in
the valence states. The plane-wave energy cutoff was set to 400 eV. Recommended GW
projector-augmented wave potentials supplied by VASP were employed for all atoms.
The Perdew-Burke-Ernzerhof[33] exchange-correlation functional was used to obtain the
electronic ground state with density functional theory[34, 35]. To ensure minimal inter-
layer coupling, monolayers were separated by 21.5 Å of vacuum which is sufficient for the
longitudinal component of the macroscopic static dielectric tensor to be close to unity.
Atomic positions and lattice vectors were fully relaxed with a tolerance of 0.01 eV/Å.
Only the c vector (out-of-plane vector) was fixed during the relaxation procedure. Elec-
tronic minimization was performed with a tolerance of 10−7 eV and convergence accel-
erated with Gaussian smearing of the Fermi surface by 0.05 eV. The Brillouin zone was
sampled with a 12× 12× 1 Γ-centered k-point mesh in order to include high symmetry
points in the k mesh and ensure sufficient accuracy of the exciton binding energy that
is highly dependent on the density of the k mesh[36]. After structure relaxation, we
obtained a lattice constant of 3.185 Å, a metal-chalcogen (M-X) bond length of 2.414 Å,
and a chalcogen-chalcogen X-X bond length of 3.12838 Å. The obtained lattice constant
is close to the experimental lattice constant of bulk MoS2 (a = 3.16 Å) [37, 38, 39] and in
excellent agreement with other computational studies[40, 41, 42]. The M-X bond length
is in very good agreement with experimental data [43, 44].
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For all calculations following the relaxation procedure, we considered spin-orbit cou-
pling and included 640 bands (26 of them occupied) in order to have enough empty bands
for the ensuing GW calculations. Further, the orbitals were enforced to have real values
at the Gamma point and points at the edge of the Brillouin zone and as a consequence
the symmetry was turned off.

We calculated the quasiparticle band structure at the single-shot G0W0 level of theory.
For the response function we set a cutoff of 250 eV; this parameter controls how many G-
vectors are included in the GW-calculation. The number of frequency grid points was set
to 96. For visualizing the quasiparticle band structure we applied Wannier interpolation
using the WANNIER90 program[45].

The BSE calculations were carried out beyond the Tamm-Dancoff approximation us-
ing the full BSE Hamiltonian [28], which means that resonant-antiresonant coupling is
included. For solving the BSE, we considered 6 occupied bands and 8 virtual (unoccu-
pied) bands of the quasiparticle band structure as a basis for excitonic eigenstates. To
obtain finite-momentum excitons, we iterated over all possible Q vectors that could be
selected for the given k mesh in the first Brillouin zone (in total 144) and additional Q
vectors outside the first Brillouin zone to include the K′v → Kc, Kv → K′c and K′v → Λc
transitions. For all Q vectors, we obtained the lowest 100 eigenstates as output. We
chose the k point with the biggest contribution to the exciton wave function (high-
est amplitude) for each eigenstate as the momentum vector of the hole of the exciton.
Exciton binding energies were calculated by subtracting the BSE eigenvalues from the
GW band gap matching the position of hole and electron of the exciton in momentum
space. To distinguish between spin-parallel and spin-antiparallel states, the spinor up
and down components (α and β) were determined from spin projections as described in
Refs. Giustino [46] and Zheng, Yu, and Rubel [47].

We would like to point out certain limits of our methods. The G0W0-BSE procedure
as implemented in VASP and as used for this work does not provide the option to trun-
cate the Coulomb interaction between periodic images. Carefully conducted studies[48,
49] show that Coulomb truncation is essential for achieving convergence of the GW
band energy corrections, as without the truncation the periodic images of the monolayer
increase the dielectric function, especially in the low Q limit. Further, a very high k

mesh up to 300× 300× 1 is required in order to converge the exciton binding energy to
within 0.1 eV.[49] As our G0W0 calculations and the BSE beyond TDA calculations were
conducted without considering geometrical and time reversal symmetries, the computa-
tional cost precludes the use of fine k meshes (due to excessive memory requirements).

89

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/materials
https://www.eng.mcmaster.ca/materials


Doctor of Philosophy– Magdalena Laurien; McMaster University– Department of
Materials Science and Engineering

However, the errors of not truncating the Coulomb interaction and using a coarse k mesh
partly cancel out.[48]

We conducted convergence tests that suggest that the total error of the quasiparticle
band gap is below 0.1 eV and the variation of the spectral spacing with k grid density
is ca. one order of magnitude smaller than the actual energy spacing [50].

5.3 Results and discussion

We will first discuss the effect of including the resonant-antiresonant coupling (going
beyond the TDA). The TDA affects only the BSE step of the calculations. We performed
a comparative BSE calculation employing the TDA to investigate the effects of the
absence of resonant-antiresonant coupling on the optical properties of ML MoS2. The
results are identical to the full BSE calculations, differences are negligible. This is true
for the spectral spacing of the excitons [51] as well as for the dielectric response (data
not shown).

Now we turn to the results of the main calculations. The quasiparticle band structure
of monolayer MoS2 is shown in Fig. 5.1. The bands are obtained byWannier interpolation
of the GW eigenvalues. The band structure shows a direct band gap of ca. 2.43 eV at the
K and K′ points. These points are equivalent (except for their spin) because of the time-
reversal symmetry. Besides K and K′, Λ and Λ′ are related via time-reversal symmetry.
For future discussions we will only refer to one of the via time-reversal symmetry related
transitions.

The optical response of TMDC monolayers is dominated by the presence of excitons
and their binding energies. As a result, the optical energy gap is much smaller than the
quasiparticle band gap. This can be seen when considering the absorption spectrum of
ML MoS2 for the direct transitions (Q = 0) obtained from our BSE calculations (Figure
5.2a). The A and B excitons are located at ca. 1.8 eV and 1.95 eV, implying binding
energies of about 0.62 and 0.48 eV, respectively. The spin-forbidden dark exciton is
slightly lower in energy than the bright exciton. The absorption spectrum is in good
qualitative agreement with experiments[52, 53] as well as other theoretical studies[54,
55]. The energies of the A and B peak are blue-shifted in comparison to experiment. This
comes about for two reasons; missing substrate effects[56] as well as k grid dependent
binding energies. The denser the k grid, the smaller (i.e., better converged) the binding
energies become [36, 57].
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(a) (b)

Figure 5.1: (a) First Brillouin zone of monolayer MoS2 and (b) quasi-
particle band structure after Wannier-interpolation. The direct band gap
is located at K (K′).

The values obtained from our calculations for the band gap and exciton binding
energies are in good agreement with experiment. Using scanning tunneling spectroscopy
and optical reflectance contrast measurements for MoS2 on fused silica, Rigosi et al. [58]
obtained a binding energy of the bright excitons of 0.31±0.04 eV and an electronic band
gap of 2.17±0.1 eV. The results of our calculation with Eb = 0.624 eV and Eg = 2.42 eV
are slightly higher than the experimental values because the calculations are obtained for
a free-standing monolayer and a relatively coarse k mesh. Other computational studies
using GW-BSE found results that are quite close to ours obtaining 2.42 eV for the band
gap and 0.57 eV for bright exciton binding energy [19]. The difference in the Eb can be
explained with the k mesh density: Jiang et al. [19] used a k mesh of 16 × 16 × 1 (our
calculations: 12× 12× 1) and the binding energy strongly depends on the k mesh [36].
For example, in our convergence calculations for the lowest-energy direct exciton at the
K point, we found an exciton binding energy of 0.551 eV for a k grid of 15× 15× 1 and
nearly a twice as large binding energy of 1.061 eV for a k grid of 6× 6× 1 [57].

Figure 5.2b shows the spectra for indirect excitons with a Q vector of (-1/3, 2/3,
0). This Q vector captures the the K′v → Kc and Γv → K′c transitions. It becomes clear
that there exists a smaller-energy exciton that is indirect at K′v → Kc with an exciton
energy of less than 1.8 eV.

To capture the effect of all important indirect excitons on the quasiparticle band
structure, we plot the exciton band structure in a two-dimensional fashion. This allows
us to show the renormalization of the eigenvalues caused by direct, indirect, and dark
excitons at the same time. In Fig. 5.3 the landscape of bright and dark excitons in ML
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Figure 5.2: Absorption spectra of MoS2. Shown is the imaginary part
of the dielectric function obtained from the BSE calculation. (a) Q = 0
denotes the absorption spectrum of the direct transitions. The first two
absorption peaks denote the A and B excitons located at the K point. The
dark (spin-forbidden) exciton is lower in energy than the bright exciton for
both A and B excitons. (b) Q = (−1/3, 2/3, 0) captures the the K′v → Kc

and Γv → K′c transitions. The indirect exciton at K′v → Kc is clearly
lower in energy than the dark direct exciton at K.

MoS2 is shown for the most important points in momentum space.

To accommodate momentum forbidden dark excitons, the k vectors of the electron
and hole of an exciton are displayed separately on the two axes of the graph. Further,
we distinguish between spin-up and spin-down states to allow for the visualization of
spin-forbidden excitons. As a result, bright excitons are seen on the dashed red diagonal
line, spin-forbidden direct excitons are on the dotted blue line, and momentum-forbidden
excitons are located to the sides. Also, spin-allowed excitons are distributed in the lower
half of the plot while spin-forbidden excitons being placed in the upper half. Each bubble
represents an exciton; the colour displays the exciton energy and the radius of the bubble
corresponds to the exciton binding energy. The symmetry of the wave function Φ of the
exciton can be expressed as:

Φ (kh,ke, sh, se) = Φ∗ (−kh,−ke,−sh,−se) . (5.3)

As a result, excitons |kh,ke, sh, se〉 and | − kh,−ke,−sh,−se〉 should have the same
properties. As necessitated by our procedure, we calculated the whole Brillouin zone
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Figure 5.3: MoS2 exciton landscape including dark and bright excitons.
The color scale reflects the exciton energy and the circle size represents
the exciton binding energy. In order to display finite-momentum excitons,
hole and electron k vectors are displayed separately on the horizontal and
vertical axis, respectively. The lowest-energy exciton (star) is located at
K′v ↑→ Kc ↓ and is therefore momentum-forbidden. The highest binding
energy (spades) occurs for an indirect exciton at Γv ↑→ Λ′c ↓.

irrespective of time reversal symmetry. Because of this, our results showed computational
inaccuracies in the single-digit meV range for the band energies (and the K point exciton
energies) between per definition of time reversal symmetry identical states. The energy
values presented here are always chosen from the exciton with the lower energy of the
two (by time reversal symmetry) identical states. Due to time reversal symmetry we
show only one half of the hole states in Fig 5.3. The other half would be equal to the
first by center symmetry. Although unoccupied, we chose to include the Λv and the Γc
states to preserve the center symmetry.

The exciton with the largest binding energy of 0.712 eV (marked with a spade) is
located at Γv ↑ (hole) and Λ′c ↓ (electron) (Γv ↑→ Λ′ ↓). The lowest-energy exciton
(marked with a star) has an energy of 1.784 eV and is located at K′v ↑→ Kc ↓. This
implies that after considering excitonic effects, we find a change of the optical band gap
location of MoS2 with regards to the transport band gap: the optical band gap is now
indirect. The exciton at K′v ↑→ Kc ↓ is 15 meV lower in energy than the bright exciton
at K and 9 meV lower in energy than the spin-forbidden direct exciton at K. The band
ordering is illustrated in Fig. 5.4.
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Figure 5.4: Schematic diagram of the lowest-energy excitons at the K-
K′ valley of ML MoS2. The ordering of solid energy bands corresponds
to the exciton-corrected energies. The dashed conduction bands denote
the quasiparticle band ordering. The lowest-energy exciton is indirect
and located at K-K’. The lowest direct exciton is located at K and spin-
forbidden (dark). This result is linked to spin-orbit coupling and the
differences in the exciton binding energies which are higher for the spin-
and momentum-forbidden excitons than for the bright exciton (637, 639,
and 624 meV, respectively).

Besides the evaluation of the spin-states, dark and bright excitons can be distin-
guished by their oscillator strength. The oscillator strength of bright excitons is several
magnitudes higher than of dark excitons [12]. In Fig. 5.5 we show the oscillator strength
(bubble size) obtained from solving the BSE paired with the quasiparticle band gap
(colour map) in a similar fashion to the exciton landscape. We find that the direct,
spin-allowed excitons at K and K′ are about 1400 times higher in oscillator strength
than their spin-forbidden equivalents.

Figure 5.5 also shows that our GW calculations predict a direct band gap at K
with the valence and conduction band having the same spin. The lower-energy spin-
forbidden excited state after considering excitonic effects arises due to different exciton
binding energies (Eb) of the dark and the bright exciton: The Eb of the indirect dark
exciton (Eb = 0.637 eV) is about 13 meV higher than the binding energy of the bright
exciton (Eb = 0.624 eV) while the spin splitting of the conduction band is only about
7 meV (see Fig. 5.4). Thus, after considering excitonic effects, the spin- transition at K
is lower in energy than the spin-allowed transition. These results are in agreement with
Qiu, da Jornada, and Louie [11] and Deilmann and Thygesen [17] who also found that
the dark exciton at K is lower in energy than the bright exciton. Echeverry et al. [12],
using the GW-BSE method came to the opposite conclusion. Qiu, Jornada, and Louie
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Figure 5.5: MoS2 quasiparticle band gaps (color scale) and oscillator
strengths (bubbles in a log scale) for bright and dark excitons. The quasi-
particle band gap (star) is located at K′ ↑ (K ↓). An indirect band gap
of equal energy is located at K′v ↑ - Kc ↓. The oscillator strength of the
bright transitions is several magnitudes larger than that of the dark tran-
sitions; the highest oscillator strength corresponds to the K′v ↑→ K′c ↑
transition (spades).

[49] attribute the differing results in the literature to different settings of the density
functional theory, GW and BSE parameters.

Now we will discuss the binding energies of the whole exciton landscape in more detail.
Most of the holes of the excitons locate at Γ or K and the electrons of the excitons locate
at the Λ or K (see Fig. 5.3). Interestingly, the exciton binding energy of the excitons
whose hole is at Γ is almost always higher than of excitons whose hole is located at K. For
bulk semiconductors this effect could be explained with the effective mass differences as
holes at the Γ point are heavier than holes at the K point [59]. However, for the binding
energies of 2D materials the effective mass does not play a significant role, provided the
polarizability is large (which is the case for MoS2).[59, 19]

Further, it is well known that the high binding energy of 2D materials originates from
the lack of screening in the third dimension. Hence, we expect one factor for the different
binding energies to be differences in screening depending on the position of the electron
in real space. To qualitatively compare the amount of screening experienced by different
excitons, we performed an orbital analysis for the valence and conduction band states of
each exciton. The basic idea is that electrons occupying orbitals pointing perpendicular
to the layer experience less screening than electrons of orbitals confined within the plane
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of the monolayer. By convention, z is taken as the out-of-plane axis. It is well known,
that for monolayer MoS2 Γv exhibits high contributions of the Mo-dz2 and S-pz orbitals
while the Kv state is mainly composed of dxy orbitals.[43] For our calculations we find
the Γv state to consist of ca. 77 % dz2 + 22 % pz and the Kv state of 41 % dxy + 41 %
dx2−y2 . Thus we can expect excitons at Γv to experience less screening and consequently
have higher binding energies than excitons at Kv.

Figure 5.6 shows the relationship between the quasiparticle band gap and exci-
ton binding energy, including the lowest-energy bright, spin-forbidden and momentum-
forbidden excitons. Generally, excitons at large quasiparticle band gaps have larger
exciton binding energies. We included a dashed line in the figure that represents the
Eb/Eg = 0.25 rule for excitons of 2D materials proposed by Jiang et al. [19]. Momentum-
allowed excitons follow the rule that the exciton binding energy is about 0.25 of quasi-
particle band gap [19] irrespective of their spin. Momentum-forbidden excitons also
generally follow the trend of the exciton binding energy being about 0.25 of the band
gap but with more scattering (ratios from 0.23 to 0.28). The insert of Figure 5.6 shows
a trend for indirect excitons: the higher the binding energy Eb, the higher is the ratio
Eb/Eg. What causes this relationship?

Figure 5.6: Ratio of the exciton binding energy (Eb) and quasiparticle
band gap (Eg) for MoS2. Bright excitons (blue), spin-forbidden excitons
(red) and momentum-forbidden excitons (green) are shown. The relation-
ship of Eb/Eb = 0.25 according to Jiang et al. [19] is shown by a dashed
line. The insert shows the ratio Eb/Eg over Eb. All excitons are contained
in the Eb/Eg range of 0.23 - 0.28 and thus not to far from the 0.25 rule.

In order to explore this in more detail we will next consider the exciton landscape
including higher-energy excitons, up to 100 per Q vector, and their orbital compositions.
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We determined the dz2 and pz orbital contributions of the hole and electron states of
each exciton and plotted the sum of them against the Eb/Eg ratio (Figure 5.7). For
the lowest-energy excitons, excitons with higher Eb/Eg ratios show a higher percentage
of dz2 and pz orbitals. In other words, there exists a correlation between the Eb/Eg
ratio on the orbital contributions. This result explains the range in the Eb/Eg ratio
observed in Figure 5.6. It can also be seen that the direct excitons (red circles in
Figure 5.7) are confined to a narrow region of dz2 and pz percentage, just below 50
%. As a result, the Eb/Eg ratio does not scatter as much for the direct lowest-energy
excitons as for the indirect excitons. However, upon including higher-energy excitons,
the Eb/Eg = 0.25 relationship completely breaks down; the Eb/Eg ratio also becomes
largely independent of the orbital composition. The relationship of binding energy and
orbital contributions becomes less clear and has vanished when the 100 lowest-energy
excitons for each Q vector are included. We attribute this to the weaker electron-hole
interactions for excitons with higher energies. At these energies, excitons are closely
spaced and decrease rapidly in binding energy, behaving as uncorrelated electron-hole
pairs.[55] The decrease of the Eb/Eg ratio with quasiparticle energy is shown in the
Supplemental Material [60].
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Figure 5.7: Orbital contributions to valence and conduction band states
of indirect excitons in MoS2 over the ratio of the exciton binding energy
(Eb) and quasiparticle band gap (Eg) for MoS2. Direct excitons are also
shown (red). (a) For the lowest-energy excitons (1 exciton per Q vector)
there is a clear dependence of the Eb/Eg ratio on the contributions of
the pz and dz2 orbitals (a line is included as guide to the eye). (b), (c)
The more higher-energy excitons are included for each Q vector, the less
obvious this dependence becomes and finally vanishes (10 and 100 lowest-
energy excitons). At higher energies, exciton charge carriers are screened
and hole and electron progressively behave as free charge carriers causing
the binding energy to decrease.
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5.4 Conclusion

In conclusion, we performed calculations of finite-momentum excitons in MoS2 monolayer
within and beyond the first Brillouin zone. It is found that the holes of the lowest-
energy excitons are located at the Γ or K valleys, while the electrons reside in the K
or Λ valleys. Our calculations predict the lowest-energy exciton to be indirect at K-K′

which is in agreement with recent GdW-BSE calculations [17]. The energy difference
between the indirect exciton at K-K′ and the spin-forbidden direct exciton at K-K is
about 9 meV. The bright exciton is located at K and 15 meV higher in energy than
the lowest-energy exciton at K-K′. We also discussed the exciton binding energies. The
ratio of Eb/Eg = 0.25 found for bright excitons in monolayer 2D materials holds true
approximately for dark and indirect excitons. Excitons contained in orbitals that point
out of plane and thus experience less local screening show higher binding energies. The
relation of exciton binding energies to orbital composition and the Eb/Eg = 0.25 relation
both break down for higher-energy excitons.
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Abstract

Recently, a number of new two-dimensional (2D) materials based on puckered phos-
phorene and arsenene have been predicted with moderate band gaps, good absorption
properties and carrier mobilities superior to transition metal dichalcogenides. For het-
erojunction applications, it is important to know the relative band alignment of these
new 2D materials. We report the band alignment of puckered CaP3, CaAs3 and BaAs3

monolayers at the quasiparticle level of theory (G0W0), calculating band offsets for iso-
lated monolayers according to the electron affinity rule. Our calculations suggest that
monolayer CaP3, CaAs3 and BaAs3 all form type-II (staggered) heterojunctions which
makes them suitable for solar-energy conversion applications. Their quasiparticle gaps
are 2.1 (direct), 1.8 (direct) and 1.5 eV (indirect), respectively. We also examine trends
in the electronic structure in the light of chemical bonding analysis. We show that the
indirect band gap in monolayer BaAs3 is caused by relatively strong As 3p - Ba 5d
bonding interactions. Our results provide guidance for the design of phosphorene-like
materials and their heterojunction applications.

6.1 Introduction

The optical and electronic properties of black phosphorus (bP), such as its high carrier
mobility [1] and tunable band gap [2], have sparked interest in the broader family of
phosphorene related 2D material structures. Recently, several new 2D materials related
to phosphorene and arsenene – for which a part of the As or P atoms is replaced by
group II elements [3, 4, 5] or elements of other groups (III, IV, V) [6, 7, 8, 9] – have
been predicted. These layered materials show a combination of high carrier mobilities,
moderate band gaps and good light absorption properties promising for next-generation
electronic heterojunction devices like solar cells and transistors.

For example, monolayer (1L) CaP3 is predicted to have a band gap of 1.15 eV [5] (us-
ing a hybrid functional, HSE06) and a high electron mobility of up to ca. 20 000 cm2 V−1 s−1

(using deformation potential theory, value needs to be taken with caution as deformation
potential theory usually overestimates mobility values [10, 11]).

For materials selection in heterojunction design, it is necessary to know the band
alignments of the layered structures. However, band alignments for novel 2D materials
of the phosphorene family have not yet been reported and the majority of the band
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gaps of these 2D structures has been calculated using hybrid functionals at the density
functional level of theory (DFT). Although hybrid functionals alleviate the band gap
problem of DFT, it is generally accepted that GW quasiparticle calculations provide
the most reliable and accurate level of theory for band structure and band alignment
calculations.[12, 13, 14, 15]

Here, we calculate the band gaps of the recently predicted[5, 4, 3] CaP3, CaAs3 and
BaAs3 monolayers at the G0W0 level of theory. We estimate their band alignments
according to the electron affinity rule which states that the conduction band offset of a
heterojunction can be obtained from the electron affinities of the individual materials.
Analyzing the electron affinity of the isolated monolayers is a valid first step in materials
selection process for possible 2D heterostructures. [16, 17] Further, we explain the
differences in band alignment based on structure analysis and show that the indirect
nature of the band gap in 1L BaAs3 is caused by increasing p-d orbital interactions.
Our analysis sheds light on the influence of structure and orbital interactions on the
theoretical band offsets in phosphorene-like materials. These insights may be helpful for
the design of phosphorene-like materials and their heterojunctions.

6.2 Methods

6.2.1 Structural relaxation (DFT).

First, we relaxed the experimental bulk structures of CaAs3, [18] CaP3, [19] and BaAs3

[18]. The structures were relaxed on the DFT level using the Vienna ab initio package
(VASP) [20, 21] with projector-augmented potentials[22] as implemented by Kresse and
Joubert [23]. We explicitly included eight valence and core electrons for Ca, ten electrons
for Ba, 15 electrons for As and five valence electrons for P. The Perdew-Burke-Ernzerhof
(PBE) [24] exchange-correlation functional with D3 van-der-Waals corrections[25] was
used to obtain the electronic ground state. We used a k grid sampling of 6 × 6 × 6
and a plane-wave-expansion cutoff of 550 eV. The structures were fully relaxed until the
residual atomic forces were less than 0.001 eV/Å. From these, monolayer structures were
obtained and subsequently relaxed with VASP. We used a 6× 6× 1 k grid and fixed the
out-of-plane lattice parameter c during the relaxation procedure. To avoid interactions
between periodic images, we included a vacuum of at least 22.5 Å in the out-of-plane
direction. The POSCAR structure files of the relaxed monolayers are included in the
supplementary information.
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The rationale for our choice of the functional and van-der-Waals correction was to get
a relaxed bulk structure that is as close as possible to experiment. Relaxation with PBE-
D3 resulted in a structure closest to experiment while PBE-VV10 with non-local van der
Waals corrections[26] gave a structure farthest from experiment among the functionals
tested. 1L CaAs3 obtained from the PBE-VV10 relaxed bulk structure and relaxed
with PBE-VV10 had a PBE band gap that was 25 % smaller than that of the PBE-D3
structure.

6.2.2 G0W0 calculations.

As input for the GW calculation, we computed DFT wavefunctions and eigenvalues with
the Quantum Espresso (QE) code [27]. QE band structure calculations were performed
for the relaxed monolayer structures with PBE and norm-conserving pseudopotentials
[28], using a plane-wave energy cutoff of 116 Ry and k grid of 12× 12× 1. We included
ten valence and semicore states for Ca and Ba, 15 states for As and five valence states
for P. The vacuum included for the QE and subsequent calculations was smaller than
during the structural relaxation and was sufficient to contain at least 99% of the charge
density in half the unit cell. We neglected spin orbit coupling in our calculations as it
was shown by Tang et al. [3] that including relativistic effects changes the band gap by
less than 0.01 eV in monolayer BaAs3.

Subsequently, we performed "single-shot" G0W0 calculations with the BerkeleyGW
software [29, 30, 31]. We employed the generalized plasmon-pole model [29], the static-
remainder technique [32], and truncation of the long-range Coulomb interaction [33].
We used a k point sampling of 6 × 6 × 1 and a kinetic energy cutoff of 20 Ry. About
1000 bands were included for the calculation of the dielectric function as well as for
the calculation of the self-energy. To speed up the convergence of the quasiparticle
band gap with respect to k grid sampling, we employed nonuniform-neck subsampling
[34] with 10 radial subpoints. The convergence was tested for the CaAs3 monolayer
as a representative material. The quasiparticle band gap at Γ was converged within
0.05 eV with respect to calculations with a kinetic cutoff of 40 Ry and 3000 bands in the
summations, and a calculation with a 12× 12× 1 k point grid plus 10 subpoints.

To verify our approach, we also calculated the quasiparticle band gaps (not to be
confused with the optical band gap where excitonic effects contribute a significant cor-
rection) of the parent structures, puckered phosphorene and arsenene, using the same

108

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/materials
https://www.eng.mcmaster.ca/materials


Doctor of Philosophy– Magdalena Laurien; McMaster University– Department of
Materials Science and Engineering

parameters. We obtained a band gap of 2.02 eV for phosphorene and 1.84 eV for ar-
senene. The value of phosphorene is in excellent agreement with other theoretical (Qiu,
Jornada, and Louie [35]: 2.08 eV, Jornada, Qiu, and Louie [34]: 2.05 eV, Lu et al. [36]:
2.0 eV), and experimental studies (Liang et al. [37] with scanning tunneling spectroscopy:
2.05 eV). For puckered arsenene, experimental quasiparticle gaps are not available and
theoretical band gaps vary between 1.54 eV [38], 1.58 eV [39] and 2.16 eV [40]. The
discrepancies may, among other factors, be attributed to structural differences, as ex-
perimental structures of both 1L and bulk puckered arsenene, which would serve as
starting point for DFT calculations, are still lacking.

The G0W0 band structure was obtained from Wannier interpolation with the wan-
nier90 package [41]. A comparison of the directly calculated and interpolated PBE band
structure is shown in the supplementary information, Figs. S1-S3, to illustrate the ac-
curacy of the interpolation. The wannierization was performed for 100 iterations using
random projections with 40 bands (20 valence and 20 conduction bands, each) as input
to obtain 40 Wannier functions.

6.2.3 Data analysis.

Crystal structures were visualized with VESTA. [42] The Brillouin zone was visualized
with XCrySDen. [43] The partial density of states (pDOS) and the projected charge
density were obtained using VASP with the PBE exchange-correlation functional. The
potential in vacuum was calculated at the DFT-PBE-D3 level using the vaspkit tool
[44]. We note that the vacuum level offset varies depending on the functionals used for
structural relaxation. With the PBE-VV10 functional (see above) we obtained absolute
midgap levels for 1L CaAs3 of about 0.6 eV lower than with the PBE-D3 functional,
which is a difference of 25 %.

We estimated the G0W0 band alignment (electron affinity) with respect to vacuum
of each monolayer using the band-gap-center approximation [45]

EEA ≈
1
2(EDFT-PBE

c + EDFT-PBE
v ) + 1

2E
G0W0
g , (6.1)

which is equivalent to shifting the band edges of the PBE bands by±(EG0W0
g −EDFT-PBE

g )/2.
We note that the band-gap-center approximation works well for PBE centers and G0W0

gaps, however, it does not hold for results obtained with hybrid functionals [46, 47].
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To estimate the heterojunction type (e.g. straddled or staggered gap) between the
isolated monolayers, we applied Anderson’s electron affinity rule [48]. The electron
affinity rule implies that the conduction band offset of a heterojunction can be obtained
by aligning the vacuum levels of the two materials forming the junction. In other words,
the band alignment is in the unpinned limit; no charge transfer across the junction is
considered. It has been confirmed theoretically [16] and experimentally [17] that the
band alignment follows the electron affinity rule for vertically stacked heterostructures
of transition metal dichalcogenides. This behaviour is attributed to the weak van der
Waals bonding across the interface and the absence of dangling bonds in 2D materials
[16, 17]. Now, phosphorene and arsenene related materials are expected to have stronger
interlayer interactions than transition metal dichalcogenides, which is indicated by the
rapid decrease of the band gap with number of layers. Therefore, the heterojunction
predictions from the electron affinity rule need to be taken with caution. With interlayer
interactions turned on, the band offsets can change due to charge transfer across the layer
and band mixing may occur [15, 49].

To estimate the effect of charge transfer and band shifts in a heterojunction, we
calculated the band alignment of a basic CaAs3/CaP3 heterostructure at the PBE level
using VASP and pyprocar [50] (see supplementary information Fig. S4-S5). Our results
predict that the band gaps and relative band alignments of the monolayers are only
slightly affected by creating a heterostructure. Despite charge transfer and weak to
moderate hybridization of the conduction bands, the electron affinity rule gives a good
estimate of the band alignment of the heterostructure.

6.3 Results and discussion

6.3.1 Structure and bonding.

Figure 6.1(a-c) shows the atomic structure and Brillouin zone of 1L CaAs3 as an example
structure of the CaP3 family. The Ca atom replaces one quarter of the As atoms in
the puckered structure of puckered arsenene. 1L CaP3 and 1L BaAs3 are also shown
in Fig 6.1d) and e). 1L CaP3 and 1L CaAs3 inherit the P1 space group from the
corresponding bulk structures. 1L BaAs3 possesses higher symmetry and belongs to the
C2/m space group same as its bulk structure.
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Figure 6.1: Structure of CaAs3, CaP3 and BaAs3 monolayer. a) 1L
CaAs3 as a representative compound shows a puckered configuration sim-
ilar to arsenene where one quarter of As atoms is replaced with Ca, the
other As atoms forming a polyanionic network. b) top view of the CaAs3
monolayer. The numbers 1 and 2 refer to two structural types of As atoms
(see main text for details) c) Brillouin zone of the CaAs3 monolayer. The
structures of monolayer CaP3 (d) and BaAs3 (e) are added to show the
distinct structural distortion of each material.

In pristine arsenene, the As atoms form covalent bonds. For 1L CaAs3, the Ca atom
is stabilized by ionic interactions between the Ca cation and the anionic As mesh. [4] We
note that one can distinguish between two types of As atoms (see Fig 6.1 b)): As1 which
is further away from the Ca atoms, and As2 which is closer to the Ca atoms with As2
having a more negative partial charge than As1. [4] (We note here that atoms belonging
to each type are not necessarily symmetrically identical; they are only equivalent for
BaAs3). These considerations hold true in analogy for BaAs3 and CaP3.

6.3.2 Band alignment.

The band alignments of monolayer CaP3, CaAs3 and BaAs3 obtained from G0W0 cal-
culations with the band-gap center approximation are shown in Fig 6.2. The G0W0

gaps of 1L CaP3, CaAs3 and BaAs3 are 2.11 eV, 1.79 eV and 1.50 eV, respectively.
Phosphorene ("P4") and arsenene ("As4") have been added for comparison. Direct and
indirect band gaps are signified by a dark and light blue color, respectively. The band
alignment diagram shows that, according to the electron affinity rule, 1L CaP3, CaAs3

and BaAs3 form type-II (staggered) heterojunctions. Between the pristine monolay-
ers and the compound monolayers, 1L-bP/1L-CaP3 and 1L-bP/1L-BaAs3 combinations
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Figure 6.2: Band alignment of isolated monolayer CaP3, CaAs3 and
BaAs3 with respect to the vacuum level (0 eV). Band energies and offsets
are obtained from G0W0 calculations with the band-gap center approxi-
mation (Eq. (6.1)). Band gaps and alignment of black phosphorene (P4)
and arsenene (As4) have been added for reference. Indirect band gaps are
indicated by light blue color, direct band gaps correspond to dark blue.

are predicted to have broken-gap band alignment (type III) whereas the other combi-
nations show type-II alignments. Type-II heterojunctions are of interest for solar cell
applications because they enable charge separation of photoinduced electrons and holes
across the junction [51]. The narrow type-II and type-III alignments of the potential 1L-
bP/1L-CaX3 and 1L-arsenene/1L-CaX3 (X = As,P) heterojunctions suggest promising
material combinations for tunneling field effect transistor applications [52]. Such devices
would benefit from the high carrier mobilities predicted for the monolayers of the CaP3

family as well as from the very easily tunable band gap. We note that for real hetero-
junctions with enabled interlayer interactions, the band offsets may change due to the
following effects: charge transfer across the interface, band mixing, and changes in the
band gap [15, 49].

We will now analyze the calculated band alignments in further detail. Looking at
the band alignment (Fig. 6.2), it becomes apparent that monolayer CaP3, CaAs3 and
BaAs3 have considerably smaller conduction band offsets with respect to the vacuum
level than pure arsenene and phosphorene. Ca and Ba as group-II elements have much
lower electron affinities than the group-V elements (As and P) thus leading to a higher
energy of the conduction band edge in these compounds. Between monolayer CaAs3

and BaAs3, the midgap of CaAs3 is lower in energy than for BaAs3 (Fig. 6.2). The
reason for this energy difference is not apparent at first sight. Therefore, we included a
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hypothetical SrAs3 monolayer to analyse the trend. As the alkaline metal atom becomes
heavier, the conduction band minimum (CBM) shifts more toward the vacuum level.

To differentiate between effects of the chemical composition and structural effects, we
swapped the Ca atoms of the 1L CaAs3 structure with Ba atoms and vice versa without a
subsequent relaxation of atomic positions or lattice parameters. We found that inserting
Ca into the BaAs3 structure shifted the CBM away from the vacuum level. Inserting
Ba into the CaAs3 structure shifted the CBM towards the vacuum level. From our data
(not shown), we concluded that the band alignment offset between 1L CaAs3 and 1L
BaAs3 is half due to structural effects and half due to effects of the chemical composition.
Structural differences include a stretching of the puckered structure of 1L BaAs3 within
the plane in comparison to 1L CaAs3 as the angles between the As atoms in the puckered
mesh are greater for 1L BaAs3. Also, the Ba atoms stick out of the monolayer plane
more than the Ca atoms because of their larger atomic radius (compare Fig. 6.1a and
Fig. 6.1e).

Interestingly, the band edges of 1L CaP3 are higher in energy than the ones of 1L
CaAs3 although the midgap energy of phosphorene is lower than that of arsenene (see
Fig 6.2). Swapping P for As in 1L CaAs3 and As for P in 1L CaP3 did not affect the
band offset with respect to the vacuum level much. Thus we can conclude that the offset
of the band edges is less influenced by the pnictogen and is likely caused by structural
distortions. For example, the P-P bond length of 2.22 Å on average in 1L CaP3 is much
shorter than the As-As bond in 1L CaAs3 with 2.50 Å and, as a result, the Ca atoms
"stick out" of the monolayer much more than in 1L CaAs3 (see Fig 6.1 d). The puckered
mesh also shows larger angles than in 1L CaAs3.

6.3.3 Electronic structure, the effect of p-d interactions.

We further explore and analyze the band structure and projected density of states
(pDOS), pointing to trends from chemical bonding analysis. The PBE and G0W0 band
structures of 1L CaP3, 1L CaAs3 and 1L BaAs3 obtained by Wannier interpolation are
shown in Fig 6.3. 1L CaP3 and 1L CaAs3 have a direct band gap at Γ while the band
gap of 1L BaAs3 is indirect with the conduction band minimum (CBM) between S and Γ
. The valence band of the G0W0 band structure shows slightly less dispersion than that
of the PBE band structure. The stronger dispersion of the PBE band structure is due to
the underestimation of the band gap, which is consistent with the trend for other semi-
conductors [53] and can be rationalized in terms of a k · p theory that predicts m∗ ∝ Eg
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scaling (see Ref. [54], p. 71). Apart from the dispersion, the band gap correction is the
only noticeable difference between the band structures obtained with PBE and G0W0.
The pDOS shows that the valence band edge is almost entirely composed of As 4p or
P 3p orbitals, with the type 2 atoms (adjacent to cations) making up the major part.
The conduction band edge is again primarily composed of As 4p (P 3p) states, As 4s
(P 3s) and metal d states.

Figure 6.3: GW and PBE band structures from Wannier interpola-
tion and projected density of states (pDOS) of a) monolayer CaP3, b)
monolayer CaAs3 and c) monolayer BaAs3. The Λ valley becomes the
conduction band minimum for BaAs3.

We next discuss the indirect nature of the band gap in 1L BaAs3 versus the direct
band gap in 1L CaAs3. An interesting feature in the band structure of 1L CaAs3 is the
local CBM between S and Γ at kx = 1/3, ky = 1/3, kz = 0 which we shall call Λ (see
Fig 6.3b). The same valley (Λ) is the global CBM for 1L BaAs3. We want to shed light
on why the Λ valley is more stable with respect to the Γ valley in 1L BaAs3 but not in
1L CaAs3.

To that end, we analysed the orbital composition of the two valleys and then classified
the interaction between the orbitals into bonding and antibonding by looking at the
spatial distribution of the projected charge densities. From the pDOS we know that
the valence band edge is almost entirely composed of As-2 4p orbitals. Figure 6.4 a)
shows the projected charge density of the topmost valence band at the Γ point for 1L
CaAs3. The charge density distribution shows a clear p character with lobes of adjacent
atoms avoiding each other. This suggests that the p-p interaction is antibonding. The
conduction band edge (CBE) is mainly composed of As 4p, As 4s and metal d states.
The projected charge density of the conduction band edge at Λ) for 1L CaAs3 is shown in
Fig 6.4 c). The As-2 4p - Ca 3d orbital contributions are hybridized and appear as lobes
of charge density in 6.4 c) (see also Fig. S6 of the supplementary information). From
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the spatial distribution of the charge density we can infer that the hybridized As-2 4p -
Ca 3d states at the CBE interact in a bonding fashion, while As-1 states are not involved.
The same holds true for BaAs3 (see Fig. S7-S8 of the supplementary information).

In addition to analyzing the projected charge density, crystal orbital Hamilton pop-
ulation (COHP) bonding analysis was performed with LOBSTER[55, 56, 57, 58], which
proved helpful to confirm the general picture of the antibonding nature at the valence
and conduction band edges. However, the LOBSTER results are not shown because the
current basis sets cannot project the empty d states of Ca and Ba. The COHP analysis
of the parent structures, arsenene and phosphorene, also clearly shows the antibonding
nature of the p-p interaction at the valence and conduction band edge (see supporting
information, Fig. S10-S11).

With the results of the bonding analysis we can create a schematic diagram of the
coupling between As orbitals and Ca and Ba d orbitals as shown in Figure 6.4 b),
d). In comparison with the Γ valley, the Λ valley of the conduction band has higher
contributions of As s and metal d orbitals. For example, the conduction band of 1L
BaAs3 (1L CaAs3) at Λ is composed of 15.0% Ba 5d (16% Ca 3d) orbitals while the
Γ valley is composed of only 6% Ba 5d (7% Ca 3d). Because the p-d interaction is of
bonding nature, we can expect the state at Λ to be stabilized, i.e., lower in energy with
increasing d orbital contribution. However, this alone does not provide an explanation
for why the band gap is indirect for 1L BaAs3 but not for 1L CaAs3.

The indirect band gap of 1L BaAs3 can be attributed to an increase in the strength
of the p-d interaction from 1L CaAs3 to 1L BaAs3: The Ba 5d orbital is more delocal-
ized than the Ca 3d orbital because the electrons in the 5d orbital experience stronger
screening from the nuclear charge. Thus, the Ba 5d states can hybridise more strongly
with As 4p orbitals than Ca 3d. As a result, the stronger bonding d-p interactions in 1L
BaAs3 stabilize the Λ valley CB state more than the weaker interaction in 1L CaAs3.
This more pronounced energy shift leads to an indirect band gap in 1L BaAs3. Check-
ing the conduction band dispersion of a hypothetical 1L SrAs3 (data not shown), we
find a trend of the Λ valley energy decreasing with respect to Γ from the n = 3 to the
n = 5 shell, i.e. from Ca 3d over Sr 4d to Ba 5d, which strengthens the p-d interaction
argument.

Next, we compare the band structures of monolayer CaAs3 and CaP3 (Fig. 6.3). The
conduction band of 1L CaP3 shows a stronger dispersion than that of 1L CaAs3, which is
consistent with the prediction of high electron mobilities in 1L CaP3[5]. 1L CaP3 has a
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Figure 6.4: Orbital coupling in 1L CaAs3 and 1L BaAs3. a) Band
and k point projected charge density of 1L CaAs3 for the valence band
at the Γ point. The isosurface is set at 0.004 e/Å3. c) Band and k
point projected charge density for the conduction bands at the Λ point.
Isosurface: 0.004 e/Å3. b) and d) show schematics of the orbital coupling
at the Γ and Λ points for 1L BaAs3 and 1L CaAs3, respectively.

larger band gap than CaAs3. Interestingly, 1L CaP3 does not show any local CBM at Λ
between Γ and S. And this despite the fact that the Ca 3d orbitals contribute about 53
% of the CB state at Λ, which is significantly more than for 1L CaAs3. We attribute this
difference in orbital composition and electronic structure to the increased asymmetry of
the 1L CaP3 structure. The lattice parameter a = 5.71 Å is larger than b = 5.56 Å,
whereas for 1L CaAs3 the parameters are almost identical with a ≈ b ≈ 5.97 Å. This
distortion leads to considerable differences in the projected charge density at the band
edges for 1L CaP3 (see supplementary information, Fig. S9).

Finally, we would like to note a similarity between the electronic structure of 1L
CaP3, CaAs3, BaAs3 and that of hybrid halide perovskites. Specifically, both the top
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of the valence band and bottom of the conduction band are dominated by antibonding
orbitals [59, 60]. Defect tolerance properties inherent to hybrid halide perovskites are
attributed to this feature [61, 62, 63]. Thus, we can anticipate 1L CaP3, CaAs3 and
BaAs3 to exhibit a similar tolerance to native defects since states associated with dan-
gling bonds are expected to appear within the bulk of valence or conduction band states
rather than in the band gap.

6.4 Conclusion

In this work, we calculated the band alignment of puckered CaP3, CaAs3 and BaAs3

monolayer at the G0W0 level of theory for the isolated monolayers according to the elec-
tron affinity rule. Our calculations suggest that monolayer CaP3, CaAs3 and BaAs3 all
form type-II (staggered) heterojunctions which makes them suitable candidates for solar
cell applications. Their quasiparticle gaps are 2.1 (direct), 1.8 (direct) and 1.5 eV (in-
direct), respectively. The differences in alignment with respect to the vacuum potential
(i.e. the conduction band offsets) result from the different degree of relative stretching
of the As or P anionic mesh upon insertion of the Ca or Ba ions. We also discussed
trends in the electronic structure in the light of chemical bonding analysis. We found
that the indirect band gap in BaAs3 is caused by relatively strong As 3p - Ba 5d bond-
ing interactions that stabilize the conduction band at Λ. Our study demonstrates the
effect of structural distortion and orbital interactions on the theoretical band alignment
of CaP3, CaAs3 and BaAs3. These insights give guidance for future development of 2D
heterojunctions based on phosphorene-like materials.

Supplementary information/Appendix

Electronic Supplementary Information (ESI) available: VASP structure files (POSCAR).
Band structures plotted from Wannier functions versus band structures along a k-path
from DFT (Fig. S1-S3). Band alignment of a CaAs3/CaP3 heterostructure (Fig. S4-S5).
Projected charge density of monolayer CaAs3, monolayer BaAs3 and monolayer CaP3

(Fig. S6-S9). COHP analysis for puckered arsenene and phosphorene (Fig. S10-S11).
See Appendix C.
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Abstract

The effective mass is an indicator of the carrier mobility, conductivity and the thermo-
electric figure of merit and thus an important parameter in materials design and selection.
The accuracy of effective masses predicted by density functional theory depends on the
exchange-correlation functional employed, with nonlocal hybrid functionals giving more
accurate results than semilocal functionals. In this article, we benchmark the perfor-
mance of the Perdew–Burke–Ernzerhof, Tran-Blaha modified Becke-Johnson, and the
hybrid Heyd-Scuseria-Ernzerhof (HSE) exchange-correlation functionals and potentials
to calculate effective masses with perturbation theory. We introduce the mstar60 dataset
which contains 60 effective masses derived from 18 semiconductors. We reveal that the
nonlocal exchange in HSE enlarges the optical transition matrix elements leading to the
superior accuracy of HSE in the calculation of effective masses. The omission of nonlocal
exchange in the transition operator for HSE leads to serious errors. For the semilocal
PBE functional, the errors introduced by underestimation of the band gap and of the
optical transition matrix elements partially cancel out for the calculation of effective
masses. We then compare effective masses of transition metal dichalcogenide bulk and
monolayer materials: we show that changes in the matrix elements are important in
understanding the layer-dependent effective mass renormalization.

7.1 Introduction

The effective mass is an important parameter in materials design and selection. It
serves as an indicator of the carrier mobility, conductivity and the thermoelectric figure
of merit and is often included in high-throughput computational material studies [1, 2,
3, 4, 5]. The effective mass can be obtained from experimental measurements such as
cyclotron resonance, Shubnikov-de-Haas oscillations and angle-resolved photoemission
spectroscopy (ARPES).

The effective mass m∗ is inversely proportional to the energy band dispersion. In
the nearly-free electron model, the energy dispersion of a free electron is described by
a parabola: E = ~2k2/(2m0). In crystalline materials, the electron is no longer free
as it interacts with the periodic potential of the ionic lattice. To describe the energy
dispersion of the nearly free electron near a band maximum or minimum of interest in
crystalline materials, particularly semiconductors, the mass of the electron m0 in the
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parabola is replaced by an effective mass m∗ that acts as a scaling term to adjust the
band curvature.

The standard procedure for theoretically calculating the effective mass is to fit the
band of interest with a parabola or hyperbola and obtain the effective mass from the
curvature. An elegant alternative is to use perturbation theory. From perturbation
theory, we calculate the inverse effective mass (m∗αβ,n)−1 for non-degenerate bands at a
certain k-point as the following [6, Appendix E]

m0
m∗αβ,n

= δαβ + 1
m0

∑
l 6=n

p
(α)
nl p

(β)
ln + p

(β)
nl p

(α)
ln

En − El
, (7.1)

where m0 is the electron rest mass, α and β indicate directions in Cartesian coordinates
(x, y, z), δαβ is the Kronecker delta, the summation is over the band index l but excludes
the band of interest n. En and El denote the band energies and pln the optical transition
matrix element. The k point index is omitted for simplicity.

This equation helps us to develop some intuition about the factors influencing the
effective mass: The larger the interband energy difference term En − El, the less the
interaction between the bands contributes to the band dispersion. As a result, the larger
the band gap the heavier is normally the effective mass. The larger the matrix element
term (the numerator of the sum), the larger the contribution to the band curvature
will be. Also, the wavefunctions of two bands can only couple if symmetry selection
rules are fulfilled. Otherwise, the transition is not allowed and the matrix element pln
is zero [7, chap. 2.6.1]. For interatomic transitions, i.e. from cation to anion, the effect
of the matrix element on the band curvature can be understood in the tight-binding
framework [8, 1, 9] and [7, chap. 2.7]. The squared matrix element describes the
probability of the transition and is thus related to the two-center hopping or overlap
integral of tight-binding theory. Increased overlap between neighboring orbitals leads to
greater band dispersion. We should also note that bands lower in energy than n make a
positive contribution to the band curvature, while bands higher in energy than n make
a negative contribution due to the negative energy difference [7, chap. 2.6.1].

The effective mass of charge carriers can be predicted with density functional theory
(DFT) [10] which is a ground-state theory. Still, DFT is commonly used to calculate
excited state properties. Density functional approximations using semilocal exchange-
correlation (XC) energy functionals such as the local density or generalized gradient
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approximation (LDA or GGA) are known to underestimate the band gap of semiconduc-
tors significantly [11, chaps. 6.3.1, 9.2.4]. This leads to errors in the band curvature and
effective masses. Corrections from many-body theory change the band dispersion [11,
chap. 16.1.3] and thus also cause an effective mass renormalization for many materials.

The most obvious renormalization after the band gap correction comes from a relative
change in the interband energy difference term En − El in Eq. (7.1). This has recently
been illustrated for InSe with LDA and GW calculations, where Li and Giustino [12]
showed that the out-of-plane electron effective mass was corrected three times more
strongly than the in-plane mass for quasiparticles calculations. This effect was explained
by symmetry selection rules that ruled out a transition matrix element pcv between
conduction and the valence band edge for the in-plane mass thus engaging deeper valence
states (pc,v−1) whose energy position relative to the conduction band edge is less affected
by the correction of the fundamental band gap. However, what remains overlooked in
Ref. [12] is that not only the band gap but also the pln matrix elements are renormalized
as we transition from LDA to a higher level of theory. The latter will be a central topic
of this paper.

To predict more accurate effective masses with DFT we should first find ways to
inexpensively correct the band gap. This can be done using the semilocal Tran-Blaha
modified Becke-Johnson exchange-correlation potential (TB-mBJ) [13, 14]. Interestingly,
effective masses obtained with TB-mBJ are consistently heavier than the experimental
result [8, 15, 16, 17]. The more expensive hybrid functionals used to correct the band
gap, on the other hand, also result in excellent agreement of effective masses with ex-
periment [8]. Kim et al. [8] alluded that to obtain correct effective masses, corrections
beyond a semilocal potential will ultimately be required. If the band gap is almost cor-
rect in TB-mBJ, then the transition matrix element must be underestimated. The role
of the matrix element pln for the renormalization of calculated effective masses has not
yet been investigated in detail.

In this work, we benchmark the accuracy of effective masses calculated with several
exchange-correlation potentials for a new dataset that we call mstar60. Our dataset
comprises standard sp-semiconductors, d-semiconductors and monolayer materials. Ef-
fective masses are calculated with a perturbation theory approach. We show the extent
of renormalization of effective masses caused by changes in the transition matrix ele-
ments. We explain the role of the nonlocal exchange potential V NL

x concerning these
renormalization effects. On average 30% heavier masses are predicted with the hybrid
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functional if incorrect transition matrix elements — that do not include V NL
x — are

used.

7.2 Optical transition matrix elements

For the calculation of optical properties, the nonlocality of the potential becomes im-
portant when the transition matrix elements are calculated. The matrix elements can
be evaluated in the velocity gauge or the length gauge [11, chap. 20.1.1]. Assuming the
dipole approximation, the coupling of electrons with an external electromagnetic field
is described by E · r in the length gauge and A · p in the velocity gauge [18, chap. 5-
1][19, 20]. Charge conservation and gauge invariance require the equivalence of the two
interaction terms [20, 21].

In the length or longitudinal gauge, the position operator r is used for the calculation
of the optical transition matrix elements (in atomic units) [22]

pnl = lim
q→0

q−1(El,k+q − En,k)
〈
ψl,k+q

∣∣∣eiq·r∣∣∣ψn,k〉 , (7.2)

where ψl,k is the single-particle wavefunction and q is a small momentum vector shift.

In the velocity gauge (also called transverse or Coulomb gauge) transition matrix
elements are calculated from the velocity operator (in atomic units) v̂ [23]:

pnl = 〈ψl,k|v̂|ψn,k〉. (7.3)

The velocity operator is expressed as the commutator of the Hamiltoninan and the
position operator v̂(r) = i[H, r] = p̂ + i[V NL(r, r′), r]. For local potentials V (r), the
velocity operator v̂ is equivalent to the momentum operator p̂ and therefore in many
cases the velocity matrix element 〈ψl,k|v̂|ψn,k〉 is substituted by the momentum matrix
element 〈ψl,k|p̂|ψn,k〉 in the velocity gauge. However, for nonlocal potentials V NL(r, r′)
the position operator no longer commutes with the nonlocal potential and the velocity
operator is no longer equivalent to the momentum operator. As a result, in order to
calculate transition matrix elements from nonlocal potentials in the velocity gauge, the
velocity operator has to be used or else a nonlocal correction to the momentum operator
needs to be applied (p̂+ i[V NL(r, r′), r]). Otherwise the gauge invariance is violated [20,
21, 23]. In other words, for accurate optical matrix elements, the nonlocal potential
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must not be neglected. In the length gauge, nonlocal potentials are treated correctly
automatically.

The nonlocality in the potential stems from the fact that the full-electron Hamilto-
nian is replaced by an approximate Hamiltonian in the independent-electron approxi-
mation with an effective potential that reintroduces electron-electron interactions in the
Kohn-Sham equations [24, chap. 2]. There are several sources by which nonlocality
may be introduced in the effective Hamiltonian [21, 11, 25]: an incomplete basis set,
local field effects due to abrupt changes in the charge density (spatial inhomogeneity),
nonlocal pseudopotentials and nonlocal exchange-correlation potentials or quasiparticle
self-energies.

The importance of using the nonlocal correction in the velocity gauge has been widely
discussed for nonlocal pseudopotentials [26, 25, 27]. It was shown that neglecting the
nonlocal term in the velocity gauge leads to inaccurate matrix elements, especially for
transitions that involve localized d-electrons [28]. Also, several works have investigated
the nonlocal effects of the self-energy operator on transition matrix elements from many-
body GW calculations [29, 21, 20]. At the DFT level, Rhim et al. [22] calculated
optical matrix elements including non-local exchange with the screened-exchange LDA
functional (sX-LDA). They showed that to obtain the correct band dispersion, open-
ing the bandgap with a scissor operator is not enough and the full calculation of the
matrix element effects is necessary. Further, Paier, Marsman, and Kresse [30] showed
that including nonlocal exchange via hybrid functionals yields more accurate static and
dynamic dielectric functions in comparison with semilocal functionals. In this work, we
focus on the nonlocality introduced by a nonlocal hybrid exchange-correlation potential
and its effect on the accuracy of calculated effective masses.

7.3 Methods

7.3.1 Dataset

The data set contains 14 bulk and 4 monolayer materials with a total of 60 effective
masses. Materials considered include sp-semiconductors and d-element semiconductors
containing one transition metal. We include both three-dimensional and two-dimensional
(layered) structures. The materials considered cover a wide range of effective masses. For
the creation of the effective mass data set, we collected experimental effective mass data
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from the available literature. Most experimental data was taken from existing compila-
tions in the Landolt-Börnstein database [31]. We also included several individual entries
from the literature for layered and monolayer 2D materials. Wherever multiple experi-
mental values of one effective mass were available, we took the average for comparison
with our computational data. For the compilation of the database, we had to exclude
materials for which the experimentally reported effective masses differed widely, as this
rendered comparison with computational results unprofitable.

7.3.2 DFT functionals

We computed the effective masses using three different exchange-correlation poten-
tials that represent different levels of theory: The first level of theory used was the
Perdew–Burke–Ernzerhof (PBE) [32] GGA exchange-correlation functional, which is
semilocal in its treatment of exchange and correlation.

We also computed the effective masses with the Tran-Blaha modified Becke-Johnson
potential (TB-mBJ) [13, 14] potential which corresponds to the second level of theory.
The TB-mBJ potential

V mBJ
x,σ (r) = cV BR

x,σ (r) + (3c− 2) 1
π

√
5
6

√
tσ(r)
ρσ(r) (7.4)

is also a semilocal approximation. It is based on the Becke-Roussel [33] potential V BR
x,σ (r)

which models the Coulomb potential of the exchange hole. σ denotes the spin. Besides
V BR
x,σ (r), the TB-mBJ potential includes a term proportional to

√
tσ(r)/ρσ(r), where

tσ is the kinetic energy density and ρσ is the electron density. This root term can be
interpreted as a screening term [34]. While semilocal in its approach, TB-mBJ mimics
nonlocal effects. The parameter c can be determined self-consistently. However, in our
work we adjust the c parameter to reproduce the experimental band gap to eliminate an
additional source of data scattering when comparing effective masses with experiment
and hybrid functional calculations. The band gap was fitted with a maximum error of
less than 2%.

On the third level of theory, we used the Heyd-Scuseria-Ernzerhof hybrid functional
(HSE06) [35] to compute effective masses. In a hybrid functional, a percentage of non-
local Hartree-Fock (HF) exchange is mixed with the local PBE exchange-correlation
functional. For HSE, the exchange is divided into a short-range (SR) and a long-range
(LR) contribution. Only for the short-range exchange, a part of the PBE exchange is
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replaced by the exact Hartree-Fock exchange. The long-range exchange is entirely taken
from the PBE functional. The HSE funtional takes the form

EHSE
xc = aEHF,SR

x (ω) + (1− a)EPBE,SR
x (ω) + EPBE,LR

x (ω) + EPBE
c , (7.5)

where ω denotes the range separation between SR and LR. ω is set to 0.2 Å−1 for
the HSE06 functional. The parameter a specifies the percentage of SR Hartree-Fock
exchange included. It is typically set to 0.25. In our work, we fitted a for each material
to reproduce the experimental band gap with less than 2% error. This allowed us to
directly compare HSE and TB-mBJ effective masses.

Because of the inclusion of a part of the exact nonlocal exchange, nonlocal exchange
effects are considered explicitly. HF exchange is unscreened. The mixing of the nonlocal
Hartree-Fock exchange with the local PBE exchange-correlation amounts to an effective
screening of the nonlocal exchange by the local exchange-correlation [36], leading to a
very good agreement with experiment for the electronic structure of semiconductors.
Due to this artificial screening, the HSE approach can be seen as an approximation to
the GW approach [11, chap. 9.2]. GW includes the dynamically screened exchange W
in a physically correct way.

7.3.3 Computational details

Density functional calculations were performed with the Vienna ab initio simulation
package [37, 38] (VASP), which uses projector-augmented waves [39] as basis set, imple-
mented by Kresse and Joubert [40]. The plane wave cutoffs were taken from the values
recommended in the pseudopotentials distributed with VASP. The number of valence
and semicore electrons included for each element was chosen according to the values
recommended by the materials project database [41]. For molybdenum and tungsten we
included additional semi-core states (14 valence and semi-core electrons in total). The
Brillouin zone was sampled with k grids ranging between 6 × 6 × 6 and 8 × 8 × 8 for
the bulk materials, depending on where the band extrema were located in the Brillouin
zone. For monolayers, k grids of 6× 6× 1 were used.

Experimental lattice parameters were used for all bulk systems, allowing only atomic
positions to relax using the PBE functional with a force convergence criterium of 0.001
eV/Å. Experimental structure data were obtained from Wyckoff [42] unless otherwise
specified in Table 7.1. The monolayers were obtained by theoretical exfoliation from
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the corresponding bulk material. To avoid interactions between periodic images of a
monolayer, more than 25 Åof vacuum were included in the out-of-plane direction. Sub-
sequently, the monolayers were fully relaxed on the PBE level.

All systems were treated as non-magnetic. Spin-orbit coupling was included in all cal-
culations. Additional system-dependent calculation parameters are recorded in Table S1
of the supplementary information. Table S1 lists the experimental bandgaps (Refs. [43,
44, 45, 46, 47, 48, 49]) that were used to fit the HSE and TB-mBJ band gaps, the fitting
parameters and the number of bands included in the optical calculations. We performed
optical calculations in VASP to compute the transition matrix elements. In VASP, the
longitudinal gauge (see Eq. (7.2)) is implemented for the calculation of the transition
matrix elements [27]. In this gauge, nonlocal potentials are evaluated correctly.

Effective masses were calculated with the mstar code [17] which uses a perturbation
theory approach based on Eq. (7.1) and its extension for degenerate states. The pertur-
bation approach includes a sum over all bands and therefore many empty bands have
to be included for accurate effective mass calculations. This is especially true for heavy
effective masses and band edges that interact with high-energy orbitals. For the optical
calculations, we included empty bands of up to 7 Ry (96 eV) above the Fermi level to
ensure an accurate calculation of the effective mass. 7 Ry suffices for most materials but
not for all, as we will discuss later. In contrast to Fourier expansion methods for calcu-
lating effective masses (as implemented in the BoltzTraP code [50]), the perturbation
approach does not require a dense k grid to accurately capture light effective masses.

7.3.4 Statistics

The computational effective masses were compared with the experimental values. For
the statistical analysis, we determined the mean error (ME), mean absolute error (MAE),
mean relative error (MRE) and the mean absolute relative error (MARE). The standard
deviation of the error (STDE) and the relative error (STDRE) were also calculated. Only
materials for which data for all functionals was collected were included in the statistical
analysis. Errors with a z-score of more than 3.5 were treated as outliers.
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7.4 Results and discussion

Table 7.1 shows the results for 60 effective masses of 14 bulk and 4 monolayer materials
obtained with different exchange-correlation potentials. Figure 7.1 shows the data of Ta-
ble 7.1 graphically. To keep with the convention, the sign of the valence band effective
masses is inverted, that is, a valence band curving downwards yields a positive effec-
tive mass. Negative values denote an upwards-bent valence band or a downwards-bent
conduction band.

First, we need to ensure that our method is reliable. We compare the perturbation
theory results at the PBE level with band curvature fits for which the band of interest
was fitted in an energy window of 25 meV (the thermal energy at room temperature)
with a fourth-order polynomial and extracted the second order coefficient. For GaAs
we compared mn, mp,hh, mp,lh and mp,so and found that perturbation theory results
agreed within an error of 1% with the band curvature fit. For Si, mp,hh, mp,lh and
mp,so agreed within 2.5% error. For 1L MoS2 at the K point the band curvature yields
mp(K) = 0.523 m0 which is 15% smaller than the perturbation theory result. The
conduction band effective mass from the band curvature is mn(K) = 0.431 m0 which is
7% larger than the perturbation theory result. This is due to challenges with representing
d-states using perturbation theory as discussed further below.

Previous effective mass calculations at the PBE level agree well with our results. For
example, for the conduction band effective masses of Silicon, our results agree well with
the ones obtained by Zhong, Wu, and Lei [51] and Yu, Zhang, and Liu [52] (in brackets),
respectively: mn,‖ = 0.943 (0.950; 0.95) and mn,⊥ = 0.193 (0.197; 0.19) (all effective
masses in units of m0). For GaAs, our values agree well with the results reported by Kim
et al. [8] (in brackets): mp,so = 0.107 (0.108), mp,lh = 0.034 (0.036), mp,hh = 0.324 (0.320)
and mn = 0.028 (0.030). For monolayer MoS2 our data at the K point show satisfactory
agreement with the results of Wang, Kutana, and Yakobson [53], Kormányos et al.
[54] and Wang et al. [55] (in brackets), respectively: mp(K) = 0.603 (0.59; 0.56; 0.54)
, mn(K) = 0.402 (0.5; 0.47; 0.47). Our results for monolayer MoS2 are discussed in
more detail below. Overall, our perturbation theory results are accurate with respect
to band curvature fits and agree very well with previously published data, especially for
sp-semiconductors.

We begin with the discussion of the summary statistics. Table 7.2 shows the summary
statistics for the mstar60 dataset, listing the following quantities: ME, MAE, MRE,
MARE, STDE, and STDRE. We included only materials for which effective masses were
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obtained with all three functionals. In spite of being very effective for most solids, the
TB-mBJ potential (aw well as its local version [56] designed for materials with vacuum)
was unable to open the band gap beyond PBE for monolayers of MoS2, MoSe2, WS2,
and WSe2 as also noted by Patra et al. [57] and further explained by Tran et al. [58]. As
a result, we did not calculate masses in monolayers with TB-mBJ and excluded them
from the statistical analysis. Black phosphorus was also excluded because representative
effective masses could not be obtained at the PBE level. At the PBE level, the conduction
band of black phosphorus is lower in energy than the valence band, leading to a metallic
ground state with band inversion and band mixing around the band edges. This causes
effective masses of inverted sign and magnitude in two directions. A proper band order is
restored at a higher level of theory (HSE, TB-mBJ). Furthermore, the following effective
masses were excluded from the statistical analysis as outliers with a z-score above 3.5:
GaAs mn,‖ (X6), CdS mp,‖ (Γ, A exciton), and BN mp (K̄). The outliers are marked
with † in Table 7.1. In total, 42 effective masses of 13 materials were included in the
statistical analysis.

Effective masses calculated with the PBE functional show the largest errors, with a
mean absolute relative error of 38% and a mean relative error of −27%. The negative
values of mean error and mean relative error suggest that effective masses are in many
cases underestimated. However, the scattering of the error is large as indicated by the
standard deviation of the relative error of 40%.

Effective masses calculated with the HSE functional fitted for the band gap show the
best agreement with experiment throughout with a mean absolute relative error of 10%
and a mean relative error of −4.7%. The errors are much smaller than the absolute
errors for HSE which shows that there is no clear trend for over- or underestimation of
the effective mass using HSE.

Turning to results obtained with the TB-mBJ functional fitted for the band gap, the
mean absolute relative error is 21%, which is about twice that of HSE but less than
the error of PBE. The mean relative error of 16% is positive. So,in contrast to effective
masses calculated with the PBE functional, effective masses obtained with TB-mBJ are
very often overestimated with respect to experiment.

The main conclusion of the benchmarking of the PBE, HSE (gap fit) and TB-mBJ
(gap fit) exchange-correlation potentials is that HSE gives by far the best agreement with
experimental effective masses. On the other hand, PBE often yields lighter effective
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masses, while TB-mBJ generally overestimates them. These trends are in agreement
with the results of Kim et al. [8].

Our objective is to comprehend with greater clarity the properties of hybrid func-
tionals that make HSE so successful in reproducing experimental effective masses. As
stated earlier, the main difference of the hybrid functionals with respect to semilocal
functionals is the addition of a nonlocal component via the introduction of a fraction of
HF exchange. Effective masses are influenced by the nonlocal component in two ways:
Firstly, by adding nonlocal exchange, the band gap opens up, which increases the ef-
fective mass. Secondly, nonlocal effects influence the optical transition matrix elements
pln. The opening of the band gap can be reproduced with the TB-mBJ potential, but
the errors in the effective masses are still much higher than with HSE.

We now want to probe the role of the nonlocal exchange potential V NL
x for the cal-

culation of the matrix element. To that end it is instructive to switch off the nonlocal
exchange contributions in the matrix element. We achieve this by switching to the PBE
potential when calculating the matrix elements while using HSE wavefunctions (see sup-
plementary information for the detailed workflow). As a result, HSE eigenfunctions and
band gaps are conserved and only the matrix element is calculated without nonlocal ex-
change effects. This allows us to decouple the band gap increase and the matrix element
change that are both caused by the nonlocal exchange.

Switching off the nonlocal exchange contributions to the matrix elements leads to a
systematic overestimation of the effective masses (see Fig. 7.1 and Table 7.1), with only
a few exceptions. This is a consequence of the absolute matrix element being smaller
when calculated without the nonlocal exchange potential.

Let us consider the example of the conduction band effective mass mn of GaAs at
Γ to discuss the nonlocal exchange contribution to the effective mass in more detail.
Figure 7.2 shows the effective mass of the conduction band of GaAs at Γ versus the
band gap for different settings of the exchange-correlation functional. For this graph,
the electron effective mass was approximated as:

m0
m∗n
≈ 1 + 2

m0

∑
v

|pcv|2

Ec − Ev
, (7.6)

where the ‘c’ and ‘v’ indices stand for the conduction band and valence bands, respec-
tively. In GaAs, the effective mass of the conduction band at the Γ point is isotropic and
therefore the matrix element contribution can be expressed as 2|pcv|2. In the sum, we
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included the heavy-hole, light-hole and split-off bands as valence bands. As not all bands
are included in the sum, this is an approximation. The matrix elements are calculated
in the length gauge using VASP.

In Fig. 7.2 we observe a linear relationship between the effective mass and the band
gap for all XC functionals that do not include nonlocal exchange. This is a consequence
of the fact that

∑
|pcv|2 changes very little, and thus the change in effective mass depends

only on the change of the band gap. Effective masses obtained from hybrid functionals
considering nonlocal exchange deviate from that linear relationship. Only upon including
nonlocal exchange both the experimental band gap and experimental effective mass
can be reproduced correctly in the calculation. Figure 7.2 thus shows the importance
of including the nonlocal exchange on the HSE level for calculating accurate matrix
elements and thus accurate effective masses when employing perturbation theory. The
same matrix elements are also used in the calculation of optical properties, which explains
the superior accuracy of HSE for the high-frequency dielectric constant of semiconductors
and small-gap insulators [30].

The deviation from the linear relationship indicates that
∑
|pcv|2 changes when the

nonlocal exchange potential V NL
x is included in the calculation of the matrix element.

Thus, the matrix element is the key parameter we need to consider if we want to explain
the superior accuracy of HSE effective masses, especially compared to TB-mBJ results.

Figure 7.3 shows the sum of the squared matrix elements
∑
|pcv|2 that enter into

Eq. (7.6) versus the band gap for different settings of the exchange-correlation functional
for the conduction band effective mass of GaAs at Γ. Again, the sum displayed on the
vertical axis includes contributions from the transitions between the conduction band
and the heavy-hole, light-hole and split-off valence bands.

∑
|pcv|2 is around 0.6 atomic

units for all XC functionals that do not include nonlocal effects, irrespective of the band
gap. We included data obtained with Wien2k [59, 60] at the PBE level for comparison.
We also calculated the matrix elements from the semilocal SCAN [61] functional, which
gives the same matrix element as TB-mBJ and PBE in spite of the band gap being
intermediate between PBE and TB-mBJ. When the nonlocal exchange potential V NL

x is
considered in the calculation of the matrix element,

∑
|pcv|2 increases with increasing

HF proportion and increasing the band gap. The change of the sum
∑
|pcv|2 is the

key that leads to the deviation of full HSE results from the linear pattern of Fig. 7.2.
Interestingly, the increase of

∑
|pcv|2 is strictly proportional to the increase of the HF

percentage included in the functional.
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Having analyzed the effect of the nonlocal exchange on the transition matrix element,
we can add some comments on the general trends observed for effective masses in Fig. 7.1
and the summary statistics of Table 7.2. Starting with TB-mBJ calculated effective
masses, the clear trend for overestimation comes from the too-small absolute matrix
elements. This is the same for HSE effective masses for which V NL

x was neglected in
the calculation of the matrix element. On the other hand, for PBE calculated effective
masses, no clear trend is apparent. For some PBE effective masses, e.g. Si mn,⊥ and mn,‖,
the agreement with experiment is surprisingly good. This is because the PBE band gap is
not fitted to the experimental band gap. As a result, errors in the effective mass due to an
underestimated band gap and due to the underestimated matrix element partially cancel
out. This error cancellation is not systematic as seen by the high standard deviation of
the relative error of 41%. Therefore, no clear trend for the error of PBE effective masses
can be found.

We now turn our attention to the monolayer effective mass values recorded in Ta-
ble 7.1. For some effective masses at Γ, reliable PBE-derived effective masses could
not be obtained with perturbation theory as the result differed by more than 30% from
the band curvature fit. For effective masses at the K point, the errors with respect
to the band curvature were in the range of 5 − 16% which is significantly larger than
for sp-semiconductors. The variations of the perturbation theory results with respect
to the band curvature obtained with PBE can be explained with the limits of pertur-
bation theory in connection with DFT pseudopotentials. All monolayers considered in
our study are transition metal dichalcogenides for which the band edges are composed
mainly of the d-orbitals of the transition metal. When it comes to the prediction of d-
states, it is difficult to converge the perturbation sum. According to the optical selection
rule ∆l = ±1, l being the orbital quantum number, d-states couple with p-states and
f-states. Therefore, many high-energy empty bands have to be included that describe
the f-states in order to correctly converge the perturbation sum for d-states. In other
words, the convergence of the sum with respect to the number of empty bands needs
to be carefully tested. This is true not only for effective masses but for all electronic
structure methods that are based on perturbation theory, e.g., GW . We included 800
bands for the calculation of the effective masses in the monolayers, which corresponds
to ca. 5− 6 Ry above the Fermi level.

When we increase the number of empty bands, the predicted effective mass is slowly
corrected towards the value obtained from parabolic fitting of the band edge (see Ta-
ble S2 of the supplementary information). However, for the example of 1L MoS2 even
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with about 2400 bands (ca. 12 Ry above the Fermi level), the error is still high. We
also notice that the effective mass predicted depends on the pseudopotential employed.
For 1L MoS2, the error is greater for the Mo_pv pseudopotential than for the Mo_sv
potential and the Mo_sv_GW potential which has the lowest error. This is because in
the GW pseudopotentials the high-energy electron scattering is more accurate, rendering
the GW pseudopotentials better suited for calculations that include coupling to high-
energy states [39, 62]. In bulk MoS2 and WS2, we see similar errors of PT results with
respect to the band curvature, though reduced in magnitude (Table S2 of the supple-
mentary information). We conclude that the prediction of the effective mass of d-states
is challenging in two ways: Firstly, a high number of empty bands has to be included
and secondly, even when they are included, the physical limits of the pseudopotentials
are reached.

The sum over many empty states in the perturbative expansion can elegantly be
overcomed with the Sternheimer approach [63] as shown in the context of quasiparticle
GW calculations [64] or effective masses [65] which do not require the computation
of unoccupied electronic states. Alternatively, it is possible to address this issue by
including high-energy local orbitals (HELOs) to augment the basis set. This feature
available in the Wien2k code was shown to improve the magnetic shielding for solid
state nuclear magnetic resonance [66], effective masses derived from the perturbative
expansion [17] and the GW band gap convergence [67]. With six high-energy local
orbitals included, the effective mass of 1L MoS2 predicted with perturbation theory is in
good agreement with the band curvature fit (Table S2 of the supplementary information;
see supplementary information for the detailed workflow of Wien2k calculations with
HELOs).

The limits observed for d-states at the example of PBE hold also for HSE calculations.
Here, a further aspect is noteworthy. To fit the transport band gap of the monolayer
materials we have to include a large proportion of HF exchange in the hybrid functional
(see Table S1 in the supplementary information). Relative to the HF percentage for the
parent bulk structure we had to include nearly three times the HF proportion for 1L
MoS2 and about four times the HF proportion for 1L WS2 to obtain the right band gap.
Considering that the same chemical elements are used, this seems surprising. It points to
the limit of the parameter fitting procedure to obtain the experimental transport band
gap for monolayer 2D materials. The large percentage of HF included in the functional
may lead to an unphysical increase of the matrix element, which may be the reason why
many effective masses are smaller than the experimental value (see Table 7.1).
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Turning away from technical aspects, we now look at the experimental effective masses
for the transition metal dichalcogenide monolayers recorded in Table 7.1. We observe
that the bulk MoS2 hole effective mass at Γ is much lighter than the 1L MoS2 effec-
tive mass. To explain this effective mass renormalization, we can consider two factors
(drawing on Eq. (7.1)): the band gap change and the change of the matrix element. The
band gap at Γ opens up from 2.08 eV in the bulk to 2.84 eV in the monolayer MoS2

at the PBE level. Looking into the matrix elements, we observe that the coupling of
the lower-lying conduction bands with the valence band at Γ contributes significantly
to the band dispersion. Thus, an increase of the band gap affects the strength of the
contribution of these interactions to the band curvature. However, the band gap renor-
malization accounts for only less than half of the effective mass renormalization. This
means that also the matrix elements themselves change: In 1L MoS2 the sum of these
matrix elements is only about half of that in bulk MoS2. In other words, the oscillator
strength between the valence band (VB) at Γ and the lower-lying conduction bands is
much weaker in the monolayer than in the bulk. As a result, the band dispersion of the
VB at Γ is flatter in 1L MoS2 and the effective mass is larger.

The layer-dependent effective mass of holes at the Γ point in MoS2 is an example
that we have to consider the change of the optical matrix element when trying to explain
effective mass renormalization effects. This example shows that in order to develop a
physical intuition for the renormalization of effective masses, both the band gap and the
matrix element renormalization have to be considered together.
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Figure 7.1: Calculated versus experimental effective masses for the
mstar60 dataset. This figure provides a graphical overview of Table 7.1.
Circles are used for conduction band effective masses and cross symbols for
valence band effective masses. Effective masses are calculated with the fol-
lowing exchange-correlation functionals/potentials: a) PBE, b) HSE06, c)
TB-mBJ/LDA and d) HSE06 with the nonlocal exchange potential term
V NL

x switched off in the calculation of the matrix element. HSE-derived
effective masses show the best agreement with experiment.
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Figure 7.2: Effective mass of the conduction band of GaAs at Γ versus
the band gap for different settings of the exchange-correlation functional.
There is a linear relationship between the effective mass and the band
gap for all exchange-correlation functionals that do not include nonlocal
exchange. Effective masses obtained from hybrid functionals consider-
ing nonlocal exchange deviate from that linear relationship. Only upon
including nonlocal exchange, both the experimental band gap and exper-
imental effective mass can be reproduced correctly in the calculation.
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Figure 7.3: Sum of the squared matrix element |pcv|2 (see Eq. (7.6))
versus the band gap for different settings of the exchange-correlation po-
tential for the conduction band effective mass of GaAs at Γ.

∑
|pcv|2

includes contributions from the transitions between the conduction band
and the heavy-hole, light-hole and split-off valence bands.

∑
|pcv|2 is

roughly a constant for all exchange-correlation functionals that do not in-
clude nonlocal exchange, irrespective of the band gap. When the nonlocal
exchange is considered via the V NL

x term in the calculation of the matrix
element, the sum increases with increasing HF proportion and increasing
band gap. This graph shows the importance of including the nonlocal ex-
change on the HSE level for calculating accurate optical matrix elements.
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7.5 Conclusion

In summary, we benchmarked the performance of three exchange-correlation potentials
for the calculation of effective masses. For benchmarking we introduced the mstar60

dataset which contains 18 semiconductors with a wide range of electronic properties
and effective masses. Our calculations show that the hybrid HSE06 functional (fitted
to the experimental band gap) yields by far the most accurate effective masses with
respect to experiment, followed by the TB-mBJ functional (fitted to the experimental
band gap). We reveal that the nonlocal exchange in HSE06 enlarges the transition
matrix elements which proves to be the key to the superior accuracy in the calculation of
effective masses. The omission of the commutator between the nonlocal XC potentials
and position when calculating optical matrix elements in HSE leads to serious errors
(about 30% underestimated p2

cv matrix elements in GaAs). For the semilocal PBE
functional, the errors introduced by the band gap and the transition matrix elements
partially cancel out for the calculation of effective masses. We discuss the limits of the
perturbation approach to the calculation of effective masses for d-states and possible
solutions. Finally, we show at the example of transition metal dichalcogenide bulk and
monolayer materials that changes in the matrix elements are important in understanding
the layer-dependent effective mass renormalization. In this, our analysis goes beyond the
standard discussion that focusses on the interband energy difference. Our results show
that changes in the matrix elements may not be ignored in the discussion of effective
mass renormalization effects.

Conclusion

The authors are thankful to Peter Blaha and Fabien Tran (TU Vienna) for the insightful
discussion about the performance of a (local) TB-mBJ potential for transition metal
dichalcogenides. The authors acknowledge funding provided by the Natural Sciences and
Engineering Research Council of Canada under the Discovery Grant Programs RGPIN-
2020-04788. Calculations were performed using the Compute Canada infrastructure
supported by the Canada Foundation for Innovation under John R. Evans Leaders Fund.
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experiment PBE HSE06 HSE06, TB-mBJ
V NL
x off

Si (227) mn,⊥ (CBM) 0.191 0.193 0.185 0.234 0.210
mn,‖ (CBM) 0.916 0.943 0.913 0.957 0.942
mp,hh (Γ) [100] 0.46 [68] 0.267 0.259 0.379 0.317
mp,lh (Γ) [100] 0.171 [68] 0.193 0.189 0.258 0.224
mp,so (Γ) 0.262 0.230 0.224 0.315 0.269

GaAs (216) mn (Γ) 0.066 0.028 0.068 0.090 0.090
mn,⊥ (X6) 0.23 0.233 0.220 0.276 0.255
mn,‖ (X6) † 1 1.3 −0.534 −0.90 −1.016 −0.294
mn,⊥ (L6) 0.075 0.102 0.111 0.146 0.134
mn,‖ (L6) 1.9 1.656 1.654 1.609 1.671
mp,hh (Γ) [100] 0.395 0.324 0.306 0.456 0.380
mp,lh (Γ) [100] 0.09 0.034 0.084 0.117 0.113
mp,so (Γ) 0.16 0.107 0.164 0.233 0.212

GaN (186) mn,‖ (Γ) 0.2 0.158 0.186 0.255 0.240
mn,⊥ (Γ) 0.2 0.175 0.206 0.280 0.264

InP (216) mn (Γ) 0.079 0.054 0.086 0.109 0.108
mp,hh (Γ) [100] 0.565 0.469 0.422 0.612 0.525
mp,lh (Γ) [100] 0.12 0.073 0.113 0.150 0.145
mp,so (Γ) 0.21 [69] 0.142 0.189 0.256 0.236

Table 7.1: Calculated and experimental effective masses m∗ (m0). mn
denote effective masses of the conduction band, mp effective masses of
the valence band. ‘hh’, ‘lh’ and ‘so’ stand for heavy hole, light hole
and split-off band, respectively. Locations and directions in the Brillouin
zone are indicated. The space group number of each material is given in
parenthesis.

1excluded from the statistical analysis
2excluded from the statistical analysis
3specifics of the valence band and direction of the experimentally obtained effective mass are unclear
4excluded from the statistical analysis
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experiment PBE HSE06 HSE06, TB-mBJ
V NL

x off
CdS (186) mn,⊥ (Γ, A exciton) 0.192 0.133 0.181 0.239 0.242

mn,‖ (Γ, A exciton) 0.168 0.123 0.165 0.220 0.220
mp,⊥ (Γ, A exciton) 0.675 0.268 0.348 0.549 0.463
mp,‖ (Γ, A exciton) † 2 5 0.993 0.827 1.57 1.57

CdTe (216) mn (Γ) 0.093 0.051 0.097 0.122 0.133
mp,lh [100] (Γ) 0.13 0.058 0.113 0.150 0.155
mp,hh [100] (Γ) 0.72 0.431 0.396 0.615 0.503

PbS (225) mn,⊥ (L) 0.08 0.013 0.081 0.096 0.085
mn,‖ (L) 0.105 0.011 0.103 0.119 0.126
mp,⊥ (L) 0.075 0.013 0.074 0.087 0.080
mp,‖ (L) 0.105 0.011 0.111 0.132 0.138

PbSe (225) mn,⊥ (L) 0.04 0.057 0.037 0.043 0.039
mn,‖ (L) 0.07 0.061 0.068 0.079 0.083
mp,⊥ (L) 0.034 0.058 0.036 0.043 0.039
mp,‖ (L) 0.068 0.064 0.071 0.085 0.089

PbTe (225) mn,⊥ (L) 0.022 0.003 0.022 0.025 0.024
mn,‖ (L) 0.215 0.047 0.216 0.237 0.260
mn,⊥ (L) 0.023 0.003 0.023 0.027 0.026
mp,‖ (L) 0.273 0.050 0.263 0.296 0.332

SiC (216) mn,‖ (X) 0.662 0.652 0.606 0.698 0.664
mn,⊥ (X) 0.244 0.225 0.217 0.281 0.253
mp (Γ) [100] 0.45 3 0.603 0.510 0.805 0.625

BN [70] (194) mp (K̄, Γ̄-K̄) † 4 0.49 [71] 0.971 0.775 1.515 1.185

Table 7.1: continued.

5Perturbation theory (PT) result has an error of 14% with respect to the band curvature fit
6PT result has an error of 5% with respect to the band curvature fit
7PT result has an error of 7% with respect to the band curvature fit
8Converged PT result could not be obtained. Band curvature fit gives an effective mass of 3.73 m0
9Perturbation theory result has an error of 13% with respect to the band curvature fit

10Converged PT result could not be obtained
11PT result has an error of 15% with respect to the band curvature fit
12PT result has an error of 10% with respect to the band curvature fit
13PT result has an error of 7% with respect to the band curvature fit
14PT result has an error of 8% with respect to the band curvature fit
15PT result has an error of 16% with respect to the band curvature fit
16PT result has an error of 8% with respect to the band curvature fit
17Converged PT result could not be obtained. Band curvature fit gives an effective mass of 2.93 m0
18Converged PT result could not be obtained.
19PT result has an error of 5% with respect to the band curvature fit
20PT has an error of 8% with respect to the band curvature fit
21Converged PT result could not be obtained. Band curvature fit gives an effective mass of 4.46 m0
22Converged PT result could not be obtained.
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experiment PBE HSE06 HSE06, TB-mBJ
V NL

x off
bP (64) mn (Y) [010] 1.027 [72] — 1.15 1.12 1.17

mn (Y) [001] 0.128 [72] — 0.123 0.170 0.150
mn (Y) [100] 0.083 [72] — 0.093 0.146 0.126
mp (Y) [010] 0.648 [72] — 0.646 1.08 0.842
mp (Y) [001] 0.28 [72] — 0.270 0.395 0.332
mp (Y) [100] 0.076 [72] — 0.085 0.140 0.117

MoS2 [73] (194) mp (Γ̄, Γ̄-K̄) 0.67 [74] 0.7745 0.685 0.976 0.904
WS2(194) mp (K̄, Γ̄-K̄ ) 0.35 [75] 0.3546 0.321 0.424 0.376

mp,VB−1 (K̄, Γ̄-K̄ ) 0.43 [75] 0.495 7 0.454 0.620 0.539
1L MoS2 mp (Γ, Γ-K ) 2.2 [74, 76] — 8 2.084 9 — 10 —

mp (K, Γ-K ) 0.52 [76, 77] 0.603 11 0.421 12 0.951 —
mn (K) 0.69 [78, 77] 0.402 13 0.312 14 0.494 —

1L MoSe2 mp (K, Γ-K ) 0.66 [79, 80, 54] 0.672 15 0.418 1.141 —
mn (K) 0.8 [81] 0.468 16 0.333 0.584 —

1L WS2 mp (Γ̄, Γ̄-K̄ ) 1.55 [82] — 17 1.04 — 18 —
mp (K̄, Γ̄-K̄ ) 0.425 [82, 83] 0.358 19 0.237 0.674 —
mp,so (K̄, Γ̄-K̄ ) 0.6 [82, 83] 0.517 20 0.358 1.31 —

1L WSe2 mp (Γ, Γ-K ) 4.2 [80] — 21 1.436 — 22 —

Table 7.1: continued.

147

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/materials
https://www.eng.mcmaster.ca/materials


Doctor of Philosophy– Magdalena Laurien; McMaster University– Department of
Materials Science and Engineering

PBE HSE06 HSE06, V NL
x off TB-mBJ

ME (m0) −0.053 −0.034 0.036 0.013
MAE (m0) 0.075 0.043 0.065 0.054
STDE (m0) 0.100 0.090 0.100 0.080
MRE (%) −27 −4.7 22 16
MARE (%) 38 10 26 21
STDRE (%) 40 16 22 21

Table 7.2: Summary statistics for the error in the calculated effective
mass for the bulk materials of the mstar60 dataset. The statistics include
42 effective masses of 13 materials.
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Appendix A

Supplementary Information:
Pressure dependence of direct
optical transitions in ReS2 and
ReSe2

This appendix contains the supplementary information for Chapter 4.
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I. Polarization measurements 
 

Since the broadening parameter of the excitonic transitions at ambient pressure is around ≈ 
20 meV, it is difficult to spectrally resolve and fit all the transitions that coexist in a range 
smaller than ≈ 40 meV. In order to evaluate all the excitonic transitions and their pressure 
dependence, polarization-resolved measurements have been performed at selected pressures 
(spectra for ReS2 are shown in Figs S1 and S2, and spectra for ReSe2 in Figs. S3 and S4). From 
these polarization-dependent spectra the Aspnes formula was fitted assuming that the phase, 
energy and broadening parameters are independent of polarization angle, and taking only the 
amplitude as a free parameter. Within this method, we found that three transitions are enough to 
describe all the features present in the PR spectra at all polarization angles for ReS2 and two for 
ReSe2, which is in good agreement with previous polarization-resolved measurements performed 
at ambient pressure.1 The energies of the three fitted transitions of ReS2 were within a spectral 
range of ≈60 meV. These results are in agreement with  previous polarization-resolved 
measurements, which also report three close excitonic transitions within a spectral range of ≈100 
meV.2–4 

 
 

  
Fig. S1. Spectra of ReS2 (Sample I) acquired at pressure 10.9 kbar (panel A) and 17.6 kbar (panel B) for different 
polarization angles. For visual purposes, the three excitonic energies are cualitativelly shown from the maxima of 
the PR signal. 
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Fig. S2. Spectra of ReS2 (sample II) acquired at pressure 10.0 kbar (panel A) and 16.3 kbar (panel B) for different 
polarization angles. 

 
Fig. S3. Spectra of ReSe2 (sample III) acquired at pressure 4.8 kbar (panel A) and 8.5 kbar (panel B) for different 
polarization angles. 

  
Fig. S4. Spectra of ReSe2 (sample IV) acquired at pressure 0.0 kbar (panel A) and 9.5 kbar (panel B) for different 
polarization angles. 
 
 

The polarization dependence of the amplitude of the fitted excitonic transitions of ReS2 is 
shown for pressures of 10 kbar (open circles) and 16.3 kbar (full circles) in Fig. S5. and are 
plotted with a phase separation of 180 degrees to facilitate the comparison between pressures. By 
comparing the upper and lower half of the chart, it is clear that the amplitude and orientations for 
each transition is maintained with increasing pressure. This indicates that the sample did not 
suffer any structural transition, which is expected since the first phase transition takes place at 
higher pressures, around 113 kbar.5 The angular dependence of the amplitudes is fitted by using 
a formula derived from the Malus law, 
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𝑓(𝜑) = 𝑓∥cosଶ (𝜑 − 𝜑଴) + 𝑓 sinଶ (𝜑 − 𝜑଴), [S1] 

 
where 𝑓∥ and 𝑓  are the parallel and perpendicular components of the oscillator strength, and 𝜑଴ 
the relative orientation of the excitonic transition. Following Fig. S5, the angular dependence of 
the amplitude of the most energetic transition (i.e. Eex

3) is very weak, in agreement with previous 
polarization-resolved piezoreflectance measurements.4 On the other hand, the first and second 
excitonic transitions (i.e. Eex

1 and Eex
2) are strongly polarized (𝑓 ≈ 0) along the angles 𝜑଴ ≈ 4° 

and 93°, respectively. These results are in relatively good agreement with previous works 
focused on the anisotropic properties of bulk ReS2 by means of polarization-resolved PL 
performed at a temperature of 110 K.6 This work found that the orientation of the Eex

1 and Eex
2 

relative to the b-axis is 𝜑଴ ≈ 17° and ≈ 86°, respectively. During the loading process our 
samples were misoriented inside the press cell, but from the angular dependence of the excitons 
it was possible to determine the orientation of the b-axis for each sample with respect the vertical 
axis. These are 𝜑 ≈ 97° and −13° for samples I and II, respectively. 

The polarization dependence of the amplitudes for each transition in ReSe2 is shown in 
Fig. S6 for the pressures 4.5 kbar and 8.5 kbar (upper and lower half of the chart, respectively). 
As it can be seen in the figure, the orientation and relative amplitude for each transition is 
preserved at different pressures, which is expected since ReSe2 does not undergo any phase 
transition up to ≈100 kbar.7 After fitting Eq. [S1] (plotted as solid curves) we found that both 
transitions are strongly polarized (𝑓 ≈ 0) along the angles 𝜑଴ ≈ 98° and 175°, hence with a 
relative angle of 77°. This result evidences that the orientation of the b axis for the sample III is 
𝜑଴ ≈ 98° since previous polarization-resolved measurements found that Eex

1 is polarized along 
the b axis.1,8 Using the same procedure for the sample IV we found that its orientation is 𝜑଴ ≈ 
157°, which is significantly different from that of sample III. 
 
 
 

 

Fig. S5. Polar dependence of the 
amplitude for three fitted PR transitions 
in Sample II. The fittings have been 
performed at two different pressure 
values, 10.0 kbar (empty symbols, top) 
and 16.3 kbar (filled symbols, bottom). 
The solid curves are fits from Eq. [S1]. 
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II. Band structure calculations 

II. A. Reciprocal coordinates 
 

In order to intersect the space in a three-dimensional manner the k-path was prepared based 
on the suggestions of the seeK-path tool79, according to which the path walks through the first 
Brillouin zone whilst returning frequently to the Γ (see Figure 12 c for illustration). Scaled 
reciprocal coordinates are listed for the special k-points in Table 2. The coordinates of the high-
symmetry k-points can be found in Table S1. 

Besides the energy eigenvalues, the optical matrix elements 𝑀௡௠,ఈ(𝑘) =
⟨𝜑௡(𝑘)|𝑑/𝑑𝑘ఈ|𝜑௠(𝑘)⟩  between bands 𝑛 and 𝑚 were calculated within a linear optical theory. 
The matrix element consists of three complex numbers. To estimate the scattering efficiency of 

the optical transition we evaluated the squared sum of the absolute values, ∑ ห𝑀௡௠,ఈห
ଶ

.ଷ
ఈୀଵ  

On a technical note, the number of bands was increased to 320 bands for the optical matrix 
element calculation, which is roughly a 2.5-fold value of the VASP default. This is necessary 
because the matrix calculation requires a large number of empty bands. Also, the number of 
frequency grid points (VASP: NEDOS-tag) was increased to 6000.  

 
 
Table S1. Scaled reciprocal coordinates of special k-points of ReX2 corresponding to the global valence band 
maximum (VBM) and conduction band minimum (CBM), as well as the k-points of the assigned direct transitions A 
and B.  

Material k-point a* b* c* Function 
 

ReS2 
Z 0.0 0.0 0.5 Transition A & CBM 

K1 0.05882 −0.05882 0.38235 Transition B 
K2 0.20588 −0.17600 0.294118 VBM 

 
ReSe2 

J1 0.02941 0.14706 −0.20588 Transition A 
Z 0.0 0.0 0.5 Transition B 
J3 0.20588 0.38235 0.20588 CBM 
J2 0.08824 0.14706 −0.20588 VBM 

 
 
 

 

Fig. S6. Polar dependence of the amplitude for 
two fitted PR transitions in Sample III. The 
fittings have been performed at two different 
pressures, 4.5 kbar (empty symbols, top) and 
8.5 kbar (full circles, bottom). The solid 
curves are fits from Eq. [S1]. 
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Table S2. Scaled reciprocal coordinates of 
the high-symmetry k-points considered in 
the electronic dispersion calculations. 

k-point a* b* c* 
Γ 0 0 0 
X 0.5 0 0 
Y 0 0.5 0 
Z 0 0 0.5 
V 0.5 0.5 0 
U 0.5 0 0.5 
T 0 0.5 0.5 
R 0.5 0.5 0.5 

 
 

The original lattices were transformed respective to their coordinate system to give credit to 
the convention of defining the Cartesian z-axis as perpendicular to the layers and lattice vector c 
as the out-of-plane vector crossing the 2D-layers (Figure 12 b, d). It should be noted that due to 
the offset in layer stacking the c-vector is not perpendicular to the layers. ReX2 crystallizes in the 
Td distorted octahedral configuration. In this configuration four Rhenium atoms group together to 
form so-called diamond-like clusters that are assembled in chains within the plane (Figure 12 b, 
d, right side, diamond chains are highlighted in red). The origin of the distortion in the 
crystallographic structure has been discussed in the light of the Jahn-Teller effect as well as quasi 
1D-Peierls distortion.9–11  
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Fig. S7. Structural information of ReX2. Brillouin zone of ReS2, (a) and ReSe2 (c). Atomic configurations of the 
distorted Td structure for ReS2 (b) and ReSe2 (d). 

 
II. B. Pressure dependence of the lattice parameters 

 
After structure relaxation at a pressure of 0 kbar, the calculated (experimental12,13) lattice 

parameters are a = 6.438 Å (6.450 Å), b = 6.498 Å (6.390 Å), c = 6.357 Å (6.403 Å) and α = 
106.556° (105.49 °), β = 88.154° (91.32 °), γ = 121.359° (119.03°) for ReS2 and a = 6.578 Å 
(6.597 Å), b = 6.749 Å (6.710 Å), c = 6.784 Å (6.721 Å) and α = 95.30° (91.84°), β = 103.30° 
(104.9°), γ = 119.74° (118.91°) for ReSe2. With increasing pressure, the c lattice parameter 
decreases most strongly, around 2.9-2.6 % at 20 kbar. In contrast, lattice parameters a and b are 
compressed by less than 0.5 % and the lattice angles vary only slightly. 
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Fig. S8. Pressure dependence of the calculated lattice parameters and relative lattice angles for ReS2 

 

 

a. ReS2 

 
Fig. S9. Pressure dependence of the calculated lattice parameters and relative lattice angles for ReSe2 

4 – Theoretical pressure coefficient determination 
a. ReS2 
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Fig. S10. Pressure dependence of the direct band gap 
energy for the transitions at the Z and K1 k-point of 
ReS2. The pressure coefficient is taken as the slope of 
the linear fit. Eigenvalues of the state with the highest 
local matrix element value are taken. The pressure 
coefficients are −1 meV/kbar−1 and −3.4 meV/kbar−1 for 
Z and K1, respectively, with respective errors of ±0.6 
meV/kbar for Z and ±1.2 meV/kbar. Despite 
uncertainties in the calculated energies, it can be clearly 
seen that the transition at K1 exhibits a significantly 
lower pressure coefficient compared to the transition at 
Z.   

 
b. ReSe2 

 

Fig. S11. Pressure dependence of the direct band gap 
energy for the transitions at the J1 and Z k-point of 
ReSe2. The pressure coefficient is taken as the slope of 
the linear fit. Eigenvalues of the state with the highest 
local matrix element value are taken. The pressure 
coefficients are −4.2 meV/kbar−1 and −0.7 meV/kbar−1 
for J1 and Z, respectively, with errors of about ±0.3 
meV/kbar for J1 and ±0.4 meV/kbar for Z. 
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II. C. Calculations within the HSE06 functional 
 
 

Hybrid functional calculations were performed for ReX2 following the approach of Ref. 
14 to verify the relative energy levels of the valence and conduction bands at important points in 
momentum space. As input structure the SCAN-relaxed structures were taken. The calculations 
were carried out using VASP with the HSE0615 functional. Gaussian smearing of the partial 
occupancies of the orbitals was set to a width of 0.05 eV to accelerate the electronic 
convergence. 

The band gap at 0 kbar and 20 kbar was determined for the Z and K1 points for ReS2 and 
the J1 and Z points for ReSe2. It can be seen that the HSE direct band gaps are approximately 0.4 
eV larger than the SCAN calculated band gaps, for both ReS2 and ReSe2 (see Table S2 and Table 
S3). Considering the exciton binding energies, the direct band gaps are close to our 
experimentally obtained transitions. For example, considering an exciton binding energy 𝐸௕≈ 
200 meV16 for bulk ReS2, the HSE band gap at 0 kbar is reduced to 1.42 eV which is close to the 
experimental value of 1.50 eV. For ReSe2, with 𝐸௕≈ 120 meV17 (or 𝐸௕≈ 220 meV16) the HSE 
optical band gap becomes 1.43 eV (1.31 eV for HSE-exBindEn) close to the experimental value 
of 1.307 eV. 

A simplified pressure coefficient was calculated taking into account the change of the 
band gap between 0 and 20 kbar only, omitting the 5, 10, and 15 kbar steps. While the absolute 
values of the direct band gaps differ between HSE and SCAN calculations as expected, the 
trends with pressure are very similar. The pressure coefficients, though slightly higher for 
HSE06 calculations, allow for the same clear assignment of transitions A and B as done with the 
DFT results (see Table S2 and Table S3).  
 
 
Table S3. Comparison of the HSE06 and DFT results for ReS2. The HSE band gap is higher than the DFT band gap. 
The (simplified) pressure coefficient is very similar between both approximations: the assignment of transition A 
and B to the Z and K1 points in the Brilloin zone is not affected. 

 

ReS2 
Z point (Transition A) K1 point (Transition B) 

HSE06 DFT (SCAN) HSE06 DFT (SCAN) 

Band gap, 0 kbar (eV) 1.620 1.198 1.634 1.208 

Band gap, 20 kbar(eV) 1.586 1.166 1.588 1.163 

Pressure coefficient 
(simplified) (meV/kbar) 

−1.730 −1.589 −2.313 −2.220 
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Table S4. Comparison of the HSE06 and DFT results for ReSe2. The HSE band gap is higher than the DFT band 
gap. The (simplified) pressure coefficient is very similar between both approximations: the assignment of transition 
A and B to the J1 and Z points in the Brillouin zone is not affected. 

ReSe2 
J1 point (Transition A) Z point (Transition B) 

HSE06 DFT (SCAN) HSE06 DFT (SCAN) 

Band gap, 0 kbar (eV) 1.55 1.15 1.59 1.19 

Band gap, 20 kbar (eV) 1.45 1.06 1.56 1.17 

Pressure coefficient 
(simplified) (meV/kbar) 

−4.99 −4.45 −1.15 −0.86 
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II. D. Convergence tests with kinetic cutoff energy 
 
 
 a. ReS2 

 
Fig. S12. Convergence of the pressure coefficient with increasing kinetic energy cutoff for ReS2. A simplified 
pressure coefficient was calculated; considering only the band gap energies at 0 and 20 kbar. Structures were fully 
relaxed for each cutoff before calculating the band structure. The pressure coefficients of the direct band gaps at the 
Z and K1 point vary with the cutoff, however their relative placement does not change so that the assignment of the 
transitions A and B is unaffected.  
 
 

 
Fig. S13. Convergence of the band gap at 0 and 20 kbar with increasing kinetic energy cutoff for ReS2. While the 
values vary, and a slight increase of the band gap can be noted with increasing convergence, the trends remain 
unchanged: At 0 kbar, the lowest energy direct band gap is located at Z, at 20 kbar the direct band gaps at the Z and 
K1 points are very close in energy. 
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Fig. S14. Change of the band structure with increasing kinetic energy cutoff for ReS2. Shown are the differences 
between the valence band energies at the direct band gap and the fundamental band gap Ev and the analogous 
difference for the conduction band Ec as visualized in the schematic picture on the right. If the direct band gap is 
located at the global VBM (CBM), Ev (Ec) has the value zero. For ReS2 the Ev and Ec remain overall constant 
with only minor variations. This shows that the character of the band gap is conserved with increasing energy cutoff: 
the fundamental band gap is quasi-direct (or slightly indirect) at 0 kbar and indirect at 20 kbar. Small variations stem 
from the presence of many valence band maxima that are very close in energy.  
 

 b. ReSe2 

 

 
Fig. S15. Convergence of the pressure coefficient with increasing kinetic energy cutoff for ReSe2. A simplified 
pressure coefficient was calculated; considering only the band gap energies at 0 and 20 kbar. Structures were fully 
relaxed for each cutoff before calculating the band structure. The pressure coefficients of the direct band gaps at the 
Z and J1 point vary with the cutoff, however their relative placement does not change so that the assignment of the 
transitions A and B is unaffected. 
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Fig. S16. Convergence of the band gap at 0 and 20 kbar with increasing kinetic energy cutoff for ReSe2. While the 
values vary, and a slight increase of the band gap can be noted with increasing convergence, the trends remain 
unchanged: At 0 kbar, the lowest energy direct band gap is located off the high-symmetry points at J1 and the 
second-lowest at the Z point, at 20 kbar the energy difference between them is significantly greater. 
 
 
 

 
Fig. S17. Change of the band structure with increasing kinetic energy cutoff for ReSe2. Shown are the differences 
between the valence band energies at the direct band gap and the fundamental band gap Ev, and the analogous 
difference for the conduction band Ec as visualized in the schematic picture on the right. If the direct band gap is 
located at the global VBM (CBM), Ev (Ec) has the value zero. In the graph the differences remain very similar 
with increasing cutoff energy. This shows that indirect character of the band gap is conserved.  
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Appendix B

Supplementary Information:
Exploration of the bright and
dark exciton landscape and fine
structure of MoS2 (using
G0W0-BSE)

This appendix contains the supplementary information for Chapter 5.
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Supplementary material for:  

Exploration of the bright and dark exciton landscape and fine 
structure of MoS2 (using G0W0-BSE) 
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1Department of Materials Science and Engineering, McMaster University, 
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2School of Physics, Nankai University, Tianjin 300071, China 

 

Convergence testing 

Convergence of GW-BSE calculations is a multi-step procedure. The GW part of the calculation is the 
critical one, so generally convergence can focus on the GW part. For 2D-systems, though, the BSE 
calculation exhibits a strong dependence on the k-grid employed. 

Therefore, this convergence study is laid out as follows: 

1. Simplified GW calculation 
a. Screened cutoff (number of G-vectors) and the number of bands are converged together 
b. The number of frequency grid points is converged using the obtained screened cutoff 

and number of bands from step a) 
2. Full BSE calculation 

a. Convergence with the k grid is tested 

 

1. Simplified GW calculation 

The simplifications consist of full use of symmetry, omitting spin-orbit coupling, and using a coarse k grid 

of 6x6x1. The convergence with respect to the k grid is independent from the other parameters, 

therefore we could choose an economical k grid here. 

In step 1a) we first tested the dependence of the quasiparticle bandgap on the screened cutoff, keeping 

the number of bands and the number of frequency grid points at very high values (VASP tags: 

NBANDS=1000 and NOMEGA=256, respectively). In VASP, the screened cutoff is by default set to two-

thirds of the plane wave cutoff (VASP tags: ENCUTGW=ENCUT*2/3).  

The results are seen in Figure S1 a). At a plane wave cutoff of 550 eV (screened cutoff of 367 eV) and 

higher, the band gap at K varies only by less than 1 meV. At 400 eV, the value chosen for the main 

calculations of this paper, the band gap is converged within 3 meV. 
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Then, we tested the dependence of the quasiparticle bandgap on the number of bands (VASP tag: 

NBANDS), keeping the plane wave cutoff and the number of frequency grid points at very high values 

(VASP tags: ENCUT=700 and NOMEGA=256, respectively). 

The results are seen in Figure S1 b). Employing 1024 bands, the band gap at K is 2.627 eV. For 640 bands, 

the value chosen for the main calculations of this paper, the band gap is 9 meV larger than for 1024 

bands. It seems, that convergence is not yet reached at 1024 bands. From these tests we can estimate 

the band gap error of our main calculations to be in the range of 10s of meV.  

In a subsequent step (1b), we employed a plane wave cutoff of 400 eV and set the number of bands to 

640 (main calculation settings) to test the dependence of the band gap on the number of frequency grid 

points (VASP tag: NOMEGA).  

The results are seen in Figure S2 a). For the band gap at K, we see a rapid decrease of the band gap with 

an increasing number of frequency grid points. Starting from 160 frequency grid points, the decrease 

slows down and changes happen at the meV scale, nearing convergence. Comparing the band gap at the 

highest number frequency grid points chosen here (256, band gap = 2.638 eV) with the value chosen for 

our main calculations (96, band gap = 2.70 eV), we overestimate the band gap by ca. 60 meV. 

In summary, all three parameters taken together introduce an error of the band gap of less than 0.1 eV, 

which can be seen as the convergence goal for our purposes. Furthermore, the value of the band gap of 

2.6 – 2.7 eV compares well with the benchmark of 2.67 eV established by Qiu et al.49. As a conclusion, 

our GW calculations can be regarded as a reliable basis for subsequent BSE calculations.  

It should be noted that convergence tests were performed without taking the spin-orbit coupling into 

account. Results reported in the main text, however, included relativistic effects. We expect results of 

the convergence studies to be transferable. 

 

2. Full GW-BSE calculation 

In a final step, we used the full GW-BSE calculations as described in the main publication and tested the 

main conclusions of the spectral spacing of exciton energies at K on their k grid dependence. Here the 

spin-orbit coupling is included. The first main conclusion is that the spin-forbidden dark exciton at K is 

lower in energy than the bright exciton. This can be described by ΔEdark-bright  < 0. The second main 

conclusion is that there exists an indirect exciton at K/K’ that is even lower in energy than the direct dark 

174



 3 

exciton at K. This can be described by ΔEdark-ind  > 0. There are two different indirect excitons at K due to 

spin-orbit coupling: one is spin forbidden, the other spin-allowed. Therefore, we must distinguish 

between ΔEdark-ind_spin-allowed and  

ΔEdark-ind_spin-forbidden. 

The results are seen in Figure S2 b). It is clearly seen that after exceeding a k grid of 6 x 6 x 1, ΔEdark-bright  

is always smaller than zero and ΔEdark-ind_spin-allowed (ΔEdark-ind_spin-forbidden) is always negative (positive). 

Therefore, increasing the k grid does not change our main conclusions: the lowest-energy exciton is 

indirect at K/K’ followed by the dark direct exciton at K. In fact, the differences of ΔE at different k grids 

are small; they are below 2 meV in all cases.  
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 a)                b) 

 

Figure S1: Convergence of the non-relativistic quasiparticle band gap with a) the screened cutoff (2/3 of 
the plane wave cutoff) and b) the number of bands. Shown are the bandgap at the K point, the gap at 
the Γ point and the differenced between the two lowest-energy conduction bands.These convergence 
tests were performed for a simplified GW setup. 
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a)                b) 

 

Figure S2: a) Convergence of the non-relativistic quasiparticle band gap with number of frequency grid 
points. Shown are the bandgap at the K point, the gap at the Γ point and the differenced between the 
two lowest-energy conduction bands.These convergence tests were performed for a simplified GW 
setup. b) Convergence of the spectral spacing of the main excitons at the K point with k grid. Shown are 
the energy difference between the direct bright and dark excitons at K, the energy difference between 
the dark direct exciton at K and the indirect spin-allowed exciton at K/K’, as well as the energy difference 
between the dark direct exciton at K and the indirect spin-forbidden exciton at K/K’. The white circles 
indicate results for a calculation employing the Tamm-Dancoff approximation; the results are identical 
with the full BSE results. 
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Figure S3: Change of the Eb/Eg ratio with Eg. Eb denotes the exciton binding energy and Eg the relativistic 
quasiparticle band gap energy. The color-coding marks reflect the percentage of lowest-energy excitons 
from the total of 100 excitons for each eigenstate (lowest-energy 10 % = red etc.). As a general trend, 
the Eb/Eg ratio decreases as the quasiparticle energy increases. This is due to screening of lower-energy 
excitons. This decrease explains why higher-energy excitons do not follow the Eb/Eg=0.25 rule. 

 

 

Table S1: Dependence of the exciton binding energy on the k grid density. Here the exciton binding 
energy of the lowest-energy direct exciton at the K point is shown. 

k grid Exciton binding energy (eV) 
15 x 15 x 1 0.551 
12 x 12 x 1 0.637 
9 x 9 x 1 0.790 
6 x 6 x 1 1.061 
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I. VASP STRUCTURE FILES (POSCAR)

CaAs3 monolayer

1.00000000000000

5.9673800467999998 0.0000000000000000 0.0000000000000000

1.0165732363000000 5.8803154649999998 0.0000000000000000

0.0000000000000000 0.0000000000000000 26.0000000000000000

Ca As

2 6

Direct

0.1769423339673324 0.1774698642655252 0.0843192194397560

0.0000016750081002 0.0000031145587513 0.1923299163679317

0.5550182146338116 0.5553423423773509 0.0925341103014574

0.6648516406207534 0.1335817668416936 0.0944098219129259

0.1332745527381149 0.6653217049443185 0.0944285201829231

0.0436701687153871 0.5121502125423447 0.1822206247786156

0.5120924785388894 0.0438910346111427 0.1822393138947689

0.6219257947279928 0.6221305888304300 0.1841156215831603

2
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CaP3 monolayer

1.0

5.7089400291 0.0000000000 0.0000000000

0.9168738936 5.4873170208 0.0000000000

0.0000000000 0.0000000000 26.0000000000

Ca P

2 6

Direct

0.990673363 0.236208677 0.069827832

0.000045002 0.000023723 0.192322791

0.504078567 0.176318109 0.089228347

0.436399102 0.576579750 0.091769300

0.052144825 0.713358402 0.095917709

0.938541174 0.522884250 0.166239306

0.554308176 0.659748256 0.170394331

0.486642480 0.060008407 0.172931165

3
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BaAs3 monolayer

1.00000000000000

6.4581198691999999 0.0000000000000000 0.0000000000000000

1.8406882982999999 6.1902486891999997 0.0000000000000000

0.0000000000000000 0.0000000000000000 26.0000000000000000

Ba As

2 6

Direct

0.1707610055466162 0.1707610052636852 0.0600013274230804

0.0000000000000000 0.0000000000000000 0.1923033457692327

0.5351630050496041 0.5351629619953329 0.0825415574615391

0.6681529921206035 0.1361709981814840 0.0858069291538470

0.1361710152654183 0.6681529718209944 0.0858069291538470

0.5026080206547903 0.0345905004387888 0.1664977440384590

0.0345905056370839 0.5026080011014997 0.1664977440384590

0.6355980209158645 0.6355979338704856 0.1697630882307664

4
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Black phosphorene

1.00000000000000

4.5905542594727189 0.0000000000000000 0.0000000000000000

0.0000000000000000 3.2953912493002919 0.0000000000000000

0.0000000000000000 0.0000000000000000 24.6571569442999987

P

4

Direct

0.4116710144483093 0.0000000000000000 0.2588742328996148

0.5883289855290670 0.0000000000000000 0.1733393012103477

0.0883289707180026 0.5000000001209344 0.2588742328996148

0.9116710143238436 0.5000000001209344 0.1733393012103477
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Puckered arsenene

1.00000000000000

4.6805338045812581 0.0000000000000000 0.0000000000000000

0.0000000000000000 3.6968139797539545 0.0000000000000000

0.0000000000000000 0.0000000000000000 24.0000000000000000

As

4

Direct

0.0687993159732372 0.0000000000000000 0.5501907684701308

0.9312007138572724 0.0000000000000000 0.4498092191132059

0.4312006842174441 0.4999999999591296 0.5501907684701308

0.5687992860791624 0.4999999999591296 0.4498092191132059
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II. WANNIER INTERPOLATION OF THE BAND STRUCTURES

FIG. S1: PBE band structure of CaP3. The red lines show the bandstructure obtained along a k

path from Quantum Espresso1, the blue dashed lines show the wannier interpolation along the

same path from a 6 × 6 × 1 k grid. The wannierization was performed with wannier902 for 100

iterations using random projections with 45 bands (20 valence and 25 conduction bands, each) as

input to obtain 45 wannier functions.
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FIG. S2: PBE band structure of CaAs3. The red lines show the bandstructure obtained along a k

path from Quantum Espresso, the blue dashed lines show the wannier interpolation along the

same path from a 6 × 6 × 1 k grid. The wannierization was performed with wannier90 for 100

iterations using random projections with 40 bands (20 valence and 20 conduction bands, each) as

input to obtain 40 wannier functions.
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FIG. S3: PBE band structure of BaAs3. The red lines show the bandstructure obtained along a k

path from Quantum Espresso, the blue dashed lines show the wannier interpolation along the

same path from a 6 × 6 × 1 k grid. The wannierization was performed with wannier90 for 100

iterations using random projections with 40 bands (20 valence and 20 conduction bands, each) as

input to obtain 40 wannier functions.
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III. CALCIUM TRIARSENIDE / CALCIUM TRIPHOSPHIDE HETEROSTRUCTURE

To estimate the effect of charge transfer and band shifts in a heterojunction, we calculated the

band alignment of a basic CaAs3/CaP3 heterostructure at the PBE level using VASP11–15 (see Fig.

S4). We note that for more accurate results, non-local effects should be included by using hybrid

functionals.3 The figure shows the band alignment with respect to the vacuum level (set to zero) of

the unstrained monolayers, strained monolayers and the heterostructure consisting of the strained

monolayers. The band alignment of the unstrained and strained monolayers reflect the alignment

according to the electron affinity rule. The atom-projected band structure of the heterostructure is

shown in Figure S5.

To create a heterostructure, we apply strain of less than 5 % in each direction, compressing

CaAs3 and straining CaP3. As a result of the strain, the band gap of CaAs3 decreases from 0.33 eV

to 0.10 eV and the band gap of CaP3 increases from 0.75 eV to 0.90 eV. The strained monolayers

form a type-I heterojunction according the the electron affinity rule.

Combining the strained monolayers in a heterostructure leads to an overall downshift of the

bands with respect the vacuum level. However, the relative band alignments are only slightly

affected by creating a heterostructure. Also, the respective band gaps of the heterostructure do not

close significantly compared to the strained monolayers. In effect, this means that there is a weaker

dependence of the band gap on number of layers in the heterostructure than in a homo-bilayer.4,5

Further, weak to moderate hybridization of the valence and conduction band occurs which

is due to overlap of the out-of-plane pz and dz2 orbital contributions. The weak nature of the

hybridization allows us to still define proper band offsets. We also observe a charge transfer from

CaP3 to CaAs3, which is indicated by the step in the vacuum level of -0.2 eV. Overall, the electron

affinity rule predicts the band alignment of the heterostructure rather well for this CaAs3/CaP3

heterostructure.
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FIG. S4: Band alignment of the CaAs3/CaP3 heterostructure calculated with the PBE-D3

functional in VASP. The bands are aligned with respect to the vacuum level (set to zero) with

values given in eV. Shown are the valence and conduction band at Γ of the fully relaxed

monolayer, strained monolayer and for the heterostructure. Contributions to a state of the

heterostructure are indicated as percentages along the dashed lines. The charge transfer from

CaP3 to CaAs3 is evident from the step of the vacuum level introduced in the heterostructure.
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FIG. S5: PBE band structure of of the CaAs3/CaP3 heterostructure. a) Projected contribution of

CaAs3, b) projected contribution of CaP3. The valence and conduction band are dominated by

CaAs3 while the immediate neighbouring bands are dominated by CaP3. The band gap of the

heterostructure is slightly indirect. The figures were obtained with the help the pyprocar6 tool.
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IV. PROJECTED DENSITY OF STATES

FIG. S6: a,b) Band and k point projected charge density of 1L CaAs3 at for the conduction band

at Λ. The isosurface is set at 0.0025 e/Å3. At this isosurface level, the connection of the charge

density lobes to the Ca atoms can be clearly seen.

FIG. S7: a,b) Band and k point projected charge density of 1L BaAs3 for the valence band at the

Γ point. Isosurface: 0.004 e/Å3.
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FIG. S8: a-d) Band and k point projected charge density of 1L BaAs3 for the conduction band at

Λ. The isosurface is set a,b) 0.004 e/Å3 and c,d) 0.0025 e/Å3. The 5d orbital of Ba is strongly

delocalized. Because the d orbital is more spread out, the lobes become visible at an isosurface of

0.0025 e/Å3 only. For comparison the band and k point projected charge density for the

conduction band at the Γ point is shown in e-h). Isosurface: e,f) 0.004 e/Å3, g,h) 0.0025 e/Å3.
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FIG. S9: a,b) Band and k point projected charge density of 1L CaP3 for the valence band at the Γ

point. The isosurface is set at 0.004 e/Å3. c,d) Band and k point projected charge density for the

conduction bands at the Λ point. Isosurface: 0.004 e/Å3.
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V. BONDING ANALYSIS OF PUCKERED PHOSPHORENE AND ARSENENE

The partial density of states (pDOS) and crystal orbital hamilton populations (COHP) were

obtained using LOBSTER7–10 with input from VASP PBE calculations11–15. From analysing pDOS

and COHP, the orbital composition of the electronic structure and their bonding/antibonding nature

can be obtained. The positive -COHP axis denotes bonding character of the covalent bonds and

the negative -COHP axis antibonding character. The DOS and COHP of black phosphorene and

puckered arsenene are shown in Fig. S10 and Fig. S11, respectively. We see that both the valence

band edge and the conduction band edge the of phosphorene and arsenene have p character. The

p-p interaction is slightly antibonding at the valence band edge and strongly antibonding for the

conduction band, which is apparent from the COHP analysis.
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FIG. S10: Density of states (DOS) and bonding indicator (pCOHP) of black phosphorene. The

energy of the valence band maximum is set to zero.
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FIG. S11: Density of states (DOS) and bonding indicator (pCOHP) of puckered arsenene. The

energy of the valence band maximum is set to zero.
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Appendix D

Supplementary Information:
Importance of the nonlocal
exchange potential for effective
mass calculations in
semiconductors - Benchmarking
exchange-correlation potentials
with the mstar60 dataset

This appendix contains the supplementary information for Chapter 7.
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the mstar60 dataset
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Input files and details of the workflow for the effective
mass calculations with VASP for the example of InP are
contained in the following file: VASP-mstar-InP.tar.gz.

Input files and details of the workflow for high-energy
local orbital calculations with Wien2k at the PBE level
for the example of monolayer MoS2 can be found in the
following file: WIEN2k-input-and-workflow.tar.gz.

The structure files of the mstar60 data set can be
found here: structures-after-atomic-relaxation.zip. The
bulk structures have experimental lattice parameters,
while atomic positions were relaxed with VASP at the
PBE level until residual forces were less than 0.001 eV/Å.
Monolayer materials were obtained by theoretical exfoli-
ation from the corresponding bulk material. Monolayers
were fully relaxed at the PBE level.
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2

TABLE S1. VASP calculation parameters. AEXX denotes the share of Hartree-Fock exchange included in the HSE06 functional
in order to reproduce the experimental band gap. CBMJ denotes the fitting parameter c of the Tran-Blaha modified Becke-
Johnson (TB-mBJ) exchange-correlation potential used to reproduce the experimental band gap. The experimental band gap
to which TB-mBJ and HSE06 band gaps were fitted is also shown. Unless otherwise stated, all experimental band gaps are
taken from Madelung [1]. For monolayers, the quasiparticle or transport band gap was used. NBANDS denotes the number of
bands used for the optical calculations.

material Exp. band gap (eV) AEXX CMBJ NBANDS
Si 1.17 0.26 1.106 240
GaAs 1.52 0.305 1.231 288
GaN 3.5 0.2925 1.516 288
InP 1.42 0.2434375 1.166 288
CdS 2.48 0.32 1.24 560
CdTe 1.48 0.31375 1.217 400
PbS 0.29 0.1646875 1.04 320
PbSe 0.145 0.16257812 1.053 320
PbTe 0.187 0.1478125 1.1 400
SiC 2.4161 0.3 1.24 160
MoS2 1.23 [2] 0.15273437 1.45 640
WS2 1.35 [2] 0.162 1.365 640
bP 0.3125 0.308 1.25 440
BN 5.96 [3] 0.315 1.31 240
1L MoS2 2.4 [4] 0.41044922 800
1L MoSe2 2.18 [5] 0.5 800
1L WS2 2.73 [6] 0.67517578 800
1L WSe2 2.12 [7] 0.49007813 800
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3

TABLE S2. Effective masses calculated with perturbation theory versus effective masses obtained from the band curvature
for materials containing the transition metals Mo and W. Masses calculated from perturbation theory can be compared for
different pseudopotentials and varying number of empty bands included in the optical calculations. All effective masses are
given in units of m0.

1L MoS2, VASP mp (Γ) mp (K) mn (K)
PBE, band curvature 3.73 0.523 0.431
PBE, Mo pv, 800 bands 10.6 0.613 0.445
PBE, Mo sv, 800 bands 8.99 0.601 0.402
PBE, Mo sv, 1600 bands 8.17 0.595 0.404
PBE, Mo sv GW, 800 bands 5.62 0.564 0.422
PBE, Mo sv GW, 1600 bands 5.11 0.559 0.425
PBE, Mo sv GW, 2400 bands 5.06 0.556 0.425
HSE, band curvature 2.39 0.470 0.337
HSE, Mo pv, 800 bands 2.14 0.426 0.313
HSE, Mo sv, 800 bands 2.08 0.421 0.312
HSE, Mo sv GW, 800 bands 1.75 0.396 0.320

1L MoS2, Wien2k mp (Γ) mp (K) mn (K)
PBE, band curvature 3.56 0.523 0.442
PBE, Mo 4s as valence, Emax = 19 Ry, ca. 3500 bands 6.90 0.587 0.410
PBE, Mo 4s as valence, Emax ≈ 230 Ry, ca. 4000 bands incl. 6 HELOs 3.60 0.527 0.439

1L MoSe2, VASP mp (K) mn (K)
PBE, band curvature 0.581 0.507
PBE, Mo pv, 800 bands 0.686 0.462
PBE, Mo sv, 800 bands 0.672 0.468
PBE, Mo sv GW, 800 bands 0.637 0.488
HSE, Mo pv, 800 bands 0.423 0.333
HSE, Mo sv, 800 bands 0.418 0.333

1L WS2, VASP mp (Γ) mp (K̄) mp,so (K̄)
PBE, band curvature 2.93 0.339 0.477
PBE, W sv, 800 bands 3.88 0.358 0.517
HSE, W sv, 800 bands 1.04 0.237 0.358

1L WSe2, VASP mp (Γ)
PBE, band curvature 4.46
PBE, W sv, 800 bands 5.71
HSE, W sv, 800 bands 1.44

bulk MoS2 (2H), VASP mp (Γ) mp (K)
PBE, band curvature 0.678 0.525
PBE, Mo pv, 640 bands 0.786 0.616
PBE, Mo sv, 640 bands 0.774 0.603
PBE, Mo sv, 1280 bands 0.765 0.599
PBE, Mo sv GW, 640 bands 0.731 0.565
PBE, Mo sv GW, 1280 bands 0.723 0.561
PBE, Mo sv GW, 1920 bands 0.721 0.560
HSE, Mo pv, 640 bands 0.694 0.536
HSE, Mo sv, 640 bands 0.685 0.527
HSE, Mo sv GW, 640 bands 0.646 0.494

bulk WS2 (2H), VASP mp (K̄) mp,VB−1 (K̄)
band curvature (PBE) 0.337 0.464
PBE, W sv, 640 bands 0.354 0.495
HSE, W sv, 640 bands 0.321 0.454
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