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Lay Abstract

Compared to acoustic and radio frequency systems, underwater wireless optical

communication (UWOC) systems utilize the broad bandwidth available to realize

high-speed links. Moreover, UWOC systems can be implemented with a small size and

work with low transmitted power. However, UWOC links require alignment between

the ends of the communication link, which is challenging due to seawater currents

and waves and system mobility. In addition, the speed and range of UWOC links are

restricted in practice due to the narrow bandwidth of opto-electronic components,

eye safety, and seawater scattering.

To realize reliable high-speed links, in the first part of this thesis, we propose

an angular imaging multiple-input multiple-output (A-MIMO) system by which the

alignment restriction is relaxed, and the link speed is raised in some scenarios. In

contrast to classic imaging MIMO systems, A-MIMO systems are robust against the

displacement and link length variations, thanks to sending beams in angle rather than

in space. A-MIMO systems are good candidates for mobile-to-fixed communications

where the relative displacement dominates the misalignment conditions.

For further enhancement in link reliability and speed, in the second part of this

thesis, tracking A-MIMO (TA-MIMO) systems are proposed. TA-MIMO systems
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inherit tracking features from their optical architecture and infer the relative posi-

tion and orientation between the ends of links. TA-MIMO systems are promising

candidates in buoyed-to-fixed communications where the relative tilt dominates the

displacement conditions. In addition to communication applications, TA-MIMO sys-

tems offer localization features that are challenging to be realized underwater.

The third part of this thesis proposes a novel sea ice diffusing optical communica-

tion (SDOC) system for reliable broadband-broadcast communications under sea ice,

e.g., in Arctic and Antarctic zones. SDOC approaches utilize the sea ice sheet that

exists above seawaters to diffuse the optical beam omni-directionally from the trans-

mitter to receivers. SDOC systems are promising solutions for real-time signaling

exchange between mobile sensors that navigate underneath sea ice sheets.
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Abstract

In recent years, the high demand for high-speed communications at short-range

applications motivates underwater wireless optical communication (UWOC) systems

to be an alternative technology rather than acoustic and radio frequency (RF) tech-

nologies. However, UWOC systems require alignment, which is challenging under-

water due to currents and waves of seawaters in addition to the system mobility.

The speed of UWOC links is restricted in practice due to the narrow bandwidth of

opto-electronic components and scattering in seawaters. In addition, the transmitted

optical power is restricted by noise and limited transmitted power due to eye-safety

standards. In order to tackle these challenges and provide reliable high-speed links,

this thesis proposes three new UWOC approaches which are appropriate for point-

to-point and broadcast communications.

We propose angular multiple-input multiple-output (A-MIMO) and tracking A-

MIMO (TA-MIMO) communication systems for point-to-point links. In the first

part of this thesis, A-MIMO systems are proposed and modeled rather than conven-

tional MIMO (C-MIMO) systems. Unlike C-MIMO systems, A-MIMO systems send

information in angle rather than in space, thus relaxing the strict requirements of on-

axis alignment and fixed channel length are relaxed. The main features of A-MIMO
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systems are highlighted, and maximum link lengths and angle-of-arrival (AoA) dis-

tributions are derived. C-MIMO and A-MIMO systems are simulated using a Monte

Carlo numerical ray tracing (MCNRT) method. Numerical results indicate that A-

MIMO systems are more robust than C-MIMO systems. As well, A-MIMO systems

can be implemented with smaller sizes.

In the second part of this thesis, motivated by the performance of A-MIMO sys-

tems, we introduce TA-MIMO systems. TA-MIMO systems inherit tracking advan-

tages from their optical structures by which they infer the relative displacement and

tilt between ends of the link. Compared to A-MIMO systems, TA-MIMO systems

further enhance the link against tilt misalignment, and they perform localization func-

tions besides communication. The architecture of TA-MIMO systems is described by

highlighting their inherent tracking advantages. Comprehensive analytic models for

TA-MIMO and A-MIMO links are derived by considering link misalignment, channel

impairments, and receiver noise. Closed-form expressions for AoA distributions are

derived and verified using a MCNRT method. Utilizing the architecture of TA-MIMO

systems, a pointing, localization, and tracking (PLT) scheme is proposed and mod-

eled. Numerical results indicate that TA-MIMO systems outperform A-MIMO and

C-MIMO systems when the misalignment is presented by both displacement and tilt.

The third part of this thesis proposes a novel sea ice diffusing optical communi-

cation (SDOC) system for reliable broad-band broadcast communications under sea

ice, such as in the Arctic and Antarctic zones. SDOC systems utilize the sea ice

sheets floating on the sea surface to diffuse optical beams with wide spots and omni-

directional patterns from the transmitter to receivers. SDOC channels are modeled as

seawater-sea ice cascaded layers (SSCL) in which the vertical channel is divided into
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multiple layers based on their optical characteristics. An efficient methodology is pro-

posed to compute channel impulse responses (CIRs), ensuring accuracy and reducing

computing time. In order to overcome the limitations of channel and receiver noise,

we propose a system architecture that enhances system speeds and ranges. Numerical

results reveal that, under a snow-covered sea ice sheet with a thickness of 36 cm, the

proposed system can achieve a communication speed of 100 Mbps with ranges up

to 3.5 meters with BER less than 10−3 and average transmitted power of 100 mW.

This work serves as a design guide to broadband-broadcast communications under

the frozen oceans. For example, a group of mobile sensors navigating below sea ice

sheets in Arctic regions could use SDCOC systems for real-time signaling exchange.
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Chapter 1

Introduction

Seawater and sea ice cover nearly 79% of the Earth’s surface. However, as much

as 95% of the underwater environment is not yet discovered, according to the latest

survey published by the National Oceanic and Atmospheric Administration (NOAA)

[1, 2]. Since the last decade, underwater wireless sensor network (UWSN) technol-

ogy has been developed to discover underwater environments and explore natural

resources on the seabed [3]. Recent applications for UWSNs include and are not lim-

ited to; surveillance for coastal security, investigation for natural resources, mapping

and discovery unknown regions, data collection and analysis, ecosystem navigation,

and early detection warning [4].

Such UWSN contains several components, such as sensors and relays, and they

cooperate to achieve the required tasks. For efficient cooperation, the components of

the network must be connected via wireless communication systems1 that can over-

come the challenges of underwater channels. Firstly, communication systems should

1In contrast to wire communication systems, wireless systems offer ease of installation, mainte-
nance, mobility, multi-cast and broadcast accesses, and low cast.
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Range Speed Reliability Power-Effeicincy        Cost-Effectivness           System-Size

Low

Moderate

High

Optical systems  RF systems Accoustic systems

Figure 1.1: Trade off between the wireless communication technologies for UWSNs.

be reliable against misalignment due to the seawater currents and waves and the mo-

bility of the endpoints of the link. High-speed communications are required for data

muling (i.e., data collection), video surveillance, or real-time (latency-sensitive) sig-

naling. Power efficiency is also required to ensure battery lifespan is sufficient without

interrupting the mission for recharging. Lastly, communication systems should be im-

plemented with small size and light-weight, and this aspect is required for automated

underwater vehicles (AUVs) and sensors used in swarming technology2 [4, 5, 6, 7].

Figure 1.1 contrasts the physical layer of current wireless communications that

are used with UWSNs, namely, acoustic, radio frequency (RF), and wireless opti-

cal communication (WOC) systems [4, 5]. Acoustic systems use sound waves in the

range of 10 Hz-1 MHz, where sound waves can propagate for long distances with low

2An AUV-swarm is a group of AUVs that navigate underwater and cooperate to achieve a single
task.
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attenuation in seawaters. Acoustic systems take advantage of long-range communi-

cation (up to 20 km). However, they offer low-speed communications, e.g., in the

order of a few kbps [4]. Thus, acoustic systems are not appropriate for high-speed

or latency-sensitive applications. RF systems use radio waves in the range of GHz,

however, these can not propagate for long distances in seawaters due to severe at-

tenuation. Designing the RF systems with lower frequency, MHz range, reduces the

attenuation. However, it provides lower speed and increases system sizes3, and costs

[4]. Though RF systems offer higher rates (in tens Mbps) with moderate communica-

tion ranges, they are not power-efficient. Thanks to the propagation characteristics of

optical beams in seawaters, e.g., broadband and small attenuation, underwater WOC

(UWOC) systems are characterized with high speed (e.g., in the order of Gbps rate)

and power-efficiency (e.g., in the order of a fraction of Watt). In addition, they are

implemented with small size (e.g., on the order of cm to meters) and low-cost [5]. Due

to the mentioned reasons, acoustic and RF communication systems are not the best

solutions for high-speed short-range UWSNs. However, WOC systems are promising

alternative physical layers for underwater communications. Due to the dynamic na-

ture of underwater environments, seawater scattering, and the directivity of optical

sources, WOC systems provide short-range communications with low reliability.

In this thesis, motivated by the unique advantages of WOC systems [4, 5], we pro-

pose new UWOC architectures that take advantage of high reliability and high speed

and can be adopted for short-range applications. Specifically, for reliable high-speed

point-to-point communications, we propose angular multiple-input multiple-output

(A- MIMO) architectures that relax the conditions of on-axis and fixed-length trans-

missions between the ends of the communication [8]. Then, for further enhancement,

3The size of RF systems is related inversely with the operating frequency.
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we introduce tracking A-MIMO (TA-MIMO) architectures that relax the condition of

perfect orientation between the ends of the communication [9]. For reliable broadband

broadcast communications under sea ice sheets, we propose under sea-ice diffusing

communication (USDOC) architectures that offer robust communications regardless

of dynamic environments under sea ice [10].

The remainder of this chapter is organized as follows. Section 1.1 shows the gen-

eral architecture of underwater wireless optical sensor networks (UWOSNs). The

section focuses on two scenarios for communications; point-point and broadcast com-

munications. Section 1.2 describes the components of underwater optical wireless

communication systems. The section introduces the major components of UWOC

systems, i.e., optical sources, transmitter optics, receiver optics, photo-detectors, and

MIMO architectures. Section 1.3 introduces the challenges of UWOC systems. The

section highlights impacts of scattering and absorption in seawater and sea ice and

receiver noise. Section 1.4 introduces a literature review and highlights solutions for

the key challenges of UWOC systems. Section 1.5 presents the thesis vision and

contributions. Then, Section 1.6 presents the outline of the thesis. The publication

list and the details of the contributions are provided in 1.7. Finally, the chapter is

concluded in Section 1.8.

1.1 Underwater Wireless Optical Sensor Networks

Figure 1.2 shows a general architecture for UWOSNs focusing on high-speed short-

range applications. The figure highlights two topologies indicated using blue-dashed

ellipses; point-to-point and broadcast communications under seawater surface and

undersea ice sheet, respectively. The topologies contain several sensors and relay
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Figure 1.2: A general architecture for UWOSN (some cliparts are reproduced from
[11, 12, 13]).

components that cooperate in gathering seawater data and transmitting them to an

onshore data center. The sensors are either fixed nodes on the seabed or mobile nodes,

i.e., autonomous underwater vehicles (AUVs) that navigate seawater. The relays are

mobile nodes, fixed nodes on sea ice, or buoyed nodes on seawater. The sensors gather

data from seawater or undersea ice sheets, while the relays transmit the gathered data

to a satellite using RF signals. Then, the satellite sends the gathered data to the data

center onshore for processing, and analysis [4, 5].

As shown in Fig. 1.2, under seawater, point-to-point communications are pre-

sented between fixed nodes and AUVs, and these links are named fixed-to-mobile

(F2M) links. F2M links are used in several applications, such as data muling and

sensor recharging. Point-to-point communications are also established between fixed
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sensors and the buoyed relay nodes, and these links are named fixed-to-buoyed (F2B)

links. F2B links are used in various applications, e.g., video surveillance and border

security [4, 5]. F2B links with short ranges are implemented in shallow seawaters,

i.e., a few meters in depth [14]. However, as shown in the figure, some AUVs operate

as relays between the fixed and buoyed nodes in deeper seawater [4, 5]. For links

under sea ice, broadcast communications are established between a group of AUVs

called AUV-swarming. Communications between AUVs are named mobile-to-mobile

(M2M) links, as shown in the figure. In such swarms, AUVs navigate under sea

ice and cooperate to achieve a single task such as mapping the thickness of sea ice

sheets or measuring parameters of sea ices. Usually, the AUVs in a swarm are small

in size (e.g., 60 cm×25 cm, [7]) and move together much like a group of fish with

inter-distance in the order of meters or less [7]. AUVs use M2M communications to

share speed, position, and motion directions to avoid collisions. AUV swarms also use

M2M communications to backup the gathered data where some AUVs may be lost

or damaged during the mission. In order to send the gathered data to the satellite,

AUVs communicate with a relay node fixed on sea ice, and this communication is

named mobile-to-fixed (M2F) link, as shown in the figure.

A challenge in implementing UWOSN topologies shown in Fig. 1.2 is the need for

alignment between transmitters and receivers due to the high directivity of optical

sources. Such alignment is, in practice, challenging in underwater environments due

to surface waves, seawater currents, and mobility of the nodes, i.e., AUVs and buoyed

nodes. This thesis proposes three new approaches to tackle this challenge; two systems

are adopted for point-to-point communications underwater, namely A-MIMO and

TA-MIMO approaches. The third approach is adopted for broadcast communications

6
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Receiver optics Digital signal processing  
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Figure 1.3: A general block diagram for UWOC links with IM/DD modulation.

under sea ice, and it is named SDOC approach.

1.2 Components of UWOC Links

Rather than using coherent modulation schemes4, UWOC links are implemented

commonly using intensity-modulation/direct-detection (IM/DD) modulation schemes.

IM/DD systems take advantage of simplicity in implementation, small size, low

weight, and cost-effectiveness [4, 5]. Figure 1.3 shows a general block diagram for

UWOC links, IM/DD transmitter, receiver, and channel. In the following subsec-

tions, we demonstrate the block diagram in more detail.

Transmitter

As shown in Fig. 1.3, an external electrical modulator drives optical sources.

Due to its simplicity and compromise between the power and spectrum efficiency,

on-off keying (OOK) modulators are commonly used with IM/DD systems [16, 17].

The OOK modulator drives optical sources using a time-varying electrical current,

4In the literature, few works had investigated coherent modulation systems with underwater
applications such as [15].
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representing an electrical stream of zeros and ones. The intensity of optical sources is

modulated proportionally to the driving current and associated with the transmitted

information. Optical sources are realized using light-emitting diodes (LEDs) or laser

diodes (LDs). LEDs are non-coherent optical sources with narrow bandwidths in the

range of 1-300 MHz and wide linewidths (e.g., tens nm), e.g., phosphor-converted

LEDs and micro-LEDs [18, 19, 20]. LED sources emit omni-directional illuminations

with large spots. Thus, links that use LEDs are more robust against pointing errors [4,

5, 6]. In contrast to LED sources, LDs are coherent sources which can be modulated

with broadband signals (e.g., tens of GHz) and have narrow linewidths (e.g., few

nm), e.g., Quantum Cascade and Vertical-Cavity Surface-Emitting Laser (VCSEL)

diodes [21, 22, 23]. In addition, LDs emit high directive beams with small spots, and

eye-safety standards restrict the transmitted power [24]. Various types of LEDs and

LDs sources have unique characteristics (e.g., wavelength, bandwidth, and efficiency)

by which they can be adapted for different channels, and applications [25]. For

instance, LED and LD sources with ultraviolet (i.e., 100 − 400 nm), visible (i.e.,

400−700 nm), and infra-red (i.e., 700−1400 nm) wavelengths are commonly used in

non-line-of-sight outdoor, indoor visible light, and free-space optical communications,

respectively [4, 5, 6]. In this thesis, to leverage the benefits of LD sources, using LD

sources with bandwidth in the range of GHz and visible green wavelength (i.e., 532

nm) is considered rather than using LED sources.

Optical transmitters are implemented using a single optical source or an array of

optical sources, called single input (SI) or multiple-input (MI) transmitters. Though

MI transmitters increase the complexity of systems, they provide a spatial degree

of freedom to raise communication speeds or provide spatial diversities [26]. After
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the LD, an assembly of lenses is used to modulate the spatial pattern of the optical

beam. For instance, collimator lenses [27] could be used to reduce the divergence

of the emitted beam for LOS communications. Diffusers may be used to modulate

the directive beam into an omni-directional one for broadcast communications and

to satisfy eye-safety requirements. An assembly of the diffuser and collimator lenses

could also be arranged to modify the narrow Gaussian beam of LDs into a broader

uniform one to relax restrictions of the eye safety [16].

Channel

The ocean body consists of salty water and contains an array of impurities. Most

likely, oceans are covered by sheets of sea ice in cold regions such as in the Arctic and

Antarctic zones. In winter seasons, sea ice sheets are additionally covered by thick

layers of snow [2, 28, 29].

Seawaters are most likely contaminated by dissolved and suspended particles such

as dissolved salts, mineral components, colored dissolved organic matter, etc. [28, 30].

These contaminations change the purity of seawater and cause cloudiness and hazi-

ness, i.e., turbidity. Increasing the concentration of contaminations leads to an in-

crease in seawater turbidity, which varies by geographical location. For instance, hori-

zontal channels from seawaters to rivers, the turbidity of channels are varied gradually

with distance. As well, vertical channels from seabeds to the seawater surfaces, the

turbidity of channels changes gradually with depth [31]. Generally, seawaters are clas-

sified into four main categories; pure, clear, coastal, and turbid seawaters, where the

pure seawaters have the lowest turbidity. However, turbid seawaters are the highest

in turbidity [32].
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(a) Transparent sea ice. (b) Partial white sea ice.  

(d) Snow-covered sea ice. (c) White sea ice. 

Figure 1.4: Four sea ice samples, namely; (a) transparent, (b) partial, (c) white and
(d) snow-covered sea ice sheets. The samples were photographed in the Antarctic

region [35].

Sea ice is frozen salty water due to the cooling of the atmosphere, and it is also

contaminated by dissolved and suspended salts, i.e., brine pockets and solid salts,

and air bubbles. The surrounding environments impact the surface and bottom of

sea ice, i.e., the atmosphere impacts surfaces, and seawater impacts the bottom of

the ice sheet. Sea ice surfaces are contaminated by black carbon called soot matter,

which falls from the atmosphere. During winter seasons, which are present most of

the year in the north and south poles, a thick layer of snow covers sea ice surfaces.

The snow is a mixed layer of air gaps and snowflakes and is contaminated by soot

matter. The bottoms of sea ice sheets and snows are contaminated by green matter

called algae arriving from seawaters [33, 34].

The concentration of impurities in sea ice sheets changes the reflectivity of sea ice
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for incident light, i.e., whiteness. Increasing the concentration of the contaminated

particles leads to an increase in sea ice whiteness. For instance, white sea ices reflect

most sunlight hitting their surfaces back to the atmosphere. The whiteness of sea

ice sheets changes with geographical locations and the depths of the sheets. For

instance, to accurately present a vertical channel through sea ice, sea ice slabs should

be divided into multiple layers with different whiteness. Generally, according to the

whiteness, sea ice sheets are classified into four main types; transparent, partially

transparent, white, and snow-covered sea ice sheets. Figure 1.4 shows samples for

the sea ice types, and these samples were photographed in the Antarctic region [35].

In the shown photos, the surfaces’ impurities and roughness increase from (a)-(d),

which can be qualitatively observed from the color of the photo background. In Fig.

1.4a the transparent sea ice is a pure sheet of frozen seawater with fewer impurities,

and the surface is less rough. Thus, the whiteness is low, and the seawater can be

observed underneath the sheet in the photo (i.e., the blue background of the photo).

In Fig. 1.4c, however, the white sea ice is contaminated with many impurities, and

the surface is rougher than the transparent sea ice sheet. Thus, the whiteness is

higher where the seawater under the sheet can not be observed in the photo. Fig.

1.4d shows the highest whiteness among the four shown samples where a layer of snow

covers the ice sheet. Like the impurities and roughness, increasing the thickness of

sea ice sheets leads to increasing whiteness [36, 37, 38].
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Receiver

At the front end of the receiver, an optics assembly composed of the lens and

optical filter is implemented. The lens is adopted according to the transmitter config-

uration, i.e., SI or MI. For SI transmitters, receivers are equipped with non-imaging

lenses to maximize the effective area of the detection, and these end-to-end configura-

tions are called SI-single output (SISO) systems [39]. For MI configurations, receivers

are equipped with an array of non-imaging lenses, called non-imaging MI-multiple

output (MIMO) systems [40]. As well, receivers may be equipped with a single imag-

ing lens, and these configurations are called imaging MIMO systems [41]. Though

SI-MO (SIMO) and MI-SO (MISO) systems could be realized for some benefits [5],

however, this thesis focuses only on SISO and MIMO systems. Optical filters are

band-pass, and they are used to eliminate background radiations such as solar radi-

ation during daylight. Commercially, lenses and filters are implemented as a single

component with a thin coating layer that presents the optical filter, such as a hemi-

spheric concentrator [42].

Following the receiver optics, a photodetector (PD) or an array of PDs is used

in SISO or MIMO system cases, respectively [40]. PDs convert the received optical

intensity to the electrical current with a distortion related to channel type and re-

ceiver noise. The receiver noise depends on PD models; positive-intrinsic-negative

semiconductor (PIN), avalanche PD (APD), and photon-multiplier tubes (PMTs)

are some examples [43]. HOWEVER, the APD and PMT take advantage of inter-

nal gains at the expense of excess noise. The PIN PD is the appropriate PD when

background radiations dominate the receiver noise and are, in addition, less expensive

[43]. After PDs, trans-impedance amplifiers (TIAs) should be used to convert small
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photocurrents into significant electrical voltages [17].

In order to enhance system performance, PDs are typically followed by digital sig-

nal processing (DSP) such as low pass filters and channel equalizers [16, 44]. Lowpass

filters are used to limit the bandwidth of the Gaussian noise, and channel equalizers

are employed to eliminate the inter-symbol-interference (ISI) induced on the received

signals. The decision feedback equalizer (DFE) scheme adapts itself to channel condi-

tions using training sequences among the available equalizer schemes. Due to dynamic

environments underwater, this adaptation is required with communication scenarios

such as; F2M, M2F, and M2Ms links, as shown in Fig. 1.2.

1.3 Challenges of UWOC Systems

In contrast to acoustic and RF systems, UWOC systems with IM/DD schemes

offer high speed and high power efficiency, and their transceivers are implemented

with small sizes [4, 5]. However, the performance of UWOC systems is hampered

by; the non-linearity of opto-electronic components, eye safety, channel impairments,

system noise, and link misalignment. In the following subsection, we discuss each

impairment for UWOC systems in some detail.

Non-Linearity of Opto-Electronic Components

Though LDs can provide broadband communications in the Gbps range, the

transmitted power and communication speed are restricted practically due to the

non-linearity of opto-electronic components in IM/DD systems, as shown in Fig.1.5.

Figure 1.5 shows the relationship between electrical current applied in the input of

LD source and optical power emitted from the output. LD sources behave linearly
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Figure 1.5: Illustration for non-linearity characteristics of LD sources (the figure
reproduced from [45]).

within a dynamic range in which the optical intensity of LDs increases proportionally

with the driving current, i.e., the linear region in the figure. However, LDs behave

non-linearly when the current exceeds that range in which the optical intensity of

LDs does not increase with the driving current, i.e., the saturation region in the fig-

ure. Moreover, LDs behave non-linearly when the driving current is smaller than a

threshold by which the LDs are considered off, i.e., the spontaneous emission region

in the figure. The non-linearity of LD sources with IM/DD systems is a phenomenon

termed ”clipping” [45, 46]. On the other hand, opto-electronic components practi-

cally have narrow bandwidths, limiting LD source’s modulation speed. At high-speed

modulation, the modulating optical carrier of LDs suffers from the phenomenon called

chirping [47]. Chirping means the optical carrier shifts up and down instantaneously.

As compared to coherent systems, due to the effects of noise-clipping and chirping,
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IM/DD systems are most likely used only for low-speed applications, with limited

power, i.e., Mbps and mW ranges, respectively. However, as shown in the next

section, multiple-input multiple-output systems, multi-carrier, and high-order modu-

lations are promising avenues to raise the communication speed to the Gbps range.

For instance, using the orthogonal frequency division multiplexing (OFDM) scheme,

Oubei et al. have demonstrated a UWOC link with the data rate of up to 4.8 Gbps

over 5.4 m [48].

Eye-Safety

Due to the low absorption in the visible window 400-700 nm, the visible window is

the preferable spectrum window for communications underwater [17]. However, due to

the high directivity and narrowing of LD beams, the permissible transmitted power

of LD sources is restricted by the maximum permissible exposure (MPE) level for

eye safety [49, 50]. When using LD sources, eye safety must be taken into account to

ensure the safety of humans and animals underwater. Moderate and high-transmitted

power values are potentially hazardous. They can cause eye and skin damage to divers

underwater and sea creatures. For instance, the power value of laser point source with

wavelength 840 nm is restricted to less than 0.24 mW to remain eye-safe, and this

laser source is classified as II according to the laser safety of the industry [51]. As

well, laser point source with wavelength 530 nm and power level 100 mW is restricted

in specific applications, e.g., medical surgery, and this laser source is classified as IIIb

according to the laser safety of the industry [51]. The MPE level is associated with

wavelengths and beamwidths of LDs. Thus, LD sources with point sources are not

recommended for communication purposes [51].
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Using transmitter optics (e.g., diffuser cascaded with collimator lenses) with LD

sources can convert point beam into a wide beam, which relaxes the restrictions of the

MPE to some extent, as discussed in Section 1.2. For instance, using a holographic

diffuser, Khoo et al. raised the allowable transmitted power from 0.24 mW to 1.1

mW (i.e., five times) for a laser point source at wavelength 840 nm [52]. On the other

hand, the underwater channel may mitigate these risks since the scattering in the

seawater diffuses the beam of LD, which reduces the risk of the LD beam on the eye

and skin [9].

Channel Impairments

The propagation of optical rays in seawater and sea ice is challenging due to the

inevitable photon interactions with molecules and other particulate matters [4, 5].

The photon-particle interaction severely absorbs the ray intensity and alters the ray

direction, i.e., scattering. Though the absorption can be mitigated by raising the

transmitted power, scattering is a significant challenge underwater. The scattering

induces multi-path propagation, which leads to pulse dispersion and beams spreading

in the receiving side. The pulse dispersion induces ISI during the detection and

becomes more severe with high-speed and long-range communications [53, 54, 55].

The beam spreading also limits the communication range where the geometric loss

severely attenuates the transmitted power as the link range increases [32].

Absorption and scattering effects increase with the turbidity and whiteness of

seawaters and sea ice sheets, respectively [28, 38]. For instance, absorption and

scattering impacts are more severe in turbid seawaters than in clear seawaters. Also,

absorption and scattering impacts are more significant in snow-covered sea ice sheets
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than bare-sea ice sheets. In F2B and F2M links (e.g., see Fig.1.2), the link range

and communication speed should be short and low to achieve acceptable performance

in turbid seawaters, respectively. However, higher speed and more extended range

communication are achievable in low turbidity sweaters such as clear and coastal

seawater. Undersea ice sheets, such as M2F and M2M links (e.g., see Fig.1.2), the

optical beam can propagate from seawaters to the atmosphere through transparent

sea ice sheets, which rarely exist on frozen oceans. However, the beam is severely

diffused when propagating through snow-covered sea ice sheets that mainly exist

during the winter season in the Arctic and Antarctic zones. In contrast to seawaters,

sea ice sheets have less absorption and higher scattering due to the high brine pockets

and air bubbles [37], especially when sea ice sheets are covered by layers of snow [56].

On the other hand, absorption and scattering effects are wavelength-dependent

processes. The optical window of blue-green colors (i.e., 450− 550 nm) has relatively

low attenuation and is commonly used for underwater communications [17]. For

instance, the absorption coefficients for green and red colors are 10−4 and 10−2 1/cm,

respectively, [4].

Underwater turbulence induces fading on propagating of the optical signals [57,

58, 59, 60]. Unlike absorption effects, which have fixed attenuation, the turbulence-

induced fading causes rapid fluctuations in the received signals and raises the error

in the detection. The fading effects on the received signals depend on the type of

turbulence, i.e., weak, moderate or strong, which is related to the fluctuations in

the refractive index of the seawater. The refractive index fluctuates due to random

variations in the temperature and salinity of seawaters, i.e., inhomogeneous seawater

channels. Small variations in the temperature and salinity lead to low fluctuations in
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the refractive index and induce weak turbulence. Weak turbulence is associated with

short inhomogeneous channels, i.e., less than ten meters [59, 60]. However, high vari-

ations in the temperature and salinity lead to high fluctuations in the refractive index

and induce strong turbulence. Strong turbulence is associated with long inhomoge-

neous channels, i.e., more than ten meters [59, 60]. This thesis focuses on short-range

channels, i.e., less than 8 meters, and the turbulence effect is ignored where it is

dominated by the rest impairments, i.e., absorption, scattering, misalignment, and

receiver noises [57, 58, 59, 60].

Receiver Noise

There are a variety of noise sources that impact optical receivers, including; dark

current, shot, thermal, and background noises [61]. Dark current is a relatively small

electrical current that flows through PD devices when no photon is received. In most

cases of PIN PDs, for simplicity, the dark current is ignored as it is dominated by

other noise sources [43]. Shot noise is signal-dependent, and is generated due to the

quantum-physics of PDs, i.e., random fluctuations of arrival photons [61]. When the

number of arriving photons per time slot is slight, such as in turbid seawater and white

sea ice channels, the shot noise is modeled using the Poisson probability distribution

function (PDF). However, when the number of the arriving photons is large, such as

in clear seawater channels, the random behavior of the shot noise is well described as

being Gaussian distributed [43].

Thermal noise is generated due to the thermal effect of PD circuits, especially load

resistors of TIA modules [61]. Such thermal noise increases with the temperature

of the circuits. Underwater, the temperature reaches its highest value at surfaces
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of seawaters and decreases proportionally with increasing depth of seawaters [43].

However, on undersea ice sheets, the temperature of seawaters is usually less than

zero Celsius [37] and increases with increasing the depth of seawaters. Undersea ice,

thermal noises are less severe as compared to other noise sources [10].

Background noise arises mainly from solar radiations during the daytime [43]. The

background radiation is highly dependent on weather conditions, zenith angle of the

sun, surface conditions and sea ice types, and the depth of the receiver [43]. At the

same depth under seawater, the background radiation in non-frozen oceans is higher

than in frozen oceans due to the sea ice, and cold weather [43, 62]. At the surface,

background radiation reaches the maximum value. Due to scattering and absorption

in the water medium, the impact of background radiation decays with depth reaching

its minimum at the seabed [29].

On the other hand, background radiation depends on the operating wavelength

(i.e., optical carrier of the source and the linewidth of the emission spectrum), and

it reaches its highest value at the optical window of blue-green color (i.e., 480− 532

nm) [62].

Link Misalignment

LDs are directive sources and are commonly used for point-to-point communica-

tions such as; F2B, F2M, M2F, and M2M links (see Fig. 1.2). Point-to-point links

suffer misalignment errors due to seawater currents and waves, in addition to the

mobility of nodes underwater, e.g., AUVs and buoyed nodes. For instance, in F2B

links, buoyed nodes are displaced around their center of gravity on seawater surfaces

due to sea waves [39]. The strength of sea waves depends on wind speeds in the
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atmosphere, i.e., higher wind speed means stronger sea waves. In cases of F2M and

M2F links, AUVs move intentionally due to mobility or non-intentionally due to cur-

rents of seawaters [9]. Undersea ice, seawater currents induce slight misalignment,

such as in M2F links, where seawaters are calmer under sea ice sheets [63]. However,

underwater, such as F2M links, seawaters are more dynamic. The misalignment error

leads to geometric loss, which increases with communication ranges proportionally.

A small pointing error over a long communication range induces significant geometric

loss [64]. Thus, using LDs can prove challenging for long-range underwater links.

Though LEDs offer fewer advantages than LDs sources, they provide more robust

links against pointing errors, to some extent, and thanks to illuminations with large

spots [5, 4], as discussed in Section 1.2.

For broadcast applications, such as the M2Ms link in Fig. 1.2, transmitters with

multi-LED configuration can be employed. In multi-LED configurations, each LED

emits a wide beam pointed in a different direction to cover a large area [65]. Though

these configurations offer a degree of spatial diversity, they increase system complex-

ity, size, weight, and cost. Using LEDs rather than LDs, such systems also sacrifice

key advantages of LD sources, i.e., high-speed modulation and a narrow emission

spectrum, as discussed in Section 1.2. Also, which is more critical, multi-LED con-

figurations are susceptible to blockage due to other AUVs [66, 67].

1.4 Literature Review

This section presents solutions proposed in the literature for tackling limitations

of UWOC systems mentioned in Section 1.3.
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1.4.1 Multiple-input Multiple-out (MIMO) Architectures

As discussed in Section 1.3, due to the non-linearity of opto-electronic components

and eye-safety issues, the speed and transmitted power of UWOC links are restricted.

These restrictions are associated with SISO architectures discussed in Section 1.2.

One possible avenue to address these restrictions is using MIMO architectures. MIMO

architectures are implemented using arrays of LD and arrays of PD at transmitters

and receivers, respectively, as discussed in Section 1.2. MIMO systems leverage spa-

tial and temporal degrees of freedom. Thus, MIMO systems increase capacities, and

properly spaced emitters can transmit more power due to the extended nature of

the source while remaining eye-safe. Thus, compared to SISO systems, MIMO sys-

tems provide higher capacity, power rating, and power efficiency while maintaining

eye safety [8, 9]. However, the payment for the mentioned advantages is an extra

hardware-complexity in the transmitter, and receiver implementations [68, 69]. As

well, which is more critical, MIMO systems require alignment between ends of links

where misalignment results in high spatial inter-channel-interference (SICI) and ge-

ometric loss problems [40]. SICI problems occur between adjacent PDs arranged in

arrays, reducing the signal-to-interference-plus-noise ratio (SINR), which degrades

the capacities of links. Maintaining the alignment between ends of MIMO links is

a challenging task underwater [5, 4]. However, tracking techniques could solve this

issue, as discussed in the following subsection.

Due to the advantages of MIMO systems, non-imaging MIMO architectures have

been investigated underwater under different circumstances [4, 5]. For example, Dong

et al. [26] studied a 2×2 non-imaging MIMO system considering the impact of inter-

channel interference due to water scattering. However, perfect alignment and a fixed
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channel length were assumed for seeking simplicity. In [39], the capacity of a buoy

node was investigated with highlighting the impact of misalignment due to sea waves.

The numerical results, shown in [39], indicate that the capacity of the buoy node is

degraded with the increase in strength of sea waves. Moreover, in [64], the capacity

of a 3 × 2 non-imaging MIMO buoyed node was studied, focusing on turbulence,

scattering, and misalignment impairments.

Though imaging MIMO systems require imaging receivers (i.e., large arrays of

pixeled PD with single imaging lenses such as cameras), they offer more features

than non-imaging MIMO systems. In [40], Zeng et al. evaluated the performance

of imaging and non-imaging MIMO systems, showing the potential of the former in

reducing SICI problems, background noise, and size of transceivers. Thus, imaging

MIMO systems have been proposed for high-speed short-range indoor applications

[68]. Underwater, little work has been done on the investigation of imaging MIMO

systems [4, 5]. For instance, Li et al. [41] showed the effect of layout of LDs and PDs

arrays on the performance of a 2×2 imaging MIMO link over 2.4 m assuming perfect

alignment.

In contrast to non-imaging MIMO systems, imaging MIMO requires more accurate

(i.e., perfect) alignment and compensation of changes in magnification due to channel

length variations [69]. Recently, Han et al. proposed fixed-scale imaging MIMO archi-

tectures for high-speed short-range indoor applications. Fixed-scale imaging MIMO

systems are robust against off-axis misalignment, as well as, their magnifications are

independent of channel lengths (i.e., fixed magnifications) [70].
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1.4.2 Misalignment Mitigation and Link Tracking

The precise pointing between ends of links is required for point-to-point communi-

cations, such as F2M, F2B, and M2F links (see Fig. 1.2). However, link misalignment

is an inevitable phenomenon underwater where relative shifting (i.e., displacement)

and disorientation (i.e., tilt) are expected between ends of links due to dynamic en-

vironments [4, 5].

Conventionally, there are three common approaches to relax/maintain the align-

ment between the ends of links: using an optical source with a wide beamwidth,

increasing receiver size, and implementing an active tracking scheme [4, 5, 6]. Using

an optical source with a wide beam can be realized either using a stand-alone LED

or LD cascaded with a diffusing lens, which converts the narrow beam of LDs into

wider ones. Wide beams can effectively increase the illuminated areas, which relax

the pointing condition between the ends of links. However, this approach negatively

impacts the power budget for point-to-point links. Thus, it is not a power-efficient

solution for limited power applications [31, 66, 67]. The second approach employs

receivers with larger apertures, and it is implemented either using a sizeable non-

imaging lens cascaded with PD or an extensive array of PDs (e.g., PMT) without

lens [32]. The first implementation limits the FOVs of receivers, while the second

one limits the communication speeds due to the high capacitance of circuits. Large

aperture sizes for receivers reduce the geometric loss of misaligned links. However, the

increase in background noise and transceiver complexity restricts the applications of

this approach [4, 5]. Note that the choice between using the first or second approach

depends on the configuration of links. For instance, the first and second approaches

could be adopted for F2M and M2F links cases, respectively. In F2M and M2F links,
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the transmitter and receiver are fixed, respectively, to accommodate relatively larger

hardware.

In contrast to the first and second approaches, active tracking schemes maintain

the pointing and take advantage of power efficiency. Active tracking schemes are

implemented with relatively high power efficiencies and smaller sizes. Though active

tracking schemes increase implementation cost, they can be effective in mitigating

the impact of pointing errors in AUVs and sensor nodes [4]. In free-space optical

(FSO) communications, active tracking schemes are a mature technology, and they

are often referred to as ”pointing, acquisition and tracking” (PAT) schemes [71, 72].

PAT schemes are commonly implemented with FSO links for the alignment, and they

can be realized with different approaches, among them, using Gimbal-based systems

with digital imaging processing [4]. With three angles, Gimbal-based systems rotate

transmitters mechanically around their optical axes (i.e., x, y, and z). The angles are

estimated using least mean square error (LMSE) algorithms processed on received

and reference images. LMSE algorithms estimate the angles that minimize the error

between the reference and received images. For instance, Nalbandian et al. [73] devel-

oped a Gimbal-based system relay on a new rotary actuator technology that achieves

perfect pointing performance, and it can be employed for LOS communications such

as imaging MIMO systems. Though Gimbal-based systems could be adapted for un-

derwater systems, they depend on mechanical rotation, increasing transceivers sizes

and costs [4, 72]. Another approach is mirror-based systems which are light in weight

because they use mirrors with small masses, unlike Gimbal-based systems. Though

mirror-based systems have high steering speeds and perfect pointing resolutions, they

have narrow views restricting their motion with wide angular ranges. For instance,
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Figure 1.6: Smart transceiver architecture and angle-to-space mapping (the figure
reproduced from [75]).

FSM-300-01 is a mirror-based PAT system for fast Steering, and it is used commer-

cially in many applications such as laser pointing, tracking, FSO, and imaging MIMO

systems [74].

Figure 1.6 shows a less bulky and more affordable tracking system [75]. The shown

architecture is a part of a smart transceiver, and it was proposed for the underwa-

ter. As shown, the transmitters and receivers are implemented with hemispherical

geometries using an array of non-imaging lenses with an array of LED, and an array

of imaging lenses with an array of PD, respectively. As shown in Fig. 1.6a, each

LED is coupled with its non-imaging lens and oriented into an associated direction.

The non-imaging lenses converge the broad beams of LEDs into narrow ones with

the associated directions, i.e., space-to-angle mapping. As shown in Fig. 1.6b, the

imaging lenses map the incident rays into associated PDs according to the arrival

angles, i.e., angle-to-space mapping. Due to that mapping, i.e., space-to-angle and

angle-to-space, the receiver can estimate the arrival angles and varies FOVs of PDs

according to these angles. The transmitter also knows the arrival angles from the
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Figure 1.7: Illustration for NLOS configurations proposed in the literature; (a)
seawaters are used as diffusing mediums, (b) seawater surfaces are used as reflectors,

(c) seawater layers are used as reflectors, and (d) bottoms of ships are used as
reflectors, (some cliparts in the figure are reproduced from [11, 12, 13]).

co-located receiver, then steers the beams of LEDs electrically according to the cor-

rect directions. In contrast to Gimbal-based systems, smart transceivers depend on

electrical rotation, reducing the sizes and costs of underwater systems [75].
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1.4.3 Non-Line of Sight (NLOS) Communications

Line-of-sight (LOS) communications between AUVs can suffer outages due to

blockage, dynamic conditions of the seawater, and mobility of the AUVs [31, 66, 67].

In such cases, non-line of sight (NLOS) communications are alternative configurations

for reaching obscured AUVs and sensors. NLOS communications also offer the ad-

vantages of broadcast communications, such as M2Ms links in Fig.1.2, [4, 5]. NLOS

communications can be implemented with different configurations which depend on

the communication scenarios and environments. In the literature, by exploiting the

unique environmental conditions underwater, many configurations have been pro-

posed for NLOS point-to-point communications as shown in Fig. 1.7.

Figure 1.7a, in high turbidity seawaters, the scattering in seawater has been sug-

gested as a means to diffuse optical beams into wider ones with more omni-directional

illuminations [76, 77]. Omni-directional illuminations reduce the outage probability,

i.e., link disconnection, and enhance communication reliability. This configuration is

only feasible for high turbidity seawaters with long-range communications where the

multi-scattering components dominate the LOS component, e.g., attenuation length5

more than 10 [32]. However, it is not an effective configuration in cases of clear/coastal

seawaters or short-range communications. Due to severe attenuation in turbid sea-

waters, this configuration is not power-efficient.

Figure 1.7b, seawater/air interfaces have also been proposed as diffusers for the

optical beam from transmitters to receivers when terrains block the LOS paths un-

derwater [78]. In such cases, the links are implemented near the seawater surface,

approximately tens of meters under the water surface. Transmitters and receivers

5The attenuation length is a multiplication of the link length by extinction coefficient of the
seawater.
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are oriented toward seawater/air interfaces. The spatial pattern of reflected intensity

depends on the refractive index of seawaters and the pattern of sea waves on seawater

surfaces. Due to the smoothness of sea waves, the spot of the reflected intensity can

be relatively small and does not cover a large area, i.e., a few centimeters. Thus, these

configurations are used for NLOS point-to-point communications, which is not suited

for broadcast communications. This configuration does not depend on the scattering

of seawaters, thus, it is suitable for all types of seawater. So, with clear seawaters,

this configuration could establish a long-range between two obstructed transceivers

in the order of 100 m [78].

Refractive index variation with depths (i.e., the vertical gradient of refractive

index) in seawaters has also been proposed to reflect optical beams for NLOS com-

munications, as shown in Fig. 1.7c. The refractive index varies with depth due to

seawater temperature, salinity, and pressure [79]. Though the refractive index changes

slowly with depth in typical scenarios, significant changes can be seen in long-range

links on the order of hundreds of meters [79]. Inspired by geoscience, Anous et al.

[31] used the concept of layering to discretize the vertical variation in the refractive

index with temperature and salinity profiles of seawaters. The concept of layering is

commonly used in geoscience to measure the effect of the Atmosphere-Ocean system

on global warming [33, 80, 81]. Anous et al. proposed a configuration for NLOS

point-to-point communications that could be adopted for long-range, in order of tens

of hundred meters. Due to slight variation in the refractive index with short and

moderate ranges, the proposed configuration is practical only for long-range links,

i.e., in the order of hundreds of meters, such as searching for black boxes of aircraft

lost in deep seawaters.
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Figure 1.8: NLOS broadcast communication system using 12-LEDs transmitter (the
image reproduced from [65])

As shown in Fig. 1.7d, the bottom of ship hulls has also been considered as artifi-

cial reflectors for NLOS communications [6]. In such cases, the reflectivity of the ship

hull may be enhanced by painting or coating with a reflective coating. This configu-

ration requires the ship to move on seawater along with the communication system

underwater, and this requires coordination and localization to maintain orientation

in mobile settings.

On the other hand, transceiver configurations can be adjusted to provide NLOS

communications. An LD source cascaded with diffusing lens may be used in the trans-

mitter to increase the width of the beam with an omni-directional radiation pattern

[6]. For greater reliability, Fig. 1.8 shows a transmitter equipped with a multi-LED

source, and each LED is configured with a wide beam and is oriented to a different

direction. The shown configuration is a prototype with a 12-LED transceiver, which
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can be employed for broadcast communication [65]. In contrast to single-LED trans-

mitters, multi-LED transmitters offer relatively reliable communications, however,

the model has significant drawbacks. Due to the vulnerability of transceivers to the

blockage by other transceivers, the shown approach is not sufficiently reliable. Due

to the broad emission spectrum of LED sources, the communication performance is

also vulnerable to the effects of background radiation. Intensity background radiation

impairs AUVs operating near the seawater surface, especially daylight. On the other

hand, LED sources offer relatively low-speed communication, in the order of a few

tens Mbps, due to narrow modulation bandwidth, in the order of few tens MHz, [4].

Moreover, implementing a transmitter using multi-LED raises the system complexity

and cost. These transmitters are not fit for small devices such as AUVs employed as

swarms under sea ice [82].

There is no superior technique among the mentioned NLOS configurations; how-

ever, the suited one depends on environments and communication scenarios.

1.5 Thesis Vision and Contributions

The previous sections have provided a survey along with a literature review for

underwater tracking and NLOS approaches for short-range communications. Then,

we demonstrated the recent solutions proposed for tackling the weaknesses. Based

on the previous survey, this section shows the thesis vision, and articulates the thesis

contributions, and compares them to the approaches survey in Sec. 1.4.
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1.5.1 Thesis Vision

The overall vision of this thesis is the development of novel approaches to enable

realizable for reliable high-speed short-distance UWOC systems while considering the

practicality, eco-friendliness, and power efficiency conditions. We can state the thesis

vision in the following five points:

1. Reliable Communication Systems:

Misalignment, blockage, and shadowing are inevitable phenomena underwater

due to seawater currents and waves, communication system mobility, underwa-

ter terrains, and widespread fish and marine life groups. This thesis focuses on

system reliability as the primary requirement for underwater communication

systems [8, 9, 10].

2. High-Speed Communication Systems:

Recently, UWSNs have paid much attention to real-time (i.e., small-latency)

applications more than last decades. For example, real-time, high-quality video

streaming is used for border security and ecosystem monitoring. Real-time

signaling is used for exchanging traffic information between AUVs to avoid

vehicle collisions. In this thesis, we focus on high-speed communications on the

order of Gpbs and latency in the range of nanoseconds [8, 9, 10].

3. Short-Range Communications:

Though, UWOC systems can offer relatively long-range communications on

the order of hundreds of meters, for instance, using LED sources with highly-

sensitive receivers [4, 5]. However, the scope of this thesis is focused on short-

range communications in the order of a few meters, e.g., 7 meters. Several
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applications can be adopted for short-range communication, such as shallow sea

waters, data muling, and AUV swarm [9, 14, 48, 83]. Precisely, in AUV swarms,

AUVs navigate with short inter-distance in the order of 1-meter [7, 84].

4. Eco-Friendly Systems:

Sea animals often move in large groups, and there is a chance for interacting

with components of UWOSNs. Divers usually are in touch with the elements

of UWOSNs for adjustment, maintenance, or replacement. These used cases

have the inherent hazards of laser-eye or laser-skin interaction and may lead

to injury. Given the importance of maintaining our natural environment, it is

essential that any wide deployment of UWOSN is safe for both humans and

wildlife [4, 5]. In this thesis, we consider standards of the eye-safety to provide

safe conditions for divers and sea animals. We limit the transmitted optical

intensity by the threshold of maximum permissible exposure (MPE) [49, 50].

5. Power-Efficient Communication Systems:

The size of batteries and energy storage components on AUVs and sensors are

limited due to the strict size and width restrictions inherent to underwater

systems [7, 83]. Recharging batteries underwater is a difficult task considering

the complex environment of oceans and the widespread of sensor nodes [6].

Thus, it is not efficient to recharge the battery much frequently, and the efficient

use for the power has to be assumed. This thesis aims to propose WOC systems

that take advantage of power efficiency.
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1.5.2 Thesis Contributions

In this subsection, the thesis contributions are shown to guide the research and

industry societies to new directions in UWOC systems. The thesis provides three

promising trends for reliable high-speed point-to-point and broadcasts communica-

tions as follows:

1. Imaging MIMO systems offer several benefits, as mentioned in Subsection 1.4.1.

This thesis utilizes these benefits and proposes angular imaging MIMO (A-

MIMO) systems for reliable point-to-point UWOCs. A-MIMO systems are mo-

tivated by fixed-scale imaging MIMO systems indoor applications [70], [85]. A-

MIMO systems send beams in angle rather than space, so the on-axis and fixed

channel length transmissions are not required. In contrast to classic imaging

MIMO (C-MIMO) systems mentioned in Subsection 1.4.1, A-MIMO systems

are reliable against the relative displacement between ends of links, e.g., data

muling between AUVs and fixed sensors on the seabed (F2M links shown in

Fig. 1.2). Rather than using tracking schemes that increase the sizes and costs

of communication systems, as mentioned in Subsection 1.4.2, A-MIMO systems

provide simple and low-cost reliable communication systems [8, 9].

2. Motivated by promising results obtained from A-MIMO systems, tracking an-

gular MIMO (TA-MIMO) systems are proposed for more reliable high-speed

point-to-point UWOCs [9]. TA-MIMO systems inherit the tracking character-

istics from their optical architecture, i.e., space-to-angle and angle-space map-

ping. In addition to the benefits of A-MIMO systems, TA-MIMO systems are

robust against the relative tilt between ends of links, e.g., links between fixed

sensors on the seabed and buoyed nodes on seawater (F2B links shown in Fig.
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Figure 1.9: SDOC approach: single LD transmitter with sea ice as diffusing surface
(Tx and Rx indicate to transmitter and receiver, respectively).

1.2). In addition to reliable communications, TA-MIMO systems can be used

for localization functions that are challenging underwater. In contrast to track-

ing schemes mentioned in Subsection 1.4.2 and classic localization schemes [6],

TA-MIMO systems could be employed for several purposes; communications,

tracking, and localization [9].

3. For reliable NLOS broadband broadcast communications under sea ice, we pro-

pose sea ice diffusing optical communication (SDOC) systems rather than multi-

LED transmitters. As shown in Fig. 1.9, SDOC systems utilize sea ice sheets

above transceivers to diffuse the optical beam from the transmitter (Tx) to

receivers (Rxs). Sea ice sheets diffuse the optical beam with a wide omni-

directional pattern and thanks to dense scattering, interior sea ice, and snow,

34



Ph.D. Thesis – A. Ghazy McMaster University – Electrical Engineering

as discussed in Section 1.2. SDOC systems are reliable since they do not require

alignment between the Tx and Rxs, and they are robust against blockage and

shadowing. In contrast to multi-LED systems as mentioned in Section 1.2 and

Subsection 1.4.3, SDOC systems utilize the merits of LD sources. In addition,

SDOC systems are implemented with simple hardware, which is the primary

requirement for small sensors and AUVs. The system takes advantage of high-

speed, narrow-spectrum-emission, simplicity in the implementation, small hard-

ware, and cost-effectiveness. In contrast to all previous NLOS configurations

mentioned in Subsection 1.4.3, SDOC systems can be utilized for all communi-

cation scenarios; point-to-point, multicast, and broadcast communications [10].

1.6 Thesis Outline

This thesis introduces A-MIMO, TA-MIMO, and SDOC systems to fulfill the vi-

sion and contributions for short-range underwater links in Sec. 1.5 and overcome

many of the conventional drawbacks of the optical systems pointed out in Sec. 1.3.

A-MIMO, TA-MIMO, and SDOC links are modeled analytically, and then system

designs are proposed to enhance link performances by considering realistic assump-

tions. Numerically, channel performances are investigated, and the system perfor-

mances are evaluated, highlighting significant results. This thesis is written following

regulations for a “sandwich” format. In addition to the introduction, it contains two

self-contained chapters, a conclusion, and three appendices. Each chapter consists of

an abstract, an introduction, a body, a conclusion, and necessary appendices. The

references from all chapters are compiled in the bibliography list at the end of the

thesis. The organization of the thesis is as follows.
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In Chapter 2, for the first time, A-MIMO systems are proposed as a promising

candidate for reliable high-speed point-to-point communications, such as F2M and

M2F links. Compared to C-MIMO systems, A-MIMO systems send the optical beams

in angle rather than space, significantly relaxing the on-axis requirement. In addition,

sending the beams in angle fixes the image magnification regardless of the variation in

link range. These two features are essential for underwater environments, where main-

taining alignment between the ends of the links is challenging, as discussed in Section

1.3. In this chapter, we describe the architecture of A-MIMO systems and highlight

their inherent characteristics in contrast to C-MIMO systems. The maximum com-

munication range is derived as a function in the parameters of system architecture.

The polar and azimuthal angle of arrival (AoA) distributions are derived in closed-

form equations for the LOS components. A Monte Carol method is introduced for

the underwater channel, and it is used to compute AoA distributions for multiple

scattering components. Then, the AoA distributions are shown numerically in clear

and coastal seawaters. For comparing A-MIMO and C-MIMO systems, channel ca-

pacities of 9 × 9 MIMO systems are evaluated versus off-axis transmission and link

length variation conditions. The numerical results show that A-MIMO systems main-

tain the link capacity against the misalignment conditions far better than C-MIMO

systems while using smaller transceivers. Numerically, with 10 cm off-axis, A-MIMO

systems outperform C-MIMO by 25% and 20% extra channel capacity in clear and

coastal seawaters, respectively. A-MIMO systems should be adopted to short-range

applications, where the increase in link range raises the size of those systems.

In Chapter 3, TA-MIMO systems are proposed for more reliable and higher-speed

point-to-point links for the first time. Compared to A-MIMO systems, TA-MIMO
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systems offer tracking ability between ends of the link in addition to the commu-

nication function. Due to their optical architectures, TA-MIMO systems estimate

the relative misalignment, displacement, and tilt between the transmitter and the

receiver. A comprehensive model for TA-MIMO and A-MIMO links is derived by

considering link misalignment, channel impairments, and receiver noise. AoA dis-

tributions of the received signal on the lens and their position of arrival (PoA) dis-

tributions on the focal plane of the detector are modeled. Closed-form expressions

for AoA distributions are obtained and verified using Monte-Carlo simulation. The

pointing-localization-tracking (PLT) scheme is modeled for TA-MIMO systems, and

distributions of residual tracking errors are calculated. Then, the channel capacity

is estimated for 49× 49 MIMO links with two communication scenarios; F2B, which

is dominated by angular (i.e., tilt) misalignment, and F2M, which is dominated by

off-axis (i.e., displacement) misalignment. Numerical results indicate that in F2B sce-

narios, A-MIMO systems are sensitive to angular misalignment; however, TA-MIMO

systems outperform C-MIMO systems. In the case of F2M scenarios, A-MIMO sys-

tems significantly outperform C-MIMO systems when off-axis misalignment is pre-

sented. Specifically, with 6m/sec wind speed, TA-MIMO links outperform C-MIMO

links by 25% and 50% extra capacity in clear and coastal seawaters, respectively.

TA-MIMO systems should be adopted to short-range applications, like AMIMO sys-

tems, requiring high-resolution imaging receivers. In addition, PLT schemes require

a training sequence, which slightly reduces the link throughput.

In contrast to the previous chapters, Chapter 4 satisfies the thesis vision for

NLOS broadcast communications under sea ice. As discussed in Sec. 1.4, many
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NLOS point-to-point approaches are proposed for different environments underwa-

ter, however, undersea ice environment has not been considered previously. Chapter

4 proposes SDOC systems for broadband-broadcast communications under sea ice

sheets. For example, groups of AUVs navigate under sea ice sheets to map the

thickness of sea ices or measure the temperature and salinity underneath sea ices.

We utilize sea ice above the AUVs to diffuse the optical beam sent from the AUV

transmitter omni-directionally to AUV receivers. Channels of SDOC approaches are

modeled using seawater-sea ice cascaded layers (SSCL), where the vertical channel is

divided into multiple layers based on their optical characteristics. Using the SSCL

model, snow-covered and bare sea ice sheets with a thickness of 36 cm and 12 cm,

respectively, are modeled using data measured in the literature. SDOC links are mod-

eled with upward and downward transmissions (Tx to sea ice and sea ice to Rxs). The

two-step modeling facilitates the link modeling and reduces the computation time.

The diffusing pattern, resulting from the upward-transmission, is computed using a

Monte Carlo numerical ray-tracing (MCNRT) technique. A quasi-analytic equation

is derived for the channel impulse response function in receiver configuration, loca-

tion, and orientation. To overcome the limitations of solar radiation and inter-symbol

interference, we engineer a transceivers architecture for SDOC approaches. Numer-

ically, the diffusing pattern, CIR, DC gain, and time delay spread are investigated

for the channel in different cases. Furthermore, the bit error rate performance, power

penalty, and maximum achievable bit rate are evaluated architecture under different

scenarios for the proposed transceiver. Numerical results test the proposed systems

under the snow-covered and bare sea ice sheets. The proposed systems achieved com-

munication speeds of 100 Mbps with ranges up to 3.5 meters and 3 meters in the
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former and later sea ice sheets, respectively, with BER less than 10−3 and an average

transmitted power of 100 mW.

Chapter 5 concludes the thesis and outlines the potential research avenues that

could be motivated by this work and extend it.

Further details for the derivations in Chapter 3 are introduced in Appendix A.

For Chapter 4, the details of SSCL models and Table 4.1 are given in Appendix

B, and additional numerical results for SDOC channels are shown in Appendix C.

1.7 Description of Contributions to Publications

This thesis has been prepared in the “sandwich thesis” format. This section

describes the contribution of each of the co-authors to work.

Chapter 2: Angular MIMO for Underwater Wireless Optical

Communications: Channel Modeling and Capacity

Authors: Abdallah S. Ghazy, Steve Hranilovic, and M. A. Khalighi

The idea of A-MIMO came up during supervisory meetings between Abdallah

Ghazy and Dr. Steve Hranilovic, who encouraged Abdallah to follow this research

direction. Abdallah Ghazy then formulated the underwater MIMO system model,

developed the system block diagram, and carried out all analyses and simulations in

this paper. He also plotted all graphs and did all the writing of this paper while

receiving feedback and suggestions from Dr. Hranilovic. Once a paper draft was

completed, Dr. Khalighi reviewed the paper and provided his feedback and sugges-

tions. Abdallah Ghazy continued to edit the paper based on this feedback, while Dr.

Hranilovic helped with the final editing of the paper and guided the research. This
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work was presented in [8]. The material in this chapter was published in the proceed-

ings IEEE Canadian Workshop on Information Theory (Hamilton, Ontario, Canada,

June 2019) [8]. The IEEE holds the copyright of the material in this chapter. The

material is re-used with the permission of the IEEE, and this statement is included

at the IEEE’s request.

Chapter 3: Angular MIMO for Underwater Wireless Optical

Communications: Link Modelling and Tracking

Authors: Abdallah S. Ghazy, Steve Hranilovic, and Mohammad-Ali Khalighi

Abdallah Ghazy and Dr. Steve Hranilovic had been motivated by the promising re-

sults they obtained from the A-MIMO systems. So, they thought about the idea of

TA-MIMO during supervisory meetings, and Dr. Steve Hranilovic encouraged Ab-

dallah to follow this research direction. Abdallah then formulated the underwater

TA-MIMO system model, developed the system block diagram, and carried out all

analyses and simulations in this paper. He also plotted all graphs and did all the

writing of this paper while receiving feedback and suggestions from Dr.Hranilovic.

Once a paper draft was completed, Dr. Khalighi reviewed the paper and provided his

feedback and suggestions. Abdallah continued to edit the paper based on this feed-

back, while Dr. Hranilovic helped with the final editing of the paper and guiding the

research. This work was presented in [9], the material in this chapter was published

in IEEE Journal of Oceanic Engineering (Volume: 46, Number: 4, Pages: 1391-1407,

March 2021) [9]. The IEEE holds the copyright of the material in this chapter. The

material is re-used with the permission of the IEEE, and this statement is included

at the IEEE’s request.

Chapter 4: Under-Sea Ice Diffusing Optical Communication
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Authors: Abdallah S. Ghazy, Haitham S. Khallaf, Steve Hranilovic, and

Mohammad-Ali Khalighi

The idea of SDOC systems came up during supervisory meetings between Abdallah

Ghazy and Dr. Steve Hranilovic, who encouraged Abdallah to follow this research

direction. Abdallah set out to study sea ice characteristics and their modeling. Ab-

dallah then proceeded to channel modeling. He then performed all the analysis and

simulations, obtained all the graphs, and did all the writing of the paper. Dr. Haitham

Khallaf reviewed the paper draft, helped with the final editing, and guided feedback

and suggestions to improve the paper. Dr. Khalighi and Dr. Steve Hranilovic re-

viewed the paper and provided comments and suggestions in the initial phase of the

problem layout and before the paper submission. This work was presented in [10], the

material in this chapter was published in IEEE Access ( Volume: 9, Pages: 159652-

159671, January 2021) [10]. The IEEE holds the copyright of the material in this

chapter. The material is re-used with the permission of the IEEE, and this statement

is included at the IEEE’s request.

1.8 Conclusion

This chapter highlighted the challenges of underwater wireless optical communi-

cation and related solutions in the existing literature. In contrast to the literature,

this chapter presented the thesis vision to overcome the challenges in underwater sys-

tems. According to that vision, the thesis proposed three novel systems: A-MIMO,

TA-MIMO, and SDOC systems. A-MIMO and TA-MIMO systems are proposed for
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reliable high-speed point-to-point communications. A-MIMO systems are promis-

ing candidates when the relative displacement is presented between ends of the link,

such as data muling links between fixed sensors on seabed and AUVs. However,

TA-MIMO systems are promising approaches when the relative displacement and

tilt are presented between ends of the links, such as video links between AUVs and

buoyed nodes on the sea surface. SDOC systems are proposed for reliable high-speed

broadcast communications under sea ices. SDOC systems are promising solutions for

AUV-swarm deployed under sea ice, e.g., AUV used to map the thickness of sea ice

sheets or measure sea ice parameters in Arctic and Antarctic zones. The proposed

systems should be adopted for short-range applications, where increases in the link

range lead to an increase in the sizes of those systems. The following chapters discuss

and model the proposed systems with profound insight.
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Chapter 2

Angular MIMO for Underwater

Wireless Optical Communications:

Channel Modelling and Capacity

In this chapter, to satisfy the thesis vision as discussed in Sec. 1.5, we propose

A-MIMO systems for reliable point-to-point communications. As illustrated in Sec.

1.1 and shown in Fig. 1.2, A-MIMO systems could be used in high-speed short-

range communications such as F2M and M2F links. A-MIMO systems mitigate the

non-linearity of opto-electronic components in IM/DD modulations and relax eye-

safety restrictions. Also, A-MIMO links relax the perfect alignment condition between

ends of the link, which is essential in the case of C-MIMO links, as discussed in

Sec. 1.4.1. The architecture of A-MIMO systems is described by highlighting the

difference with C-MIMO systems. The maximum length for A-MIMO links is derived

as a function in dimensions of the optical architecture. In order to consider multiple

scattering, channels are modeled using the MCNRT method. AoA distributions are
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obtained for LOS and multiple scattering components analytically and numerically,

respectively. The instance channel capacities for 9×9 A-MIMO and C-MIMO systems

are evaluated in clear and coastal seawater with two scenarios; displacement and link

length variation transmissions.

The work in this chapter has appeared in the Proceeding of 2019 IEEE Canadian

Workshop for Information Theory (CWIT), (Pages: 1-6, June 2019) [8]. IEEE owns

the copyright of the material in this chapter, and it is permitted to be re-used in the

thesis.
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Abstract An alternative architecture for imaging multiple-input/multiple-

output (MIMO) underwater wireless optical communications (UWOCs) is proposed

which relies on the transmission in angle rather than directly in space. The angu-

lar MIMO (A-MIMO) system has advantages over conventional underwater MIMO

systems (C-MIMO) in that the image magnification is invariant to link range, and

angular transmission greatly relaxes the alignment requirements of such links. These

features are especially important for underwater wireless sensor networks (UWSNs),

where the maintaining alignment between underwater vehicles and floating sensors

nodes may be difficult in such dynamic environments. In this paper, we describe the

architecture of A-MIMO for underwater channels and numerically characterize it in

clear and coastal seawater conditions. For comparison a C-MIMO underwater system

with similar parameters is also characterized and the channel capacities for A-MIMO

and a C-MIMO are contrasted against link distances and misalignment errors. The

numerical results show that A-MIMO maintains the link capacity against the mis-

alignment conditions far better than C-MIMO while using a smaller size transceiver.

2.1 Introduction

Wireless communications using light are among the only broadband connectivity

solutions for underwater wireless sensor networks (UWSNs). Whereas, radio links are

highly attenuated underwater and acoustic links are intrinsically low bandwidth, un-

derwater wireless optical communication (UWOC) links are highly directive, require

lower energy consumption and have a significantly higher bandwidth. For example,

UWOC links have been demonstrated at ranges of several to tens of meters at rates

of gigabits/second [4]. However, impurities in the seawater reduce link reliability by
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attenuating and scattering optical signals. Signal scattering induces multipath dis-

tortion, which may generate temporal inter-symbol interference (TISI) and spatial

inter-channel interference (SICI) problems [26]. These channel impairments limit the

range and rate of UWSNs links [32].

In order to improve the spectral efficiency of optical wireless channels, imaging

mulitple-input/multiple-output (MIMO) systems have been considered using arrays

of lasers or light emitting diodes (LDs/LEDs) and arrays of photodetectors (PDs).

A typical imaging MIMO configuration for optical wireless channels, termed conven-

tional MIMO (C-MIMO), consists of an array of emitters and an imaging receiver,

as shown in Figure 2.1. There has been significant work in designing and charac-

terizing imaging receivers for MIMO systems for short range communication in the

atmosphere. For example, Zeng et al. evaluated the performance of imaging and

non-imaging MIMO systems, and showed that imaging MIMO systems can offer bet-

ter uncorrelated channel matrices [40]. A key limitation of such MIMO systems is

their requirement for perfect alignment, and the system is implemented according to

associated channel length. Therefore, the distance and alignment between the trans-

mitters and receivers of imaging MIMO systems must be tightly controlled to avoid

SICI problems which cause a degradation in system capacity [69]. A recently pro-

posed fixed scale optical wireless MIMO architecture [70], relaxes these constraints

by sending data directly in angle rather than in space and has been characterized in

a free-space channel.

For UWOC channels, little work has been done on the design of non-imaging

MIMO systems [4]. In [26], a 2 × 2 MIMO system was investigated under the ef-

fects of SICI and with perfect alignment and fixed length are assumed. In [39, 64],
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the capacity of a buoy based downlink is studied considering the impacts of mis-

alignment induced by the wavy surface of seawater. The capacity of a 2 × 2 MIMO

non-imaging system is characterized for different misalignment conditions at differ-

ent wind speeds. In a follow-up paper, Zhang et al. evaluated the performance of

3 × 2 MIMO buoy-based downlink capacity considering turbulence, scattering and

misalignment impairments [39, 64]. However, to our best knowledge, there has been

no work to date on the development of imaging transceivers for UWOCs. In UWSNs,

autonomous underwater/remotely operated vehicles (AUVs/ROVs) are used to com-

municate with fixed/floated sensor nodes for data harvesting purposes. In these kinds

of UWSNs, channels are dynamic due to acoustic waves, mobility of AUVs/ROVs and

motion of sensor nodes. Accordingly, it is difficult for C-MIMO to provide a reliable

communication link for such applications.

In this paper, motivated by [70], we propose an imaging angular MIMO (A-MIMO)

architecture for UWOC for potential application to UWSNs. The A-MIMO system

transmits data in the angular domain, and has a fixed magnification regardless of

channel length, and it is robust against off axis transmission. The architecture is

briefly reviewed, and channel modelling of angle of arrival is shown using numerical

simulations. Also, the capacity of A-MIMO systems is contrasted with C-MIMO in

a realistic setting in clear and coastal seawater channels.

The balance of the paper is organized as the follows. In Section 2.2, the model of A-

MIMO architecture is introduced and compared with C-MIMO. Section 2.3 presents

the channel modelling of A-MIMO, modelling assumptions and the link capacity.

In Section 2.4, the distributions of arrival angles for A-MIMO system are obtained

numerically using a Monte Carlo ray tracing (MCRT) solver [86]. Also, the numerical
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Figure 2.1: Conventional MIMO (C-MIMO) architecture.

results of link capacity of A-MIMO and C-MIMO systems are provided for clear and

coastal seawaters under misalignment (off axis transmission) and dynamic channel

length conditions.

2.2 Angular MIMO (A-MIMO) System

In general, MIMO optical wireless systems are implemented using an array of LDs

emitters and PDs in the transmitter and receiver respectively. Figure 2.1 shows the

setup of the C-MIMO system. The transmitter consists of an array of Mt LDs spaced

on a square grid with spacing Dt between the centre of the emitters. Similarly, the

receiver is implemented by a square array of Mr PDs spaced Dr apart from centre-to-

centre. A convex lens of focal length fr and diameter lr is placed at distance dr = frL
fr−L

from the array to produce an image on the photodetectors. Assuming a thin lens, the
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Figure 2.2: Angular MIMO (A-MIMO) architecture.

magnification, MC is calculated as [87]

MC :=
Dr

Dt

=
fr

L− fr
. (2.2.1)

where L is the channel length. Notice that the magnification is inversely proportional

to the channel length when L >> fr. Therefore, the scale of the image (i.e., the

projection of the LDs array on the PD array) varies according to changes in L which

leads to SICI. In order to avoid SICI, C-MIMO systems require a fixed distance and

perfect alignment between the transmitters and receivers which is difficult to achieve

between AUVs/ROVs and floating sensor nodes in UWSNs.

A fixed scale MIMO scheme has been proposed for imaging MIMO optical wireless

systems which offers a fixed magnification (regardless the channel length) and reduces
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the requirements of on-axis transmission [70]. Figure 2.2 shows the setup of an A-

MIMO system, where the transmitter is implemented by an array of Mt LDs with a

collimating lens with diameter lt and focal length ft located at distance dt = ft from

the LDs array as shown. Also, the receiver is realized by an array of Mr PDs with an

imaging lens of diameter lr and focal length fr located at distance dr = fr from the

LDs array as shown in the figure. In A-MIMO, the magnification in this configuration

is fixed and equal to [87]

MA :=
Dr

Dt

=
fr
ft
. (2.2.2)

Clearly, the magnification does not change with channel length. This is a key advan-

tage of A-MIMO systems over C-MIMO systems as SICI is avoided because of the

fixed magnification. Also, angular rather than spatial transmission provides inherent

robustness to off axis transmission for this architecture. The A-MIMO architecture

resembles an extended microscope objective where the receiver is focused at infinity.

Alternatively, one may view the transmit lens as performing space-to-angle mapping

while the receive lens performs the inverse operation [70]. Precisely, the transmit

lens maps the ith LD (position x,y) into associated launch polar and azimuth angles

(θ0,i, φ0,i). The transmitter sends a collection of collimated (cylindrical) beams to the

receiver at different polar and azimuthal angles for every i ∈ {1, 2, ...,Mt}, as shown

in the Fig. 2.2. The receiver lens can be thought of doing the inverse mapping, i.e,

from angle to space. That is, the arriving collimated beams from angles (θj, φj) are

mapped to the associated jth PDs (positions x,y), where j ∈ {1, 2, ...,Mr}. This

mapping (position to angle and vice versa) offers fixed location for the image on the

receiving plane based on the angle of reception regardless on or off axis transmission.

Therefore, misalignment in the xy-plane between transmitter and receiver axis does
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not lead to SICI problems.

On the other hand, while the scale of the image on the receive plane is preserved

in A-MIMO, the number of channels available will scale as the angular subtense of

the receiver from the transmitter decreases with range. This is termed truncation by

windowing, and the window area of the received image, Aw, is given by [70]:

Aw = π × (fr (lr + lt))
2

4 L2
. (2.2.3)

This equation shows that increasing the channel length leads to decreasing the window

area and this generates the image truncation, which causes in reduction of the link

capacity. According to Eq. (2.2.3), for given transceiver setting with square array

(
√
Mt×

√
Mt) of LDs and square array (

√
Mr ×

√
Mr) of PDs, the primitive channel

length is upper bounded by:

L ≤ fr (lr + lt)

Dr

√
Mr

=
ft (lr + lt)

Dt

√
Mt

(2.2.4)

within this range, image of the LDs array is fully projected on PDs array without

image truncation. Clearly, the use of larger focal length and large transmitter/receiver

aperture diameters partially mitigates this problem, at the cost of implementation

complexity.
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2.3 Channel Modelling and Link Capacity

2.3.1 Context

In A-MIMO, each LD transmits data in unique polar and azimuth angles while

the PDs at the receiver are associated with particular range of received angle ac-

cording to its detection area. Thus, data are transmitted in different angles between

the transmitter and receiver. However, the impurities of seawater distort and alter

direction of propagation of the emitted beams.

Physically, seawater scatters light due to dissolved organic and non-dissolved in-

organic matters. In non-pure seawater conditions, particles scatter the emitted colli-

mated beams in A-MIMO systems in random directions potentially limiting system

performance. This randomization of angles of arrival caused by scattering can lead

to SICI in detection, resulting in a reduction in channel capacity and link availability.

Thus, the statistics of angle of arrival for each emitted stream are essential to quan-

tify the performance of A-MIMO systems. Accordingly, in this section, the power

distributions in polar and azimuth arrival angles for given launch angles θ0,i and φ0,i,

Pi(θ|θ0,i) and Pi(φ|φ0,i), are investigated.

In previous work, there exist models of time and spatial arrival of aquatic commu-

nication environments using MCRT, quasi-analytic models, radiative transfer equa-

tion (RTE) and stochastic models [4]. Some authors have developed practical equa-

tions that can be used in MCRT to generate trusted results [28]. Also, [88] provides a

comprehensive stochastic model of channel impulse response at different water condi-

tions and transceiver parameters. In [89], authors use RTEs in order to calculate the

path loss. Also, [66] shows the channel impulse response of shadowing and blockage
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channel by using a commercial optics solver. However, to the best of our knowledge,

there is no existing work characterizing the angular arrival statistics in an underwater

setting. In the following subsections, the distributions of arrival angle and MIMO link

capacity are obtained by using a commercial MCRT tool [86].

2.3.2 Aquatic Channel Characteristics and Angle of Arrival

Distributions

Impurities in water such as organic and solid matters cause absorption and scat-

tering of the emitted optical signals. As is conventional in such channels, define the

absorption cofficient a and scattering coefficient b with albedo defined as w = b/c

and total extinction c = a + b [28]. Notice that the albedo is a first order measure

of the reduction in channel bandwidth while c quantifies the total power loss due to

absorption and scattering.

In low albedo environments (w < 1) (i.e., pure seawater), the aquatic channel

offers low scattering of the collimated beams for A-MIMO systems. In this case, the

arrival angle distribution for given launching angle can be well approximated following

Beer-Lambert law as

Pi(θ|θ0,i) =
Mt∑
i=1

Pt,i Gi exp

[
−Lc

cos(θ0,i)

]
δ(θ − θ0,i)

Pi(φ|φ0,i) =
Mt∑
i=1

Pt,i Gi exp

[
−Lc

cos(θ0,i)

]
δ(φ− φ0,i)

(2.3.1)

where, Gi and Pt,i are the geometric loss and transmitted optical power associated

by ith LED respectively.
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In the case of higher albedo (w > 1), as in non-pure water, the scattering com-

ponents become dominant. This case is typical in most coastal and turbid seawater

conditions. In this case, the angle of the scattered light is randomized according to

the phase scattering function, B(θ), of the seawater. There are many forms for B(θ)

to model the scattering polar angle θ. A popular and tractable model for B(θ) is the

one term Henyey-Greenstein (OTHG) model and is defined by [90]

B(θ) =
1− g2

4π(1 + g2 − 2g cos(θ))(3/2)
, g = cos(θ) (2.3.2)

where, g depends on the water type. The azimuthal angle of scattering, φ, is assumed

to be uniform following [91], that is,

p(φ) =
1

2π
. (2.3.3)

At high attenuation length (i.e., large Lc), multiple scattering events take place.

That is, a photon may scatter multiple times between the transmitter and receiver.

Each scattering event further increases the randomness in the arrival angle. Addi-

tionally, scattering leads to the likelihood of additional loss (i.e., weight reduction

in the MCRT by Wk+1 = b/c ·Wk, where W0 = 1 [91]). It can be shown that the

propagation distance, η, between the consecutive scattering events is well modelled

by the negative exponential distribution [91]

p(η) = c exp(−c η). (2.3.4)

Accordingly, four computational steps describe the ray tracing from transmitter to
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receiver in the aquatic channel via the MCRT algorithm: travel distance, polar angle

of scattering, azimuth angle of scattering and weight loss. At each step, a random

variable is generated according to its associated distribution Eqs. (2.3.2-2.3.4). In

the following section, the angle of arrival distributions for A-MIMO link is obtained

in clear and coastal seawaters by using an MCRT solver [86].

2.3.3 Link Capacity of MIMO System

MIMO systems add degrees of freedom to the aquatic channel thereby increasing

channel capacity and have been considered in underwater environments for high speed

communication [39, 64]. Given the small wavelength of light relative to radio systems,

there is the potential to integrate large arrays of transmitters and receivers resulting

in larger gains using the added degrees of freedom in MIMO optical wireless systems

[40]. In this work, the UWOC is modelled as linear with additive noise MIMO receiver,

the received electrical current is given by

Y = < H X + n (2.3.5)

where, Y is received electrical current vector (Mr × 1), < is receiver responsitivity,

H is gain matrix of the channel (Mr ×Mt), X is transmitted optical power vector

(Mt × 1) and n noise vector (Mr × 1). For simplicity, we assume that the total

transmitted power Pt is equally divided between all LDs. To estimate the capacity of

this link, consider the capacity of the Gaussian noise channel where n is modelled as
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zero mean independent identical Gaussian noise [39, 64]

C =
1

2
log2

(
det

[
I +

(
< Pt
Mtσn

)2

H HT

])
(2.3.6)

in bits/channel use, where I is identity matrix (Mr ×Mr), σ
2
n noise variance and HT

is transpose of H.

The additive white Gaussian noise (AWGN) MIMO capacity in (2.3.6) is an ac-

curate estimate when the non-negativity constraint of the channel is satisfied by a

sufficient bias signal and non-linear clipping noise is minimized. Notice that the ca-

pacity in (2.3.6) will depend on the spacing between LDs/PDs in transmitter/receiver

{Dt, Dr}, the radiation profile of LDs, the field-of-view (FOV) of PDs and the atten-

uation and scattering of the aquatic channel. In the following section, the channel

gain matrix H of A-MIMO and C-MIMO systems are computed by using an MCRT

solver and their capacities compute via Eq. (2.3.6) are contrasted.

2.4 Numerical Results

2.4.1 Context

A commerical MCRT solver [86] is used to calculate the numerical results of

underwater propagation. In an MCRT simulation, optical rays are propagated from

the source to the receiver according to the distributions of seawater, Eqs. (2.3.2-2.3.4),

and using system parameters that are shown in Table 2.1. In all cases a 9×9 A-MIMO

and C-MIMO setup is considered in both clear and coastal seawaters with a nominal

link length L ≈ 5 m. The associated parameters for clear and coastal seawaters are
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Table 2.1: Parameters of MCRT Set up for A-MIMO and C-MIMO systems

Transmitter parameters C-MIMO A-MIMO
Diameter of the lens (lt) N/A 0.1 m

Focal length of the lens (ft) N/A 0.365 m
No. of LDs (Mt) 9

Distance between the centres of the LDs (Dt) 0.1 m 0.01 m
Distance between LEDs array and the lens (dt) N/A 0.365 m

Optical transmitted power (Pt) 1 W
Working wave length 532 nm
Gaussian Beam waist 5.5 mm

Divergence angle of Gaussian Beam 2o

Receiver parameters C-MIMO A-MIMO
Diameter of the lens (lr) 0.5 m

Focal length of the lens (fr) 0.72 m 0.365 m
No. of PDs (Mr) 9

Distance between the centres of the PDs (Dr) 0.01 m
Distance between PDs array and the lens (dr) 0.5 m 0.365 m

Receiver field of view (FOV) 180o

Receiver responsitivity (<) 0.8 A/W
Thermal noise variance (σ2) 10−6 A2

Channel parameters Clear Coastal
Water absorption (a) 0.07 m−1 0.089 m−1

Water scattering (b) 0.08 m−1 0.216 m−1

Channel length (L) range 1− 9 m
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taken from earlier work [4]. In this section, angle of arrival distributions are obtained

for A-MIMO in different seawater conditions. Additionally, the channel matrix H for

C-MIMO and A-MIMO is computed, and the capacity is estimated according to Eq.

(2.3.6) for clear and coastal seawaters channels.

2.4.2 C-MIMO and A-MIMO System Setups

In order to have a fair comparison between C-MIMO and A-MIMO systems, the

parameters of LD sources, lens of the receiver (lr = 0.5 m) and the total PD detection

area (D2
r = 1 cm2) are the same in both systems as shown in the table. For C-MIMO,

the spacing of the transmitter LDs is set to 0.1 m to ensure an overall detection area

is less than 0.3 × 0.3 m2. According to Eq. (2.2.1), the focal length of the receiver

lens in C-MIMO and the position of the receiver dr are selected to ensure that image

is projected on the PDs array for the nominal transmission distance L ≈ 5 m. For

the A-MIMO system, the overall magnification of the system is set to be unity and

Dr = Dt. Also, fr = ft and (lt + lr) of the lenses are set to project the transmitted

image on the receiver without truncation (windowing effect) for the channel range

L < 7.5 m, according to Eq. (2.2.4). This setting gives C-MIMO an advantage over

A-MIMO since the spacing of transmitters is larger in the conventional case giving

rise to less SICO at the receiver.

2.4.3 Results: Distributions of Angle of Arrival

As shown in Fig. 2.2, for the A-MIMO system each of nine LDs launches a

collimated beam with associated polar and azimuth angles toward the receiver (i.e,

position to angle mapping). Figures 2.3 and 2.4 shows the distributions of polar and
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Figure 2.3: Distributions of arrival polar angle for nine LDs of 9× 9 A-MIMO
system in clear and coastal water channels at L=4.91m. Also, mapping of the LDs

on the transmitter array is shown.

0 50 100 150 200 250 300 350
Azimuth arrival angle (  in Degree), at L=4.91 m.

0

0.006

0.013

0.019

0.026

0.033

0.039

R
ec

iv
ed

 o
pt

ic
al

 in
te

ns
ity

 in
 w

at
te

LD 8, coastal water
LD 6, coastal water
LD 5, coastal water
LD 9, coastal water
LD 8, clear water
LD 6, clear water
LD 6, clear water
LD 9, clear water

Figure 2.4: Distributions of arrival azimuth angle for LDs No. {5, 6, 8, 9} of 9× 9
A-MIMO system in clear and coastal water channels at L=4.91m.
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azimuthal arrival angles as simulated on the normal of receiver lens and at nominal

channel length of 5 m. From the figures, the peaks indicate the line-of-sight (LOS)

components in both polar and azimuth angles. However the dispersion of these dis-

tributions is due to the multiple scattering components (w > 1). Also, the angles

are more dispersed in coastal seawater channel compared to clear seawater channel.

Clearly, the coastal seawater induces a relative larger distortion in the received angu-

lar signal with a larger power loss. Thus, the probability of SICI problems are less in

clear seawater channel and this reflects on the capacity performance, as discussed in

the following subsection. LD 1 is located on the centre of the transmitter array, and

launches at 0◦ polar angle and null azimuth angle. LDs {5, 6, 8, 9} are located on the

same outer circle on x-y plane, therefore they launch beams at the same 2.21◦ polar

angle, as indicated in the peak of the black curve in Fig. 2.3. However, those four LDs

launch the beams at different azimuth angles of {225◦, 135◦, 315◦, 45◦} respectively, as

shown in the peaks of the curves of Fig. (2.4). Also, LDs {2, 3, 4, 7} are located on the

same inner circle and launch their collimated beams at a 1.5◦ polar angle, as shown

in the peak of the red curve in Fig. 2.3, and azimuthal angles {270◦, 90◦, 180◦, 0◦}

respectively. Notice also that the received signal is relatively larger for those LDs

near the optical axis (i.e. LD 1) and decreases as distance from the axis increases

(i.e., θ increases).

2.4.4 Results: Link Capacity

Figures 2.5 and 2.6 show the capacity performance for the 9 × 9 A-MIMO and

C-MIMO systems versus changes in channel length in z-axis and misalignment in the

y-axis respectively.
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Figure 2.5: System capacity of 9× 9 A-MIMO and C-MIMO architectures versus the
variation in channel length (1 m ≤ L ≤ 9 m) in clear and coastal seawater channels.

Figure 2.5 shows the capacity behaviour for clear and coastal seawaters channels

when both transmitter and receiver and aligned on-axis.

Notice that for L < 7.5 m, A-MIMO has performance similar or marginally better

than C-MIMO. The C-MIMO is designed for a given distance (5 m) and defocusing

errors limit the long term performance. Notice also that A-MIMO suffers from window

truncation beyond L = 7.5 m which greatly limits performance. Numerically at

L = 2 m, A-MIMO and C-MIMO achieve CA−MIMO = 110 bits/channel use and

CC−MIMO = 105 bits/channel use in clear seawater, and CA−MIMO = 100 bits/channel

use and CC−MIMO = 95 bits/channel use in coastal seawater. The capacity of A-MIMO

is nearly the same as C-MIMO for the ranges of interest.

Figure 2.6 presents the capacity at L ≈ 5 m, shows the capacity variation for

C-MIMO and A-MIMO systems with a misalignment of the optical axes of ∆y. The
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Figure 2.6: System capacity of 9× 9 A-MIMO and C-MIMO architectures versus
the misalignment in y-axis ( or x-axis) in clear and coastal seawater channels at

L = 4.91 m.

capacity is nearly the same between A-MIMO and C-MIMO in when aligned, i.e.,

∆y = 0. Additionally, the performance is symmetric in ∆y axis due to the symmetry

of the design of A-MIMO and C-MIMO architectures on the centre of the coordi-

nate (x = 0 , y = 0). When ∆y 6= 0, the capacity of C-MIMO links more severely

impacted than for A-MIMO for both seawater conditions. The reduction in the link

capacity of C-MIMO system is due to the sensitivity of this architecture to misalign-

ment. However, the reduction in the link capacity of A-MIMO system due to image

truncation in y-axis. Notice that the results in Fig. 2.6 apply equally well to the

case of misalignments in the x-axis due to the symmetry of the setup. Numerically,

A-MIMO and C-MIMO achieve CA−MIMO = CC−MIMO = 97 bits/channel use in clear

seawater, and achieve CA−MIMO = CC−MIMO = 78 bits/channel use in coastal seawa-

ter, at ∆y = 0. Notice that for misalignment ∆y = 0.05 m, A-MIMO maintains the
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its capacity, however the capacity of C-MIMO is more sensitive to misalignment and

drops to CC−MIMO = 67 bits/channel use and CC−MIMO = 52 bits/channel in clear

and coastal seawaters respectively. Also, link availability of C-MIMO is dropped at

∆y ≥ 0.25m, while the link availability of A-MIMO link is dropped at ∆y ≥ 0.45m

in clear and coastal seawaters as shown.

In general, at the same transmitted power, seawater conditions, and receiver

noise, the proposed 9 × 9 A-MIMO architecture offers higher capacity performance

in dynamic environments in contrast to C-MIMO system. Also, this improvement is

achieved at smaller transceiver size, as shown in the table, which reflects on system

feasibility. Thus, A-MIMO is recommended as a new imaging MIMO candidate for

data harvesting purposes in UWSNs. In practice, the dimensions of the 9 × 9 A-

MIMO system considered here are comparable to similar payloads already integrated

on current ROVs [92].

2.5 Conclusions

In this paper, an angular imaging MIMO architecture has been proposed in con-

trast to conventional imaging MIMO architecture for UWSN. In angular MIMO, the

information is associated to angle rather than position. This approach has many

inherent benefits including fixed scale imaging and robustness to misalignment er-

rors. These advantages may be essential to realizing efficient imaging MIMO links

in dynamic seawater channels for data harvesting purposes in UWSNs. Also, the

distributions of angle arrivals has been shown numerically using an MCRT technique.

The results have shown that angular MIMO has maintained the link capacity against
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misalignment and channel length variations in contrast to conventional MIMO sys-

tems. Ongoing work includes testing A-MIMO in a practical scenarios of sea wave

motion as well as improved analytical modelling of the angle of arrival distributions

for A-MIMO.
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Chapter 3

Angular MIMO for Underwater

Wireless Optical Communications:

Link Modelling and Tracking

In Chapter 2, A-MIMO systems are simulated with considering for multiple scat-

tering. Due to the challenge of multiple scattering, no analytical model is provided

for A-MIMO links. A-MIMO systems are also evaluated using low resolution imaging

MIMO links (i.e., 9 × 9). Capacity performances are only evaluated under instan-

taneous displacement and length variations; however, capacity performances are not

evaluated under inclination and rotation conditions. In this chapter and motivated

by the promising results shown in Chapter 2, A-MIMO systems are investigated with

more deep insight and simulated under more practical conditions. This chapter in-

troduces two significant contributions; a new tracking scheme is added to A-MIMO
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systems to yield TA-MIMO systems to provide more reliable communications. Com-

prehensive analytical models are also derived for A-MIMO and TA-MIMO links as-

suming single scattering. In addition to the advantages mentioned in Chapter 2,

TA-MIMO links offer the advantage of high-speed communications with tracking by

utilizing their imaging receivers. The tracking advantage is inherited from the opti-

cal architecture of the systems, and it yields a simple and accurate tracking scheme,

namely, the PLT scheme. The PLT scheme is modeled and tested under realistic F2B

and F2M scenarios. For simple analysis, closed-form expressions are derived for AoA

distributions. The closed-form expressions are verified numerically using a MCNRT

method. The average channel capacity is shown for high-resolution imaging MIMO

link, 49 × 49 link, contrasting C-MIMO, A-MIMO, and TA-MIMO systems in clear

and coastal seawater.

Appendix A shows further details for the closed-form expressions of AoA distri-

butions.

This chapter’s work appears in the IEEE Journal of Oceanic Engineering, (Pages:

1-17, January 2021) [9]. IEEE owns the copyright of the material in this chapter

and Appendix A, and it is permitted to be re-used in the thesis.

66



Ph.D. Thesis – A. Ghazy McMaster University – Electrical Engineering

Abstract Angular imaging multiple-input/multiple-output (A-MIMO) is in-

vestigated for short-range, high-speed underwater wireless optical communications

(UWOCs) where, unlike conventional imaging MIMO (C-MIMO), data are transmit-

ted in an angle rather than in space. In this approach, the strict requirements of

on-axis alignment and fixed channel length are relaxed. This technique also allows

for simpler estimation of the relative misalignment between the transmitter and the

receiver from the received image. For the first time, we derive a comprehensive model

for the underwater A-MIMO link by taking into account link misalignment, back-

ground noise, as well as seawater absorption and scattering. Power distributions at

the receiver are modeled by the angle-of-arrival (AoA) of the received signal on the

lens and its position-of-arrival (PoA) on the focal plane of the detector. We fur-

ther propose and model a tracked A-MIMO (TA-MIMO) system that maintains the

alignment between the two ends of the link, for which the distribution of the resid-

ual tracking error is calculated. The UWOC channel capacity is then estimated for

buoyed-to-fixed (B2F) (which has dominant angular misalignments) and mobile-to-

fixed (M2F) (which has dominant off-axis misalignment) communication scenarios.

Numerical results indicate that in the B2F scenario, A-MIMO is sensitive to angular

misalignments; however, TA-MIMO outperforms C-MIMO. In the case of M2F links,

A-MIMO greatly outperforms C-MIMO when off-axis misalignments are present. This

work serves as a design guide to determine the selection of A-MIMO, TA-MIMO or

C-MIMO receivers depending on the misalignment conditions for a particular under-

water application.
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3.1 Introduction

Underwater acoustic communication is an intrinsically low data-rate transmission

technology, offering communication speeds on the order of kilobits/second (kbps).

Underwater wireless optical communication (UWOC) is a promising candidate for

high data-rate applications with rates that can approach gigabits/second (Gbps)[4,

17, 93, 94]. This technology takes advantage of the directivity of optical beams,

low energy consumption, and relatively small size transceivers inherent to free-space

optics. However, the capacity of UWOC links is in practice limited by the high

optical beam attenuation in seawater and the limited bandwidth of the opto-electronic

components [5, 95]. The use of multiple-input multiple-output (MIMO) techniques in

underwater scenarios is one possible avenue to address some of these isseus. A MIMO

optical wireless system is implemented using an array of emitters and detectors at

the transmitter and receiver, respectively. Leveraging spatial and temporal degrees

of freedom, such optical wireless MIMO systems increase the system capacity. In

addition, will properly spaced emitters such systems can transmit larger total optical

power due to the extended nature of the source while remaining eye-safe. However,

the advantages of such MIMO architectures come at the cost of increased system

complexity [68, 69].

In atmospheric wireless optical communications links, imaging MIMO has been

proposed for high-speed short-range indoor applications [68]. A typical imaging

MIMO configuration, termed here conventional MIMO (C-MIMO), consists of an

array of emitters and an imaging receiver. In [40], Zeng et al. evaluated the per-

formance of imaging and non-imaging MIMO systems, showing the potential of the

former in reducing spatial inter-channel interference problems. However, imaging
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MIMO systems require perfect alignment and compensation of changes in magnifi-

cation due to channel length variations [69]. Recently, a fixed-scale imaging MIMO

architecture was proposed in [70] for short-range indoor applications, with robust-

ness against off-axis misalignment as well as fixed magnification, independent of the

channel length [70].

Comparatively, little work has been done on the investigation of MIMO approaches

for high-speed short range UWOC links [4]. In [26], a 2× 2 non-imaging MIMO sys-

tem was investigated considering the impact of inter-channel interference. However,

perfect alignment and a fixed channel length were assumed. In [39, 64], the capacity

of a buoy node was studied focusing on the impact of misalignment induced by sea

waves at different wind speeds. In a follow-up paper [39, 64], the capacity of a 3× 2

non-imaging MIMO buoyed node was investigated under turbulence, scattering and

misalignment impairments. For underwater imaging MIMO systems, Li et al. [41]

showed the effect of inter-spacing between laser diodes (LDs) and photo-detectors

(PDs) on the performance of a 2× 2 imaging C-MIMO link over 2.4 m under perfect

alignment conditions. A common thread through these studies is that severe mis-

alignment losses due to sea waves or currents are identified as key impairments to

C-MIMO UWOC links.

Recently, Xu et al. [96] and Ghazy et al. [8] applied the fixed-scale architecture

of [70] to UWOC links. In particular, the authors in [96] numerically quantified the

bit-error rate (BER) performance of the fixed scale MIMO system underwater over

a 1 m range. In [8], Ghazy et al. proposed angular MIMO (A-MIMO) using the

architecture of the fixed-scale MIMO system. There in, the capacity performance of

(9 × 9) A-MIMO and C-MIMO systems are contrasted under off-axis misalignment
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and variation of a channel length.

For the first time, we extend our work in [8] by deriving a comprehensive model

and presenting a design for short-range high-capacity underwater A-MIMO systems

where data are transmitted in angle rather than in space. Additionally, a tracking

scheme is proposed and its performance quantified using the unique features of the

A-MIMO system to yield a tracked A-MIMO (TA-MIMO) system. More specifically,

in contrast to [8, 96], here we derive detailed link modelling, which provides useful

insight into the design of underwater A-MIMO and TA-MIMO systems from both

channel capacity and tracking perspectives. The main contributions of this paper are

summarized as follows:

• A comprehensive model for underwater A-MIMO links is derived considering

both angle of arrival (AoA) and position of arrival (PoA) distributions.

• Closed-form polar and azimuthal AoA distributions are derived for the central

source at on-axis alignment conditions.

• The derived equations for AoA distributions are verified through Monte Carlo

numerical ray tracing (MCNRT) simulations [86, 97].

• Based on the optical properties and geometry of the A-MIMO architecture, a

new tracking scheme is proposed and modelled, termed pointing-localization-

tracking (PLT) scheme, and its efficiency is demonstrated through numerical

results.

• The distribution of the tracking residual errors (TRE) is calculated using MC-

NRT method for the cases of a buoyed-to-fixed (B2F) communication model.
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• For the case of B2F and mobile-to-fixed (M2F) communication scenarios, the

average capacity of a 49 × 49 link using A-MIMO, TA-MIMO, and C-MIMO

techniques, are contrasted.

The remainder of the paper is organized as follows. Section 3.2 describes the

optical architecture of an A-MIMO link and its intrinsic characteristics. Section 3.3

focuses on A-MIMO link modelling, where AoA and PoA distributions are derived

with closed-form expressions for special cases. Section 3.4 presents the capacity of A-

MIMO and C-MIMO links under two realistic B2F and M2F communication scenarios.

In Section 3.5, intrinsic localization features of A-MIMO systems are demonstrated.

A PLT scheme is proposed and TRE distributions are computed using MCNRT.

Afterwards, in Section 3.6, the numerical results on link modelling are presented, and

the capacity of A-MIMO, TA-MIMO, and C-MIMO links are contrasted for the cases

of clear and coastal seawaters. The paper concludes in Section 3.7 with directions for

future work.

Notation: In this article, vectors and matrices are denoted by bold-face lower

and upper-case letters, respectively. Probability distribution functions are denoted

by p(·). A Gaussian random variable with zero mean and σ2 variance is denoted by

N (0, σ2). Also, the complex conjugate of G(·) is written as G∗(·).

3.2 Angular MIMO

Imaging MIMO systems are well suited to high-speed short-range underwater ap-

plications [8, 41, 96]. Practical examples of such links include buoys and autonomous

underwater vehicles (AUVs) as will be discussed in Section 3.4. C-MIMO systems

require perfect alignment and a fixed magnification between the two ends of the link,
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which is difficult to maintain in practice [8, 96]. In the following, we present the key

advantages of underwater A-MIMO systems that relax these two key impairments of

C-MIMO.

3.2.1 Description of A-MIMO Systems

Consider a general (Mt ×Mr) A-MIMO structure. At the transmitter, Mt LDs

are used, arranged on a square array of (
√
Mt ×

√
Mt), with the spacing Dt between

the centres of the LDs. The centre of the mth
t LD, mt ∈ (1, 2, ...,Mt), is obtained

by ẋmt = Dt (2 i − (
√
Mt + 1)) and ẏmt = Dt (2 j − (

√
Mt + 1)). Note that mt

is related to {i, j} ∈ (1, 2, ...,
√
Mt) through mt = (j + (i − 1)

√
Mt). Likewise,

at the receiver, located at a nominal range of Lo, the Mr PDs are arranged on a

square array of (
√
Mr ×

√
Mr), with spacing Dr between their centers. The centre

of the mth
r PD, mr ∈ (1, 2, ...,Mr), is given by ẋmr = Dr (2 i − (

√
Mr + 1)) and

ẏmr = Dr (2 j − (
√
Mr + 1)). Here, mr is related to {i, j} ∈ (1, 2, ...,

√
Mr) by mr =

(j + (i− 1)
√
Mr). Figures 3.1 and 3.2 illustrate the system architecture of a (3× 3)

A-MIMO link for the two cases of perfectly-aligned and misaligned transmitter and

receiver, respectively (we have taken Mt = Mr = 3 just to simplify the illustration).

The receiver axes (Xr, Yr, Zr) are fixed at (0, 0, 0) and considered as reference. The

considered transmitter axes (Xt, Yt, Zt) are then either aligned or misaligned. The

definition of the different parameters, angles, etc. are summarized in Table 3.1.

At the transmitter, the LD array produces an image gt(ẋt, ẏt), where (ẋt,ẏt) is the

position in the plane of the LD array. Moreover, a convex lens (e.g., a Fresnel lens)

with focal length ft and diameter lt is placed at a distance dt from the array, where

dt = ft. This lens collimates the beam of the mth
t LD and transmits it in the direction
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Figure 3.1: Architecture of a 3× 3 A-MIMO system with parameters given in Table
3.1.

of the unit vector ~emt , specified by polar and azimuthal angles (θ̇mt ,φ̇mt), defined with

respect to the transmitter axes. For instance, the transmitted unit vector associated

with the green LD is shown by a green arrow in Fig. 3.1. In the transmitter lens

plane, each ray is sent from position (xt,yt,−Lo) according to the receiver axes as

shown in the figure.

At the receiver side, a convex lens with focal length fr and diameter lr is placed

at distance dr = fr from the PD array. The incident ray arrivals at position (xr,yr, 0)

are shown in Fig. 3.1. The lens receives each beam with direction along with the unit

vector ~er, specified by polar and azimuthal angles (θr,φr). Then, the lens projects

the received image gr(ẋr, ẏr) on the PD array, i.e., the (ẋr,ẏr) plane. For tracking

purposes, each pixel (i.e., PD) in the array is oversampled by a factor of D2
r/δ

2, where

δ indicates the inter-spacing between the sub-pixels (i.e. sub-PDs). For instance, as

illustrated in Fig.3.1, the PD is oversampled by a factor of 4, using a 2 × 2 sub-PD
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Figure 3.2: Beam axes and orientations for the case of a misaligned 3× 3 A-MIMO
system. The definition of the different parameters are provided in Table 3.1.

array. Such a PD is known as four-quad (F-Q) PD, commonly used for tracking

purposes [98].

Consider Fig. 3.2 which illustrates the case of misaligned system. As shown,

the transmitter axes are shifted in three directions by ∆x, ∆y, and ∆z. Also, the

orientation of the transmitter axes are misaligned by three angles, namely, polar and

azimuthal inclination angles (θin,φin) and rotation angle φro. Notice that θin, φin

and φro are the angles between axes Zt and Zr, rotation around Zr, and rotation

around Zt, respectively. This misalignment causes the basis of angle measurements

at the transmitter and at the receiver to differ. Thus, though ~emt is defined by angles
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(θ̇mt ,φ̇mt) relative to the transmitter axes as shown in Fig. 3.1, and it is written as

~emt = ~xt sin(θ̇mt) cos(φ̇mt) + ~yt sin(θ̇mt) sin(φ̇mt)

+ ~zt cos(θ̇mt),

(3.2.1)

~emt is also characterized by angles (θmt ,φmt) relative to the receiver axes as shown

in Fig. 3.2, and can be equivalently written as

~emt = ~xr sin(θmt) cos(φmt) + ~yr sin(θmt) sin(φmt)

+ ~zr cos(θmt),

(3.2.2)

where (~xt, ~yt, ~zt) and (~xr, ~yr, ~zr) are the unit vectors relative to the axes of the

transmitter and the receiver, respectively. Similarly, the received direction vector can

be expressed as

~er = ~xr sin(θr) cos(φr) + ~yr sin(θr) sin(φr) + ~zr cos(θr). (3.2.3)

3.2.2 Characteristics of Angular MIMO Systems

Though C-MIMO systems are similar to their A-MIMO counterparts in architec-

ture, the collimating (i.e. convex) lens at the transmitter of A-MIMO greatly changes

system characteristics. In particular, in a C-MIMO system, the magnification 1 of

1The magnification scale M is given by M := Ir
It

, where Ir and It are the length of the received
and transmitted images, respectively.
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Table 3.1: A-MIMO Link Parameters

Mt Number of LDs at the transmitter.
Dt Inter spacing between centres of LDs.
dt Distance between LD array and the transmitter lens.
ft Focal length of the transmitter lens.
lt Diameter of the transmitter lens.
(ẋt, ẏt) Location in the plane of LD array relative

to the transmitter axis.
(ẋmt , ẏmt) Center of the mt

th LD.
gt(ẋt, ẏt) Transmitted image.
(xt, yt) Location of the ray on the transmit lens relative

to the link axis.

(θ̇mt , φ̇mt) Polar and azimuthal angles of the transmitted beam
associated with mt

th LD relative to the transmitter axis.
(θmt , φmt) Polar and azimuthal angles of the transmitted beams

associated with mt
th LD and relative to the link axis.

Mr Number of PDs at the receiver.
Dr Inter spacing between centres of PDs.
dr Distance between the PD array and the receiver lens.
fr Focal length of the receiver lens.
lr Diameter of the receiver lens.
(ẋr, ẏr) Location in the plane of PD array relative to the link axis.
(ẋmr , ẏmr) Center of the mr

th PD.
δ Inter-spacing between sub-PDs in the PD.
gr(ẋr, ẏr) Received image.
(xr, yr) Arrival positions of the rays in the receiver side

relative to the link axis.
(θr, φr) Polar and azimuthal angles of the received beams relative

to the link axis.
Lo Nominal length of the link.
(∆x,∆y) Off-axis between the transmitter axis and the link axis.
∆z Variation in the channel length.
(θin, φin) Polar and azimuthal inclination angles of the transmitter

relative to the link axis.
φro Rotation angle of the transmitter around the Zt axis.
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the system will change with the range of the link making the received image larger

when the transmitter is close and smaller with it is further away. The magnification

for a C-MIMO architecture is given by [87]

MC =
fr

L− fr
, (3.2.4)

where L = Lo − ∆z is the total channel length. Notice that the magnification is

inversely proportional to the channel length when L >> fr. In contrast to C-MIMO,

A-MIMO systems have a fixed magnification, given by [87]

MA =
fr
ft
. (3.2.5)

This fixed-magnification means that the scale of the received image is independent of

the link range, which is the first key advantage of A-MIMO systems.

A-MIMO systems can be viewed as transmitting data in the angular domain rather

than in space, which is termed space-to-angle mapping [70]. As indicated in Fig. 3.1,

the transmitter lens maps the beam of mth
t LD at position (ẋmt ,ẏmt) to associated

polar and azimuthal transmitted angles (θ̇mt , φ̇mt) as

θ̇mt = arctan
(√

ẋ2
mt + ẏ2

mt/ft

)
,

φ̇mt =


arccos

(
ẋmt/

√
ẋ2
mt + ẏ2

mt

)
, if ẏmt < 0 ,

arccos
(
ẋmt/

√
ẋ2
mt + ẏ2

mt

)
+ π, if ẏmt ≥ 0 .

(3.2.6)

Notice that all LDs that are located at the same distance from the centre have the

same polar transmitted angle but are distinguished by different azimuthal angles.
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Thus, the transmitter can be viewed as sending Mt collimated beams to the receiver

multiplexed spatially at Mt unique polar and azimuthal angles.

The orientation misalignment causes launching angles (θ̇mt ,φ̇mt) and (θmt ,φmt)

to differ. In this case, for given (θin, φin, φro), angles (θmt ,φmt) are calculated from

(θ̇mt ,φ̇mt) as follows: Let emt be (3×1) vector, represented in (Xt, Yt, Zt) as emt=[sin(θ̇mt)

cos(φ̇mt); sin(θ̇mt) sin(φ̇mt); cos(θ̇mt)]. Then, emt is rotated around (Yt, Xt, Zt) axes

by three angles: θy = arcsin (cos(φin) sin(θin)),θx = arcsin (sin(φin) sin(θin)/ cos(θy))

and θz = φro respectively. Thus, θmt and φmt are calculated by

θmt = arccos ([0, 0, 1] Rz(θz) Rx(θx) Ry(θy) emt) ,

φmt = arcsin

(
[0, 1, 0]

sin(θmt)
Rz(θz) Rx(θx) Ry(θy) emt

)
,

(3.2.7)

where Rz(θz), Rx(θx) and Ry(θy) are (3 × 3) rotation matrices around (Zt, Xt, Yt)

axes respectively [99]. At the receiver, the angle-to-space mapping is done by the lens,

which maps the received collimated beams at angle (θr, φr) to the position (ẋr,ẏr) on

the PD plane, see Fig. 3.1. Using geometric optics and Eq. (3.2.6), the position

(ẋr,ẏr) is obtained by

ẋr = fr tan(θr) cos(φr),

ẏr =


√

(fr tan(θr))
2 − ẋ2

r, if 0 ≤ φr ≤ π,

−
√

(fr tan(θr))
2 − ẋ2

r, if π ≤ φr ≤ 2π.

(3.2.8)

78



Ph.D. Thesis – A. Ghazy McMaster University – Electrical Engineering

Notice that, in case of perfect orientation (i.e., θ̇mt = θmt , φ̇mt = φmt), the space-

to-angle mapping makes A-MIMO links resilient to shifting of the transmitter axes

(i.e., ∆x, ∆y, ∆z). These affine translations of the transmitter relative to the receiver

do not change the angle of reception and thus the received image is unaffected. This

is the second key advantage of the A-MIMO over C-MIMO architecture. In practice,

this advantage of A-MIMO links is limited by transceiver design constraints. Indeed,

the performance of A-MIMO links is invariant to off-axis and channel length variation

as long as ∆2
x + ∆2

y � lr
2 and L < Lth are satisfied, respectively. The channel length

threshold Lth depends on the size of the PD array and lens parameters and can be

calculated by [8]

Lth =
fr (lr + lt)

Dr

√
Mr

. (3.2.9)

In practice, the performance of A-MIMO links is degraded when L > Lth. To illus-

trate, consider Fig. 3.1, if Lo is increased too much, the red and green beams will be

truncated and not detected. However, the central beam (in black) is received regard-

less of Lo. This process is termed window truncation [70] by which the received image

is truncated by a circular aperture. In practice, Lth can be extended by increasing

the transceiver size (e.g. fr, lr and lt) as given in Eq. (3.2.9) [8]. Thus, given this

limitation of window truncation for long ranges, A-MIMO systems are best suited to

short-range applications.

In the case of orientation misalignment, i.e. θ̇mt 6= θmt , φ̇mt 6= φmt , the angles

of the received ray will be shifted relative to the receiver optical axis and thus the

received image will also be shifted. For example, the inclination by angles (θin, φin)

and rotation by angle φro lead to shifting and rotating of the received image, as shown
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in Fig. 3.2. An interesting point is that the geometric optics relationships inherent

to A-MIMO can be used to estimate the misalignment parameters from the received

image, as we will show in Section 3.5.

3.3 Underwater A-MIMO Link Modelling

In this section, a mathematical model is derived for an underwater A-MIMO link,

taking into account link misalignment, scattering, beam attenuation, and background

noise. For beam attenuation in seawater, we consider beam attenuation and single

scattering, which is valid for short-range, low-turbidity UWOC [24, 32, 88]. In the

case of short-range communications considered here, it is reasonable to ignore the

impact of turbulence since the variation in the refractive index of the seawater is

negligible. Also, due to the use of relatively large receive apertures at the receiving

side, aperture averaging will further reduce the impact of any turbulence [100]. In

the following analysis, the AoA distribution of the received signal is derived first.

Then, the probability density function (PDF) of PoA is obtained from the AoA PDF

using the random variable transformation (RVT) theory. Using the latter, the channel

matrix and the received image are calculated.

3.3.1 AoA Distribution

Figure 3.3 illustrates transmitter with displacement and disorientation with re-

spect to the receiver. Consider that the optical beam from the mt
th LD has the
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Figure 3.3: Beam scattering model for an A-MIMO link, under single scattering
assumption.

optical power Po with a Gaussian beam profile [101]

Imt(xt, yt) = Io exp

(
−2 ((xt − xmt)2 + (yt − ymt)2)

w2
o

)
(3.3.1)

where wo and (xmt , ymt) are the beam waist and beam centre coordinates, re-

spectively. Moreover, the radius of the beam width on the transmitter lens is w =

wo
√

(1 + λ dt/(π wo2))2 with λ being the wavelength. In order to simplify the analysis,

we assume that wo � Dt, which allows approximating the mt
th LD as a point-source

at position (ẋmt , ẏmt).

Seawater impurities in underwater channels cause absorption and scattering of
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the transmitted optical beam. The extinction ratio c = a + b and albedo coefficient

W = b/c quantify the total power loss and single scattering, respectively, where

a and b are the absorption and scattering coefficients, respectively [28]. Under a

single scattering assumption, a transmitted ray is scattered at most once during its

propagation between the transmitter and the receiver. More precisely, a ray sent in the

direction ~emt , after propagating over a given distance, is attenuated and randomly

scattered to a new direction ~er, which can be divided into line-of-sight (LOS) and

scattered components, as shown in Fig. 3.3. For the LOS component, the amplitude

of the optical ray is attenuated according to the Beer-Lambert law, however, its

direction is maintained (i.e., ~emt = ~er) arriving at position (xor, y
o
r) as shown in the

figure. For the scattered component, scattering leads to the likelihood of loss by

a factor b/c. The likelihood of ray-impurity interaction2 after propagating over a

distance µ0, is modelled by an exponential PDF [88, 102]

pµ(µ0) = c exp(−c µ0). (3.3.2)

Upon scattering, an incident ray arriving from the direction ~emt will have its direction

~er changed randomly according to polar and azimuthal scattering angles (θs, φs). A

common probabilistic model for θs is given by [90]

pθs(θs) =
1− g2

4π(1 + g2 − 2g cos(θs))(3/2)
, g = cos(θs) (3.3.3)

where, the average cosine g depends on the seawater type. Also, azimuthal scattering

2The ray-impurity interaction is either an absorption or scattering event. The absorption event
results when ray losses all energy (i.e. ray termination), while the scattering event occurs when the
ray changes its direction (i.e. ray deflection) [102].
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angle is typically described by the uniform PDF [91]

pφs(φs) =
1

2π
. (3.3.4)

For the given scattering angle (θs, φs), ~er is calculated from ~emt using Eq. (3.2.7),

by replacing the orientation misalignment angles (θin, φin, φro) by (θs, φs, 0) in the

definitions of θx, θy, and θz. After being scattered, the ray travels a distance µ1 in the

direction ~er before arriving at the receiver at the position (xsr, y
s
r), as shown in Fig.

3.3. The ray is effectively detected if PoA is located within the receiver lens aperture.

However, the ray may contribute to spatial inter-channel interference (i.e. cross-talk)

depending on which PD it is incident. Mathematically, a ray arriving at position

(xr, yr) is effectively received provided that (x2
r + y2

r) ≤ l2r/4. For the mt
th LD, the

corresponding geometric loss, denoted by Gmt , which takes the window truncation

into account, is given by

Gmt (xr, yr) =


1, if (x2

r + y2
r) ≤ l2r/4

0, otherwise.

(3.3.5)

In short-range, low-albedo waters (e.g., W = 0.053 in case of pure seawaters) the

impact of scattering is small [28]. Thus, the AoA PDF of the received power can

be well approximated by a linear combination of LOS components from each LD.

For an (
√
Mt ×

√
Mt) LD array, the AoA distribution of the received signal can be

83



Ph.D. Thesis – A. Ghazy McMaster University – Electrical Engineering

approximated as

Pθr,φr(θr, φr) ≈
Mt∑
mt=1

exp

(
−Lc

cos(θmt)

)∫ xtp

xtn

∫ ytp

ytn

Imt(xt, yt)

×Gmt (xor, y
o
r) dyt dxt δ(θr − θmt , φr − φmt).

(3.3.6)

In Eq. (3.3.6), the exponential term is the path loss according to the Beer-Lambert

law [91]. The limits of the integrals are defined as: xtn = −lt/2+∆x, xtp = lt/2+∆x,

ytn = −lt/2 + ∆y and ytp = lt/2 + ∆y. The arrival position of the LOS ray is

shown in Fig. 3.3, which it is given by xor = xt + ∆x + L tan(θt) cos(φt), and yor =

yt + ∆y + L tan(θt) sin(φt). Define δ(θr − θmt , φr − φmt) as the Dirac-delta function,

taking its non-zero value at the associated launching angles. Note that for the case of

relatively high-albedo seawaters, multiple scattering can become significant, especially

for relatively long-range links [88]. In the following analysis, we consider only the

LOS and single scattering components that dominate short-range links, which allows

a tractable mathematical analysis of the link misalignment.

In order to calculate the single scattering component, for a transmitted ray in

direction ~emt and scattered at point (xs, ys, zs) with scattering angle θs (see Fig. 3),

we have [39, 64]

xs = µ0 sin(θmt) cos(φmt), ys = µ0 sin(θmt) sin(φmt),

zs = −µ0 cos(θmt), θs = arccos (~emt .~er) .

(3.3.7)
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The arrival position of the scattered ray (xsr, y
s
r , 0) in the receiving side is [39, 64]

xsr = xt + ∆x + xs + µ1 sin(θr) cos(φr),

ysr = yt + ∆y + ys + µ1 sin(θr) sin(φr),

0 = Lo −∆z + zs − µ1 cos(θr).

(3.3.8)

Using Eqs. (3.3.1)-(3.3.8), the AoA distribution of LOS and scattering components

is derived by using a similar approach as in [88]. Accordingly, the AoA distribution

of received signal from the mth
t LD is given as

Pθr,φr(θr, φr|θmt , φmt) =

∫ xtp

xtn

∫ ytp

ytn

Imt(xt, yt)

(
b

4π
×

pφs(φs) pθs(arccos (~emt .~er)) sin(arccos (~emt .~er))

×
∫ lµo

0

exp (−c µ0) exp (−c µ1) Gmt (xsr, y
s
r) dµ0

+ exp

(
−c L

cos(θmt)

)
× Gmt (xor, y

o
r) δ(θr − θmt , φr − φmt)

)
dyt dxt, (3.3.9)

where lµo = L/ cos(θmt) and Pθr,φr(θr, φr|θmt , φmt) has units of W/rad2. The first

and the second terms in Eq. (3.3.9) refer to the scattered and LOS components,

respectively.

A simpler AoA expression can be derived from Eq. (3.3.9) assuming that the

beam spot on the transmitter lens is very small, i.e., w << lt, allowing the LD to

be well approximated as a single-ray source. For the central LD under perfect beam
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alignment (i.e., xt = yt = 0 and ∆x = ∆y = 0), Eq. (3.3.9) can be simplified as

Pθr,φr(θr, φr|θmt , φmt) =
Po b (1− g2) sin(arccos (~emt .~er))

8π2(1 + g2 − 2 g (~emt .~er))
3/2

× exp (−c L sec(θr)) (exp (ν f2(θr, φr))− exp(ν f1(θr, φr)))

c (cos(θmt) sec(θr)− 1)

+ Po exp

(
−c L

cos(θmt)

)
Gmt (xor, y

o
r) δ(θr − θmt , φr − φmt),

(3.3.10)

where ν = c (cos(θmt) sec(θr)− 1).

Integrating Eq. (3.3.10) over φr gives the polar AoA distribution as

Pθr(θr|θmt) = Po exp

(
−c L

cos(θmt)

)
Gmt (xor, y

o
r) δ(θr − θmt)

+
Po b (1− g2) sin(arccos (~emt .~er)) exp (−c L sec(θr))

8π2 c (1 + g2 − 2 g (~emt .~er))
3/2 (cos(θmt) sec(θr)− 1)

×
∫ 2π

0

(exp (ν f2(θr, φr))− exp(ν f1(θr, φr))) dφr.

(3.3.11)

In particular, for zero launching angle (i.e. θmt = 0), Eq. (3.3.11) is simplified as

Pθr(θr|θmt = 0) =
Po b (1− g2) sin(θr) exp (−c L sec(θr))

c (sec(θr)− 1)(1 + g2 − 2 g cos(θr))3/2

1

4 π

(
exp

(
c

f2(θr)

(sec(θr)− 1)−1

)
− exp

(
c

f1(θr)

(sec(θr)− 1)−1

))
+ Po exp

(
−c L

cos(θmt)

)
Gmt (xor, y

o
r) δ(θr − θmt , φr − φmt).

(3.3.12)

Similarly, the azimuthal AoA distribution can be obtained from Eq. (3.3.10) as
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Pφr(φr|θmt , φmt) =

Po

(
exp

(
−c L

cos(θmt)

)
Gmt (xor, y

o
r) δ(φr − φmt) +

b (1− g2)

8π2 c

∫ π/2

0

sin(arccos (~emt .~er)) exp (−c L sec(θr))

(1 + g2 − 2 g (~emt .~er))
3/2

×(exp (ν f2(θr, φr))− exp(ν f1(θr, φr)))

(cos(θmt) sec(θr)− 1)
dθr

)
. (3.3.13)

Equation (3.3.13) can be approximated in a closed-form using Eq. (3.3.12) for θmt = 0

as

Pφr(φr|θmt = 0) ≈ Po b exp(−c L)

11.63π c
×(

1.45× 103 −
2∑
i=1

ξi (Γ (γi, αi)− Γ (γi, βi))

+
2258.5√
c L

(
erf

(√
c L

2
arccot

(
c L

lr

))
− erf

(√
c L

81.03

))

−7208

c lr

(
exp

(
−c lr
19.1

)
− exp

(
−c lr

4
arccot

(
2L

lr

))))
, (3.3.14)

where, the incomplete-gamma function Γ (γ, α) and the error function erf(u) are de-

fined as: Γ (γ, α) =
∫∞
α
tγ−1 exp(−t) dt and erf(u) =

2√
π

∫ u
0

exp(−t2) dt. Also, the

coefficients of incomplete-gamma functions are defend as: ξ1 = −603.47 (c L)0.26, ξ2 =

76.07 (c lr)
0.52, γ1 = −0.26, γ2 = −0.52, α1 = c l/2 (cot−1 (2L/lr))

2
, α2 = c lr/19.12, β1 =

c L/114.6 and β2 = c lr/4 cot−1 (2L/lr).

Notice that, though Eq. (3.3.9) is the exact distribution of the AOA, Eqs. (3.3.10)-

(3.3.14) provide simpler closed-forms, which are more convenient to use. Detailed
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proofs of Eqs. (3.3.10), (3.3.12) and (3.3.14) are provided in Appendix A. In Section

3.6 the accuracy of Eqs. (3.3.10-3.3.14) is verified using MCNRT simulations.

3.3.2 PoA Distribution

Recall that for A-MIMO systems, the receiver lens maps the AoA to a PoA on

the focal plane of the imaging receiver and onto the PD array. In order to simplify

the derivation of PoA, the field of view (FOV) of the PDs is assumed to be full angle

3, i.e., 180o. Thus, the received power of PoA distribution from the mth
t LD is derived

from Eqs. (3.3.9) and (3.2.8) as

Pẋr,ẏr(ẋr, ẏr|θmt , φmt) =
fr Pθr,φr(ẋr, ẏr|θmt , φmt)

(f 2
r + ẋ2

r + ẏ2
r)
√

(ẋ2
r + ẏ2

r)
, (3.3.15)

where the distribution is in units of W/m2. Also, the focal plane of the imaging

receiver is defined by the square region −
√
MrDr/2 ≤ {ẋr, ẏr} ≤

√
MrDr/2.

Using Eq. (3.3.15), the channel gain between the mth
t LD and the mth

r PD can be

calculated as

hmr,mt(∆) =
1

Po

∫ xrp

xrn

∫ yrp

yrn

Pẋr,ẏr(ẋr, ẏr|θmt , φmt)dẏrdẋr, (3.3.16)

where ∆ := [θin;φin;φro; ∆x; ∆y; ∆z] is the (6×1) misalignment vector, and the limits

of the integral are defined as xrn = ẋmr −Dr/2, xrp = ẋmr +Dr/2, yrn = ẏmr −Dr/2

and yrp = ẏmr +Dr/2. For an (Mt ×Mr) A-MIMO system, the channel gains can be

3The full FOV maximizes the channel gain, however it is not ideal in case of high background
noise. In the presented work, in order to reduce the effects of the background noise, an optical filter
is implemented with the receiver lens.
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arranged in a channel matrix H defined as

H(∆) =



h11 h12 . . . h1,Mt

h21 h22 . . . h2,Mt

...
... hmr,mt

...

hMr,1 hMr,2 . . . hMr,Mt


. (3.3.17)

The correlation of the channel matrix depends on the transceiver parameters (i.e.,

Dt, lt, Dr and lr) and the channel conditions (i.e., a, b and L). For example, increasing

the inter-spacing between LDs/PDs leads to a reduced spatial inter-channel interfer-

ence, which reduces the channel correlation. As well, increasing the channel length

or seawater turbidity leads to an increase in spatial inter-channel interference, which

increases the channel correlation.

Due to displacement and orientation misalignments the received image is a trun-

cated, shifted and rotated version of the image at the transmitter focal plane. Addi-

tionally, absorption and scattering due to seawater will result in an attenuated and

blurred received image. For the (
√
Mt ×

√
Mt) LD array, using Eq. (3.3.15), the

received image is a summation of Mt received PoA distributions and noise n(ẋr, ẏr)

gr(ẋr, ẏr) =
Mt∑
mt=1

Pẋr,ẏr(ẋr, ẏr|θmt , φmt) + n(ẋr, ẏr). (3.3.18)

The noise term n(ẋr, ẏr) is the summation of the internal and external noises,

denoted by nin(ẋr, ẏr) and nex(ẋr, ẏr), respectively. The former includes thermal,

shot and dark noises, whereas the latter refers to the background noise [43]. For

the background noise, we consider the worst-case analysis proposed in [43, Eq. (9)],

corresponding to a vertical link with unobstructed sunlight from the zenith. Using
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Eq. (3.2.6), we have

nex(ẋr, ẏr) =
π l2r λ∆ Es

4 exp (Kd Lh)
cos

(
arctan

(√
ẋ2
r + ẏ2

r

fr

))
, (3.3.19)

where, Es is the solar intensity and Lh is the depth of the receiver. The light diffusion

coefficient, Kd, is related to water type and the water turbidity W . As well, λ∆ is the

optical bandwidth of the passband receiver optical filter, centred at the wavelength of

the LD. The use of an optical filter is very effective in order to mitigate background

noise especially when the orientation of the receiver is upwards [43].

For simplicity, assume that the receiver noise is signal independent, and use an

additive white Gaussian noise (AWGN) model for n(ẋr, ẏr) [53].

3.4 Channel Capacity and Misalignment Models

Considering the AWGN model, the (Mr×1) vector y of the receiver photo-currents,

is given by:

y = < H(∆) x + n (3.4.1)

where, < is the PD responsitivity, x is the (Mt× 1) transmitted optical power vector

and ∆ is defined in Eq. (3.3.16). Also, n = [n1;n2; ...;nmr ; ...;nMr ] is the (Mr × 1)

noise vector where the noise element nmr is quantified as

nmr =

∫ xrp

xrn

∫ yrp

yrn

(nex(ẋr, ẏr) + nin(ẋr, ẏr)) dẏr dẋr, (3.4.2)
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where the integration is taken over each PD as in Eq. (3.3.16). In the case where the

channel state information is not available at the transmitter (e.g., unknown seawater

parameters), the total transmitted average optical power Pt is divided equally among

all LDs (i.e., Po = Pt/Mt). For an imaging receiver with independent identical Gaus-

sian noise elements with zero mean and variance σ2
n (i.e., nmr ∼ N (0, σ2

n)), the link

capacity in bits/channel-use is obtained as [103]

C(∆) =
1

2
log2

(
det

(
I +

(
< Po
σn

)2

H(∆) H(∆)T

))
, (3.4.3)

where I is the identity matrix and (.)T denotes matrix transposition.

Equation (3.4.3) implicitly assumes DCO-OFDM (DC-biased optical orthogonal

frequency division multiplexing) signalling, which is a spectrally efficient technique to

overcome the bandwidth limitation of the optoelectronic components [48, 104]. In the

following, the link capacity is evaluated for B2F and M2F communication scenarios.

3.4.1 B2F Communication Model

Figure 3.4 illustrates a typical B2F communication scenario where one transceiver

is tied to a buoyed node on the sea surface and the other one is fixed on the seabed.

Such links are commonly used in low depth seawaters, e.g., for high-speed communica-

tion with underwater sensor networks [14]. Here, surface waves disrupt the orientation

of the buoyed node, causing random inclination and rotation angles. For simplicity,

in this scenario it is assumed that the changes in Xt, Yt and Zt are negligible, that

is, we consider ∆x = ∆y = ∆z = 0.

Cox et al. developed in [105] a model for seawater waves based on an isotropic
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e


Figure 3.4: Buoyed-to-Fixed (B2F) communication model: Inclination and rotation
angles (θin, φin, φro) due to waves of seawaters (i.e. surface slop).

Gaussian distribution. According to this model, only θin and φin orientation mis-

alignments are considered and described by a joint PDF. Here, we extend the Cox

model to include an independent and uniform rotation misalignment of φro resulting

in the following PDF,

pθin,φin,φro(θin, φin, φro) =
tan(θin) sec2(θin)

(2π)2σ2
in

× exp

(
−tan2(θin)

2σ2
in

)
,

(3.4.4)
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where σ2
in is the variance of the slope of the sea surface (i.e., sea waves), which increases

linearly with wind speed U in m/sec through the relationship σ2
in = 0.003+0.00512 U

for 0 m/sec ≤ U ≥ 16m/sec [105]. In order to simplify capacity calculations two

scenarios are considered separately, denoted by S1 and S2, assuming φin = 0 and

φro = 0, respectively. Using Eqs. (3.4.3) and (3.4.4), the average capacity of A-

MIMO and C-MIMO links can be obtained as

C(U) =

∫ 2π

0

∫ π/2

0

C(∆) pθin,φχ(θin, φχ) dθin dφχ , (3.4.5)

where φχ is equal to φro and φin for scenarios S1 and S2, respectively.

3.4.2 M2F Communication Model

Figure 3.5 illustrates a typical M2F communication scenario, where one of the

transceivers is fixed on an AUV and the other one on the seabed. Such M2F links are

commonly used for linking AUVs with an underwater sensor network located on the

seabed, e.g., for underwater mining or for monitoring gas/oil pipelines [106]. Here,

sea currents can disrupt the alignment between the AUV and the fixed sensor node,

causing the AUV to be displaced in the three axes as shown in Fig. 3.5. For simplicity,

in this scenario perfect angular orientation between the two nodes is assumed, i.e.,

θin = φin = φro = 0.

Assume that the AUV oscillates around its centre-gravity in the three axes of

Xt, Yt, and Zt, and model the corresponding displacements ∆x,∆y, and ∆z by inde-

pendently distributed Gaussian random variables [107], i.e., {∆x,∆y} ∼ N (0, σ2
xy),

and ∆z ∼ N (−Lo, σ2
z). Note that σz and σxy are the standard deviations of the link

distance variations and off-axis misalignments, respectively.
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Figure 3.5: M2F communication model showing off-axis transmission with
displacement (∆x,∆y) and channel length variation (∆z).

In order to simplify capacity calculation, we consider two different scenarios, de-

noted by S3 and S4, where the S3 assumes a fixed channel length (i.e., ∆z = 0), and

S4 assumes on-axis transmission (i.e., ∆x = ∆y = 0).
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In case of scenario S3, the average link capacity is calculated as

C(σxy) =

∫ ∞
−∞

∫ ∞
−∞

C(∆)

2 π σ2
xy

exp

(−(∆2
x + ∆2

y)

(2σ2
xy)

)
d∆x d∆y. (3.4.6)

Also, in case of scenario S4, the average link capacity is

C(σz) =

∫ ∞
−∞

C(∆)√
2π σ2

z

exp

(
−(∆z + Lo)

2

(2σ2
z)

)
d∆z. (3.4.7)

Both B2F and M2F links considered here have ranges less than Lth in Eq. (3.2.9)

to guarantee high capacity communication unaffected by window truncation.

3.5 Tracked Angular MIMO (TA-MIMO) Systems

Given that link alignment between the transmitter and the receiver is a ma-

jor challenge in practice, in this section, a PLT solution for the A-MIMO tech-

nique is presented, termed tracked A-MIMO (TA-MIMO). Leveraging the inher-

ent geometric optics properties of A-MIMO systems, this PLT solution utilizes a(
Dr

√
Mr/δ ×Dr

√
Mr/δ

)
sub-pixel array to estimate rotation, shifting, and trunca-

tion of the received image. In the following subsections, the estimation of rotation,

shifting and truncation of the received image are first introduced. Afterwards, the ca-

pacity of TA-MIMO links is calculated for the given distribution of tracking residual

errors (TREs).

3.5.1 Image Rotation and Shifting

In the case of perfect beam alignment, the received image in an A-MIMO link is

an inverted and distorted version of the transmitted image due to receiver lens and

95



Ph.D. Thesis – A. Ghazy McMaster University – Electrical Engineering

channel impairments, respectively. However, in the case of a misaligned link, the

received image is additionally rotated or shifted relative to φro or (θin, φin) angles.

As shown in Fig. 3.4, a rotation in the optical axis of the transmitter by φro leads

to the rotation of the received image by the same value. Also, an inclination of the

transmitter by (θin, φin) causes in a shift in the centre of the received image from

the origin of the PD array (0, 0) to a new position (ẋsh, ẏsh). In the following, a

classical image registration algorithm [108, 109] is adopted to estimate the rotation

and inclination angles for the A-MIMO link.

Rotation Angle

Assume that the transmitted image can be identified using pilot symbols, where

the receiver can distinguish between the spots of the different LDs without ambiguity.

Let go(ẋr, ẏr) be the received “reference” image under perfect alignment, and gr(ẋr, ẏr)

denote the received image at misaligned orientation. In the PLT scheme, the value

of the rotation angle can be estimated using phase correlation between go(ẋr, ẏr)

and gr(ẋr, ẏr) in log-polar Fourier transform domain. Thus, φro can be estimated

regardless of the values of (θin, φin) which reduces the TRE [108, 109].

To obtain the log-polar Fourier transform, the magnitude spectrum of go(ẋr, ẏr)

and gr(ẋr, ẏr) are obtained by using fast Fourier transform (FFT) to yield |Go(wx, wy)|

and |Gr(wx, wy)|, respectively. Then, the spectrum is converted to polar coordinates

with log scale for the radius to yield |Go(ρ, φ)| and |Gr(ρ, φ)|. Finally, the spectrum

in log-polar domain, Gr(wρ, wφ) and Go(wρ, wφ), are calculated from |Go(ρ, φ)| and

|Gr(ρ, φ)| using FFT again. The estimate of rotation angle is obtained by calculating
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the phase correlation between Gr(wρ, wφ) and Go(wρ, wφ) as [110]

φ̂ro = arg max
φ

: F−1
{

Go(wρ, wφ) G∗r(wρ, wφ)

|Go(wρ, wφ)| |G∗r(wρ, wφ)|

}
, (3.5.1)

where, F−1 denotes inverse FFT. Equation (3.5.1) estimates φro with 180o ambiguity,

that is, the estimated rotation value is either φ̂ro or φ̂ro + π. Therefore, the phase

correlation between the reference image and the received one with rotations φ̂ro and

φ̂ro + π should be compared; the rotated image associated to the larger phase corre-

lation will be the correct image [108]. The resulting image from this step is named

“compensated” image gc(ẋr, ẏr), which is used in the next step.

Inclination Angles

After estimating and compensating the rotational misalignment, the image shift

due to inclination can be also estimated using cross correlation between the original

and compensated images as in [109]. As a result, (ẋsh, ẏsh) can be estimated as [110]

(ˆ̇xsh, ˆ̇ysh) = arg max
ẋr,ẏr

: F−1{Go(wx, wy) G
∗
c(wx, wy)}, (3.5.2)

where Go(wx, wy) and G∗c(wx, wy) are FFT and conjugate FFT in the Cartesian coor-

dinates for the original image and the compensated one, respectively. Geometrically,

as illustrated in Fig. 3.4, the inclination angles can be calculated using estimated
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values (ˆ̇xsh, ˆ̇ysh) and Eq. (3.2.6) as

θ̂in = arctan

(
r̂sh
fr

)
, r̂sh =

√
ˆ̇xsh

2
+ ˆ̇ysh

2
,

φ̂in =


arccos

(
ˆ̇xsh/r̂sh

)
, if ˆ̇ysh < 0 ,

arccos
(

ˆ̇xsh/r̂sh

)
+ π, if ˆ̇ysh ≥ 0 .

(3.5.3)

Using Eqs. (3.5.1)-(3.5.3), the orientation of the TA-MIMO link can be tracked

and maintained.

3.5.2 Image Truncation

As discussed in Section 3.2, in A-MIMO links the received image is not truncated

as long as L ≤ Lth. Under this condition, since the system magnification is fixed,

the PLT scheme is not able to estimate the channel length or off-axis deviation.

However, when L > Lth, the received image is truncated by a circle of area Aw at

centre (ẋc, ẏc), which can be estimated (e.g., using [111]) and used to infer the off-axis

shift and distance between the transmitter and the receiver. Given the estimated area

for the received image, Âw, the channel length can be estimated as [70]

L̂ = π × (fr (lr + lt))√
4/π Âw

, L̂ ≥ Lth . (3.5.4)
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Using the estimated centre (ˆ̇xc, ˆ̇yc) and the channel length, the shift values in the

transmitter axes can be estimated by [85]

∆̂z = L̂− Lo, ∆̂x =
L̂ ˆ̇xc
fr

, ∆̂y =
L̂ ˆ̇yc
fr

. (3.5.5)

Using Eqs. (3.5.4) and (3.5.5), the on-axis alignment and the channel length of TA-

MIMO link can be tracked.

Figure 3.6 presents a flowchart summarizing the PLT scheme, which concurrently

estimates the orientation and the off-axis misalignments. In order to consider TREs,

we define the vector ∆TRE as

∆TRE = [θe;φei ;φer ;xe; ye; ze],

θe = |θin − θ̂in|, φei = |φin − φ̂in|, φer = |φro − φ̂ro|,

xe = |∆x − ∆̂x|, ye = |∆y − ∆̂y|, ze = ∆z − ∆̂z.

(3.5.6)

one disadvantage of this approach is that the TREs will largely depend on the

resolution of the imaging receiver (i.e., the number of sub-PDs per PD array). In

addition, small TREs in φro and L may lead to relatively larger TREs in (θin, φin)

and (∆x,∆y), respectively. These tradeoffs are further investigated through numerical

simulations in Section 3.6.

99



Ph.D. Thesis – A. Ghazy McMaster University – Electrical Engineering

Compute             from Eq. (3.3.18)

Compute                 from Eq. (3.5.2)

Compute         from Eq. (3.5.1)

Compute                    from Eq. (3.5.3)

Compute                        from Eq. (3.5.5)

Check                      from Eq. (3.5.4)

Yes

No

,( )
shsh
yx



, ,( )yxz





,( )
in in 
 

ro




Compute                  from Ref. [111], ,( )
w c c
A yx


 

,( )r rr x y
 

g

th
L L





Figure 3.6: Flowchart of the proposed PLT scheme for TA-MIMO systems.
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3.5.3 Capacity of TA-MIMO links

For the B2F communication model, the average capacity of TA-MIMO link is

calculated as

C(U) =

∫ 2π

0

∫ π/2

0

C(∆TRE) pθe,φeχ (θe, φeχ) dθe dφeχ , (3.5.7)

where pθe,φeχ (θe, φeχ) is the joint PDF of TREs, and φeχ equals φer and φei for scenarios

S1 and S2, respectively. Note that, pθe,φeχ (θe, φeχ) is calculated using Eqs. (3.3.18),

(3.4.4) and (3.5.1)-(3.5.6). The accuracy of pθe,φeχ (θe, φeχ) will be later verified via

numerical simulations in Section 3.6.

For the M2F communication model, the inherent advantages of the A-MIMO

approach do not require a tracking system when only displacement misalignments

are present, as will be shown in Section 3.6.

3.6 Numerical Results

In this section, we provide numerical results for AoA, PoA and TRE distributions.

Also, we evaluate the capacity of a 49 × 49 link using A-MIMO, TA-MIMO and C-

MIMO techniques for B2F and M2F communication scenarios.

The main parameters used in the simulations are summarized in Table 3.2. Both

clear and coastal seawaters are considered with a nominal channel length of Lo = 5 m

which is less than the window truncation threshold of Lth = 6 m. This channel length

is less than the associated mean path length 4 of the multiple scattering [102] in clear

and coastal seawaters, which equals 13.5 and 6.6 m, respectively. Here, it is assumed

4The mean path length is obtained by averaging µ using the PDF in Eq. (3.3.2), and it is equal
to 1/c and 2/c for the single and multiple scattering, respectively.
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Table 3.2: Parameters of A-MIMO and TA-MIMO Links [8, 112]

Transmitter parameters
Diameter of the lens (lt) 0.1 m

Focal length of the lens (ft) 0.365 m
Magnification scale (MA) 1

No. of LDs (Mt) 49
Distance between the centres of the LDs (Dt) 5 mm

Average transmitted optical power of each LD (Po) 20.41 mW
LD wavelength (λ) 532 nm

Waist of Gaussian beam (wo) 0.075 mm
Divergence angle of Gaussian beam 2.25 mrad

Receiver parameters
Diameter of the lens (lr) 0.5 m

No. of PDs (Mr) 49
Distance between the centres of the PDs (Dr) 5 mm

Field of view of PD (θFoV ) 180o

Responsitivity of PD (<) 0.8 A/W
Receiver Gaussian noise variance (σ2

n) 10−6 A2

Resolution of the imaging receiver (δ) 0.49 mm
Area of the imaging receiver (i.e., PD array) {35× 35}mm2

Channel parameters Clear water Coastal water
Water absorption coefficient (a) 0.069 m−1 0.088 m−1

Water scattering coefficient (b) 0.08 m−1 0.216 m−1

Water extinction coefficient (c) 0.149 m−1 0.304 m−1

Average cosine of scattering (g) 0.919
Nominal channel length (Lo) 5 m
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that the parameters of the clear and coastal seawaters (i.e., a, b and g) are fixed

with the seawater depth (for instance, see [113]). To make a fair comparison between

A-MIMO, TA-MIMO, and C-MIMO systems, the same array parameters (i.e., Mt,

Dt, Mr, Dr, and lr) are used with identical LDs and PDs, as specified in Table 3.2

and described in the next subsection.

3.6.1 A-MIMO and TA-MIMO Link Setup

Figure 3.7 shows the layout of the considered A-MIMO and TA-MIMO transmit-

ters. A 7× 7 LD array with inter spacing of 5 mm is considered, with diameter and

focal length of transmitter lens set to lt = 0.10 m and ft = 0.365 m, respectively. The

transmitted power from each LD is Po = 20.41 mW, giving a total transmit power 5

of Pt = 1 W. Each LD is considered to have a Gaussian beam profile with small beam

waist and beam width to satisfy the assumptions of Section 3.3 (i.e., wo � Dt and

w � lt). The launching polar and azimuthal angles are associated to the position of

LDs, as shown in the figure. On the receiver side, a 7×7 PD array is considered with

inter spacing of 5 mm, with the receiver lens of diameter lr = 0.5 m and focal length

fr = 0.365 m. Not that, although a receiver lens with diameter 0.5 m is relatively

large, it is chosen here to illustrate the potential capacity increases with underwater

optical MIMO systems corrupted by severe misalignment conditions 6. For relatively

less severe misalignment conditions, as considered in [39, 64, 96], a smaller receiver

5Though eye-safety is not explicitly considered here or in the related literature, it is an important
feature of any wireless optical system. In the atmospheric wireless optical communications, eye-safety
limits are well specified and depend strongly on wavelength and beam shape [51]. In practice, in
underwater systems, large scattering, absorption and beam divergence would likely provide a more
relaxed optical power limit at typical operating ranges.

6(e.g., off-axis up to 0.3 meter and wind speed up to 6 meter/second, resulting in polar inclination
angle up to 10o in the following).
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lens can be used. For the case of TA-MIMO, the PD array is oversampled with the

resolution δ = 0.49 mm which means that a 71× 71 sub-pixel array is considered for

the tracking purposes.

Figure 3.7: Space-to-angle mapping (θ̇mt ,φ̇mt) for a 7× 7 LD array of the A-MIMO
and TA-MIMO transmitters.
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Figure 3.8: Polar AoA distributions (obtained using Eq. (3.3.11)) in coastal
seawaters with three settings for the transmitted polar angle (θmt) and link length

(L).

3.6.2 Results of Polar and Azimuthal AoA Distributions

Figures 3.8-3.10 illustrate the polar and azimuthal AoA distributions in W/rad

for the A-MIMO and TA-MIMO links. The LOS component in the figure is not

superimposed with single scattering component to show its absolute intensity. The

results are obtained analytically ( using Eqs. (3.3.11)-(3.3.14)) and verified through

MCNRT simulations (Eqs. (3.3.2)-(3.3.4)) with the number of samples equal to Ns =

106. Figure 3.8 shows polar AoA distributions calculated using Eq. (3.3.11) for the

case of coastal seawaters with three settings of; (i) θmt = 1o, L = 5 m (ii) θmt =

3o, L = 5 m and (iii) θmt = 1o, L = 6 m. In these settings, the amplitude of the LOS

component, as well as peak and dispersion of the distributions decrease with increase

in the launching angle and the channel length. Numerically, the amplitude of LOS

components are equal to 0.23, 0.23, and 0.18 W/rad, and the PDF peaks are equal

to 0.77, 0.52, and 0.65 W/rad for settings (i), (ii), and (iii), respectively. Figure
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Figure 3.9: Polar AoA distributions with θmt = 0o (obtained using Eq. (3.3.12)) in
clear and coastal seawaters and for link lengths L = {5, 10}m.

3.9 shows polar AoA distributions at zero polar launching angle (θmt = 0) calculated

using Eq. (3.3.12) for clear and coastal seawaters with channel lengths L = 5 and 10

m. The effect of seawater type on the LOS component, and peak and dispersion of

the distribution can be observed. As expected, the power of the LOS component is

larger in clear seawaters, as compared to coastal seawaters. Furthermore, the peak

and the dispersion of the distribution are smaller for the case of clear seawaters.

Numerically, the amplitude of the LOS components equal 0.47 and 0.21 W/rad, and

the peaks equal 0.63 and 0.78 W/rad, for clear and coastal seawaters, respectively, at
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Figure 3.10: Azimuthal AoA distributions (obtained by Eq. (3.3.13)) in coastal
seawaters at nominal channel length of 5 m with three settings for polar and

azimuthal transmitted angles.

the nominal channel length of L = 5 m.

Figure 3.10 shows the azimuthal AoA distributions, calculated using Eq. (3.3.13)

for coastal seawaters with the nominal channel length of 5 m and for three settings

of: (i) θmt = 0o, (ii) θmt = 3o, φmt = 0o, and (iii) θmt = 3o, φmt = 180o. For

setting (i), the received distribution is uniform with the value 12 × 10−3 W/rad,

while the approximate expression of Eq. (3.3.14) gives 9× 10−3 W/rad. For settings

(ii) and (iii), the corresponding LOS and scattering components are equal due to

the symmetry of the transmitter, with peaks around 7 × 10−3 W/rad. Note that,

the distributions of settings (ii) and (iii) are relatively lower compared with setting

(i), which due to a higher geometric loss for the latter. Lastly, we notice from Figs.

3.8-3.10 that a good agreement between analytical and MCNRT simulation-based

results.
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Figure 3.11: PoA distributions (obtained from Eq. (3.3.15) with θ̇mt = 0) in coastal
seawaters at nominal channel length of 5 m with four misalignment conditions

(a)-(d).

3.6.3 PoA and TRE Distributions

Figures 3.11, 3.12 and 3.13 illustrate the PoA distribution, the TRE, and the

TRE distribution for the TA-MIMO link, respectively. Also, the main results of these

figures are summarized in Table III.

The PoA distributions in Figure 3.11 are obtained by using Eq. (3.3.15) for the

central LD (θ̇mt = 0) in coastal seawaters with the nominal channel length. Four

conditions are considered: (a) Perfect alignment (∆ = [0; 0; 0; 0; 0; 0]), (b) Polar an-

gle misalignment (∆ = [1o; 0; 0; 0; 0; 0]), (c) Azimuthal angle misalignment (∆ =

[1o; 180o; 0; 0; 0; 0]), and (d) Off-axis misalignment (∆ = [0; 0; 0; 50 mm; 50 mm; 0]),
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Figure 3.12: Instance TRE of the polar inclination angle (θe, obtained by Eq.
(3.5.6)) in coastal seawaters with four scenarios for lr, δ and L.

corresponding to sub-figures (a), (b), (c) and (d), respectively. Notice that the re-

ceived image is shifted as a result of polar and azimuthal misalignment, as given in

Eq. (3.5.3). In case of the off-axis misalignment, the received image endures minimal

changes as a consequence of space-to-angle mapping. Note that, the small differ-

ence between the cases of (a) and (d) is mainly due to slight difference between the

scattering and geometric loss conditions for these cases.

Figure 3.12 shows the TRE θe at a given inclination misalignment angle θin

in coastal seawaters. The results are obtained by using Eq. (3.5.6) with ∆ =

[θin; 0; 0; 0; 0; 0]. As shown, four scenarios are considered; (i) lr = 0.5 m, δ = 0.49 mm, L =

5 m, (ii) lr = 0.5 m, δ = 1 mm, L = 5 m, (iii) lr = 0.4 m, δ = 0.49 mm, L = 5 m, and
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Figure 3.13: Joint probability distributions of TRE (pθe,φer (θe, φer)) for B2F-S1
scenario at two wind speeds: (a) U = 2 m/sec and (b) U = 4 m/sec.

(iv) lr = 0.5 m, δ = 0.49 mm, L = 7 m. Scenario (i) has the largest lens size, the best

resolution (i.e., the lowest value for δ), and the smallest channel length. Thus, this

scenario achieves the best performance, i.e., the lowest TRE, among all other scenar-

ios, as can be seen in the figure. The impact of receiver aperture size is apparent

by comparing scenarios (i) and (iii). Notice that the larger lr is, the greater is the

range of inclinations θin that can be estimated since aperture truncation is relaxed as

it can be seen from Eq. (3.2.9). Figure 3.13 and Table 3.3 show respectively the joint

and marginal PDFs of TRE for scenario S1 of the B2F model. The distributions are

computed using MCNRT method (Eqs. (3.3.18), (3.4.4) and (3.5.1)-(3.5.6)) under

the assumption ∆ = [θin; 0;φro; 0; 0; 0] with the number of samples of Ns = 16000.

The uncertainty due to the relatively small Ns is bounded in Table 3.3 with upper

and lower 99% confidence intervals [114].
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Table 3.3: Marginal probability distributions of TRE for B2F-S1 scenario at three
wind speeds

Parameters of pθe(θe) and pφer (φer)
Wind speed (U) in m/sec

2 4 6
Mean of θe 0.08o 0.12o 0.34o

Mode of θe 0.03o 0.03o 0.1o

Standard deviation of θe 0.23o 0.25o 1.05o

Standard error in mean of θe ±0.0045o ±0.0049o ±0.0207o

Mean of φer 4o 6.75o 10.04o

Mode of φer 1o 2o 2o

Standard deviation of φer 10.23o 12.32o 13.5o

Standard error in mean of φer ±0.202o ±0.2434o ±0.266o

In Fig. 3.13, the joint PDFs of TRE are evaluated at two wind speeds of U =

2 and 4 m/sec. As shown, pθe,φer (θe, φer) approaches 2-D negative exponential PDF,

where, reasonably, the mean and variance at U = 4 m/sec are higher than those at

U = 2 m/sec. To better see the impact of the wind speed on TRE, Table 3.3 presents

means, modes, (i.e., peaks) and standard deviations of pθe(θe) and pφer (φer) distri-

butions for three wind speeds of U = {2, 4, 6}m/sec. Notice that these parameters

increase with U . For example, there is a factor of 4 difference between these values

for U = 6 m/sec and U = 2 m/sec. Also, the mean and mode parameters of pφer (φer)

at U = 6 m/sec are almost twice those at U = 2 m/sec.

3.6.4 Link Capacity for B2F and M2F Models

Figures 3.14-3.17 show the link capacity of 49× 49 A-MIMO, TA-MIMO and C-

MIMO systems for B2F and M2F communication models. The capacity is calculated

using Eqs. (3.4.5)-(3.4.7) and (3.5.7), which are approximated through numerical

integration. Errors between the actual and approximate values are bounded according
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Figure 3.14: Average capacity versus wind speed for scenario of B2F-S1 in clear and
coastal seawaters with the nominal channel length of 5 m.

to upper and lower Riemann sum theory [115], as shown by error bars in the figures.

Under perfect alignment conditions, i.e., ∆ = [0; 0; 0; 0; 0; 0], all links achieve roughly

the same capacity of 290 and 185 bits/channel-use in clear and coastal seawaters,

respectively.

For the B2F communication model, Figs. 3.14 and 3.15 show the capacity perfor-

mance versus the wind speed (U = [0, 6] m/sec) in scenarios S1 and S2, respectively.

As shown, the capacity is degraded with increase in the wind speed, causing more

orientation misalignments. As expected, the TA-MIMO system gives the best perfor-

mance, whereas the lowest capacity is achieved for the A-MIMO system. In fact, for

A-MIMO and C-MIMO links, the performance degrades faster with wind speed in the
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Figure 3.15: Average capacity versus wind speed for scenario of B2F-S2 in clear and
coastal seawaters with the nominal channel length (i.e. L = Lo).

case of scenario S2, compared with S1. For the TA-MIMO link, the performance is

nearly unchanged in the case of scenario S2 relative to S1. This may be interpreted

by the fact that a small TRE φer leads to a relatively large TRE θe, as mentioned

in Section 3.5. For instance, from Fig. 3.14, TA-MIMO, C-MIMO, and A-MIMO

systems achieve capacity values of 263 ± 13, 230 ± 5 and 185 ± 13 bits/channel-use,

respectively, at U = 3 m/sec in clear seawaters. In coastal seawaters, these capacity

values decrease to 175± 7, 150± 5 and 113± 10 bits/channel-use, respectively. Also,

from Fig. 3.15, TA-MIMO, C-MIMO, and A-MIMO systems achieve capacity values

of 285±5, 213±5 and 163±12 bits/channel-use, respectively, at U = 3 m/sec in clear

seawaters. For coastal seawaters, these capacity values decrease to 180 ± 5, 137 ± 5
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and 110± 12 bits/channel-use, respectively.
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Figure 3.16: Average capacity versus off-axis misalignment standard deviation for
scenario M2F-S3 in clear and coastal seawaters with the nominal channel length of

5 m.

For the M2F communication model 7, Figs. 3.16 and 3.17 compare the capac-

ity of A-MIMO and C-MIMO systems for scenarios S3 and S4, respectively. Figure

3.16 shows the capacity versus standard deviation of the off-axis misalignment,σxy.

Notice that at σxy = 75 mm, the A-MIMO system achieves capacity values 237± 25

and 150± 7 bits/channel-use in clear and coastal seawaters, respectively, whereas the

corresponding C-MIMO capacity values are much lower, i.e., 14 ± 12.5 and 10 ± 9

bits/channel-use. As well, at off-axis misalignment of 300 mm, the A-MIMO sys-

tem achieves capacity values 55 ± 12.5 and 80 ± 12.5 bits/channel-use in clear and

7Note that, no numerical results are presented for TA-MIMO in cases of the M2F scenarios,
where Lo < Lth and no misalignment parameter can be inferred at that length as shown in Fig. 3.6.
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Figure 3.17: Average capacity versus channel length standard deviation for scenario
of M2F-S4 in clear and coastal seawaters (with mean channel length Lo)

coastal seawaters, respectively, whereas the corresponding C-MIMO capacity values

are 1± .5 bit/channel-use. Note additionally that the capacity decrease for A-MIMO

link is due to the increased geometric loss and not due to the off-axis misalignment.

These results clearly show that A-MIMO outperforms C-MIMO due to its inherent

angle-to-space mapping. Figure 3.17 shows the capacity performance versus stan-

dard deviation of the channel length σz. The capacity performance is almost fixed for

σz ≤ 225 mm. However, there is a drop of nearly 13 bits/channel-use at σz = 300 mm

with respect to the fixed channel length case, i.e., σz = 0. In short range applications,

as considered here, the performances of A-MIMO and C-MIMO links are roughly the

same in the case of perfect on-axis alignment (i.e., σxy = 0). However, the A-MIMO

system slightly outperforms C-MIMO, as shown in the enlarged plots. Lastly, note
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that here we considered scenarios S3 and S4 in order to show the impact of off-axis

misalignment and channel length variations independently. However, in a realistic

scenario, a M2F system will be displaced in the three axes (i.e. off-axis and length

variation) concurrently. The link performance in this realistic scenario can be inferred

from the results of Figs. 3.16 and 3.17 together.

3.7 Conclusions and Discussions

In this paper, A-MIMO technique was proposed for short-range high-speed un-

derwater applications, which is more robust against axes-displacement in contrast to

C-MIMO technique. The architecture of A-MIMO results in a simple PLT scheme to

yield the TA-MIMO system, which estimates the link misalignment. Additionally, a

comprehensive link modelling was presented for A-MIMO and TA-MIMO, which is

quite useful for the system design.

The presented numerical results demonstrated that C-MIMO generally outperform

A-MIMO in the case where angular misalignment dominate, such as those prevalent

in the B2F scenario. However, by using the angular information present, the TA-

MIMO system can improve over C-MIMO to give high channel capacities. The A-

MIMO system, however, greatly outperforms C-MIMO when off-axis misalignment

dominate (e.g., in the M2F scenario). By sending information in angular domain,

the A-MIMO system is robust against off-axis shifts, and the corresponding capacity

remains relatively insensitive to small variations in the channel length.

In realistic scenarios, where both angular and off-axis displacements are present,

the choice between A-MIMO and C-MIMO systems depends on the link misalign-

ment conditions. For instance, if the link displacement dominates the misalignment,
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A-MIMO was shown here to be a good approach to achieve a higher capacity per-

formance. In addition, TA-MIMO is a good choice when both angular misalignment

and off-axis displacements are present, so long as the added complexity is tolerable.

The challenges of the implementation of A-MIMO/TA-MIMO systems include

the transceiver size, which must be carefully chosen depending on the communication

range and the link misalignment. The TA-MIMO system requires a high-resolution

PD array, which is associated with the accuracy of the estimation for the relative mis-

alignment between the ends of the link. Lastly, like C-MIMO systems, A-MIMO/TA-

MIMO systems are not appropriate solutions in severe scattering channels (i.e., high

turbidity seawaters) due to the incurred inter-channel interference.
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Chapter 4

Under-Sea Ice Diffusing Optical

Communication

Due to the importance of the ice-ocean system on global warming phenomena,

earth scientists are interested in deploying AUV swarm underneath sea ice sheets for

measuring and observing missions, as mentioned in Section 1.1. Rather than using

multi-LED systems [65] as mentioned in Section 1.4, here, sea ice diffusing optical

communication (SDOC) systems are proposed for reliable broadband-broadcast com-

munications. SDOC systems are appropriate for high-speed short-range applications

for M2Ms links, as illustrated in Sec. 1.1. SDOC systems are diffusing approaches

utilizing the nature of sea ice sheets, as discussed in Sec. 1.4.1, and this eliminates the

alignment condition between ends of links. SDOC systems also utilize LDs speed and

relax the eye-safety restrictions by expanding the laser beam using the transmitter’s

optics, as explained in Sec. 1.2. SDOC systems are among the first approaches for

broadband-broadcast communication proposed for underwater. SDOC channels are

modeled using vertical cascaded layers of seawater, sea ice, snow then atmosphere.
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SDOC links are modeled in a specific way that simplifies the computation and guaran-

tees the robustness of the results. A new architecture is proposed for SDOC systems

to eliminate the impacts of channels and receiver noise. Channel performances are in-

vestigated, and system performances are evaluated assuming different communication

scenarios consider reasonable assumptions.

The work in this chapter was published in the journal of IEEE Access [10]. IEEE

owns the copyright of the material in this chapter, and it is re-used in the thesis.

Note that additional contributions are provided in Appendices B and C. Specif-

ically, Appendix B shows details of SSCL models, Table 4.1, and dependency of

SSCL models on temperature and salinity values. Appendix C shows additional

numerical results for impacts of transceiver configurations on channel and system

performances. Appendices B and C have not been published, and this thesis only

owns the copyright of the material in these appendices.
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Abstract In this paper, we propose a novel approach to establish a reliable

high-speed broadcast communication link between a group of autonomous underwa-

ter vehicles (AUVs) swarm under-sea ice. We utilize the fact that sea ice exists above

the AUVs to diffuse the optical beam sent from AUV transmitter. We model this

channel using a new seawater-sea ice cascaded layers (SSCL) model in which the

vertical channel is divided into multiple layers based on their optical characteristics.

The diffusing pattern of the SSCL model is computed using Monte Carlo numerical

ray-tracing technique. We derive a quasi-analytic equation for the channel impulse re-

sponse (CIR) which is valid for AUV receivers with different configurations, locations

and orientations. The communication performance of underwater sea ice diffusing

system is quantified via bit error rate performance, power penalty and and maximum

achievable bit rate. Our results reveal that, for a snow-covered sea ice sheet with

thickness of 36 cm and bare sea ice sheet with thickness 12 cm, the proposed system

can achieve a broadcast communication rate of 100 Mbps with ranges up to 3.5

meters and 3 meters, respectively, with BER less than 10−3 and average transmitted

power of 100 mW.

4.1 Introduction

Sea ice regions are key zones as they play an important role in climate change

and ecosystems of the Earth [116]. They cover roughly 7% and 15% of the earth

and the sea-waters, respectively. To understand this rapidly changing environment,

researchers have been working on measuring campaigns such as mapping thickness

of the sea ice sheets and measuring ice characteristics (e.g., the temperature and

salinity) [117, 118]. In addition, it is important to observe, monitor, and protect this
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ecosystem (e.g., detecting and removing oil spills) [119]. Due to their reliability, cost-

effectiveness, and ability to improve human safety, autonomous underwater vehicles

(AUVs) are commonly used in under sea ice measurements [117, 118, 119].

A reliable communication link between the AUVs is essential in order for them to

work collaboratively to tackle complex tasks, such as the case of cooperative agents

in AUV swarms [84, 7, 83]. For any technologies deployed on AUVs, limitations on

the size, weight and power consumption are critical [82]. Acoustic, radio frequency,

and optical communications are the three main wireless communication systems used

in underwater purposes. Compared to both acoustic and radio frequency systems,

optical wireless communication (OWC) systems achieve higher transmission data-

rate, better power efficiency, and smaller size on the order of cubic centimeters [4, 118].

The mobility of the AUVs, the nature of the sea ice terrain, and presence of the

marine groups (e.g., bears, seals, penguins) can degrade the performance of line-of-

sight (LOS) OWC systems because of high misalignment and blockage probabilities

[66, 67]. While, non-line-of-sight (NLOS) links based on omni-directional sources

such as light emitted diodes (LEDs) offer relatively higher reliability, they provide

relatively lower speed communication due to their limited modulation bandwidth. In

indoor environments, broadcast OWC systems have been proposed where the ceiling,

walls and floor have been employed as diffuse reflectors of the optical signal [120].

There has been much work on the optimizing of the diffusing pattern, and the system

complexity of such indoor systems to reduce the effects of interference and background

noise [121, 122, 123, 124]. Recently, the application of diffusing communication links

to underwater scenarios has started to be considered [4]. Arnon et al. [78] and Liu

et al. [125] proposed using seawater-air interface as reflective surface and turbidity
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seawaters as scattering mediums for NLOS communications, respectively. Anous et

al. [31] modeled a vertical underwater link taking into account the in-homogeneous

nature of the seawater environment with the depth for both LOS and NLOS scenarios.

Anous et al. used the concept of the layering to discretize the vertical variation in

the temperature and salinity profiles of the seawaters. This discretized modeling

approach of using multi-layers representing the vertical variation in the temperature,

salinity and pressures profiles is commonplace in such systems and widely used in the

geoscience literature (e.g., [33, 80, 81, 126, 127]).

In this paper, we propose the concept of sea ice diffusing optical communications

(SDOCs) where the sea ice is utilized as a diffusing surface with a LD source to es-

tablish high-speed short-distance broadcast communication links between the AUVs.

Link reliability is improved due to the multiple reflections/scattering from the sea ice

and thanks to high impurities contaminating ice mediums and snow caps covering the

sea ice sheets. To the best knowledge of the authors, this is the first introduction of

this approach in the literature. The main contributions in this paper are summarized

as follows:

• For the first time, we introduce a new approach in which the ice sheet is utilized

as a diffusing surface to establish reliable diffusing-based broadcast link between

underwater AUVs.

• The channel is presented using a seawater-sea ice cascaded layers (SSCL) model

where the ice and snow are divided into layers according to the variations in

their temperature and salinity profiles.

• In order to obtain transmitter to receiver channel impulse response (CIR), we

propose a new simulation methodology consisting of two-steps. In the first step,
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a Monte Carlo numerical ray tracing (MCNRT) method is used to numerically

obtain the ice sheet diffusing pattern. In the second step, the CIR is derived

analytically considering the configuration, position and orientation of the AUVs.

This methodology reduces the computation time of the CIR, where the first step

is computed once, regardless of the number of the receivers, while the second

step is only repeated for each receiver.

• An appropriate transceiver is proposed by which the SDOC system achieves a

high speed and longer communication range with low bit error rate (BER).

• We numerically investigate the CIR for different sea ices, seawater, and receiver

configurations. As well, the performance of the SDOC system is evaluated

considering the BER, normalized optical power penalty (NOPP), and maximum

achievable bit rate.

The balance of the paper is organized as follows. In Section 4.2, we introduce the

SDOC approach and the SSCL channel model. In Section 4.3, we use the MCNRT

method to model the upward transmission, then derive a quasi-analytic equation for

the CIR. We introduce and model the proposed transceiver architecture in Section

4.4. In Section 4.5, we numerically investigate the channel characteristics and system

performance. Finally, conclusions are given in Section 4.6.
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4.2 Proposed Sea Ice Diffusing Optical Communi-

cation (SDOC) Approach

In this section we introduce the SDOC link as a new approach to establish com-

munication between AUVs operating under sea ice. We discuss the temperature and

salinity profile of the sea ice. Then, we introduce a new approach to model optical

characteristics of the sea ice.

4.2.1 SDOC Architecture

As shown in Fig. 4.1, we consider a group of AUVs, for example an AUVs-swarm1,

navigating several meters beneath a sheet of sea ice. The AUVs move together in the

coordinated fashion with a separation of a few meters. In the proposed approach a

broadcast communication link between the AUV transmitter (AUV-Tx) and the AUV

receivers (AUV-Rxs) is accomplished in two steps: upward and downward transmis-

sions. In the upward transmission, the AUV-Tx sends a narrow collimated laser beam

toward the sea ice. Due to impurities (particles)2, the transmitted beam is subject

to intense scattering at the surface and during propagation in the interior of the ice

sheet. Inside the sea ice, a portion of the power will be transmitted through the sheet

and lost to the atmosphere. Alternatively, the transmitted light may be trapped in

the interior of the sheet where it is absorbed. Finally, a portion of the incident light

will be diffused back from the ice sheet into the water. This diffused light which

escapes the ice sheet is the useful signal which is used to establish the broadcast

1Such a swarm typically employs a number of AUVs, however for simplicity, just five AUVs are
shown in Fig. 4.1.

2In this paper, the term of impurity and particle refer to any of: solid matter, dissolved matter,
brine pockets, solid salt, air bubbles or air gaps.
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communication link. Given that the light is diffused inside the sheet, as shown in the

green ellipse in Fig. 4.1, a wide coverage area is possible. The AUV-Tx can control

the position of the diffusing spot by adjusting the direction of the laser beam, i.e.,

polar and azimuthal launching angles. For instance, if the AUV-Rxs are distributed

symmetrically around the AUV-Tx, the beam should be vertically oriented toward

the ice sheet to offer a fair coverage for all AUV-Rxs, as shown for the case in Fig.

4.1. However, if the AUV-Rxs are biased to one side, the AUV-Tx can orient its beam

toward the direction of the AUV-Rxs to improve link quality. In the downward trans-

mission from the ice sheet, the diffused beam propagates in the seawater and covers

the AUV-Rxs with a large spot. Regardless of the position and orientation of the

AUV-Rxs, each AUV-Rx receives a portion of this diffused beam, and the AUV-Tx

establishes a broadcast communication with the AUV-Rxs.

AUV-Tx

AUV-Rx 

Air

Figure 4.1: A topology for the SDOC approach: AUVs navigate underneath a sea
ice and communicate with up and downward transmissions.
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The intensity of the diffused optical signal that emanates from the sea ice to the

seawater depends on the density of impurities which contaminate the ice sheet as

well as the sea ice surface roughness. The optical characteristics (e.g., absorption

and scattering coefficients) of the ice sheet are highly affected by changes in impurity

density which depend on ice sheet temperature and salinity [37, 128]. Temperature

and salinity affect the freezing process of the sea ice which can introduce contaminants

such as brine pockets, solid salts, and air bubbles. Given the high values for the

temperature and salinity, the ice is most likely contaminated by particles and air

bubbles [128]. For sea ice covered by snow, the optical properties will be impacted

by temperature changes as well as the gaps between snowflake particles [37].

An example of the measured temperature and salinity profiles shown in Fig. 4.2.

This figure represents the temperature and salinity of a 36 cm snow-covered sea

ice sheet with 3 cm of snow cap and 33 cm of ice. The shown profiles are measured

between November 2007 and June 2008 in the southern Beaufort Sea–Amundsen Gulf,

Canadian Arctic [129]3. As shown in Fig. 4.2, the temperature T (z) and salinity S(z)

change with the depth z inside the ice sheet. The two curves in Fig. 4.2 can be well

fitted by the following equations

T (z) = 0.2668 z − 10.74 (4.2.1)

S(z) = −3.24× 10−7 z6 + 3.58× 10−5 z5 − 1.47× 10−3

× z4 + 2.74× 10−2 z3 − 0.205 z2 − 0.095 z + 13.63 ,

(4.2.2)

where T is the temperature in Celsius (oC), S is the salinity in part per thousand

3Although the given profiles are for specific ice sheet, they hold the common linear relationship
and C-shape for temperature T and salinity S, respectively [130].

126



Ph.D. Thesis – A. Ghazy McMaster University – Electrical Engineering

0
5

10
15

20
25

30
35

D
ep

th
 [c

m
]

-20

-18

-16

-14

-12

-10 -8 -6 -4 -2 0
Temperature [Co]

5 6 7 8 9 10 11 12 13 14 15

Salinity [ppt]

Snow depth

 Fitted Temprature Eq. (1)

 Measured Temprature

 Fitted Salinity Eq. (2)

 Measured Salinity

Figure 4.2: The temperature and salinity profiles versus the sea ice depth for a
snow-covered sea ice sheet as measured by [129].

(ppt), and 0 ≤ z ≤ 36 cm. The equations are shown in the figure, and there is good
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agreement between the measured and the fitted profiles 4.

Another example is a 12 cm bare-sea ice sheet whose temperature and salinity

profiles are shown in [131, Fig. 3]. The sheet is young laboratory-grown saline sea

ice. The two profiles of the sheet can be well fitted in T (z) and S(z) functions as5

T (z) = 1.176 z − 15.61 , 0 ≤ z ≤ 12cm (4.2.3)

S(z) = 0.05003 z2 − 0.7432 z + 8.203 . (4.2.4)

These two ice sheet examples will be used later in the numerical results as case studies.

As shown in Fig. 4.2, the top surface of the sea ice is lower in the temperature than

the bottom due to a cooling of the atmosphere and a warming of the seawater. As

well, the salinity at the top and bottom is much higher than at the middle of the sea

ice sheet. The vertical variations in the temperature and salinity with the thickness

of the ice sheet result in changes in particle densities, which impact the channel

optical characteristics. Given that the scattering inside the ice sheet is extensive and

varies through the thickness of the ice sheet, channel modeling is challenging. In the

following we introduce a simplified channel model.

4.2.2 Seawater-Sea ice Cascaded Layers (SSCL) Channel Model

In this subsection, inspired by the geoscience literature [37, 128], we propose a

SSCL channel model for upward transmission in the SDOC approach. By SSCL, the

4The corresponding goodness of the fit criteria are; R-square= {0.9916, 0.9931} for the tempera-
ture and salinity curves, respectively.

5The corresponding goodness of the fit criteria are; R-square= {0.9997, 0.9788} for the tempera-
ture and salinity curves, respectively.
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Figure 4.3: The SSCL channel model.

vertical upward transmission link is modelled using cascaded layers of the seawater,

ice, snow, and the air as shown in Fig. 4.3. Each of the layers of seawater and air

are presented using a single layer since in the scale of few meters range, the particle

densities do not change greatly with the depth [80, 81], [132, Ch. 3]. However, as

mentioned in the previous subsection, the optical characteristics inside the ice sheet
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change continuously with the depth. Thus, we divide the ice sheet and snow layers into

mi and ms of cascaded layers, respectively, over which the temperature and salinity

are approximated as being uniform and presented using the average temperature

T (m) and average salinity S(m). The thickness of each layer (and consequentially

the number of layers) depends on the thickness of the sea ice sheet6 and the rates

of change of the temperature and salinity profiles with the depth. Each layer in the

SSCL model is characterized by thickness d(m), lengths of Lx(m) and Ly(m) in x and

y axes, respectively, and two rough interfaces between layer and the adjacent ones. By

considering a constant temperature and salinity inside each layer, the particle density

and the optical characteristics i.e., absorption coefficient a(m), scattering coefficient

b(m), and effective refractive index ne(m) are also constant for each layer in the SSCL

model.

Table 4.1: Summary of references used to quantify the surface roughness and optical
parameters of the SSCL model.

Surface Scatter Model

Medium Interface

Roughness

Fixed Particle

Density with

z?

Thickness Layers

Numbers

Seawater and

atmosphere

[134, 135, 136, 137]

Yes ([80, 81],

[132, Ch. 3])

Meters range

[80], [132]

Single

layer

Continued on the next page

6The thickness of the sheet depends on the climate and the location of the sea ice. For instance,
Worby et al. [133] reported the mean and standard deviation of the ice and snow thickness in Arctic,
e.g., 0.87± 0.91 and 0.16± 0.2 metres, respectively, with a correlation length in kilometre range.
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Continued from previous page

Ice and snow No ([80, 81]) Centimeter

range

[133, 138]

Multi

layers

[33, 80, 81]

Particle Scatter Model

Mixture

Particles

j =

{1, 2, ..., Jm}

Absorption

Coefficient

a(m)

Scattering

Coefficient

b(m)

Asymmetry

Parameter

g(m)

Refractive

Index

n(m)

Seawater Layer (m = 1)

Pure water [139, Tab. 3] [140, First term

in Eq. (19)]

[141] [142, Tab.

1]

Chlorophyll-a [143, Second

term in Eq.

(16)]

[140, Second

term in Eq.

(19)]

[141] [34]

Yellow

substance

[144, Eq. (1)] ≈ Zero Null [34]

Equivalent

Seawater

Eq. (4.2.5) Eq. (4.2.6) Eq. (4.2.8) Eq. (4.2.9)

mi Ice Layers (m = [2, 3, ...,mi + 1])

Pure ice [145, Fig. 3] ≈ Zero Null [142, Tab.

1]

Continued on the next page
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Continued from previous page

Brine pocket ≈ Zero [37, 128] [38, Fig. 7 (b)

]

[38, Fig. 7]

Air bubble ≈ Zero [33, 37, 128] [38, Fig. 7

(b)]

[38, Fig. 7

a]

Solid salt ≈Zero [37, 128, 146] [38, Fig. 7

(b)]

[38, Fig.

7 a]

Algae [37, Fig. 7] ≈ Zero Null Ref. [34]

Soot [34, Fig. 13] ≈ Zero Null [147]

Equivalent ice Eq. (4.2.5) Eq. (4.2.6) Eq. (4.2.8) Eq. (4.2.9)

ms Snow Layers (m = [mi + 2, ...,mi +ms + 1])

Air ≈ Zero ≈Zero Null ≈ 1

Snow grains [145, Fig. 3 ] Eqs. [37], [37] [56, Fig. 4 ] [142, Tab.

1]

Algal

impurities

[37, Fig. 9] ≈ Zero Null [34]

Non-algal

impurities

[37, Fig. 9] ≈ Zero Null [34]

Soot [34, Fig. 13 (a)] ≈ Zero Null Ref. [147]

Equivalent

snow

Eq. (4.2.5) Eq. (4.2.6) Eq. (4.2.8) Eq. (4.2.9)

Atmosphere Layer (m = mi +ms + 2)

Continued on the next page
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Continued from previous page

Gases (i.e. free

space)

≈ Zero ≈ Zero Null 1

Snowflakes [148, Eq. (7)] [149, Eq. (13)] [150, Eq. (7)] [142, Tab.

1]

Rain drops [148, Eq. (6)] [151, Eq. (7)] [152, 153] [142, Tab.

1]

Fog droplets [148, Eq. (4)] [154, Eq. (9)] [152, 153] [132, Eq.

(27.6)]

Equivalent

atmosphere

Eq. (4.2.5) Eq. (4.2.6) Eq. (4.2.8) Eq. (4.2.9)

As shown in Table 4.2.2, each layer in the SSCL model is composed of a mixture of

particles, i.e., a hosting medium with additional impurities. For instance, ice layers are

composed of the pure ice as a hosting medium with a mixture of particles (e.g., brine

pockets, air bubble, solid salt, algae and soot). However, snow layers are composed

of air as a hosting medium with a fewer numbers of mixture particles (e.g., snow

grains, algal and non-algal particles and soot). Due to these particles, the optical

ray propagating inside the mth layer of the SSCL model suffers from absorption and

scattering effects. The absorption coefficient, a(m), is the weighted summation of the

contribution from the mixture components as [29]

a(m) = fvo ao(m) +
Jm∑
j=1

fvj aj(m) , (4.2.5)
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where ao and fvo are the absorption coefficient and the volume fraction of the hosting

medium, respectively. As well, aj and fvj are the absorption coefficient and the

volume fraction associated with the jth particle, respectively, where fvo+
∑Jm

j=1 fvj = 1.

Symbol Jm is the number of mixture particles in layer m, and the value of Jm depends

on the hosting medium of the layers and its surrounding environment. The hosting

medium does not contribute to the scattering effect, thus, the scattering coefficients

for each layer, b(m), are weighted summations of the contribution from the impurity

components only as [29]

b(m) =
Jm∑
j=1

fvj bj(m) (4.2.6)

where bj is the scattering coefficient associated with the jth particle.

Based on the assumptions given in [37, 153], the one term Henyey-Greensteen

(OTHG) function is a good approximation to the phase scattering function [90]

pθs(θs,m) =
1

4π

1− g(m)2

(1 + g(m)2 − 2 g(m) cos(θs))3/2
, (4.2.7)

where g(m) is the asymmetry factor and θs is a scattering angle. The asymmetry

factor is obtained using the weighted sum as [29]

g(m) =
1

bm(m)

Jm∑
j=1

bj(m) gj(m) , (4.2.8)

where gj is the asymmetry factor of the jth particle. The effective refractive index of
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the layer is computed using the volume fraction fvj as [155]

ne(m) = fvo no(m) +
Jm∑
j=1

fvj nj(m) , (4.2.9)

where no is the refractive index of the hosting medium, and nj is the refractive index

of the jth particle.

The interfaces between the adjacent layers are assumed to be rough surfaces which

leads to optical surface scattering at the entrance of each layer. The surface roughness

of the interface is presented with the random height in the z direction for each point

(x, y), which can be well described in the x and y directions using the two-dimensional

Gaussian distribution as measured in [134, 135]. To generate a realization of the ice

surface, a two dimensional Gaussian random variable is generated with independent

components in x and y according to [156]

pzm(z) =

exp

(
−
[

z2

2σx(m)2
+

z2

2σy(m)2

])
√

2π σx(m)2 σy(m)2

(4.2.10)

where z is the height at (x, y) point, and σx(m) and σy(m) are the RMS values in x and

y directions7, respectively. As measured in [134, 135], the correlation between heights

over the surface is well approximated using the two-dimensional generalized power-

law function. Thus, to represent the correlation in space of the surface, the Gaussian

realization can be filtered by a generalized power-law function. This function is given

7The experimental measurements in the Arctic and Antarctic regions revealed that the roughness
parameters, RMS and correlation length, are in the millimetre and the centimetre ranges, respectively
[136, 137].
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with one dimension in [136] and can be generalized to two dimensions pρm(ρx, ρy) as

pρm(ρx, ρy) = exp

(
−

[(
ρx

lx(m)

)ξ
+

(
ρy

ly(m)

)ξ])
, (4.2.11)

where ρx and ρy are the distances between correlated points in x and y directions,

respectively, lx(m) and ly(m) are the correlation lengths in x and y directions, respec-

tively. The value of ξ depends on the geographical location of the sea ice sheet, and is

equal to 1 and 2 in cases of exponential-correlated and Gaussian-correlated surfaces,

respectively. Note that, the surface roughness includes parts of the ice suspended in

seawater. Due to the low density of these parts, they typically float up toward the

ice sheet and settle on its bottom surface [116].

For the reader convenience, a summary of the equations and parameter values

needed to quantify surface and optical parameters of the SSCL layers are given in

Table 4.2.2. The compositions of each layer in the SSCL model are given in the table

with references and equations needed to calculate the optical characteristics of each

material.

4.3 The SDOC Link Model

In this section, we obtain an expression for the CIR of links between the AUV-Tx

and the AUV-Rxs considering the effects of scattering, attenuation, as well as AUV-

Rxs configuration, position and orientation. Here, we introduce a new methodology

that consists of two steps to obtain the CIR. In the first step, due to dense scattering

occurring in the interior of the sea ice sheet, the upward transmission is evaluated

numerically using an MCNRT approach. The MCNRT method obtains the diffusing
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pattern (e.g., the green ellipse in Figs. 4.1 and 4.4) that feeds the AUV-Rxs. In

the second step, the downward transmission from the bottom of the sea ice sheet

to an AUV-Rx is modeled analytically under a single scattering assumption in the

seawater layer. This two-step methodology reduces computational complexity where

the upward transmission is evaluated once regardless the number of the AUV-Rxs.

As well, the CIR equation is a function of the configuration, position and orientation

of the AUV-Rxs.

Figure 4.4 shows a link model between AUV-Tx and an AUV-Rx. The distances

and angles are measured relative to the diffusing axes, (Xd, Yd, Zd), which is centered

at the bottom of the sea ice sheet. Relative to these axes, we assume that the

AUV-Tx is located at (xo, yo, zo) position and with aperture orientation polar and

azimuth angles (θo, φo). While the AUV-Rx is located at (∆x,∆y,∆z) position with

aperture polar and azimuthal inclination angles (θin,φin). Thus, the AUV-Rx position

can be described using the position and orientation (PO) vector (5 × 1) as ∆r :=

[∆x; ∆y; ∆z; θin;φin]. The AUV-Rx is equipped with a lens with diameter Dr and

field of view (FOV) of θFOV .

4.3.1 Upward Transmission Model

As shown in Fig. 4.4, the AUV-Tx launches an optical beam with profile Io,

power Po, wavelength λo, and beam width Wo toward the sea ice. The center of the

beam is presented by a ray ~eo with directions (θo, φo) and a photon packet weight
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wo (equivalent to optical intensity). Angles (θo, φo) correspond to intended and non-

intended orientation for the optical beam. An intended orientation when is the AUV-

Tx directs the optical beam with a specific direction toward the ice sheet. A non-

intended orientation occurs disturbances in the environment such as sea currents and

waves. Without loss of generality, we assume the spot of the beam on the bottom

of the sea ice is centered at the origin, i.e., (0, 0, 0). Thus, the position (x,y) of the

AUV-Tx is obtained as xo = zo sin(θo) cos(φo) and yo = zo sin(θo) sin(φo). The depth

and orientation of the AUV-Tx are noted in a PO vector (3× 1) as ∆t = [zo; θo;φo].

Given the challenge of using analytic approaches to obtain the diffusing pattern

produced from the ice sheet in the upward transmission, an MCRT method is used

instead. In MCNRT, many optical rays ~eo are launched from the AUV-Tx to ensure

the reliability of the result. The launched rays are diffused due to the surface and

particle scattering taken place between and in the layers of the SSCL channel, respec-

tively. The seawater, sea ice, snow and atmosphere layers contribute in producing the

diffusing pattern, however, the sea ice and snow layers are the dominant contributors.

The surface and particle scattering are simulated using geometric equations and nu-

merical random process with associated PDFs, respectively, as given in the following

subsections.

Surface Scattering

Surface scattering occurs when the optical ray strikes the rough interface between the

mth layer with refractive index ne(m) and the (m + 1)th layer with refractive index

ne(m+1) in upward propagation. Since ne(m) 6= ne(m+1), the optical ray ~eo incident
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on the interface with an angle θi(m) is split into a reflected ray ~e1 to the mth layer

with an angle θr(m), where θi(m) = θr(m), and a transmitted (i.e., refracted) ray ~e2

to the (m+ 1)th layer with an angle θt(m+ 1). The angle of transmitted ray between

the mth and (m+ 1)th layers is given by [157]

θt(m+ 1) = arcsin

(
ne(m)

ne(m+ 1)
sin (θi(m))

)
, (4.3.1)

where, θi(m), θt(m + 1), and θr(m) are measured relative to the local normal of

the incident point which has a random direction due the randomness of the surface

roughness. The reflection coefficient is computed for non polarized-light8 using angles

θi(m) and θt(m+ 1) as [157]

Rs(m) =0.5

[(
sin(θi(m)− θt(m+ 1))

sin(θi(m) + θt(m+ 1))

)2

+

(
tan(θt(m+ 1)− θi(m))

tan(θi(m) + θt(m+ 1))

)2
]
, (4.3.2)

and the corresponding transmission coefficient is obtained as Ts(m+ 1) = 1−Rs(m).

Accordingly, the reflected and transmitted rays, ~e1 and ~e2, propagate in mth and

(m + 1)th layers with packet weights w1(m) = wo × Rs and w1(m + 1) = wo × Ts,

respectively.

Particle Scattering

After the optical ray ~e1 enters the mth layer, it will propagate a random distance

8Modelling using non-polarized light is typical case of scattered light.
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µuo(m) with a likelihood of particle scattering pµ(µu0 ,m) given as [158]

pµ(µu0 ,m) = c(m) exp[−c(m) µuo(m)]. (4.3.3)

and the random distance is generated as [158]

µuo(m) = − log (1− uµ)

c(m)
, (4.3.4)

where uµ is a uniform random variable, uµ ∼ U [0, 1], and c(m,λ) is the extinction

coefficient of the mth layer representing the loss in the power of the ray. The value of

the extinction coefficient c(m,λ) is computed as

c(m) = a(m) + b(m) . (4.3.5)

When a scattering event occurs, the weight of the photon packet is dropped to [158]

w3(m) = w1(m)
b(m)

c(m)
. (4.3.6)

Upon scattering, the optical ray arriving from the direction ~e1 will have a new di-

rection ~e3 determined randomly according to polar and azimuthal scattering angles

(θus , φus). The angle θus(m) is generated from the OTHG PDF in Eq. (4.2.7) as [158]

uθ =

∫ θus (m)

0

pθs(θs,m) sin(θs) dθs, (4.3.7)
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where uθ ∼ U [0, 1]. Also, the azimuthal scattering angle φus is typically described by

a uniform PDF, and it is generated as [90]

pφs(φus) =
1

2π
, φus = 2π uφ (4.3.8)

where uφ ∼ U [0, 1]. After scattering, the ray travels a new distance µu1 with a new

direction ~e3 before the next scattering occurs with likelihood pµ(µu1 ,m). Compared to

the seawater and the atmosphere, particle scattering takes place much more frequently

in snow and sea ice layers. Typically, the optical ray is scattered few times in the

seawater or atmosphere layer, however, hundreds of scattering events can typically

take place in the sea ice or snow layers.

The MCNRT traces the optical rays until they are either absorbed, trapped in the

ice layer, escape to the atmosphere, or diffuse back into the seawater. The diffused

rays only contribute in the obtained diffusing pattern for the upward transmission and

the remainder of the rays are considered as lost. For a given position and orientation

for the AUV-Tx, ∆t, the normalized diffusing pattern is obtained with the intensity

Id as a function of the space, angles and time as follows

Id(xd, yd, θd, φd, td|∆t) = MCNRT{SSCL,∆t, Io, λo,Wo} (4.3.9)

where, as shown in Fig. 4.4, the intensity Id is measured on the bottom of the sea ice

surface at position xd and yd, with polar θd, azimuth φd angles, and time td. As well,
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the DC gain of the upward transmission Gu is computed using Id as

Gu =

∫ Lx/2

−Lx/2

∫ Ly/2

−Ly/2

∫ π/2

0

∫ 2π

0

∫ ∞
0

Id(xd, yd, θd, φd, td)

dtd dφd dθd dyd dxd ,

(4.3.10)

where Lx = max{Lx(m = 2), ..., Lx(mi +ms + 1)} and

Ly = max{Ly(m = 2), ..., Ly(mi +ms + 1)} are the considered lengths of the SSCL

channel in x and y axes, respectively.

4.3.2 Downward Transmission Model

Figure 4.4 shows a model for the downward transmission which corresponds to

the link from the bottom of the sea ice to the AUV-Rx through the seawater channel.

A diffused ray emitted from a position (xd, yd, 0) in the direction of ~ed is represented

in the figure, where ~ed is defined as

~ed = ~xd sin(θd) cos(φd) + ~yd sin(θd) sin(φd) + ~zd cos(θd), (4.3.11)

where (~xd, ~yd, ~zd) are the unit vectors in the direction of (Xd, Yd, Zd) axes. The impu-

rities in the seawater cause absorption and scattering for the diffused ray ~ed. Under

a single scattering assumption, which is reasonable here because the link is short, ~ed

arrives to the AUV-Rx either with LOS (i.e., non-scattering) or after one scattering

with the direction ~er. In the LOS path, the direction is maintained (i.e. ~ed = ~er) and

the ray arrives with arrival position (xor, y
o
r , z

o
r).

In the scattering path, let (xs, ys, zs) denote the position of the scattering event

relative to (Xd, Yd, Zd) axes, and with polar and azimuthal scattering angles (θds , φds)
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relative to the axes of the scattering (Xs, Ys, Zs), as shown in Fig. 4.4. The scat-

tering angles θds and φds are computed using Eqs. (4.3.7) and (4.3.8) by replacing

angles θus and φus with angles θds and φds , respectively. The scattered ray arrives

to the receiver with polar and azimuthal arrival angles (θr,φr) measured relative

to the sea ice axes, (Xd, Yd, Zd). For given scattering angles (θds , φds), the arrival

angles (θr,φr) are computed from (θd,φd) as follows. Let ed be (3 × 1) vector, rep-

resented in (Xd, Yd, Zd) as ed=[sin(θd) cos(φd); sin(θd) sin(φd); cos(θd)]. Then, ed is

rotated around (Ys, Xs, Zs) axes by two angles: θy = arcsin (cos(φds) sin(θds)) and

θx = arcsin (sin(φds) sin(θds)/ cos(θy)) respectively. Thus, θr and φr are computed as

θr = arccos ([0, 0, 1] Rx(θx) Ry(θy) ed) ,

φr = arcsin

(
[0, 1, 0]

sin(θd)
Rx(θx) Ry(θy) ed

)
,

(4.3.12)

where Rx(θx) and Ry(θy) are (3 × 3) rotation matrices around(Xd and Yd axes, re-

spectively [99]. The arrival vector ~er is expressed with respect to the axes of the sea

ice as

~er = ~xd sin(θr) cos(φr) + ~yd sin(θr) sin(φr) + ~zd cos(θr) . (4.3.13)

Vector ~er is also characterized by arrivals angles (θ̇r, φ̇r) measured relative to the axes,

(Xr, Yr, Zr), as shown in the Fig. 4.4, and can be equivalently written as

~er = ~xr sin(θ̇r) cos(φ̇r) + ~yr sin(θ̇r) sin(φ̇r) + ~zr cos(θ̇r) , (4.3.14)

where (~xr, ~yr, ~zr) are the unit vectors relative to the Rx axes (Xr, Yr, Zr). For the
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given angles (θr, φr), the angles (θ̇r, φ̇r) are calculated from Eq. (4.3.12) by re-

placing ed with er=[sin(θr) cos(φr); sin(θr) sin(φr); cos(θr)] and substituting θy =

arcsin (cos(φin) sin(θin)) and θx = arcsin (sin(φin) sin(θin)/ cos(θy)). The scattered

ray arrives at arrival position (xsr, y
s
r , z

s
r) over the aperture of the AUV-Rx.

The arriving ray from the LOS or scattering path is detected if the position of

arrival (xr, yr, zr) is located on the lens of the AUV-Rx with arrival angles (θ̇r, φ̇r)

less than half angle of the FOV. This can be compactly represented as the geometric

loss Gg and it is written as

Gg (∆r) =


1, if (xr, yr, zr) ∈ fp(Dr,∆r) and θ̇r ≤

θFOV
2

0, otherwise ,

(4.3.15)

where fp(Dr,∆r) represents the spatial extent of the AUV-Rx lens with respect to

the sea ice axes (Xd, Yd, Zd).

Case 1: Low Scattering Seawater

Consider the case of seawaters with small scattering coefficient (e.g., pure seawater)

where the impact of scattering is negligible. In this case, only the LOS component

need to be considered [88, 159]. In the LOS path, the direction is maintained (i.e.

~ed = ~er), and the amplitude of the optical ray is attenuated according to the Beer-

Lambert law. The LOS ray arrives with arrival position (xor, y
o
r , z

o
r), shown in Fig.
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4.4, and is computed as [9]

xor = xd + ∆z tan(θd) cos(φd),

yor = yd + ∆z tan(θd) sin(φd),

zor = ∆z.

(4.3.16)

For rays diffused from a single point on the bottom of the sea ice (xd, yd, 0), the CIR

can be well approximated by a linear combination of LOS components as

P o(tr, xd, yd) ≈ Po

∫ ∞
0

∫ 2π

0

∫ π/2

0

[exp (−lorc) Gg (∆r)

Id(xd, yd, θd, φd, td) δ

(
tr − (td +

lor
ν

)

)]
dθd dφd dtd

(4.3.17)

where the length of the LOS path is computed geometrically from the figure as lor =√
(xd − xor)2 + (yd − yor)2 + (zd − zor)2. The symbols tr and ν are the arrival time and

the light speed in the seawater, respectively, and δ(.) is the Dirac-delta function.

Case 2: High Scattering Seawater

For the case of seawaters with relatively high scattering coefficient (e.g., clear and

coastal seawaters), single scattering is significant relative to the LOS [88, 159]. Thus,

both of the LOS and single scattering components are taken into account. Figure 4.4

shows the diffused ray traveling in the direction ~ed for a distance µdo then is scattered

in the direction ~er and travel a distance µd1 before arriving the lens. The scattering
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position (xs, ys, zs) and angle θds are given by [63]

xs = xd + µd0 sin(θd) cos(φd), zs = µd0 cos(θd),

ys = yd + µd0 sin(θd) sin(φd), θds = arccos (~ed.~er) .

(4.3.18)

This scattering results in a reduction in the photon packet weight of the ray ~er by

a factor of b/c relative to the packet of the ray ~ed. After scattering and traveling a

distance µd1 , the ray arrives to a position (xsr, y
s
r , z

s
r) which is obtained as [63]

xsr = xs + µd1 sin(θr) cos(φr),

ysr = ys + µd1 sin(θr) sin(φr),

zsr = zs + µd1 cos(θr) .

(4.3.19)

Using Eqs. (4.3.11)-(4.3.19), the CIR of single scattering components is derived by

using a similar approach as in [88]. For rays diffused from a single point on the bottom

of the sea ice (xd, yd, 0), the CIR of received signal after single scattering is given as

P s(tr, xd, yd) = Po

∫ ∞
0

∫ 2π

0

∫ π/2

0

Id(xd, yd, θd, φd, td)[
b

2π
×
∫ 2π

0

∫ π/2

0

pφs(φds) pθs(arccos (~ed.~er)) ×

sin(arccos (~ed.~er))

∫ lsr

0

exp (−c lsr) Gg (∆r) ×

δ

(
tr −

(
td +

lsr
ν

))
dµ0 dθr dφds

]
dθd dφd dtd, (4.3.20)
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where the length of the single scattering path is computed as lsr = µdo + µd1 , and µd1

is computed using Eqs. (4.3.19) and (4.3.18) as

µd1 =
∆z − µdo cos(θd)

cos(θr)
. (4.3.21)

The overall CIR is the summation of the LOS and scattering components, and it is

computed using Eqs. (4.3.17) and (4.3.20) as

P (tr, xd, yd) = P o(tr, xd, yd) + P s(tr, xd, yd). (4.3.22)

The CIR for the link between the AUV-Tx and an AUV-Rx with PO vector ∆r is

computed by integration over all the points on the bottom of the sea ice (xd, yd) as

P (tr|∆r) =

∫ Ly/2

−Ly/2

∫ Lx/2

−Lx/2
[P o(tr, xd, yd|∆r)+

P s(tr, xd, yd|∆r)] dxd dyd , (4.3.23)

Equation (4.3.23) can be used to determine the link budget and the induced pulse

dispersion. The DC gain of a downward transmission (i.e., AUV-Tx to an AUV-Rx

link) is obtained from CIR as [160]

ho(∆r) =
1

Po

(∫ ∞
0

P (tr|∆r) dtr

)
, (4.3.24)
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where Po is the transmitted power as defined in the link model. As well, RMS of the

pulse spreading is computed as [160]

τRMS(∆r) =

√∫∞
0

(tr − τo)2P (tr|∆r)
2 dtr∫∞

0
P (tr|∆r)2 dtr

, (4.3.25)

where, τo is the mean excess delay given by [160]

τo(∆r) =

∫∞
0
tr P (tr|∆r)

2 dtr∫∞
0
P (tr|∆r)2 dtr

. (4.3.26)

The system of Equations, (4.3.11)-(4.3.26), are used to quantify the link perfor-

mance between the AUV-Tx and the AUV-Rxs as shown in Section 4.5.

4.4 A System Design for SDOC Approach

Though the proposed SDOC approach provides a broadcast communication link

without requirement for alignment, its performance is limited by the high channel

attenuation and inter-symbol interference (ISI) due to multipath propagation. The

ISI is induced mainly by the sea ice sheet in the upward transmission, but also, in the

downward transmission due to the scattering occurring in the seawater. In addition,

the performance can be degraded by background radiations due to the fact that the

AUVs navigate near the bottom of the sea ice and the orientation of the receivers

are aligned upwards, as shown in Fig. 4.4. In this section, inspired by indoor OWC

systems [120, 121, 122, 123, 124], we propose appropriate Tx and Rx architectures

to tackle these limitations. This communication architecture can be considered as

a first prototype step in the development of such links. We also discuss practical
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implementation considerations of SDOC links.

4.4.1 System Model

Figure 4.5 shows the overall block diagram of the proposed SDOC system, as

described in the following.

Transmitter

The proposed architecture is shown in Fig. 4.5a. For simplicity, the transmitted data

are encoded using intensity modulation direct detection (IM/DD) with non-return-to-

zero OOK (NRZ-OOK) modulation scheme [16]. As well, for simplicity, we consider

the LD to be switched fully on and off corresponding to ones and zeros of the OOK

symbols, respectively, i.e., zero extinction ratio. The OOK symbol duration is Tb, the

transmitted data rate is Rb = 1/Tb, the electrical bandwidth B ≈ Rb, the average

transmitted optical power is Po = pp/2, where pp denotes the transmitted optical

power during the on slots. Consider a LD with green wavelength (λo = 532 nm)

given its relatively low attenuation in seawater [161]. A beam expander is the LD

implemented using two lenses, one lens for beam diverging and other one for beam

collimating. This collimated wide beamwidth optical beam helps in transmitting

more optical power while keeping the constraint of the maximum permissible exposure

(MPE) optical power on the eye 9 regarding eye safety.

9The typical optical powers used in underwater communication experiments are on the order of
fraction of Watt [4], and are far below levels needed to alter the ice surface [162]. Though direct
human contact with UAVs is possible, safety must also be considered to preserve wildlife which may
interact with these optical emissions [49].
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Receiver Optoelectronics

The proposed Rx architecture is shown in Fig. 4.5b. First, the AUV-Rx uses a

hemispheric concentrator which is implemented using a hemispherical non-imaging

lens coated by a bandpass optical filter as shown. Such a lens with a relatively large

diameter, Dr, and a wide FOV, θFOV , is desired to collect much of diffused rays to

compensate SDOC high channel attenuation. As well, an optical filter with narrow

bandwidth, ∆λ, is preferred to eliminate the incoming background radiation from the

sun during the daytime. The concentrator is an essential component in the SDOC

approach especially with high background radiation levels at λo = 532 nm [62]. The

concentrator is quantified by its gain Gc which depends on its refractive index, nc,

and the FOV as [163]

Gc(θ̇b) =


n2
c

sin(θFOV /2)2 if θ̇b ≤ θFOV /2 ,

0 if θ̇b > θFOV /2 ,

(4.4.1)

where θ̇b is the incident angle of the background ray upon the concentrator and it is

measured relative to the optical axis of the Rx, Zr, as shown in Fig. 4.4. As well,

the optical band pass filter is quantified by its transmission coefficient T (θ̇b) which

depends on the incident angle of the received ray. Such hemispheric concentrators

are commercially available and have been used in optical diffusing communication

systems for indoor applications10. The concentrator enlarges the effective area of the

PD, Aef , which means capturing solar noise. The effective area of the PD is obtained

10The optical concentrator and filter with the mentioned specifications can be implemented [42].
However, some customization may be required for use in underwater applications [27].
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as [163]

Aef (θ̇b) =


APD T (θ̇b)Gc(θ̇b) cos(θ̇b) if θ̇b ≤ θFOV /2

0 if θ̇b > θFOV /2

(4.4.2)

where APD denotes the physical active area of the PD. Here, for simplicity, the

dependence of the effective area on the incident angle θ̇b is represented by replacing

Aef (θ̇b) by its average Aef over the incident angle, while making two assumptions.

Firstly, we assume that the function T (θ̇b) can be replaced by its average, T , over

all incident angles. This assumption holds, especially, when the incident optical

ray arrives within a wide range of the angles which is the typical case of diffusing

communications [163]. Secondly, we assume a uniform PDF for θ̇b. Then, the average

Rx effective area is obtained as

Aef =
2

π

∫ θFOV/2

0

Aef (θ̇b) dθ̇b =
2APD T nc

2

π sin(θFOV /2)
. (4.4.3)

Note that, enlarging the FOV decreases the the average effective area of the Rx.

After the hemispherical concentrator, a silicon PIN photodiode (PIN-PD) with a

trans-impedance amplifier (TIA) is used. The PIN-PD converts the collected optical

rays to an electrical current proportionally to its responsitivity < and APD. Then, the

TIA converts the small current to a high voltage proportionally to its load resistance

RL. In contrast to avalanche photodiodes, photo-multiplier tube and SiPM PDs, the

silicon PIN-PD achieves a better performance when the background radiation is much

high and dominants the receiver noises [43, 164].
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Channel Equalization

Using the described setup, the Rx can overcome the effects of high channel attenuation

and background noise. A low pass filter (LPF) is employed after the TIA to eliminate

any out-of-band noise, where the filter bandwidth is adjusted according to the actual

data rate. The bandwidth of the filter is adopted according to the link speed to

maximize the system performance. The output signal of the LPF is sampled with

sampling rate Ts, where Ts < Tb/2 to avoid aliasing [165]. The sampled signal is then

processed by a discrete-time channel equalizer to reduce the impact of ISI. Among

the available equalization schemes, the digital decision feedback equalizer (DFE) is

chosen due to the mobility of the AUVs [44]. With proper training, the DFE can

adapt itself to the changing channel conditions and the PO vector. As well, the DFE

coupled with the least mean squares (LMS) algorithm has the advantage of simplicity

and is a good choice for non-fading dispersive channels [44]. As shown in Fig. 4.5b,

the DFE has two input branches namely, feed forward (FF) and feedback (FB). The

input through the FF is the electrical signal from the output of the sampler vei(k),

where k indicates to the index of the received sample. While, the input through the

FB is the output of the OOK demodulator v̂eo(k), where v̂eo(k) ∈ {1, 0}. The output

of the equalizer is the summation of the weighted inputs as follows [44]

veo(k Tb) =

NFF∑
j
F

=0

αj
F
vei(k Tb − jF Tb) +

NFB∑
j
B

=1

βj
B

× v̂eo(k Tb − jB Tb) ,

(4.4.4)
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where αj
F

and βj
B

are the FF and FB weighting coefficients, respectively. Symbols

NFF and NFB indicates the number of the tabs used in the FF and FB filters, re-

spectively. The DFE has two operation modes, training and tracking modes. In the

training mode, the Tx sends a training sequence which is known to the Rx. The

DFE adopts the LMS algorithm to obtain the optimal values for αj
F

and βj
B

[44]. In

the tracking mode, the DFE uses the optimal values obtained for the gains vector to

eliminate the effect of ISI in the transmitted OOK symbols. In the next subsection,

we discuss the effect of non-ideal performance of the DFE and the different noise

sources on the SINR of the SDOC system.

4.4.2 Signal-to-Interference-Plus-Noise Ratio Analysis

During training, the filter coefficients are adapted based on output of OOK de-

cision device and the training sequence [165]. In the tracking mode, assuming that

training was successful, error propagation at the output of the decision device should

be minimized. Assuming an absence of decision errors, a simple linear model of the

the DFE output voltage can be approximated as

veo(k Ts,∆r) ≈ vn(k Ts,∆r)︸ ︷︷ ︸
noise

+

PDFE(k Ts)⊗ (RL< [ p(τ) ∗ P (τ,∆r)] |τs=kTs)︸ ︷︷ ︸
signal + residual ISI

(4.4.5)

where, vn is the sampled noise voltage, and ∆r is PO vector of the AUV-Rx as defined

in the previous section, PDFE(k Ts) is the sampled system impulse response of the

DFE, ⊗ is the discrete convolution operator, ∗ is continuous convolution and p(t) is

the instantaneous transmitted optical optical power. The signal in Eq. (4.4.5) can
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be decomposed as the sum of the desired signal, denoted by vs(∆r), and the residual

ISI denoted by visi(∆r) where,

vs(∆r) ≈ vn(k Ts,∆r) +

(Tb+τd)/Ts∑
k=τd/Ts

PDFE(k Ts)⊗ (RL<

× [ p(τ) ∗ P (τ,∆r)] |τs=kTs) ,

(4.4.6)

where τd is the time delay of the channel and Tb and τd are assumed to be multiples

of Ts. Also,

visi(∆r) ≈ vn(k Ts,∆r) +
∞∑

k=(Tb+τd)/Ts

PDFE(k Ts)⊗ (

× RL< [ p(τ) ∗ P (τ,∆r)] |τs=kTs) .

(4.4.7)

The noise contribution in (4.4.5) includes the effects of the thermal vth and shot

vsh noises, i.e., vn = vth + vsh. The thermal noise vth is well described by zero mean

Gaussian distribution with variance σ2
th given as [61, 166]

σ2
th = 4RLK[T (m = 1) + 273.15]B, (4.4.8)

where, K is the Boltzmann constant and T (m = 1) is the temperature of the seawater

layer in Celsius as defined in Sec. 4.2.2. Usually, the temperature of the seawater

underneath sea ice is T (m = 1) ≤ 0 oC, as shown in Fig. 4.2. On the other hand,

the shot noise is associated with the superposition of the desired signal voltage vs,

the ISI distortion voltage visi, and the background radiation voltage vsun. Due to the

high intensity of the solar radiation, the shot noise can be modeled using Gaussian
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random process with variance given as [61]

σ2
sh(∆r; Λ) = 2RL q [Λ vs(∆r) + visi(∆r) + vsun(∆r)]B, (4.4.9)

where q is the electron charge in electron-volt units and Λ = 1 and Λ = 0 with on

and off of the OOK symbols, respectively. The value of vsun is quantified as [43]

vsun(∆r) =


RL< (1−Gu) ∆λEsAef cos (θinc)

exp (Kd ∆z)

0 if θinc > θFOV /2

(4.4.10)

where, the Es is the spectral solar intensity with unit Watt/(m2. nm), and Kd is the

light diffusion coefficient in the seawater. The value of Es depends on the weather

conditions, as well the zenith angle of the sun [62]. The zenith angle is in range 25o

to 90o in Arctic and Antarctic regions where frozen oceans exist, and it records a

minimum value during the summer seasons [167]. The light diffusing coefficient is

related to the seawater parameters by Kd = a(m = 1) + 0.03 b(m = 1). The factor

of (1 − Gu) represents the transmission coefficient of the sea ice sheet. This means

a thicker sea ice sheet assists in raising the gain of the upward transmission and in

reducing the received background radiations.

The mean ηΛ and the variance σ2
Λ, Λ ∈ {0, 1}, of the total signal and noise affects

system performance are given as


ηΛ(∆r; Λ) = Λ vs(∆r) + visi(∆r) + vsun(∆r)

σ2
Λ(∆r; Λ) = σ2

isi(∆r) + σ2
sh(∆r; Λ) + σ2

th

(4.4.11)
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where σ2
isi is the variance of ISI signals and it is equal to RL v

2
isi/4. Thus, the instan-

taneous SINR, γ(∆r), is obtained as

γ(∆r) =
[η1(∆r)− η0(∆r)]

2

[σ1(∆r) + σ0(∆r)]2
=

v2
s(∆r)

[σ1(∆r) + σ0(∆r)]2
. (4.4.12)

In the numerical results, we consider three configurations for the AUV-Rxs, namely,

unequalized AUV-Rx (Rx-UE), AUV-Rx with DFE (Rx-E), and AUV-Rx with perfect

DFE (Rx-PE). The BER of the Rx-E and Rx-UE systems are evaluated numerically

using Monte Carlo simulations. However, the BER of the Rx-PE system is evaluated

by eliminating the effect of ISI from (4.4.12), i.e. visi = 0, then using the well known

AWGN channel as [168]

pe(∆r) = Q
(√

γ(∆r)
)

(4.4.13)

where Q(x) = 1/
√

2π
∫∞
x

exp(−[z/
√

2]2) dz.

4.5 Numerical Results and Discussions

In this section, we numerically evaluate the diffusing patterns of upward trans-

mission, the CIRs of downward transmission, and overall system performance. We

assume that the AUV-Tx is located at depth zo = 2 m, and perfectly orientated to

the bottom of the sea ice, i.e., θ0 = φo = 0 and (xo, yo) = (0, 0). The AUV-Tx is

equipped with a laser source which emits a collimated beam Io with uniform intensity,

wavelength λo = 532 nm, average transmitted power Po ≤ 200 mW, and a width of

Wo = 5 cm to maintain eye-safety. However, we assume the AUV-Rx moves in the

x-y plane where the length of the downward transmission does not exceed the limit of

the single scattering assumption. Note that the single scattering assumption is valid
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with lengths 13.5 and 6.6 m for clear and coastal seawaters, respectively [9]. Note

that in in the following results, the particular values for parameters of the AUV-Rx

were not optimized for communication performance but were chosen to demonstrate

the range of operating conditions of the SSCL channel.

We consider four SSCL channels, namely, a clear and coastal seawater with a snow-

covered sea ice sheet (Cl-S and Co-S channels) and the clear and coastal seawater with

a bare sea ice sheet (Cl-B and Co-B channels). The snow-covered sea ice sheet has

a thickness of 36 cm and it well described by Eqs. (1), (2). The bare sea ice sheet

has thickness 12 cm and its temperature and salinity profiles are described by Eqs.

(3), (4). We use Eqs. (4.2.2)-(4.2.9) and Table 4.2.2 to calculate the optical and

roughness parameters associated with each SSCL layer, where the results are given

in Table 4.2.

The bare-ice cases are divided into 6 layers while the snow-covered cases are di-

vided into 9 layers 11. In all cases, each layer is assigned with the average values of the

salinity and temperature using Eqs. (1)-(4), as shown in Tables 4.2a and 4.2b. Clear

weather above the sea ice sheets is assumed, which is the typical case during sunny

days. As shown in Tables 4.2a and 4.2b, the scattering coefficients of the snow-covered

sea ice sheet and coastal seawater are higher than that for bare sea ice sheet and clear

seawater, respectively. In addition, it is clear that the changes in the refractive indices

and asymmetry parameters are small. In Table 4.2c, the RMS of the roughness and

correlation length, are assumed in millimetre and centimetre ranges, respectively, as

measured in [136, 137]. As well, we assume isotropic layers (i.e., σx(m) = σy(m) and

lx(m) = ly(m)), and the interfaces are Gaussian-correlated (i.e., ξ = 2) [134, 135].

11This is done as a compromise between the accuracy and the computational complexity of the
MCNRT method.
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The interfaces between the ice layers are assumed smooth due to fact that the varia-

tion in the effective refractive indices are negligible in the presented cases. To ensure

an accurate realization for the SSCL model, the roughness is sampled with intervals

and lengths with values δx(m) = δy(m) = 0.1 lx(m) and Lx(m) = Ly(m) = 60 lx(m)

[169].

4.5.1 Results for Upward Transmission

Figure 4.6 shows the marginalized diffusing patterns12 for the Cl-B and Cl-S chan-

nels with the orange and maroon colors, respectively. The diffusing pattern is mea-

sured at the bottom of the sea ice, i.e., ∆z = 0, with DC gains of Gu = 0.26 and 0.37

for Cl-B and Cl-S channels, respectively. These results were obtained by running the

MCNRT using the ZeMax Opticstudio software [86] over 106 iterations. Note that

we have verified that increasing the number of iterations to 107 resulted in almost

identical results.

Figures 4.6a and 4.6b show the marginalized diffusing patterns versus the polar

and the azimuthal angles, Id↓θ and Id↓φ, respectively. As shown in these figures, the

marginalized intensity is uniform with respect to (w.r.t.) φd, however, it is oriented

w.r.t. θd with a peak at θd ≈ 45o. The orientation indicates non-specular diffusing

due to the dense scattering occurred in the sea ice and snow. The value of 45o is

interrupted as the follows; each diffusing point on the sea ice is an identical random

variable described by Eq. (4.3.7), and the diffusing pattern is a summation of that

diffusing points. Assuming the central limit theory, Id↓θ approaches the Gaussian with

mean 45o which the mean of the range; 0-90 degrees. In addition, the marginalized

12The marginalized diffusing pattern with xd variable, for instance, is obtained by integrating Eq.
(4.3.9) over all remaining variables.
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intensity in case of Cl-S channel is relatively higher than the case of Cl-B channel.

Specifically, the peaks of the marginalized intensities in Fig. 4.6a are 6 × 10−4 and

4 × 10−4 for Cl-S and Cl-B channels, respectively. Furthermore, the marginalized

intensities in Fig. 4.6b are 3.5 × 10−4 and 2.5 × 10−4 for Cl-S and Cl-B channels,

respectively. The pattern in these figures can be fit to two-dimensional Lambertian

and uniform functions in θd and φd respectively, for both Cl-B and Cl-S channels 13

ICl-S
d↓θ,φ(θd, φd) = 4.438× 10−5 cos6.6 (θd − 0.248π) , (4.5.1a)

ICl-B
d↓θ,φ(θd, φd) = 6.032× 10−5 cos6.5 (θd − 0.242π) . (4.5.1b)

Figure 4.6c shows the marginalized intensities Id↓x versus the distance xd =

[−0.5, 0.5] m. The intensities decay exponentially with peaks 1× 10−3 and 1.8× 10−3

at the center, xd = 0 m, for the Cl-B and Cl-S SSCL channels, respectively, and

almost zero value at |xd| = 0.5 m. Due to the uniform value of the marginalized

intensities w.r.t. φd, the intensity profiles for xd and yd are similar and can be fitted

with the following two-dimensional functions for the Cl-B and Cl-S SSCL channels

13In this paper, the fitting is accomplished using the tool of curve fitting in Matlab [97, CFTOOL].
The goodness of the fit R-square= {0.8574, 0.8714} and RMSE= {5.95 × 10−6, 7.606 × 10−6} for
Cl-B and Cl-S channels, respectively.
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as14

ICl-B
d↓x,y(xd, yd) =

0.591

103
exp(−10.95 |xd| − 11.3 |yd|) , (4.5.2a)

ICl-S
d↓x,y(xd, yd) =

1.466

103
exp(−15.41 |xd| − 15.46 |yd|). (4.5.2b)

Though, the diffusing pattern has a small spot on the bottom of the sea ice sheet

(i.e., |xd| and |yd| ≤ 0.5 m), due to the orientation with angle 45o, the spot expands

out with the propagation in the seawater as shown in the next subsection.

Figure 4.6d shows the marginalized diffusing pattern Id↓t (i.e., temporal dispersion

patterns of the upward transmission) with td = [2, 24] ns. The pattern of the Cl-S

channel has a high peak with amplitude 14 × 10−3 and it decays slowly with a long

dispersion time due to the thickness and much particle scattering occurred for the

laser beam in the channel as can be seen from Table 4.2b (i.e., a larger thickness,

and higher temperature and salinity values). In contrast to the Cl-S channel, the

pattern of the Cl-B channel has two peaks with amplitudes 32× 10−4 and 26× 10−4.

The time interval between the two peaks is nearly equal to the time taken by the

optical ray to propagate from the bottom to the surface of the ice sheet. Thus, the

shown dispersion pattern can reveal information about the thickness of the bare sea

ice sheets whilst performing a communication function. The shown time dispersion

14The corresponding goodness of the fit criteria are; R-square= {0.9053, 0.9261} and RMSE=
{1.522× 10−5, 2.505× 10−5} for Cl-B and Cl-S channels, respectively.
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patterns can be fitted to a sum of Gaussian functions in td as15

Id↓t(td) =
3∑
i=1

αi exp

(
−
(
td − βi
γi

)2
)
. (4.5.3)

Equations (4.5.1)-(4.5.3) serve as a guide for a future analytic model for the upward

transmission. The equations are shown with dotted lines in Fig. 4.6. We notice a

good agreement between the equations and MCNRT results in space but less accuracy

for the temporal dispersion patterns. Note that we also tested other fitting functions

proposed in the literature for underwater CIRs in other scenarios (such as double

gamma weighted [53], combination of exponential and arbitrary power [54], and Beta

Prime distributions [55]), however, Eq. (4.5.3) provided a much better in fit for

SDOC. In fact, the fitting is challenging due to the dense scattering taken place in

the channel. Thus, further investigation is required to obtain more accurate equation

as a future work.

4.5.2 Results for Downward Transmission

In this subsection, we demonstrate numerical results for the CIR, DC gain Ho,

and the delay spread τRMS. The results are obtained using equations (4.3.23)-(4.3.26),

and take into account the effects of the type of the sea ice, seawater, Rx configuration,

and the position of the AUV-Rxs. The position and FOV parameters in the following

were chosen to show there scope of operating characteristics for the SSCL channel.

The optimization of these parameters for maximize communication performance is

15For Cl-B channel, the coefficients αi, βi and γi are {2.405 × 10−3, 1.931 × 10−3, 1.025 ×
10−3}, {9.093×10−9, 1.041×10−8, 1.121×10−8}, {7.041×10−10, 6.492×10−10, 7.043×10−10}, respec-
tively. As well, For Cl-S channel, the coefficients αi, βi and γi are {1.059×10−2, 1.547×10−3, 5.333×
10−4}, {9.274×10−9, 1.206×10−8, 1.492×10−8}, {1.465×10−9, 1.817×10−9, 2.262×10−9}, respec-
tively.
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left as future work.
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Figure 4.7: The effects of the sea ice on CIR with (θFOV = 140o, Dr = 15 cm) and
position {∆x,∆y,∆z} = {2, 0, 3}m.

Impact of Sea Ice

Figures 4.7 shows the normalized received power versus arrival time (i.e., CIR) for

the case of coastal seawaters and different types of ice sheet, namely, Co-S, Co-B and

coastal-pure (Co-P)16 channels. The AUV-Rx has the parameters θFOV = 140o and

Dr = 15 cm, and is located at the position (∆x = 2,∆y = 0,∆z = 3 m). As shown in

16Co-P SSCL channel is the coastal seawater cascaded with a free-impurity sea ice, i.e., a perfect
transparent sea ice. This pure sea ice rarely exists on the frozen oceans, and it is considered here
just as benchmark.
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the figure, the snow-covered sea ice sheet records the highest CIR amplitude and the

largest dispersion thanks to the dense scattering occurring through its layers, as given

in Table 4.2b. The Co-B channel shows a lower CIR amplitude and a relatively narrow

dispersion due to a lower scattering coefficient as compared to the Co-S channel, see

Tables 4.2a and 4.2b. The CIR of the pure sea ice sheet channel records the smallest

amplitude and dispersion because there are no particles to scatter from inside the

sheet. This result is likely to arise when the sea ice is thinned, such as when a part

of the sea ice sheet melts in the summer season. The channel time delay, τd, takes

its smallest value in the case of Co-S channel, which due to the fact that the second

layer in the Co-S channel (m = 2) has a larger scattering coefficient with contrast

to the second layer in the Co-B channel, see Tables 4.2b and 4.2a. Numerically, the

peaks of the CIRs are 3.1 × 10−6, 2.4 × 10−6 and 3.2 × 10−8, and the delay spreads

are 15×10−9, 8×10−9 and 4×10−9 sec for the Co-S, Co-B and Co-P SSCL channels,

respectively.

Impact of Seawater

Figure 4.8 shows the CIR for an AUV-Rx with θFOV = 90o and Dr = 15 cm at position

(∆x = 3, y = 0,∆z = 2 m) bellow a bare sea ice sheet. The CIRs are shown for the

Co-B, Cl-B and a Pu-B SSCL channels, where Pu-B denotes pure seawater cascaded

with the bare sea ice sheet17 (i.e., a(m = 1) = 0.053 m−1, b(m = 1) = 0.003 m−1)

[159]. Here, we used the bare-sea ice which has less scattering compared to snow-

covered sea ice, this makes the effect of the seawater on the channel more significant.

17The pure seawater rarely exists underneath the frozen oceans, and it is considered here for
comparison.
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Figure 4.8: The effects of the seawater on CIR with (θFOV = 90o, Dr = 15 cm) and
position{∆x,∆y,∆z} = {3, 0, 2}m.

At a distance of ∆x = 3 m from the AUV-Tx, the FOV does not see the diffusing

spot on the bottom of the sea ice. Thus, the amplitude of the CIR depends on beam

scattering in the sea water. As shown in the figure, the case of coastal seawater has

the highest amplitude and largest dispersion due to particle scattering. However,

pure seawater provides the AUV-Rx with the less significant CIR. Numerically, the

peaks of the CIRs are 5.2 × 10−9, 3.4 × 10−9 and 2 × 10−10, as well, and the delay

spreads are 8 × 10−9, 8 × 10−9 and 4 × 10−9 sec for the Co-B, Cl-B, and P-B SSCL

channels, respectively.
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Figure 4.9: The effects of the FOV on ho and τRMS with Dr = 10 cm at position
{∆x,∆y,∆z} = {3, 0, 2}m and Co-B channel.

Effects of FOV

Figure 4.9 shows the DC gain and delay spread of the channel versus the Rx FOV

for AUV-Rx located at position (∆x = 3,∆y = 0,∆z = 2 m). In general, increasing

the FOV leads to the collection of more rays and improves the DC gain. However, the

rate of change in the DC gain with the FOV (∂ho/∂FOV) depends on the location of

the AUV-Rx with respect to the diffusing surface. For the given case study in Fig.

4.9 and according to the geometry of the topology, the receiver aperture begins to
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receive a direct signal from the diffusing surface at a computed FOV = 102.7o and

receives signals from the complete diffusing surface at a computed FOV ≥ 120.5o. The

computed FOVs are shown in the figure with values 93o and 122o, respectively, due

to the impacts of the orientation of the diffusing beam with angle 45o and scattering

occurring in the coastal seawater. This observation can help explain the results given

in the figure as follows. When the FOV changes from 36o to 93.6o, the rate of change in

∂ho/∂FOV is 0.0456 per degree. As the FOV increases further, it starts to collect rays

with high energy from the diffusing surface. Thus, when the FOV changes from 93.6o

to 122o, the rate of change increases to ∂ho/∂FOV is 0.2137 per degree. Increasing

the FOV further (FOV ≥ 122o), there is no additional improvement in the DC gain

since nearly all power is collected.

On the other hand, the RMS delay spread depends on the time of diffusing td

(4.3.9) in addition to the time taken to propagate from the bottom of the sea ice to

the lens of the Rx (i.e., the distance µdo + µd1 , see Fig. 4.4). In general, the value

of td is a smaller for diffused rays that leave the sea ice close to the origin of the

diffusing spot than for those rays that are further away. However, the propagation

time from the sea ice to Rx for rays near the diffusing spot is longer than those further

away. The RMS delay spread of the link is thus impacted by the balance of diffusing

and propoagation times. Qualitatively, when θFOV ≤ 97o, the Rx does not see the

diffusing spot origin directly and the RMS delay spread is dominated by td. That is,

the total time of propagation will be close to the mean value resulting in a smaller

RMS delay spread. However, as FOV increases, i.e., 97o ≤ θFOV ≤ 107o, the received

rays from the diffusing spot with longer propagation time dominate increasing the

delay spread. Finally, for θFOV ≥ 107o, the AUV-Rx receives diffused rays arriving
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from both the origin of the diffusing spot, {xd, yd} ≈ 0, as well as diffused rays over

a wider area of the ice sheet which contributes to a reduction in the delay spread.
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Figure 4.10: The effects of the depth on ho and τRMS with (Dr = 10 cm,
θFOV = 90o) at x-y position {∆x,∆y} = {3, 0}m and Co-B channel.

Impact of Depth

Figure 4.10 shows the DC gain and delay spread of the channel versus the depth,

∆Z , for an AUV-Rx with lens diameter Dr = 10 cm and θFOV = 90o. The AUV-

Rx is located at a relatively long distance from the origin of the sea ice, (∆x =

3m,∆y = 0) m. The AUV-Rx captures more diffused rays with increasing depth in

the rang ∆z = [1, 3] m, then, the power captured decays with range for ∆z ≥ 3 m,

171



Ph.D. Thesis – A. Ghazy McMaster University – Electrical Engineering

as shown. This phenomena can be interpreted as follows. The spatial coverage of

the diffusing pattern, in the x-y plane, extends with the depth due to two reasons.

Firstly, the orientation of the diffusing pattern with the polar angle as shown in Fig.

4.6a. Secondly, the scattering taking place in coastal seawater contributes more in

extending the spatial coverage of the diffusing pattern. However, for ∆z ≥ 3 m, the

DC gain decays with the depth, due to the absorption taking place in the coastal

seawater which dominates the impact of scattering. Numerically, the rate of change

in the gain with the depth, (∂ho/∂(∆z)), is fixed in the range ∆z = [1.5, 2.5] m with

value ∂ho/∂(∆z) = 0.6860 per meter, however, it is higher in the range ∆z = [2.5, 3]

m with value ∂ho/∂(∆z) = 2.1419 per meter. On the other hand, the delay spread

reaches to its minimum value at depth ∆z = 2.7m as shown. This occurs since the

lens (with θFOV = 90o and at location ∆x = 3) captures the LOS rays diffused from

points close to the diffusing spot on the bottom of the sea ice. These LOS rays arrive

with high amplitude and small propagation times, resulting in the RMS delay spread

attaining its minimum value.

The Spatial Distributions of Ho and τRMS

Figure 4.11 shows the spatial distributions of the DC channel gain and the RMS

delay spread versus the position of the AUV-Rx in the x-y plane. The results are

shown for Co-S channel within the area of 6 × 6 m2. As well, Table 4.3 summarizes

statistical values of the DC and RMS delay spread and contrasts the results with the

case of the Co-B channel. The results are associated to an AUV-Rx located at ∆z = 3

and equipped with a lens with Dr = 15 andcm, θFOV = 140o. These settings for the
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(a)

(b)

Figure 4.11: The distributions of ho and τRMS with (Dr = 15 cm, θFOV = 140o,
∆z = 3) for the Co-S channel.

AUV-Rx are used in the remainder of the numerical results.

As shown in Fig. 4.11a, the DC gain distribution is symmetric in the x-y plane

around the center (∆x = 0,∆y = 0) and the DC gain value decreases monotonically
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Table 4.3: Extracted statistics from Fig. 4.11

Parameters The Co-S channel The Co-B channel
Minimum ho 5.82× 10−6 6.2× 10−6

Maximum ho 1.239× 10−4 0.7× 10−4

Average ho 3.587× 10−5 2.33× 10−5

Minimum τRMS 8.74× 10−10 5.50× 10−10

Maximum τRMS 1.53× 10−9 1.085× 10−9

Average τRMS 1.073× 10−9 0.77× 10−9

with ∆x and ∆y. The shown distribution matches with the average response from

the results in Figs. 4.6b and 4.6c. As well, as given in the table, the DC gain values

in case of the Co-S channel are higher than that in case of the Co-B channel due to

the dense scattering taking place in the snow cap. Numerically, from Table 4.3, the

maximum values of the DC gain are 0.7 × 10−4 and 1.239 × 10−4 and the average

values are 2.33× 10−5 and 3.587× 10−5 for the Co-B and Co-S channels, respectively.

In Fig. 4.11b, the RMS delay spread spatial distribution is shown. In the area

under the diffusing surface, the main amount of the power arrives from the LOS rays

from the diffusing spot. Thus, these rays take the shortest path and the corresponding

RMS delay spread has the lowest value in this area. At the edge of the considered area,

the majority of received power arises from scattered rays. Thus, the corresponding

RMS delay spread has the highest value. In the intermediate area, the RMS delay

spread value fluctuates with the position of the AUV-Rx depending on whether a

LOS or scattering components dominate. As well, from Table 4.3, the RMS delay

spread is on the order of nanoseconds, however, the values in case of the Co-S channel

are higher than that in case of the Co-B channel. Numerically, the maximum values

of the RMS delay spread are 1.085× 10−9 s and 1.53× 10−9 s and the average values

are 0.77× 10−9 s and 1.073× 10−9 s for the Co-B and Co-S channels, respectively.
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Figure 4.12: The BER for the Rx-PE (perfect equalization) system versus the
distance x with Rb = 50 Mbps and Po = 100 mW.

4.5.3 Link Performance

In this subsection, we numerically investigate the BER performance and maximum

achievable bit rate for proposed system. The AUV-Rx is equipped with Dr = 15 cm

with θFOV = 140o and located at y-z position {∆y,∆z} = {0, 3} m, load resistance

is RL = 200 Ω, and the electrical bandwidth of the Rx is considered as 0.7 GHz. A

DFE equalizer is implemented using 15 taps Tb-spaced branches. The coefficients of

the taps are obtained using 2024 training symbols, and the LMS algorithm runs with

control value equal to 0.15.The ISI, shot, and thermal noises are evaluated using Eqs.

(4.4.7)-(3.3.19). For the background radiation, clear weather is assumed with the sun

at zenith angle equal to ≈ 60o [167, 62]. For the thermal noise, the temperature of
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the seawater is assumed zero Celsius, see Fig. 4.2.

Figure 4.12 shows the average BER performance versus the distance ∆x for a

perfect equalizer receiver (Rx-PE), i.e., visi = 0, where performance limitation only

arises from the Rx noise, dominated by background radiation. Here, we consider Co-

B and Co-S channels, and the Rxs are equipped with optical filters with bandwidths

∆λ ∈ {1, 5, 10} nm. The average transmitted optical power is Po = 100 mW and

the bit rate is Rb = 50 Mbps. As shown, the BER performance degrades with

distance and improves by decreasing the bandwidth of the optical filter. As well, the

BER performance in the case of the Co-S channel is better than Co-B channel for

two reasons. Firstly, the Co-S channel has a higher upward transmission DC gain;

secondly, the Co-S channel reduces impact of the solar radiations much more than

the Co-B channel. For example, considering a BER threshold of 10−3 as indicated by

the green line in the figure, the AUV-Tx can communicate with the Rx-PE at ranges

∆x = {4, 3, 2.75} and {3.5, 2.75, 1} m with the bandwidth ∆λ = {1, 5, 10} in cases

of the Co-S and Co-B channels, respectively. In other words, scaling ∆λ down by 10

times raises the communication range by 45% and 250% in cases of Co-S and Co-B

channels, respectively.

Figure 4.13 compares the normalized optical power penalty (NOPP) versus the

normalized RMS delay spread (NRDS) defined as

NRDS =
τRMS

Tb

at BER= 10−3 for receivers with equalization (Rx-E) and unequalized (Rx-UE). The

NOPP is defined as the required transmitted optical power to achieve the desired

FEC limit in cases of Rx-E and Rx-UE systems normalized by that required in case
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Figure 4.13: The normalized optical power penalty (NOPP) versus the normalized
RMS delay spread (NRDS) for Rx-E and Rx-UE (no equalization) cases.

of the Rx-PE system. The RMS delay spread τRMS is computed for the AUV-Rx

at position ∆x = 2 m, where τRMS = 1.1 × 10−9 s and 8.5 × 10−10 s for the Co-S

and Co-B SSCL channels, respectively. As well, the bit duration is varied in the

range Tb ∈ [2, 100] ns, i.e., 18 Rb ∈ [10, 500] Mbps. The case of Rx-UE is used as a

benchmark to highlight the benefit of channel equalization.

At low data rates, e.g., (NRDS ≤ 0.05), where the bit duration is much larger

than the RMS delay spread, the effect of ISI on the system performance is limited and

the performance of Rx-UE and Rx-E are nearly the same. As the data rate increases,

18At distance ∆x = 2 m, a data rate of 500 Mpbs is considered as a maximum since the average
transmitted power is limited to 200 mW for the Rx-E systems, as indicated in the simulation
parameters.
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the impact of ISI increases and Rx-E gradually outperforms Rx-UE. Specifically, for

the Co-B channel at NRDS= 0.075, Rx-E and Rx-UE require NOPP= 2.15 dB and

NOPP= 2.52 dB, respectively. For the Co-S channel at the same NRDS, Rx-E and

Rx-UE require NOPP= 2 dB and NOPP= 2.5 dB, respectively. At higher data

rates of NRDS= 0.2, Rx-E and Rx-UE require NOPP= 6.3 dB and NOPP= 3.5 dB,

respectively, for the Co-B channel. For the Co-S channel at the same NRDS, Rx-E

and Rx-UE require NOPP= 3.2 dB and NOPP= 5.8 dB, respectively. These results

indicate that the equalizer improves the power efficiency of the systems by nearly 3

dB, which means the required transmitted power is reduced roughly by a factor of two.

In other words, the AUV with the equalized system enhances the power-efficiency of

the AUVs which means more lifetime for the battery.

Figure 4.14 shows the maximum achievable bit rate under the constraint BER≤

10−3 versus the distance ∆x with average transmitted optical power Po ∈ {100, 200}

mW. As shown in the figure, the maximum achievable bit rate (Rb ≈ 700 Mpbs) is

achieved directly under the diffusing surface (∆x ≤ 1 m). However, as ∆x increases,

the maximum achievable bit rate decreases; the proposed system can achieve broad-

cast data rates on the order of Rb = 1 Mpbs over communication ranges of ∆x = 6 m.

As indicated by the green dashed line, to maintain a communication rate of 10 Mbps,

scaling the transmitted power by 2 increases the communication range by 18% and

10% in cases of Co-B and Co-S channels, respectively. This trade off between data

rate and coverage distance should be considered during planning stage of the AUV

swarms, based on the required data rate and range.
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Figure 4.14: The maximum achieved bit rate for the Rx-E system versus the
distance with FEC limit of BER= 10−3 .

4.6 Conclusions

In this paper, for first time, we propose a broadband-broadcast approach suitable

for networking AUVs under sea ice, albeit with limited range. We take advantage of

existing ice sheets on the sea surface to establish a diffusing communication systems.

The SSCL model was introduced in which the channel is represented in the form of

cascaded layers with uniform optical characteristics. Due to the challenge of analytic

modeling of optical signal scattering inside the ice sheet, MCNRT is used to evaluate

the diffusing pattern of upward transmission. For downward transmission, the CIR

was derived in the form of a quasi-analytic equation assuming single scattering light

propagation. Due to the expected effects of ISI and relatively high background solar
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power noise, we propose a new transceiver architecture that helps in mitigating the

effects of these factors. We also provide extensive numerical results to investigate the

effects of water and ice types, Rx parameters i.e., FOV and optical filter bandwidth,

and the Rx location on the system performance.

The challenges in implementing SDOC systems includes the transceiver size which

must be carefully chosen depending on the size of the AUV. The transmitted power

must also be determined according to battery-life and eye-safety constraints. Lastly,

the SDOC approach is not appropriate bellow transparent sea ice sheets which rarely

exist in practice on frozen oceans. Future work includes further investigations for

quasi-analytic forms of the diffusing patterns, investigating a better fit for the tem-

poral diffusing pattern as well as experimental validation of the obtained results.
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Chapter 5

Conclusions

5.1 Summary

Recent underwater applications require reliable high-speed short-range commu-

nications systems. This thesis has proposed three novel wireless optical systems:

A-MIMO, TA-MIMO, and SDOC. These systems have taken advantage of optical

wireless systems’ reliability and high speed. They have been adopted for short-range

applications such as video surveillance in shallow seawater, data muling, and real-time

signaling exchange for AUV-swarms. A detailed description of the work is as follows:

In Chapter 2, in contrast to C-MIMO systems, A-MIMO systems are robust

against link displacements and length variation. In addition, they have been imple-

mented with smaller sizes. These features are essential for applications with low costs

and small sizes, e.g., tiny sensors and small AUVs. Due to window truncation, A-

MIMO systems provide communications with short ranges, e.g., 6 meters. However,

A-MIMO systems could be adopted for short-range applications, e.g., data muling

links between AUVs and sensor nodes fixed on the seabed.
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In Chapter 3, TA-MIMO systems have been proposed to offer tracking and

localization functions besides the communication jobs. TA-MIMO systems are good

candidates for video links between AUVs and buoyed nodes on seawater surfaces.

However, TA-MIMO systems require imaging receivers that reflect on the cost and

complexity of the implementations.

In Chapter 4, SDOC systems have been proposed for broadband-broadcast com-

munications under sea ice. In contrast to multi-LED systems, SDOC systems are

robust against the blockage, shadowing, and misalignment. SDOC systems provide

high-speed on the order of Gbps, and they are implemented with simple hardware.

However, SDOC systems should be adopted for short-range applications, e.g., AUVs

swarm.

5.2 Conclusions

The work in this thesis was centered around reliable high-speed point-to-point and

broadcast communications systems for UWOSN. Three novel systems were proposed

for UWOC, which is the unifying theme of the thesis. Throughout the development

of this thesis, several contributions were introduced, and several observations and in-

sights were obtained from each chapter. The contributions, observations, and insights

are summarized in the following:

Firstly, A-MIMO systems have offered solutions for the challenges of UWOC links,

e.g., misalignment, opto-electronic non-linearity, and eye safety. However, A-MIMO

systems are not robust against relative tilt between the ends of links. According to

models of A-MIMO systems, the systems should be adopted for short-range appli-

cations to avoid window truncation impacts. Though communication ranges can be
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increased, this leads to an increase in system sizes. Implementing LD and PD arrays

with smaller inter-spaces extend communication ranges while keeping small system

sizes. However, small inter-spacing in LD and PD arrays degrade systems capacities

due to increasing spatial interference between adjacent channels. Due to spatial in-

terference, C-MIMO and A-MIMO systems are not recommended to be implemented

in high turbidity seawaters. A-MIMO systems are good candidates for high-speed or

latency-sensitive applications, e.g., video surveillance, real-time signaling, and data

muling.

Secondly, in addition to the merits offered by A-MIMO systems, TA-MIMO sys-

tems have offered reliability against relative disorientation between the ends of links.

TA-MIMO systems could also perform localization functions besides reliable commu-

nications, which is very important where the global position system (GPS) does not

cover underwater environments. In contrast to tracking C-MIMO systems, TA-MIMO

systems are much simpler in computation and implementation due to their robust-

ness against off-axis misalignment. TA-MIMO systems have the same drawbacks as

A-MIMO systems, e.g., window truncation, short-range, severe spatial interference

between the adjacent channels in turbidity seawater. In addition, TA-MIMO systems

require imaging receivers with high resolutions, which may increase the hardware and

costs of the systems. However, performing localization and communication functions

using one system may compensate for these drawbacks. Though, a choice between

A-MIMO and CMIMO systems depends on the link misalignment conditions. How-

ever, TA-MIMO systems are good choices in many underwater misalignment cases,

e.g., F2M, F2B, and M2M links. In order to assist the future design and implementa-

tion of A-MIMO and TA-MIMO systems, robust analysis and comprehensive models
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have been provided with details. Several points are still open for the research in

TA-MIMO and A-MIMO systems, e.g., contrasting with tracking C-MIMO systems,

implementation, testing in the laboratory, multi-carrier with high-order modulations,

and system optimization.

Thirdly, SDOC systems have been introduced as simple models for broadband-

broadcast communications under sea ice, e.g., Arctic and Antarctica zones, rather

than multi-LED systems. SDOC systems are more robust against misalignment,

blockage, and shadowing. As well, they are implemented with small hardware and

low costs. The number of layers should be sufficient for the channel model to obtain

accurate results. However, the thesis compromised the accuracy of results and the

complexity of the computations. Though the communication range is short, beam

steering can increase this range, as indicated in the system model. Beam steering

requires the AUV-Tx to know the locations of AUV-Rxs, which can be achieved by

using localization techniques. Systems of equations have been provided to guide the

feature implementation for SDOC systems. The proposed transceiver setup using

DFE enhanced the link performance. For a well-designed DFE, the number of taps

should be selected according to the RMS delay spread of the channel, i.e., a longer

delay spread requires more taps. RMS delay spread could be estimated using the pro-

posed quasi-analytic model. Though the proposed transceiver mitigated the channel

impairments, more forward steps are required for a better setup. For example, using

LD sources increases the system cost, and LD speed is restricted due to ISI induced by

the diffusing. Hence, LED sources should be contrasted to LD for lower-cost systems.

SDOC approaches require more investigation where several points are still open for

the research, e.g., mobility model, multiple access techniques, beam steering, relays,
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localization, and link optimization.

5.3 Future Work

This thesis proposed A-MIMO, TA-MIMO, and SDOC systems for reliable high-

speed short-range underwater communications. The thesis provided a comprehensive

treatment of the subject through analytic derivations and numerical analysis, analytic

and numerical validation, and numerical simulations. However, several future research

directions and extensions can be motivated by the work in this thesis and the vision

behind it. Future directions and extensions are suggested in the following.

5.3.1 Tracking C-MIMO Systems Versus TA-MIMO Sys-

tems

In this thesis, we have shown link performances for TA-MIMO systems which

dramatically enhances channel capacities in cases of B2F links. Due to the space

limit in Chapter 3, results for tracking C-MIMO (TC-MIMO) systems have not

been considered. TC-MIMO systems could be implemented using one of the tracking

techniques mentioned in Chapter 1, e.g., Gimbal-based and mirror-based systems,

and Smart transceivers [71, 72, 73, 74]. TC-MIMO systems have some advantages,

such as they do not have phenomena of window truncation, and they can provide

high-speed communications with longer ranges. Thus, they may be better solutions

for some communication scenarios and applications than TA-MIMO systems. The fu-

ture works consider contrasting TA-MIMO with TC-MIMO systems and highlighting

which one outperforms under different conditions.
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5.3.2 Experimental Verification for SDOC Approach

In SSCL channels, channels are modeled using vertical cascaded layers of seawater,

ice, snow then the air. For precise models, sea ice and snow mediums are divided into

multi-layers due to nonhomogeneity for the optical properties within the mediums.

The precision of results for CIRs depends on the number of layers of SSCL models.

However, in this thesis, we compromised between the number of layers and the model

complexity. The compromising may not be sufficient to get robust results for CIRs.

In future work, aiming to verify the obtained CIRs, we may implement SDOC systems

and measure the CIRs in the laboratory.

5.3.3 Optimized Configurations of SDOC Links

In system designs of SDOC links, there is a trade-off between configuration pa-

rameters of the link, e.g., working wavelength, lens diameter, and FOV of AUV-Rxs.

In configurations of AUV-Txs, using green wavelengths minimize the attenuation of

optical beams. On the other hand, background radiations also reach their peaks at

these wavelengths. Rather than using green wavelengths, other wavelengths in the

range of 400-1500 nm may offer a better compromise. In configurations of AUV-Rxs,

enlarged receiver sizes and FOVs enhance channel gains. On the other hand, these

settings signify background noise as payments. Optimal configurations for the links

should be obtained given some network constraints such as coverage ranges, depths,

FEC limits, and channel parameters.
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5.3.4 Mobility Models for SDOC Networks

In the numerical results of SDOC systems, it is assumed that the AUV-Tx is fixed

at the origin, and instance performance for links are evaluated at different positions

and orientation for AUV-Rxs. However, this is not the case in practical scenarios,

and the average performances of links depend on the mobility models of AUV-Tx and

AUV-Rxs. In the extension of this work, we consider mobility models that include

intended motions of AUVs and non-intended motions due to seawater currents and

waves.

5.3.5 Multiple Access Schemes for SDOC Networks

SDOC approaches have been proposed for broadcast communications which means

the same information is transmitted from AUV-Tx to all AUV-Rxs. However, in gen-

eral scenarios, each AUV-Rx is associated with different information, and this requires

multiple access techniques (MAT) to avoid the mutual interference between AUV-Rxs.

MATs adapt the transmitted power of each AUV-Rx according to the channel condi-

tions, e.g., small transmitted power to close AUV-Rxs and higher transmitted power

to fare AUV-Rxs. In future work, appropriate MATs are investigated for SDOC

systems according to the particular characteristics of SDOC channels.

5.3.6 Virtual Relaying for SDOC Networks

Though, SDOC systems provided high-speed communications with high reliabil-

ity. However, the systems are limited in communication ranges to a few meters, e.g.,

7 meters. The systems have achieved BER less than 10−3 with typically range 6

meters and speed on the order of 1 Mbps as shown in [9]. Though the transmitted
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power can be raised to extend communication ranges, the eye-safety, eco-friend, and

power-efficiency conditions must be considered. In the future research step, we ex-

tend the communication ranges of SDOC systems using the concept of the virtual

relay. Virtual relays are AUVs that perform the role of the relays besides their role as

transceivers. After the decoding and amplification process, the virtual relay receives

the information and re-transmits it to its neighbors. With well-designed relay archi-

tectures, we aim to provide high-speeds with a fraction of Gbps with communication

ranges on the order of tens of meters and transmitted powers more minor than the

threshold of MPE.
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Appendix A

Proofs of Closed-Form Equations

A.1 Introduction

Chapter 3 provides closed-form equations, Eq. (3.3.10)-(3.3.14), that compute

AoA distributions with high time efficiency and accuracy. The closed-form equations

have been verified using the MCNR method, as shown in Figs. 3.8-3.10. These

equations serve as guides for the feature implementations of A-MIMO and TA-MIMO

systems. In this appendix, due to the importance of these equations, we provide

detailed proofs for readers’ convenience.

Note that this appendix has been published in [9], and IEEE only owns the

copyright of the material presented in this part.
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A.2 Proof of Equation (3.3.10)

Assuming that the beam spot on the transmitter lens is relatively small (w � lt),

the mth
t LD can be well approximated as a single-ray source. According to this as-

sumption, the double integration over (xt, yt) in Eq. (3.3.9), i.e.,
∫
xt

∫
yt
Imt(xt, yt) dyt dxt,

is reduced to the transmitted optical power Po.

Moreover, the integration over µ0 in Eq. (3.3.9) can be solved for the central LD

(xt = 0, yt = 0) with on-axis alignment assumption (∆x = 0,∆y = 0) as follows. The

geometric loss function Gmt (xsr, y
s
r) depends on µ0 as indicated in Eqs. (3.3.5), (3.3.7)

and (3.3.8). Thus, the inequality in Eq. (3.3.5) can be rewritten in terms of µ0 using

Eqs. (3.3.7) and (3.3.8) assuming: xt = yt = ∆x = ∆y = 0. The solution of µ0 lies in

the range µs1 ≤ µ0 ≤ µs2 , where µs1 and µs2 are given as

{µs1(θr, φr), µs2(θr, φr)} =

f3(θr, φr)

2 f4(θr, φr)
±

√[
f3(θr, φr)

2

4 f4(θr, φr)2
− L2 tan(θr)

2 − l2r/4
f4(θr, φr)

]
,

(A.2.1)

where functions f3(θr, φr) and f4(θr, φr) are defined as

f3(θr, φr) = 2L [sin(φmt) sin(φr) + cos(φmt) cos(φr)]

× tan(θr) sin(θmt)− 2L tan(θ2
r) cos(θmt),

f4(θr, φr) = sin(θmt)
2 + tan(θr)

2 cos(θmt)
2 − 2 tan(θr)

× cos(φr − φmt) sin(φmt) cos(φmt).

(A.2.2)

The common range between the limits of the integration over µo, i.e., 0 ≤ µ0 ≤
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L/ cos(θt), and µs1 ≤ µ0 ≤ µs2 can be defined by two optimization functions as

follows:

f1(θr, φr) = max{0, µs1(θr, φr)},

f2(θr, φr) = min

{
L

cos(θt)
, µs2(θr, φr)

}
.

(A.2.3)

Therefore, integrating the first term of Eq. (3.3.9) over f1(θr, φr) ≤ µ0 ≤ f2(θr, φr)

yields a closed-form AoA distribution for the central LD with on-axis alignment as

shown in Eq. (3.3.10).

A.3 Proof of Equation (3.3.12)

Equation (3.3.11) can be rewritten in a simpler form with zero launching angle,

i.e., θmt = 0. By substituting θmt = 0 in Eq. (A.2.1), the solutions of the inequality

and the scattering angle are obtained as

{µs1(θr), µs2(θr)} =

[−(L+ lr cot(θr)/4), (lr cot(θr)/4− L)] ,

θs = θr.

(A.3.1)

Thus, the integration over φr in Eq. (3.3.11) can be computed analytically as shown

in Eq. (3.3.12).
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A.4 Proof of Equation (3.3.14)

In case of the central LD (xt = 0, yt = 0) at on-axis transmission (∆x = 0,

∆y = 0) and zero launching angle (θmt = 0), the azimuthal AoA distribution is

uniform as shown in Fig. 3.10, and is computed as

Pφr(φr|θmt = 0) =
Pr
2π

, (A.4.1)

where Pr is the total received power on the receiver lens which is obtained by inte-

grating Eq. (3.3.12) over θr using the following integral forms [170]

∫
exp

[
−a x2

]
dx =

√
π

4 a
erf
(√

a x
)
,∫

xm exp [−β xn]dx =
1

(nβγ)
Γ (γ, n βxn),

(A.4.2)

where γ = (m + 1)/n and {β, n} 6= 0. The ingratiation in Eq. (A.4.2) is calculated

using the following approximations

[
sin(θr) (sec(θr)− 1)−1

(2 + 2 g2 − 4 g cos(θr))3/2

]
≈
[
156.3 θ−1.519

r − 1802
]
,

sec(θr) ≈
[
θ2
r/2 + 1

]
.

(A.4.3)

The first approximation in Eq. (A.4.3) is done at g = 0.91 by using curve fitting tool

(i.e. cftool tool box) in Matlab [97]. The second one is done by using Taylor series

expansion. So, the approximated closed-form is given in Eq. (3.3.14).
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Appendix B

Dependency of SSCL Models on

Temperature and Salinity

B.1 Introduction

As shown in Chapter 4, SSCL models are cascaded layers; seawater, ice, snow,

and atmosphere. In each layer, optical parameters (i.e., absorption and scattering

coefficients, asymmetry parameter, and refractive index) depend on hosting mediums

and values of temperature and salinity. In this appendix, we discuss in more detail

SSCL models and Table 4.1 for readers’ convenience. We also show the dependence

of the optical parameters on values of temperature and salinity.

Note that this appendix has not been published in [10] due to limited space, and

the thesis owns the copyright of the material presented here.
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B.2 Layers of SSCL Models

In SSCL models, equations (4.2.5)-(4.2.9) are used to obtain absorption and scat-

tering coefficients, asymmetry parameters, and refractive index values. Equations

(4.2.5)-(4.2.9) depend on parameters {aj, bj, gj} which are challenge in the computa-

tions or measurements. These parameters are not obtained exactly, however, they are

approximated depending on the hosting media and values of temperature and salinity

as the following.

B.2.1 Seawater Layer (m = 1)

Morel’s model [140, 144] is adopted here for the seawater layer, where the sea-

water is composed of; pure water, chlorophyll-a, and yellow substance particles. All

particles contribute to the absorption; however, the scattering occurs due to particles

of pure water and chlorophyll-a matter. The absorption and scattering coefficients

are calculated in [144] and [140], respectively. The chlorophyll-a concentration, C,

governs the turbidity of the seawater, where the pure, clear, coastal, and turbid sea-

waters are contaminated by C ≤ 0.15, 0.15 ≤ C ≤ 0.42, 0.42 ≤ C ≤ 2.7, and 2.7 ≤ C

in milligram/m3, respectively [32]. An increase in turbidity leads to higher absorption

and scattering coefficients. The phase scattering function is defined using the OTHG

function shown in Eq. (4.2.7) [90]. The asymmetry parameter of the seawater varies

with type of the seawater, specifically, asymmetry parameters are g(m = 1) = 0.87,

g(m = 1) = 0.94, and g(m = 1) = 0.92 for the pure and clear seawaters, the coastal

seawater, and turbid seawater, respectively [141]. Also, refractive indices of pure wa-

ter, chlorophyll-a and yellow substance are n1(m = 1) = 1.333, n2(m = 1) = 1.54

and n3(m = 1) = 1.54, respectively [38], [34].
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B.2.2 Ice and Snow Layers (m = [2, 3, ..., 1 +mi +ms])

Hamre’s model [37] is adopted here for ice and snow layers, where aj(m,λ),

bj(m,λ), pθs,j(m,λ) and gj(m,λ) can be approximated with two assumptions, the

imaginary part of the refractive index is small and the radius of the particle is large

relative to the wavelength, as demonstrated in [37]. Rather than using Eq. (4.2.5),

the absorption coefficient of mth layer is well approximated as [37]

a(m,λ) =
4 π nio(m,λ) fvo(m)

λ
+

Jm∑
j=1

4π nij(m,λ) fvj(m)

λ

×
(n̂3

j(m,λ)− (n̂2
j(m,λ)− 1)3/2)

n̂j(m,λ)
,

(B.2.1)

where, nij is the imaginary part of the refractive index (i.e. nj(m,λ) = nrj(m,λ) +
√
−1nij(m,λ)) of the material that jth particle is made from. The symbol of n̂j(λ,m)

presents the ratio of the real part of the refractive index of the particle relative to the

hosting medium of that layer, n̂j(λ,m) = nrj(λ,m)/nro(λ,m).

Rather than using Eq. (4.2.6), the scattering coefficient of mth layer is well ap-

proximated as [37]

b(m) =
3

2

Jm∑
j=1

fvj(m)

rej(m)
, (B.2.2)

where, fvj(m) and rej(m) are volume fraction and the effective radius of jth par-

ticle, respectively, where 0 ≤ fvj(m) ≤ 1 and
∑Jm

j=1 fvj(m) = 1.

The phase scattering function is approximated using OTHG function with −1 ≤

g(m,λ) ≤ 1. Eqs. (B.2.1)-(B.2.2) depend on parameters {fvj(,m), rej(m),

gj(λ,m), nj(λ,m)}. These parameters will be quantified for the ice and snow layers,
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respectively, as the following.

Ice Layers (m=[2, ...,mi + 1]):

According to Hamre’s model [37], pure ice is typically contaminated by brine pock-

ets (i.e., dissolved salts), solid salts particles, air bubbles, algae (i.e., green matters of

the seawaters), and soot (i.e., black carbons falls from the atmosphere). The absorp-

tion is occurred due to pure ice, algae, and soot matters. The absorption coefficient

of the pure ice is assumed uniform along with the ice layers. The presence of algae

matters is assumed only in the first ice layer (i.e., m = 2); however, soot matters

are assumed only in the last ice layer (i.e., m = 1 + mi). Absorption coefficients of

pure ice, alga, and soot matter are measured and given in [145, 37]. The scatter-

ing is occurred due to brine pockets, air bubbles, and solid salts particles [33]. The

scattering coefficient depends on the volume fraction and the effective radius given in

Eq. (B.2.2). Volume fractions are related to the layer temperature, salinity, and ice

density. For brine pockets, the volume fraction fvb(m) is calculated as [128]

fvb(m) =
S(m) ρi(m)

F1(T (m))
, (B.2.3)

where, F1(T (m)) is a functions in ice temperature and it is given in [128]. Also, ρi(m)

is the bulk density of the ice in that layer, and it is measured in unit of Mg/m3 (i.e.

megagram per cubic meter). For instance, first year ice, the bulk density varies in the

range 0.89 Mg/m3 ≤ ρi(m) ≤ 0.93 Mg/m3 [146]. For air bubbles, the volume fraction

fva(m) is calculated as [128]

fva(m) = 1− ρi(m)

(0.917− 1.4× 10−4T (m))
+
ρi(m)S(m)F2(T (m))

F1(T (m))
, (B.2.4)
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where F2(T (m)) is a function in ice temperature of the mth layer and it is given in

[128]. For particles of solid salt, the volume fraction fvs(m) is calculated as [128]

fvss(m) =
1

1.5
Cs(T (m)) fvb(m) (1 + 8× 10−4Sbr(T (m))) , (B.2.5)

where, Cs(Ti(m)) and Sbr(Ti(m)) are functions in ice temperature and are given in

[128].

The effective radius is quantified in cases of brine pockets and air bubbles, and is

measured in case of solid salts particles. For the brine pockets, the effective radius

reb(m) is computed as [37]

reb(m) =

(
3 fvb(m)

2.4π S(m)

)1/3

, (mm) (B.2.6)

For air bubbles, the effective radius rea(m) is computed as [33]

rea(m) = 2.315 × r2(m)(2.76) − r1(m)(2.76)

r2(m)(1.76) − r1(m)(1.76)
, (mm) (B.2.7)

where r1 and r2 are the minimum and the maximum radius in that layer. Experi-

mentally, it is shown that r1 = 0.1 mm and r2 = 2 mm [29]. For the solid salt, the

effective radius ress(m) is not quantified, however it is shown that it varies in range

of 0.015 mm≤ ress(m) ≤ 0.14 mm according to the measurement on the first year ice

[146].

The asymmetry parameter and the refractive index vary with the temperature of

the ice layers, and they are independent on the wavelength according to Mie theory

(i.e. large and sphere particles assumptions). For the range of T (m) = [−33, 0] ◦C,

197



Ph.D. Thesis – A. Ghazy McMaster University – Electrical Engineering

asymmetry parameters of the brine pockets and solid salts vary linearly in the ranges

gb(m) = [0.98, 0.997] and gss(m) = [1, 0.99], respectively. However, for air bubbles,

the asymmetry parameter is fixed at ga(m) = 0.856 [38, 36]. In the same temper-

ature range, T (m) = [−33, 0] ◦C, refractive indices of brine pockets and solid salts

vary linearly in the following ranges nb(m) = [1.4, 1.34], and nss(m) = [1.31, 1.37],

respectively. However, refractive indices of the pure ice1 and air bubbles are fixed at

noi(m) = 1.309 and na(m) = 0.999999, respectively [38, 142].

Snow Layers (m=[mi + 1, ...,mi +ms + 1]):

According to Hamre’s model [37], the snow is composed of air and ice particles

contaminated by algal and non-algal impurities and soot. The absorption occurs due

to all the snow ingredients, and it is assumed uniform along with the snow layers.

The total absorption of the algae and the non-algal matter is computed in [37]. The

results are shown for pure snow grains and soot impurities in [34, 37]. The scattering is

occurred due to the snow grains. The volume fraction of the snow grains is computed

as [37]

fvs(m) =
ρs(m)

(0.917− 1.4× 10−4T (m))
, (B.2.8)

where ρs(m) is the snow density, and it is measured in unit of Mg/m3.

The effective radius of the snow grain res(m) is not quantified, however it is

measured with the depth and it varies in the range of res = [0.05, 2.5] mm [37].

The asymmetry parameter of the snow grain depends on its effective radius, and

it varies in the range gs = [0.8, 1] [56]. Also, refractive indices of the air2 and snow

1The pure sea ice is the hosting media of the ice layers.
2The air is the hosting media of the snow layers.
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grains are nos(m) = 0.999999 and ns(m) = 1.309, respectively [38, 142].

B.2.3 Atmosphere Layer (m = mi +ms + 2)

For the last layer of the SSCL model, it is assumed that the layer is a free space

(i.e., gases of Earth atmosphere) contaminated by weather components; dust, rain

droplet, and snowflakes. The free space is assumed an ideal medium with no absorp-

tion or scattering effects. The presence of weather components changes according to

the weather condition; clear, foggy, rainy, or snowy weather. The weather compo-

nents absorb the light according to the empirical model given in [148, 171]. Also,

the weather components scatter the light according to the Mie model, and the model

parameters are associated with the type of weather condition [132, Ch. 3]. How-

ever, rather than using the Mie model, the OTHG function can be used as a good

approximation with a small error under assumptions, as demonstrated in [153, 172].

Grabner et al. [152] investigated the effects of rain and fog scattering on optical beam

propagation. Results show that the scattering should be considered in dense fog or

heavy rain conditions.
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Appendix C

Additional Numerical Results for

SDOC Systems

C.1 Introduction

In Chapter 4, due to the limit of space, some results and figures are not included.

In addition to what we have shown in Chapter 4, we provide additional numerical

results and figures for readers’ convenience. In particular, we show the temperature

and salinity profiles of the bare sea ice sheet. Then, we show the effect of receiver

radius on DC gain and delay spread, the effect of receiver positions on CIRs, and the

effect of receiver tilt on CIRs. Two-dimension profiles of DC gain and delay spread

in the x-y plane are shown for the Co-B channel. Finally, BER performances are

evaluated for SDOC systems with different speed and power rates.

Note that this appendix has not been published in [10] due to limited space, and

the thesis owns the copyright of the material presented here.
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C.2 Temperature and Salinity Profiles of the Bare

Sea ice Sheet

Figure C.1 shows measured temperature and salinity profiles of the bare sea ice

sheet with thickness 12 cm, where T is the temperature in Co, S is the salinity ppt,

and 0 ≤ z ≤ 120 mm. The measured profiles are fitted with equations (4.2.3) and

(4.2.4) as shown, and there is a good agreement between the measured profiles and

the fitting equations. Although the shown profiles are for specific ice sheets, they

hold the standard linear and C-Shape for temperature T and salinity S, respectively,

like the case of the snow-covered sea ice sheet shown in Fig. 4.2.

C.3 Effects of Receiver Diameter

Figure C.2 shows DC gain and delay spread versus receiver diameter with θFOV = 90o.

The shown results are associated with an AUV-Rx navigating at position (∆x =

3,∆y = 0,∆z = 2 m) and the Co-B channel. An increase in the diameter raises the

DC gain monotonically because an increase in the diameter decreases the geometric

loss. As shown, a scaling for the diameter by three times, from Dr = 5 cm to Dr = 15

cm, leads to an enhancing in the DC gain by almost 4 times, from ho = 4.2 × 10−8

to ho = 1.77 × 10−7. However, the delay spread fluctuates with an increase in the

diameter, the delay spread depends on both the intensity and the traveling time taken

by the ray to reach the receiver. As shown, the change in the delay spread with the
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Figure C.1: Temperature and salinity profiles versus sea ice depth for a bare sea ice
sheet as show in [131, Fig. 3].
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Figure C.2: The effects of the diameter on ho and τRMS with θFoV = 90o at position
(∆x = 3,∆y = 0,∆z = 2 m) and Co-B channel.

increase in the diameter is not significant. The delay spread changes in the range of

8.14× 10−10 and 8.063× 10−10.

C.4 Effects of Communication Range

Figure C.3 shows CIR distributions for three communication ranges, ∆x = {3, 3.5, 4}m.

The results are associated with AUV-Rx configured with (Dr = 10 cm, θFOV = 90o)

and navigates in the Co-B channel at y-z position of (∆y = 0,∆z = 2 m). Due to

absorption and scattering taken place in the Co-B channel, longer communication

range achieves less received power, however, more pulse dispersion and delay time.

For the communication ranges, ∆x = {3, 3.5, 4}m, the DC gains are obtained as
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Figure C.3: Effects of the position on CIR with (Dr = 10 cm, θFOV = 90o) at
(∆y = 0,∆z = 2 m) and Co-B channel.

2.5×10−7, 1×10−7 and 5×10−8, respectively. These values indicate that an increas-

ing in the communication range with 0.5 meters, scales the gain down by two times.

The computed RMS delay spreads are 7.9× 10−10, 8.0× 10−10 and 8.7× 10−10 sec for

∆x = {3, 3.5, 4}m, respectively.

C.5 Effects of Receiver Disorientation

Figure C.4 shows variations in DC channel gain and RMS delay spread with receiver
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Figure C.4: Effects of the orientation on CIR, Ho and τRMS.

disorientation, θinc = [0o, 90o]. The shown results are associated with AUV-Rx con-

figured with (Dr = 10 cm, θFOV = 90o), located at (∆x = 3,∆y = 0,∆z = 2 m), az-

imuthal angle φinc = 0o, in the Co-B channel. The disorientation leads to an increase

in geometric loss. Thus, the DC gain decreases monotonically versus the inclination

angle, θinc = [0o, 90o]. The rate of the decreasing is slow in the range of θinc = [0o, 20o],

however, the rate of the decreasing is fast in the range of θinc = [60o, 90o]. The dis-

orientation effectively impacts the DC gain when the angle exceeds 20o. However,

the channel gain is fixed with a disorientation angle less than 10o. However, the

delay spread fluctuates with increasing in the inclination angle. As shown, changes

in the delay spread with increasing in the diameter are not significant, where the

delay spread changes on the range of [8.08 × 10−10, 8.01 × 10−10]. Results indicate
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the robustness of SDOC approaches against disorientation which is not the typical

case of LOS communications. SDOC systems inherit this robustness due to the Co-B

channel’s wide spots and omni-directional diffusing patterns.

C.6 Spatial Distributions of Ho and τRMS

Figure C.5 shows spatial distributions for DC gain and RMS delay spread versus

position of the receiver on the x-y plane. The results are shown for the Co-B channel,

and distributions cover an area of 6 × 6 m2. The results are associated to AUV-

Rx configured with: Dr = 15 cm, θFOV = 140o, ∆z = 3 and θinc = φinc = 0.

These configuration compromises between receiver sizes and DC gains according to

results shown in Figs. C.2-C.4. Specifically, lens with diameter Dr = 15 cm is an

appropriate to AUV-Rx with size 60 × 25 cm2 [82]. Rather than full FOV (i.e.,

θFOV = 180o), a relatively narrow angle (i.e., θFOV = 140o) eliminates background

radiations. Comparative with the depth of AUV-Tx (i.e., zo = 2 m), AUV-Rxs can

navigate more deeper under sea ices (i.e., ∆z = 3) to increase the communication

range, see Fig. 4.10.

Figure C.5a shows the spatial distribution of DC gain. The distribution is sym-

metric in the x-y plane around the center (∆x = 0,∆y = 0) due to the symmetry of

the diffusing pattern under the sea ice in spatial and angular domains as shown in

Figs. 4.6a, b and c. Values of the DC gain decrease monotonically with ∆x and ∆y.

As well, shown values are smaller than that have been shown for the case of the Co-S

channel, Fig. 4.11, due to dense scattering taking place in the snow. Numerically, the

maximum, average, and minimum values for the DC gain are 0.7× 10−4, 2.33× 10−5
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(a)

(b)

Figure C.5: (a) Spatial distribution of the channel gain and (b) Spatial distribution
of delay spread for the Co-B channel.
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and 6.2× 10−6 respectively.

Figure C.5b shows the spatial distribution of RMS delay spread. Values of delay

spread are not a monotonic function with distances as the case of the DC channel

gain. However, the values fluctuate with the position of AUV-Rx. The lowest and the

highest values for the delay spread are observed nearby the center (∆x = ∆y = ±0.5)

and the corners (∆x = ∆y = ±3), respectively. The delay spread is on the order of

the nano-seconds scale. However, the values being observed in the Co-B model are

smaller than that have been observed in the case of the Co-S model. Numerically,

the maximum, average, and minimum values for the delay spread are 1.085 × 10−9

Sec, 0.77× 10−9 Sec, and 5.5× 10−10, respectively.

C.7 Bit Error rates (BER) Versus Transmitted Power

and Bit Rates

Figure C.6 shows BER performances versus the distance ∆x with different values

for the bit rate and average transmitted power, i.e., Rb = {10, 50, 100, 200, 300} Mpbs

Pav = {50, 250} mW. As well, the FEC limit is indicated using the green line with

BER value 10−3. The results are associated with AUV-Rx with the equalized receiver,

i.e., iisi 6= 0, where both residual ISI and receiver noise impairs the received signals.

As shown, higher communication speed can be achieved with a smaller communi-

cation range and vice versa. Also, the AUV-Tx can send more transmitted power to

extend the communication range and raise the communication speed with AUV-Rxs.
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Figure C.6: BERs versus the distance ∆x with different transmitted powers.
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However, the transmitted power is usually restricted due to limitations of the lifetime

of the battery and eye-safety standards. In contrast to the Co-B channel, the Co-S

channel provides a better performance, where the AUV-Tx can communicate with

AUV-Rxs at a more extended range and higher speed.

In the Co-B channel, the AUV-Tx can extend the communication range and in-

crease the speed by increasing the transmitted power as shown in Figs. C.6a and C.6b.

In Fig. C.6a, the AUV-Tx communicates with the AUV-Rx at speed of Rb = 10 Mbps

and range up to ∆x = 3.5 m, however, at speed of Rb = 100 Mbps and range up to

∆x = 1.8 m. In Fig. C.6b, the transmitted power is raised to Pav = 250 mW, the

AUV-Tx communicates with the AUV-Rx at speed of Rb = 100 Mbps and range up

to ∆x = 3.9 m, however, at speed of Rb = 300 Mbps and range up to ∆x = 2.75 m.

At communication range 3.5 meters, we observe that scaling the transmitted power

by 5 times (i.e., from Pav = 50 mW to Pav = 250 mW) increases the communication

speed by twenty times (i.e., from 10 Mbps to 200 Mbps).

Note that, in the Co-B and Co-S channels, with speed 100 Mbps, scaling the

transmitted power by 5 times (i.e., from Pav = 50 mW to Pav = 250 mW) increases

the communication range roughly by two times (i.e., from 1.8 m to 3.9 m in Co-B

channel and 2.5 m to 4.5 m in Co-S channel).
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