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Abstract
In this thesis, we use Muon Spin Rotation, Relaxation, and Resonance (µSR) as a probe
for three frustrated pyrochlore systems; Gd2ScNbO7 (GSNO), Nd2ScNbO7 (NSNO) and
Sm2Ti2O7 (STO), as well as the type-I superconductor BeAu. We grew all of the py-
rochlore samples at McMaster using the Optical Floating Zone method. We make use of
Direct Current (DC) and Alternating Current (AC) susceptibility, powder x-ray diffrac-
tion and Laue x-ray diffraction to characterize our samples. We make use of AC suscep-
tibility measurements to explore the dynamics of the classical spin-ice Dy2Ti2O7 (DTO)
and find that the system acts as a supercooled magnetic liquid, analogous to glass-
forming dielectric liquids. We find GSNO is a dense spin-glass based on our µSR and
AC susceptibility measurements. NSNO is a moment fragmentation candidate where
spin-ice, as well as all-in all-out magnetic ordering, are observed simultaneously. Our
µSR measurements on this material show a strong similarity to another moment frag-
mentation candidate, Nd2Zr2O7, suggesting NSNO may be in a similar state. STO is
a closely related compound that fully orders into a magnetic state which we study us-
ing µSR. We find subtle evidence of this magnetic transition along with persistent spin
dynamics which we suggest has a common, but as of yet unexplained, origin as other
frustrated pyrochlores measured in µSR. Finally, we use µSR to measure the temperature
dependence of the critical field in the type-I superconductor BeAu. Using an ellipsoid of
BeAu and a pressure cell, we study the magnetic properties of the sample under pressure.
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Chapter 1

Theory and Background

1.1 Introduction
This thesis is broadly divided into two separate topics; frustrated magnetism and super-
conductivity. In this chapter, we will review relevant material for both subjects starting
with frustrated magnetism. Pyrochlores offer a rich playground for the exploration of
frustrated magnetism and we will review important experimental and theoretical aspects
for various pyrochlore materials here. We will also examine some aspects of supercon-
ductivity with a focus on demagnetization effects in Type-I superconductivity.

1.2 Magnetism in Condensed Matter
Magnetism of all types requires the presence of magnetic moments, ~µ. Electronic mo-
ments arise from the angular momentum of ions with unpaired electrons while nuclear
moments arise from the protons and neutrons within a nucleus. Spin, ~S , and orbital,
~L, angular momenta combine to give the total angular momentum operator ~J = ~S + ~L.
The total angular momentum is given by ~G = h̄ ~J , with magnitude,

G =
√
J (J + 1)h̄, (1.1)

where J can take values, J = (L− S) , (L− S + 1) ... (L+ S). In general, ~L and ~S are
not individually conserved due to spin-orbit coupling but their sum, ~J , is conserved.
The magnetic moment induced by the angular momentum of a magnetic ion is given by,

~µ = −gLµB ~G, (1.2)

where µB = h̄e
2mec is the Bohr magneton and gL = 3

2 + S(S+1)−L(L+1)
2J(J+1) is the Landé

g-factor. We will now examine some general aspects of magnetism in materials.

Materials that have full electron shells are often diamagnetic (repelled by a mag-
netic field), although metals will have a contribution from conduction electrons that is
paramagnetic (attracted by a magnetic field). Both of these contributions are roughly

1
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temperature independent and for this reason, materials exhibiting only (temperature-
independent) diamagnetism or paramagnetism are referred to as nonmagnetic. Insu-
lating materials with partially filled shells usually exhibit either ferromagnetism, where
nearest neighbour moments tend to align, or antiferromagnetism, where nearest neigh-
bours tend to anti-align. To build a picture of conventional magnets for localised elec-
trons we will examine the nearest neighbour Heisenberg Hamiltonian,

H = −2Jex
∑
i>j

~Si · ~SJ , (1.3)

where Jex is the exchange parameter. If Jex is positive spins tend to align with their
nearest neighbours (ferromagnetism) while if Jex is negative spins tend to anti-align
with their nearest neighbours (anti-ferromagnetism). Calculating Jex even in this model
is a non-trivial task that involves overlap integrals of electron wave-functions (direct-
exchange) or, in the case of superexchange, the Goodenough-Kanamori rules can give
the sign of Jex [54, 71]. Jex can often be estimated by fitting the dispersion relation
measured with neutron or x-ray scattering data to a theoretical model, while magnetic
susceptibility measurements can give an estimate.

Magnetic susceptibility is a measure of the bulk (the culmination of all the individual
spins) magnetism of the material with the magnetic susceptibility tensor, χij , given by,

Mi = χijHj (1.4)

for magnetization Mi in an applied field Hj . The anisotropy of the susceptibility may
be negligibly small in some materials, in which case the indices may be dropped. In
a localized electron picture, for temperatures kBT > |JexS (S + 1)| the system is in
a paramagnetic state, and for temperatures well above θCW while neglecting crystal
electric field effects the susceptibility is described by the Curie-Weiss law,

χ = C

T − θCW
, (1.5)

where C is the Curie Constant and θCW the Curie-Weiss temperature [6]. The Curie-
Weiss constant gives a mean-field theory energy scale of the magnetic interaction in 3
dimensions,

θCW = 2S (S + 1)
3KB

∑
n

znJ
ex
n (1.6)

where zn is the number of nth nearest neighbours. The Curie constant can also be
used to estimate the magnetic moment of the ions. For conventional magnets, the
ordering temperature Tc or TN is close to |θCW |. The sign of θCW is the same as the
sign of the exchange coupling and therefore a negative θCW indicates antiferromagnetic
exchange interactions while a positive θCW indicates ferromagnetic interactions. Just
above θCW short-range magnetic correlations develop and as the temperature is lowered
through θCW in a conventional magnet, rotational symmetry is broken, that is, the
magnetic moments choose a preferred direction and “order”. For conventional magnets,
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the magnetization (or sublattice magnetization) is normally the order parameter in a
Landau theory of phase transitions describing the system.

Far more interesting is the case where there are strong magnetic interactions but no
magnetic ordering at the Curie-Weiss temperature. These types of systems will be the
focus of most of this thesis.

1.2.1 Frustrated Magnetic Systems

A frustrated magnetic system is one where all pairwise magnetic interactions cannot be
simultaneously satisfied. This can be caused by geometric frustration, where the geom-
etry of the crystal lattice on which magnetic ions sit prevents a pairwise minimization
of the energy, or by competing interactions of approximately the same strength. Figure
1.1 shows 3 frustrated systems; the Kagomé and Pyrochlore lattice are examples of a
2-dimensional and 3-dimensional geometrically frustrated lattice, while the square lat-
tice with interactions Jex1 and Jex2 may be frustrated based on the signs and strengths
of the interactions. Geometrically frustrated systems are commonly formed from tri-

Figure 1.1: Frustrated Magnetic Lattices. Left: Kagomé lattice, Center:
Square lattice with competing interactions and Right: Pyrochlore lattice.
Reused from [59, 60] with permissions.

angles in 2-dimensions or tetrahedra in 3-dimensions that can either be corner-sharing
(Kagomé/Pyrochlore lattice) or edge-sharing (triangular/FCC lattice). The level of frus-
tration in a magnetic system is expressed by the frustration parameter,

f =
∣∣∣∣θCWTC

∣∣∣∣ , (1.7)

with f ≥ 10 loosely defining a frustrated system [102].

1.3 Pyrochlores
Pyrochlores are a class of materials with the chemical formula A2B2O7 where the A
ions and B ions each form a set of corner-sharing tetrahedra as shown in Fig. 1.2 [52].
Crystallographically, the pyrochlore structure has space group Fd3m with the A and B
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Figure 1.2: Left: Network of corner-sharing tetrahedra formed by the
A and B sites in a pyrochlore lattice, Center: A site with the local oxygen
configuration and Right: B site with local oxygen configuration. Figure
reproduced from [60] with permissions.

sites on Wyckoff positions 16c and 16d respectively. The chemical formula is sometimes
written as A2B2O6O

′ due to the two crystallographically inequivalent oxygen sites. The
O’ oxygen sits at the 8b Wyckoff position in the center of the A sublattice tetrahedra.
The point group of the A site is D3d which has as elements a three-fold rotation axis, an
inversion center, two two-fold rotation axis, and a mirror plane. The three-fold rotation
defines a local z-axis which we will refer to as the local [111] axis, while the two-fold
rotation axes define the x and y-axes. This will have important consequences for crystal
electric field splitting.

There are over 150 materials that form in the pyrochlore structure which for oxides
may be further divided into A3+

2 B4+
2 O7 and A2+

2 B5+
2 O7 families [52]. In this thesis,

we focus on the A3+
2 B4+

2 O7 family with a magnetic rare-earth ion on the A site and a
non-magnetic ion on the B site. A portion of this degree was spent examining the effect
of B-site disorder by substituting an equal mixture of Sc3+ and Nb5+ onto the B-site.
This causes distortions of the local oxygen environment and in general, but not always,
will reduce the point group symmetry of the A site. The effects of the local oxygen
environment are encompassed in what is referred to as single-ion physics to which we
turn to now.

Rare-earth pyrochlores exhibit a wide range of magnetic ground states due to their
markedly different single ion physics as well as exchange and dipolar interactions. For
most pyrochlores there are well separated energy scales for the spin-orbit coupling (≈
1 eV), crystal electric field (CEF ≈ 100 meV), and exchange interaction (0.1-1 meV),
allowing for a perturbative approach to describing their physics.
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Rare-earth ions are heavy, resulting in a large spin-orbit coupling, λ ∝ Z4. The
spin-orbit coupling energy has a magnitude given by,〈

λ~L · ~S
〉

= λ

2 (J (J + 1)− L (L+ 1)− S (S + 1)) (1.8)

which splits the (2L+1)(2S+1) levels into well defined J manifolds, each with degeneracy
2J+1. It can be shown that the energy difference between states with angular momentum
J and J-1 is given by λJ , meaning the ground state is well separated from excited states.
Hund’s rules are used to determine the ground state J for a given ion. The first rule
is to maximize the spin angular momentum S. In this way, all electron orbitals are
singly occupied before placing two electrons in the same orbital. The second rule is to
maximize the orbital angular momentum meaning for the f-electrons in the rare earths,
the orbitals are filled from 3+ to 3- in decreasing order. Hund’s first and second rules
serve to minimize the Coulomb repulsion between electrons. The last rule is to minimize
the spin-orbit coupling by choosing J = L+S for ions with shells that are less than half
filled and J = |L-S| for ions with shells that are more than half filled. Hund’s rules
work very well for rare earth ions but fail to capture the behaviour of transition metals.
In transition metals the spin-orbit coupling is much weaker due to a smaller Z, usually
resulting in orbital quenching with L=0 and J=S.

The next energy scale to consider comes from the electric field due to ions surrounding
the rare earth. For pyrochlore oxides, this crystal electric field (CEF) is most strongly
due to the surrounding oxygen ions and splits the 2J+1 degeneracy. The CEF causes a
large splitting relative to the exchange interactions except for Gd3+ which due to a half
full shell the CEF has no effect to first order. The crystal electric field approximation is
to replace the oxygen ions with a point charge of -2e then use the D3d point symmetry
to write a crystal field Hamiltonian of the form,

HCEF = B0
2Ô

0
2 +B0

4Ô
0
4 +B3

4Ô
3
4 +B0

6Ô
0
6 +B3

6Ô
3
6 +B6

6Ô
6
6, (1.9)

where Ôij are Steven’s operator equivalents [121], polynomials of order i in the total
angular momentum J. The Bi

j are CEF parameters that approximate the Coulomb
potential from neighbouring ions [105]. The CEF parameters can be determined from
inelastic neutron scattering. Once the CEF parameters are determined the ground state
wave function,

∣∣∣φ±0 〉 can be written in terms of the Jz basis, |mJ〉 where mJ ranges from
-J to J. The anisotropic g-tensor is then given by,

gz = 2gJ
〈
φ±0

∣∣∣ Jz ∣∣∣φ±0 〉 (1.10)

and
g⊥ = gJ

〈
φ+

0

∣∣∣ J+
∣∣∣φ−0 〉 = gJ

〈
φ−0

∣∣∣ J− ∣∣∣φ+
0

〉
. (1.11)

For gz much greater than g⊥ the spins are Ising-like while for g⊥ much greater than gz
the spins are XY like with respect to the local [111] axis. For a well-isolated ground state,
that is, a CEF configuration where the first excited state has a large separation from the
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ground state, the low-temperature properties are completely determined by the ground
state. For rare-earth pyrochlore systems, the CEF ground state is most often a doublet
forming a pseudo-spin 1/2 system. It is then important to consider if the rare-earth
ion has an odd or even number of electrons. For an odd number of electrons, Kramers
theorem says that each energy level must be at least doubly degenerate; in particular
for our current treatment, the ground state. For this reason, ions with an odd number
of electrons are referred to as Kramers ions while ions with an even number of electrons
are referred to as non-Kramers ions. Non-Kramers ions may also have a ground state
doublet but it is not guaranteed.

Following Rau et al. [105] there are three cases of interest for a ground state doublet;
an effective spin-1/2 doublet, a dipole-octupole doublet, and the non-Kramers doublet.
In each case, pseudo-spins are found by projecting from the total J-manifold to the CEF
ground state. Applying the allowed local symmetry operations of the D3d point group to
the pseudo-spins elucidates their behaviour; the effective spin-1/2 pseudo-spin behaves
exactly like a spin-1/2 particle in regards to symmetry, for the dipole-octupole doublet
the x and z components of the pseudo-spin transform like dipoles but the y component
transforms like an octupole while for the non-Kramers doublet the transverse pseudo-
spin components transform like electric quadrupoles and the z component transforms
like a dipole [105]. All three types of doublets produce interesting physics and have
found realizations in nature. In this thesis we are most interested in Dipolar-Ocutopolar
doublets of which Sm2Ti2O7, Dy2Ti2O7, and several Nd based pyrochlores are examples.

1.3.1 Classical Spin Ices

An intriguing phase that may arise on the pyrochlore lattice is that of the classical spin
ice. A physical realization of this phase is found in Dy2Ti2O7. In this section, we review
the theoretical development of the spin ice phase.

The first model proposed to have a spin ice ground state was due to Anderson [4]
which placed antiferromagnetically coupled Ising spins on a spinel lattice (equivalent to
the A site of the pyrochlore lattice) restricted to point along the global [001] direction.
Considering only nearest neighbour interactions, the Hamiltonian of such a system is
given by[69],

H = Jex
∑
〈i,j〉

σiσj , (1.12)

where the energy is minimized by having two up spins and two down spins on each
tetrahedron. This problem may be mapped to the common ice phase of water where
there are two hydrogen atoms close to an oxygen atom and two hydrogen atoms far away
from an oxygen atom; one of the two ice rules proposed by Bernal and Fowler [68]. Out
of the 16 possible ways of placing spins on a tetrahedron, 6 satisfy the ice rules. Each
spin belongs to two tetrahedra so tetrahedra are not independent; choosing a direction
for every spin on a tetrahedron automatically constrains the 4 adjacent tetrahedra,
reducing the number of states by a factor of 4. Not considering the ice rules this would
lead to 4N states per tetrahedron. Further, we can divide tetrahedra into tetrahedra
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that have a vertex pointing in the global [111] direction (up tetrahedra) surrounded
by tetrahedra with a vertex pointing in the [11-1] direction (down tetrahedra). For a
system of N tetrahedra, this leads to (4)N/2(6/16)N/2 = (3/2)N/2 microstates within the
ground state [68]. Therefore, the ground state is massively degenerate as the number
of tetrahedra increases. Heat capacity measurements on Dy2Ti2O7 produce an entropy
that is reduced from Rln (2) by R

2 ln
(

3
2

)
and leads to the analogy with ice. Dy2Ti2O7

is however not described by this model but one with the same result for the entropy.

If we consider CEF effects, it can be shown that for quite a few pyrochlores the
moments are constrained to lie along the local <111> directions,

~S1 = σ1√
3

 −1
−1
+1

 , ~S2 = σ2√
3

 +1
+1
+1

 , ~S3 = σ3√
3

 +1
−1
−1

 , ~S4 = σ4√
3

 −1
+1
−1

 (1.13)

where σi = ±1. We refer to each vector as the local z-axis for a given spin. It is readily
seen that ~Si · ~Sj = −1

3 (i 6= j) and therefore the Hamiltonian for the system may be
rewritten as,

H = −Jex
∑
〈i,j〉

~Si · ~Sj = Jex

3
∑
〈i,j〉

σiσj . (1.14)

That is, ferromagnetically coupled spins in this model are equivalent to the antiferromag-
netically coupled spins of the Anderson model with a reduced exchange parameter and
therefore may also host a spin ice phase. With the spins constrained in this way, anti-
ferromagnetic interactions lead to long-range all-in all-out order where on a tetrahedron
all spins point in (out) and spins on neighbouring tetrahedra point out (in).

Dy2Ti2O7 (Jz=15/2) and Ho2Ti2O7 (Jz=8) both display spin ice phases at low tem-
peratures, however, they both have antiferromagnetic nearest neighbour exchange inter-
actions and would naively enter a long range ordered phase at low temperatures. The
crux with these materials is the very large magnetic moments of ≈ 10 µB which lead to
(ferromagnetic) dipole-dipole interactions with strength, D ≈ Jex. As the moments are
strictly Ising and the full moment lies along the local z-axis we may replace ~Si = 〈Jz〉σiẑi
and arrive at the classical nearest neighbour Dipolar Spin Ice Model (DSIM),

H = −J
ex

2
∑
(i,j)

σzii σ
zj
j ẑi · ẑj + D

2
∑
(i,j)

(ẑi · ẑj − 3ẑi · r̂ij r̂ij · ẑj)
(rij/rnn) σzii σ

zj
j , (1.15)

where we have redefined Jex = Jex 〈Jz〉2, D = µ0 (gLµB 〈Jz〉)2 /
(
4πr3

nn

)
, r̂ij is a vector

pointing between spins i and j, rij is the distance between spins i and j, and rnn is the
nearest neighbour distance. Note that σ just takes values ±1 depending on whether
the moment points in or out of the tetrahedron and the factor of 2 cancels out double
counting of spins [68]. Calculating the dot products and adding in a term for dipolar
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interactions beyond nearest neighbour we arrive at,

H =
(
Jex

3 + 5D
3

)∑
(i,j)

σzii σ
zj
j +Hdip

>rnn . (1.16)

In this way, dipolar interactions stabilize the spin ice phase [65] and only modify the
magnetic correlations at short distances compared to the nearest neighbour spin ice
model.

If we consider a coarse-grained magnetic field, M(r), on each tetrahedron and re-
gard the 4 spins on a tetrahedron as local sources of magnetic flux, the spin ice rules
correspond to a divergence-free condition, ∇ ·M(r) = 0. This leads to magnetic corre-
lations that are similar to the ones generated by a dipole-dipole interaction [69]. Phases
that satisfy a divergence-free condition are called Coulomb phases [68] in analogy with
electromagnetism. These correlations lead to pinch points in diffuse neutron scattering
measurements.

Much interest in these materials was generated when Castelnovo et al. [27] showed
that by considering a dumbbell model for the spins on a tetrahedron, the spin ice state
may be mapped to a vacuum state for magnetic monopoles and the excitations of the spin
ice state, 3-in spins and 1-out spin (or 1-out 3-in), correspond to magnetic monopoles. In
the model, the dipole spins on each vertex of a tetrahedron are stretched out into a pair
of oppositely charged monopoles that sit in the center of a tetrahedron. Appropriately
scaling the interactions, it can be shown that an excited state of the spin ice phase
on a pyrochlore lattice corresponds to two oppositely charged magnetic monopoles on
adjacent tetrahedra. The monopoles exist on the diamond lattice generated from the
center of the tetrahedra and it may be shown that the dipole-dipole interaction between
spins corresponds to a Coulomb interaction between magnetic monopoles, meaning there
is a finite energy cost to move monopoles infinitely far away. In this model, a single spin-
flip therefore generates two oppositely charged monopoles on adjacent tetrahedra and,
once created, move freely and independently using a series of spin-flips. This leaves a
tension-less string of spin-flips between monopoles known as a Dirac string. Differences
between this model and the DSIM, are of the order 1/r5.

The study of these materials at the lowest temperatures is prohibited by the extremely
long time to reach thermal equilibrium [101]. The spins fall out of equilibrium on the
time scale of an experiment making it practically impossible to study the dynamics of
the systems below ≈ 0.5 K. In this thesis, we consider the possibility that Dy2Ti2O7
acts as a supercooled magnetic liquid, in analogy with the supercooled state of dielectric
glass forming liquids.

1.3.2 Dipolar-Octupolar Doublets

The Dipolar-Octupolar doublet is of special importance to this thesis as this is the CEF
ground state for both Dy2Ti2O7 and Sm2Ti2O7 as well as several Neodymium based
pyrochlores [105]. As mentioned previously, this doublet includes ground states formed
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solely by |Jz| = 3/2, 9/2, and 15/2 states, or some combination thereof. Not only does
this doublet include an all-in all-out ordered phase and the classical spin-ice phase but
it also includes two distinct quantum spin-ice phases [67]. In these phases, transverse
couplings (couplings which include the Jx and Jy components of the magnetic moments,
both between themselves and Jz) act to perturb the classical spin-ice phase, allowing for
quantum oscillations between different spin-ice states. This leads to a highly fluctuating
ground state; a quantum spin liquid known as a quantum spin ice. Later it was shown
that the quantum spin ice phase can be further divided into states which have 0 or
π units of flux penetrating plaquettes [12, 11]. Ref. [104] shows that the transverse
interactions for Dy2Ti2O7 are negligible due to the ground state being dominated by the
Jz = 15/2 state.

What is special about the Dipolar-Octupolar doublet (as the name suggests) is that
transforming the pseudo-spin 1/2 states through the allowed D3d symmetry operations
shows that the x and z components of the pseudo-spins transform like magnetic dipole
moments while the y component transforms like a magnetic octupole moment. In terms
of the pseudo-spin 1/2 states |+〉 and |−〉 the spin-operators have the usual construction
[105];

Sz = |+〉 〈+| − |−〉 〈−| , (1.17)

and
S± = |±〉 〈∓| . (1.18)

The states
∣∣∣±15

2

〉
,
∣∣∣±9

2

〉
, and

∣∣∣±3
2

〉
do not mix under the C3 operation, allowing the

most general Hamiltonian to be simplified to,

HDO =
∑
〈i,j〉

JzzS
z
i S

z
j + JxxS

x
i S

x
j + JyyS

y
i S

y
j + Jxz

(
Sxi S

z
j + Szi S

x
j

)
, (1.19)

for Dipolar-Octupolar doublets. A global pseudo-spin rotation removes the Jxz term [67,
10, 105], leading to the XYZ Hamiltonian,

HDO
xyz =

∑
〈i,j〉

J̃xS̃
x̃
i S

x̃
j + J̃ỹS̃

ỹ
i S̃

ỹ
j + J̃z̃S̃

z̃
i S

z̃
j . (1.20)

For details of this procedure see [67] and [10]. Huang et al. [67] showed that this model
hosts the aforementioned ordered phases, classical spin-ice phase as well as a Dipolar and
Octupolar quantum spin-ice phase. It was later shown [10] that the Dipolar-Octupolar
doublet can simultaneously host an ordered all-in all-out phase and spin-ice phase in a
process known as moment fragmentation, to which we turn to now.

1.3.3 Moment Fragmentation

In this section, we review moment fragmentation which is relevant for our study of
Nd2ScNbO7. Moment fragmentation is the idea that the magnetic field from a moment
can fractionalize into a divergence-full and a divergence-free part [18]. A Helmholtz
decomposition of the magnetic field, M , into a divergence-free and a divergence-full part
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leads to,
M (r) = Mm +Md = ∇Ψ +∇×A, (1.21)

where Ψ and A are a scalar and vector field, respectively, Mm is a divergence-full field,
whileMd is a divergence-free field. We strictly focus on this possibility for the pyrochlore
lattice. In states obeying the ice rulesMm = 0 while breaking the ice rules will introduce
a divergence-full field. Brooks-Bartlett et al. were able to show that the existence of
monopoles does not fully suppress the divergence-free field [18]. For instance, if we
consider a 3-in 1-out state as,

~M = (−1,−1,−1, 1) = (−1/2,−1/2,−1/2,−1/2) + (−1/2,−1/2,−1/2, 3/2) , (1.22)

then the first part is a divergence-full field and the second part is a divergence-free field.
The first part has all moments pointing inwards while the second part corresponds to a
Coulomb phase (however, it is not a spin ice phase). Working within the dumbbell model
they show that a monopole crystal, where there are alternating positive and negative
monopoles on every tetrahedron, could be decomposed into an all-in all-out ordered
phase in combination with a Coulomb phase. Neutron scattering measurements would
then display Bragg peaks from the all-in all-out order along with diffuse scattering and
pinch points from the Coulomb phase.

This combination was measured by Petit et al. in the dipole-octupole pyrochlore
Nd2Zr2O7 [99]. Later studies point to a quantum spin ice phase above TN which acts
to suppress the order [140]. Returning to our description of Dipolar-Octupolar doublets
(see section 1.3.2) in terms of rotated pseudo-spin states, the magnetic moment in the
(physical) z-direction is given by,

mi = gzµB cos (ν) S̃ z̃i zi + gzµB sin (ν) S̃x̃i zi, (1.23)

where ν is the rotation angle which removes the Jxz term in Eq. 1.3.2. For Nd2Zr2O7
it turns out that S̃ z̃i orders antiferromagnetically while fluctuations of S̃x̃i are shifted to
finite energy. Benton [10] was able to show that fluctuations of both S̃x̃ and S̃ ỹ are
dynamically decoupled into a divergence-free and divergence-full part. This is done by
considering the Heisenberg equations of motion and linearising around the all-in all-out
ground state. The divergence-free part of the fluctuations forms a flat band at finite
energy while the divergence-full part forms two dispersive bands. The magnetisation
field of Nd2Zr2O7, therefore, has 3 components; an all-in all-out statically ordered com-
ponent, a divergence-free component with Coulomb like correlations, and an additional
divergence-full component corresponding to finite energy dispersive bands. This partic-
ular model has relevance to Nd2ScNbO7 which displays Coulomb-like pinch points in
combination with magnetic Bragg peaks in neutron scattering measurements [86].
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1.4 Spin Glasses
Mydosh gives a working definition of a spin glass as “a random, mixed interacting,
magnetic system characterized by a random, yet cooperative, freezing of spins at a well-
defined temperature Tg, below which a highly irreversible, metastable frozen state occurs
without the usual long range spatial magnetic order” [92]. The canonical spin glasses
are mixed alloys with a small percentage of magnetic impurities, such as CuMn and
AuFe. Here the RKKY (Ruderman-Kittel-Kasuya-Yosida) interaction, which oscillates
as a function of distance and falls off as 1/r3, provides randomness in the interactions
of the magnetic impurities as the impurities are randomly distributed throughout the
alloy. These systems are collectively called dilute spin glasses. In this thesis we are
interested in dense, insulating, spin glasses where magnetic ions form a repeating lattice
and the RKKY interaction, due to the polarization of conduction electrons around a
magnetic impurity, plays no role. The site randomness has been (mostly) removed
in these materials and normally there is some randomness in the bond strength [49].
Randomness in the bond strength can be caused by slight variations in the bond length
and/or bond angle between ions which can effect direct exchange, super-exchange and,
dipolar interactions, leading to disorder and glassy behaviour in dense, insulating spin
glass systems. These spin glass systems also typically, but not always, include competing
interactions and frustration.

A spin glass has a complicated energy landscape with many local energy minima.
As such they are normally formed of many metastable states and while having no long-
range order, exhibit magnetic correlations in both time and space. As the temperature
is lowered through the glass transition the system falls into a local energy minimum, se-
lecting one of the metastable states in a region of, or throughout, a material. Transitions
between metastable states cause dynamic magnetism even below the “freezing” or glass
transition. This important quality is most readily seen in AC susceptibility measure-
ments where the freezing temperature changes as a function of the driving frequency of
the magnetic field. In DC susceptibility a splitting of the field cooled (FC) and zero field
cooled (ZFC) susceptibility is observed due to the field providing a preferred direction for
the spins to point along as they freeze during cooling. After waiting an infinite amount
of time, the ZFC and FC susceptibilities should be the same as the metastable states
fluctuate to point along the preferred direction of the applied field. Measuring the DC
magnetization as a function of time is another way to probe spin glass systems but may
depend on the field cooling protocol and cooling rate. In heat capacity measurements
of spin glasses, a broad hump is observed at ≈1.5-2 Tg while well below Tg there is
usually a linear relationship between temperature and heat capacity with an occasional
quadratic component [92]. In neutron scattering no magnetic Bragg peaks are observed,
consistent with a lack of long range order, however as the temperature is reduced from
high temperature to the freezing transition, intensity is transferred from the quasi-elastic
channel to the elastic channel as the spins appear to become static on time scales that
a neutron experiment can probe.
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In this thesis, we probe the candidate spin glass system Gd2ScNbO7 using AC sus-
ceptibility and Muon Spin Rotation, Relaxation, and Resonance (µSR).

1.5 Supercooled Liquids
There is evidence that, at low temperatures, the characteristic relaxation time of mag-
netic excitations in Dy2Ti2O7 is super-Arrhenius, i.e. it increases faster than Arrhenius
behaviour. It is found that the relaxation time increases even faster than predicted from
Debye-Huckle theory for a free monopole gas or the Dipolar spin-ice model [147, 73, 45].
It is well known that supercooling a liquid produces a state with super-Arrhenius be-
haviour and there has been success in describing the dynamic magnetism of Dy2Ti2O7 as
analogous to a supercooled liquid [73, 45]. Here we review the basic theory of supercooled
liquids to apply this theory to Dy2Ti2O7.

When a homogeneous liquid of a single material is cooled to its melting temperature,
Tm, it normally undergoes a first-order transition to a solid state with global ordering.
This does not have to occur however as the formation of solid crystals depends on free
energy differences and time. If the material is cooled down faster than the time it takes
to form a nucleation site, the material can remain in the liquid state below Tm, in a
process known as supercooling. Below Tm nucleation involves two energy contributions;
an energy cost due to configurational mismatches at a domain wall (an effective surface
tension) and an energy gain due to the lower free energy of the crystalline state compared
to the liquid state [28]. The change in energy when a crystalline domain of radius,
R, is created is ∆G(R) = σR2 − δgR3, where σ is the surface tension and δg is the
free energy difference between the liquid and solid phase. There is a critical radius
Rc which maximizes ∆G(R) and this is the energy that must be overcome for a solid
to order out of a liquid region. As there is a simple energy barrier to be overcome,
nucleation is a thermally activated process with an Arrhenius form for the nucleation
time, τ ∝ exp

(
∆G(R)
KBT

)
which diverges both at Tm and as T → 0. Near Tm, there is

a wide range of cooling rates that avoid a transition into the ordered state as well as
a dynamical transition into a glass state. Cooling in this way the system remains in a
metastable, disordered state with many of the properties of the initial liquid.

Fig. 1.3 shows the nucleation time as a function of temperature in red. Cooling along
the dashed line allows the system to avoid a transition into the ordered state. However,
as the temperature is lowered substantially below Tm, correlations in the liquid state
substantially alter the microscopic relaxation processes (e.g. shear relaxation). The
relaxation times associated with these processes generally increase faster than Arrhenius
[14, 5, 80], that is, the relaxation time diverges at some temperature, 0 ≤ T0 ≤ Tm. This
leads to relaxation times that are longer than the timescales of an experiment. Once
the relaxation time is longer than the experimental time-scale, the system can no longer
explore its full phase-space and undergoes a dynamical transition out of equilibrium into
a glass state. In this state, the system constantly undergoes ultra-slow relaxation, with
no long range order, that is effectively unchanged on experimental time scales. Time
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Figure 1.3: Sketch of the nucleation time (red) to form crystalline re-
gions in a liquid. Microscopic relaxation times within the liquid phase
are shown in blue. The dashed line shows a cooling protocol that allows
the material to remain a liquid well below Tm. Relaxation times begin
to diverge quickly at low temperatures making it practically impossible
to avoid a dynamical transition to an out of equilibrium glass phase or
to a first-order transition into a solid phase. Reused from [72] under
fair-use/dealing.

translation invariance is lost and properties of the system depend upon the initial time,
t0, as well as the difference in time between two measurements t− t0 [28].

In this thesis, we are interested in the relaxation time and the response of a frequency-
dependent perturbation. The relaxation times of supercooled liquids follow a Vogel-
Tamman-Fulcher trajector [28, 14, 5],

τ = τ0 exp
(

DT0
T − T0

)
, (1.24)

where D is the “fragility” of the material and T0 is the temperature at which the relax-
ation time diverges. The fragility characterizes how similar or different the relaxation is
from Arrhenius law, with large fragility (D ≈ 100) being similar to Arrhenius relaxation
and small fragility (D ≈ 10) showing large deviations from Arrhenius behaviour.

The relaxation time can be measured in the frequency domain by considering the
complex dielectric function, ε (ω, T ), which for a supercooled liquid follows a Havriliak-
Negami form [62],

ε (ω, T ) = ε∞ + ε0
(1 + (iωτHN )α)γ , (1.25)

where ε0 is the relaxation amplitude, τHN is the relaxation time, α is a stretching
parameter, and γ is an asymmetry parameter. ε∞ is a real number that gives the
relaxation in the ω →∞ limit which is non-zero due to non-instantaneous heat transfer
between dipoles and the lattice they reside on [25].
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For the magnetic system Dy2Ti2O7, we test if the complex magnetic susceptibility
follows a Havriliak-Negami form in an applied AC field. We note that for α = γ = 1 we
recover the Debye form for a relaxation process with a single relaxation time.

1.6 Superconductivity
Superconductivity is a state of matter characterized by perfect electrical conductivity
and perfect diamagnetism. Perfect electrical conductivity was first observed by Onnes
in Mercury [94] while perfect diamagnetism was observed by Meissner and Ochsenfeld
in 1933 [87] and has been termed the “Meissner Effect”. A theoretical explanation for
superconductivity did not occur until 1957 when Bardeen, Cooper, and Schrieffer intro-
duced BCS theory. Cooper proved the instability of the Fermi surface to pair formation
meaning that any net attractive interaction between electrons at the Fermi surface would
cause them to form Cooper pairs. The Cooper pairs act as bosons and can flow through
a material with no resistance [7]. It was pointed out that the attractive interaction could
be mediated by phonons and was confirmed for several type-I superconductors by study-
ing isotopes of the same element. The BCS theory provided the basis of “conventional”
superconductivity and opened the door for their microscopic study.

In this section, we review important concepts and quantities from BCS and Ginzberg-
Landau theory. We discuss how these quantities are measured experimentally. Finally,
we explain how a transverse field µSR experiment can measure the critical field of a
type-I superconductor.

Superconductors can be characterized by two length scales; the coherence length, ξ,
and the penetration depth, λ. Roughly speaking, the (Pippard) coherence length is the
size of the Cooper pair while the penetration depth is the distance a magnetic field can
penetrate a superconductor. The Ginzberg-Landau coherence length is the characteristic
length over which the Ginzberg-Landau order parameter can vary without an undue
energy increase [131]. Both quantities are temperature-dependent and Abrikosov showed
that κ = λ

ξ = 1√
2 separates superconductors into two classes, type-I and type-II [1].

Neglecting demagnetization effects, the full volume of a type-I superconductor will be
in the Meissner state below the critical temperature Tc and critical field Hc. Above the
Tc and/or Hc superconductivity is lost. A type-II superconductor on the other hand
has two critical fields, Hc1, below which the entire material is in the Meissner state, and
Hc2, where for applied fields between Hc1 and Hc2 magnetic fields penetrate through the
sample as vortex lines. Above Hc2 superconductivity is lost. Fig. 1.4 shows the interface
between a normal and superconducting region where the square of the Ginzburg-Landau
order parameter is the density of superconducting Cooper pairs, ns.

Forming Cooper pairs lowers the free energy of the system by an amount called
the condensation energy, proportional to H2

c . The energy required to break a Cooper
pair into two quasi-particle excitations is called the superconducting energy gap, ∆.
This energy gap leads to a low-temperature exponential behaviour in the specific heat,
Cp ∝ exp (−∆/kBT ), and a discontinuity at Tc as shown in Fig. 1.5, which is also
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Figure 1.4: The interface between a superconducting and normal region
illustrating how a magnetic field penetrates the superconductor and how
the Ginzburg-Landau order parameter changes. Adapted from [135] and
[131].

predicted by BCS theory. For BCS theory, ∆(T ) is the order parameter and may be
determined from a self-consistency equation [131].

The London penetration depth is given by,

λ2
L = m∗c2

4πnse∗2 , (1.26)

where m∗ and e∗ are the mass and charge of the Cooper pairs and c is the speed of
light. In the London theory, a magnetic field exponentially decays over a distance λL
in a superconductor. The effective penetration depth, λeff , which is experimentally
measured reduces to λL at zero temperature in the local, infinite wavelength, and infinite
mean free path limit. The current response to a vector potential, which in general will
have a q-dependence, is normally assumed to be able to be replaced by the infinite
wavelength response. Under this assumption λ2

L, and hence the supercurrent density is
related to the energy gap through an integral equation [131]. In the following, we will
consider how the experimentally measured λeff is related to λL.

In a metal, the current density response to an electromagnetic field is reduced due
to electrons scattering off of defects. Electrons on average travel a distance, l, the mean
free path, before encountering a defect. The response of the current density to distant
fields is assumed to be exponentially reduced with a characteristic length of l. Pippard
argued that a superconductor should have an analogous length scale for scattering off
defects. Pippard was able to estimate this length scale and BCS theory gives the Pippard
coherence length as,

ξ0 = h̄vF
π∆(0) , (1.27)
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Figure 1.5: The specific heat of a superconductor showing exponential
behaviour with a discontinuity at Tc compared to the linear behaviour
expected for a metal. Reused from [137] under fair-use/dealings.

where vF is the Fermi velocity. The Cooper pairs should also scatter off of the impurities
of the metal and this results in a decreased coherence length,

1
ξ

= 1
ξ0

+ 1
l
. (1.28)

This defines two regimes; the clean limit with ξ0 � l and the dirty limit ξ0 � l. The
exponential decay with characteristic length ξ is a dimensionless “range function” for the
Pippard theory which limits the effect of an electromagnetic field. BCS theory has a very
similar dimensionless range function but with a very minor temperature dependence; it
ranges from 1 at T=0 to 4/3 at T = Tc. The slight modification with temperature
introduces some numerical value, C, in Eq. 1.28. The preceding work is all done so that
λeff can be related to λL by,

λeff = λL

√
1 + Cξ0

l
, (1.29)

and we can relate the measured penetration depth to the superconducting gap. Often
the value C is assumed to be 1 for 0 ≤ T ≤ Tc when measuring λeff as a function of
temperature.

The critical fields are related to the microscopic length scales by,

√
2Hc ξGL λeff = Φ0

2π , (1.30)

Hc1 = Φ0
4πλ2

eff

ln (κ) , λeff � ξ, (1.31)

16

http://www.mcmaster.ca/
https://www.physics.mcmaster.ca/


Ph.D. Thesis– James Beare; McMaster University– Physics and Astronomy

and
Hc2 = Φ0

2πξ2
GL

=
√

2κHc, (1.32)

where Φ0 is the magnetic flux quanta and ξGL is the Ginzburg-Landau coherence length.
As was mentioned, this is the distance over which the order parameter can change
without undue energy increase and also the distance over which a disturbance to the order
parameter is exponentially decaying. The second equation shows the importance of κ =
1/
√

2 in separating type-I and type-II superconductors. The temperature dependence of
the critical fields, coherence length, and penetration depth has been suppressed in these
equations. The empirically found critical field temperature dependence is,

Hc (T ) = Hc (0)
(

1−
(
T

Tc

)2
)

(1.33)

which type-I, conventional superconductors follow, however, strong deviations from this
may indicate an unconventional gap.

We have tacitly assumed, as in the original BCS theory, that the energy gap is
isotropic i.e. it has no wavevector dependence. When the gap has no wavevector depen-
dence, or a wavevector dependence that has the same symmetry as the crystal structure
of the material, it is known as s-wave superconductivity. However, the gap can have lower
symmetry than the crystal structure, examples of which are p-wave and d-wave super-
conductors. Both of these types of superconductivity have “nodes” where the gap goes
to zero, the effect of which is to modify the temperature dependence of the penetration
depth.

An excellent way to measure the penetration depth of type-II superconductors is
through a transverse field µSR experiment. In type-II superconductors with an applied
magnetic field between Hc1 and Hc2, magnetic fields penetrate the sample in vortex
lines, around which there is a core where the supercurrent density is zero. The size of
the core is proportional to ξGL while the magnetic field decays away from these cores with
characteristic length λeff , creating muon stopping sites with different field strengths. A
single muon precesses in the local magnetic field at a site and decays into a positron.
An ensemble of muons precessing in the field probability distribution produced by a
vortex line or a vortex lattice produces a relaxing muon asymmetry. Both the size of
the cores and the length over which the field decays affects the relaxation of the muon
asymmetry and there is a relationship between the relaxation rate, coherence length, and
penetration depth. Hc2 measurements provide an estimate of the coherence length, and
using the relationship between the relaxation rate, coherence length, and penetration
depth allows the penetration depth of type-II superconductors to be determined from
µSR measurements.

At first glance, it might appear that µSR would not be very useful in measuring type-
I superconductors. Naively the entire sample would be in the Meissner state with zero
internal field and zero variation in the internal field. A transverse field µSR measurement
would therefore measure a constant asymmetry and little information would be gained.
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Figure 1.6: The magnetization as a function of applied field for a type-I
(Black) and type-II (red) superconductor without considering demagne-
tization effects. Reused from [137] under fair-use/dealings.

The situation changes when demagnetization effects are considered. Demagnetization
effects cause areas of the superconductor to experience a field that is stronger than
the applied field. When these areas experience a field that is larger than the critical
field they enter the normal state and allow magnetic fields to pass through the sample.
Evaluating the penetrating magnetic field which minimizes the free energy it is found
that in the normal regions the magnetic field is approximately equal to Hc, everywhere.
This situation where parts of the material are normal and parts are superconducting is
known as the intermediate state of a type-I superconductor.

Demagnetisation will skew the magnetisation as a function of applied field in a type-I
superconductor by allowing fields to penetrate through the sample. Without considering
demagnetization effects, the magnetization should discontinuously change at Hc for a
type-I superconductor while a type-II superconductor will have a kink at Hc1 and will
decay continuously to zero atHc2 as shown in Fig. 1.6. Including demagnetising effects, a
type-I superconductor will enter the intermediate state when the applied field is between
≈ (1−N)Hc and ≈ Hc and distorts the magnetization, giving a similar appearance as
to what is expected in a type-II superconductor. Below ≈ (1−N)Hc the material is in
the Meissner state while above Hc superconductivity is lost.

Correcting for demagnetisation effects can recover the M versus H behaviour with
a discontinuity at Hc(T ). Alternatively, Hc(T ) can be measured in a transverse field
µSR measurement. The field inside of the normal regions is nearly constant at ≈ Hc

while in the superconducting regions the field is zero. This leads to a non-precessing
signal from the Meissner state and, as the field takes a single value of approximately Hc
within the normal regions, a precessing signal with frequency ω ≈ γµHc. It turns out
that the domain wall thickness, δ between normal and superconducting regions is of the
order δ ≈ ξ − λ [131], and, the relaxation will be related to this distance. It is however
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hard to extract information about this distance because the superconducting/normal
structure which minimizes the free energy changes as a function of field, cooling rate,
and geometry (c.f. Ref [33] of Chapter 7) which also influences the exact details of how
δ depends on ξ and λ. The interface energy between the superconducting and normal
regions acts to slightly reduce the thermodynamic critical field in the normal regions
from Hc to a value known as HcI , however, for sample dimensions much larger than δ
the difference becomes negligible. For more discussion of these effects see Chapter 7 of
this thesis.
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Chapter 2

Experimental Methods

2.1 Introduction
The work presented in this thesis required the use of several different experimental tech-
niques and methods. To create powder oxide samples we employed solid-state reactions
with stoichiometric amounts of the constituent oxide insulators. For BeAu our collabo-
rators used an arc melt method to create polycrystalline samples. We used the Optical
Floating Zone method to form single crystals from sintered rods of the requisite material.
To confirm the phase purity of both powder and single-crystal samples we made use of
Powder X-ray Diffraction. A Superconducting Quantum Interference Device was used to
measure the Magnetisation and Magnetic Susceptibility of the samples. Finally, Muon
Spin Rotation, Relaxation, and Resonance was used to probe the internal magnetic fields
of most samples.

2.2 Optical Floating Zone
Crystal Growth is an inherently non-equilibrium process in which a phase transition
from a disordered structure to an ordered structure occurs [120]. A variety of methods
are employed to disturb a system from equilibrium; most notably for our purposes the
application of temperature and temperature gradients. Crystals can be grown using
Solid-Solid, Liquid-Solid, or Vapour-Solid transitions, of which the Optical Floating
Zone (OFZ) technique uses a Liquid-Solid transition. Any Liquid-Solid crystal growth
requires three things: supersaturation or supercooling, nucleation, and growth of nuclei
into large single crystals [120].

The OFZ technique makes use of Halogen or Xenon lamps and ellipsoidal mirrors
to focus light at the ends of two ceramic rods. The setup for a growth in the OFZ at
McMaster is shown in Fig. 2.1. The rods are mounted vertically with the top end of
the bottom (seed) rod and the bottom end of the top (feed) rod situated in one focal
point of the mirrors. Inside both mirrors, a halogen lamp is located at the other focal
point which, when the mirrors are closed together, allows intense light to be focused
onto a circular area with a diameter of a few millimeters. Depending on the lamps used,
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temperatures can range from 200-2000◦C for halogen lamps and up to 3000◦C for Xenon
lamps in this narrow area.

Figure 2.1: Optical Floating Zone at McMaster University. Halogen
lamps are situated at one focal point of the two mirrors while the rods
are situated at the other focal point when the mirrors are closed together.
The acronyms are; M-Mirrors, US-Upper Shaft, LS-Lower Shaft, F-Feed
rod, S-Seed Rod, TV- TV Camera

At the beginning of a growth, the tips of the rods are heated just until melting and
gently moved together, resulting in a liquid zone floating between the two solid rods. As
nothing is touching the zone other than the growth material itself, there is no possibility
of impurities being introduced as is the case for methods that require a crucible. The
upper and lower shafts are set to rotating in the same or opposite directions in the
frequency range of 0-50 revolutions per minute. This allows for even heating of the zone
as well as convection in the zone in the case of opposite rotation. The zone is then moved
along the feed rod by either lowering the rods or raising the mirror at a rate of a few
millimeters per hour to tens of centimeters per hour depending on the material. Just
outside the focal point, the temperature can be several hundred degrees cooler, allowing
for supercooling of the liquid melt just outside the zone. At defects, whether structural
or an impurity in the material, microscopic crystals will nucleate and begin to grow as
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the zone is moved. These crystals grow upwards and towards the center of the rods
where they will meet and hopefully a dominant grain will develop, leading to a single
crystal after a few millimeters of growth in the ideal case. As a grain can nucleate at
any defect during growth, it is vitally important that the material is phase pure and a
stable liquid zone is developed and maintained as quickly as possible. Accomplishing
this can allow for the growth of single crystals that are a few millimeters to a centimeter
in width and up to ten centimeters long.

An advantage of this method of crystal growth is the ability to grow crystals in a
sealed environment of Oxygen, Argon, or mixes of gasses such as Argon and Hydrogen to
promote the oxidation or reduction of ions. High pressures (up to 10 atm at McMaster
while 300 atm can be achieved in state-of-the-art instruments) may be used to help
stabilize a zone or promote a phase transition that is unfavourable at lower pressure.
Depending on the buoyancy of impurities in the zone, impurities may float to the top of
the zone and be filtered out of the material.

The OFZ technique does have limitations; it is unsuitable for materials with high
vapour pressure, low viscosity, or those that undergo a phase transition during cooling.
In general Liquid-Solid crystal growth methods of oxide materials can produce crystals
that are slightly off stoichiometric. This can be due to the evaporation of constituent
material or incongruently melting materials. A common practice to combat evaporation
is to start from ceramic rods that are non-stoichiometric, in the hopes of making a
stoichiometric crystal. Another option that can combat both evaporation and viscosity
issues as well as to help maintain a congruent melt is to use a solvent (flux) in the zone.
In this case, the solvent material is placed on top of the seed rod before growth and the
crystal is grown very slowly, maintaining the flux within the molten zone as the growth
progresses. After the growth is finished the crystal must be characterized to determine
phase purity and crystallinity.

2.3 Powder X-Ray Diffraction
Powder X-ray Diffraction (PXRD) is a technique that can be used to verify the structure
and phase purity of a material. A powdered sample is placed on a rotating disk at the
joint of a goniometer. An X-Ray source is held stationary on one end of the goniometer,
focused at the sample, while a detector sweeps an angle and records the scattered inten-
sity of light at each angle. For PXRD a collimated, monochromatic X-ray source must
be used. At McMaster, the X-ray source is a copper anode that produces Kα1, Kα2, and
Kβ radiation. A nickel filter is used to absorb Kβ while a germanium crystal excludes
Kα2, leaving only the Kα1 = 1.541 Å radiation. Scattering can only occur when the
scattered wave-vector, ∆k = ki − kf is equal to a reciprocal lattice vector (here ki and
kf are the initial and final wavevectors, respectively) [6]. This is a restatement of the
Bragg condition,

nλ = d sin θ, (2.1)
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where n is an integer, λ is the wavelength of light, d is the interplanar spacing in the
crystal structure and θ is the diffraction angle [6]. Hence the intensity of light detected as
a function of angle reveals important information about the crystal structure and position
of atoms within the material. This data is compared to known crystal structures and
can be fit to a structural model using a Rietveld refinement program such as Fullprof
[109].

2.4 SQUID Magnetometry
A Superconducting Quantum Interference Device (SQUID) is an extremely sensitive
flux-to-voltage transducer capable of measuring magnetic flux up to a small fraction
(≈ 10−5) of a magnetic flux quantum, Φ0 = h

e [31]. The name is related to the "in-
terference pattern" in the current in a SQUID as a function of flux, analogous to the
interference pattern in the intensity of light in a slit experiment. The device makes use
of Faraday’s law to induce a current in a superconducting loop of wire in response to
changes in a magnetic field, namely, the magnetic field due to a magnetic sample as
it is moved through a (few) detection coil(s). The flux through the superconducting
loop is quantized and only able to change by multiples of a magnetic flux quantum. At
least one weak link, known as a Josephson junction, is incorporated into a loop through
which Cooper pairs can tunnel. A DC SQUID makes use of two Josephson junctions
and time-independent currents while an RF SQUID makes use of one Josephson junction
and oscillating currents. There are several types of materials that can be used to make a
weak link; an insulating material, a normal metal, a constriction of the superconducting
material, or the use of a bicrystal high-temperature superconductor where the junction
is a single crystal whose axes are rotated with respect to the crystal the rest of the loop
is formed from. Most high-temperature superconducting Josephson junctions today are
some type of the last example [46].

2.4.1 Josephson Junctions

As discussed above, a Josephson junction is some kind of weak link separating two super-
conductors. In appendix A1 we will examine the case of a superconducting-insulating-
superconducting Josephson junction, for which Josephson’s original work is based on.
Similar results are found for other types of Josephson junctions [31].

One main result, assuming both a uniform magnetic field and voltage in the junction,
is that the supercurrent density, JS , across a Josephson junction is given by,

JS = Jc sin (γ) (2.2)

where the gauge-invariant superconducting phase difference, γ, is given by,

γ = θ2 − θ1 −
2π
Φ0

∫
~A (t) · d~l, (2.3)
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for magnetic vector field, ~A (r, t), superconducting phase difference at the junction
boundaries, θ2 − θ1, and critical current, Jc, which depends upon the superconduct-
ing material, weak link material and the geometry of the weak link. This is known as
the DC Josephson effect because it shows when there is no magnetic field or voltage,
there is a constant supercurrent across the junction. The other main result is that

∂γ

∂t
= 2π

Φ0
V (t) , (2.4)

for applied voltage, V (t). This is known as the AC Josephson effect because it shows a
constant voltage produces a sinusoidal supercurrent. The Resistively and Capacitively
Shunted Junction (RCSJ) model, where a Josephson junction is set up in parallel with a
resistor and a capacitor, is then used to build differential equations through the simple
application of Kirchhoff’s laws. Josephson junctions are often resistively shunted to
avoid hysteresis and will often have a small self-capacitance so the model is physically
relevant.

For use in measurements, a Josephson junction (or two) interrupts a superconducting
loop. There are two important cases for the inductance, L of the loop; the inductive
mode, where IcR2C

Φ0
� 1, and the dissipative mode, where IcR2C

Φ0
≥ 1. In the inductive

mode, the Josephson junction acts as an inductor and is usually the mode DC SQUIDS
are used in. In the dissipative mode, a bias current provides enough flux for the flux
in the SQUID to increase by one or more magnetic flux quanta. A plot of the voltage
across the loop versus applied current shows the voltage increases in steps called Shapiro
steps (see Fig. 2.5(a)), demonstrating that energy is being dissipated. An RF SQUID is
normally used in the dissipative mode. For the inductive mode the voltage is given by,

V = R
√
I2 − I2

c , I > Ic (2.5)

and V = 0 for a bias current less than the critical current, Ic. We can now examine how
a SQUID measures magnetic flux.

2.4.2 DC SQUID

A direct current (DC) SQUID is formed from a loop of a superconducting wire with two
Josephson junctions as shown in Fig. 2.2. A bias current, I, flows through the loop with
half of the current traveling through each junction. A magnetic field, B, is applied and
induces a current, J, around the loop. Using the RSCJ model it can be shown (appendix
2.4.3) that the sum of the currents through the two Josephson junctions is given by,

I = 2Ic sin (γ) cos
(
πΦa

Φ0

)
. (2.6)
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Figure 2.2: DC SQUID in an applied magnetic field B. The bias current,
I, is split equally across the two branches of the loop while the magnetic
field induces a current J around the loop. Reused from [50] with permis-
sions

When the SQUID loop has no inductance and the Josephson junctions have no capaci-
tance, the voltage across the loop is given by

V = R

√
I2 − I2

c cos2
(
πΦa

Φ0

)
, (2.7)

where R is the resistance of the resistor in parallel with the Josephson Junction, Ic is
the critical current of the Josephson junction, and φa is the applied flux. That is, the
voltage is periodic in the applied flux with period Φ0. It can be shown that the peak-to-
peak voltage is largest when the bias current is equal to 2 I2

c cos2
(
πΦa
Φ0

)
and it is readily

seen that the derivative attains a maximum at (2n+ 1) Φ0
4 , n = 0, 1, 2... . Including

capacitance and inductance does not change that the voltage is periodic in the applied
flux with period Φ0 but the functional form of the I-V curve is slightly modified.

We will now describe how to measure the magnetic flux due to a sample with a
DC SQUID. The bias current across the SQUID is fixed to maximize the peak-to-peak
voltage while a feedback loop is inductively coupled to the SQUID and used to maintain
the applied flux at Φ0

4 , to produce what is known as a flux-locked loop. As a sample is
moved through the detection coils, a current in the feedback loop produces a negative

25

http://www.mcmaster.ca/
https://www.physics.mcmaster.ca/


Ph.D. Thesis– James Beare; McMaster University– Physics and Astronomy

flux in the (SQUID) loop to cancel the flux from the sample. Measuring the feedback
current (or voltage required to produce this current) allows the magnetic flux from a
sample to be determined to ≈ 10−5Φ0. This requires the use of fast electronics to
change the feedback current. DC SQUIDs will also incorporate a modulation coil driven
with an alternating current of a few kHz[46]. Fig. 2.3 shows a block diagram of a DC
SQUID. Note that the detection coil, through which a sample travels, is not shown but
it would be attached to the input coil. This is done so that the SQUID is not exposed
to temperatures/fields which may damage the device.

Figure 2.3: A block diagram of a DC SQUID. The input coil, feed-
back coil, and modulation coil are all inductively coupled to the SQUID.
Josephson junctions are represented as red X’s that are resistively shunted.
Reused from [46] with permissions

2.4.3 RF SQUID

A radio-frequency (RF) SQUID makes use of a loop with a single Josephson junction
inductively coupled to an AC circuit incorporating an inductor, capacitor(s), and resis-
tor(s), depending on the setup. Historically and in many modern SQUIDS, the AC tank
is driven near the fundamental frequency, ωf of the circuit for which 1/ωf is much less
than the time scales associated with the SQUID device. This is known as the adiabatic
regime [31]. The system is also run in what is known as the dissipative regime where the
amplitude of the current, IRF , is chosen such that 2πLIRF ≥ Φ0. Just above this cur-
rent the SQUID flux discontinuously increases and then decreases by one flux quantum
during each 1/2 AC cycle, while absorbing energy from the AC tank. If the AC drive is
sinusoidal and the DC flux is an integer number of flux quanta then, during one cycle,
the total flux as a function of applied flux will follow a double hysteresis loop, indicated
by the path ABCDEFGHA shown in Fig. 2.4(a). A sketch of the Gibbs free energy is
shown in Fig. 2.4(b) to help the reader understand the double hysteresis loop behaviour.
After the double hysteresis loop, the current of the AC tank is lowered, requiring approx-
imately Q cycles, where Q is the quality factor of the circuit, to increase the current back
to the desired IRF . The current in the tank is reduced during the first hysteresis loop so,
in reality, the current amplitude needs to be large enough to drive the SQUID around
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the double hysteresis loop including losses. Increasing the current amplitude sufficiently
causes more hysteresis loops to occur during each AC cycle. To understand why this is

(a) Flux in the SQUID loop as a function of ΦRF (IRF ) when the ampli-
tude of IRF is large enough to drive the SQUID through a double hys-
teresis loop. Red arrows and dots indicate the path traced out ABCDE-
FGHA. Adapted from [50].

(b) Sketch of the Gibbs Free Energy as a function of Φa. Adapted from
[116].

called the dissipative mode, a plot of RF voltage as a function of current amplitude is
shown in Fig. 2.5(a), demonstrating plateau’s, known as Shapiro steps [31, 131], where
the SQUID is effectively dissipating energy from the AC tank. Point 3 in Fig. 2.5(a)
corresponds to the double hysteresis loop previously discussed. During use, the current
amplitude is chosen such that the voltage lies on a plateau, and examining the voltage
as a function of DC flux for different values of the current amplitude (Fig. 2.5(b)) allows
us to choose the best value. We can see that for current amplitudes 2 and 4, there is
no sensitivity to the DC flux we would like to measure. Current amplitudes 1, 3, and
5 have the largest peak-to-peak voltage as a function of DC flux and therefore offer the
most sensitivity. Operation of an RF SQUID is usually as follows; the AC amplitude
is chosen such that one double hysteresis loop occurs during an AC cycle (3 in figures
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(a) Amplitude of the detected VRF as a function of the current amplitude
IRF showing Shapiro steps. The SQUID effectively dissipates energy
when operated on a plateau. Adapted from [50].

(b) The detected voltage amplitude, VRF as a function of ΦDC for the
current amplitudes indicated in (a). Adapted from [50].

2.5(a) and 2.5(b)) while a DC feedback current is used to cancel the flux produced by
the sample, and is the quantity measured. The SQUID is flux-locked at a working point
nΦ0

2 for integer n, where ∂VRF
∂ΦDC is discontinuous. This allows for a sensitive measurement

of the DC feedback current and hence magnetic flux due to the sample. A block diagram
of an RF SQUID is shown in Fig. 2.6.
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Figure 2.6: Block diagram of an RF SQUID. The RF oscillator produces
the MHz RF signal while the IF oscillator modulates the signal in the kHz
range and provides a reference for phase-sensitive detection (PSD). The
RF coil and input coil are both inductively coupled to the SQUID loop
where the Josephson junction is shown as a red X. Reused from [46] with
permissions. .

2.4.4 SQUID Measurements at McMaster

At McMaster, a Quantum Design MPMS 5 RF SQUID is used for magnetometry and
susceptibility measurements with applied fields from 0 to 7 Tesla with temperatures
ranging from 2 to 400 K. A He3 insert may be placed into the sample space to allow for
measurements down to 0.5 K. An AC option is included allowing for measurements in an
oscillating field of up to 3 Oe from 0.1 to 1000 Hz. Finally, measurements as a function
of pressure may be performed using a GC10/3 gas pressure cell from the Institute of
High Pressure Physics, Polish Academy of Sciences, inserted into the MPMS allowing
for magnetometry measurements under pressure up to 700 MPa, above 2 K.

In a direct current (DC) measurement, a constant magnetic field is applied to the
sample and detection coil and the sample is moved through the detection coil. The
detection coil in this system is a second-order gradiometer where a clockwise oriented
loop is placed in series with two counter-clockwise loops 3 cm away followed by another
clockwise loop 3 cm away as shown in Fig.2.7. The advantage of a second-order gra-
diometer is that it will cancel out the flux due to a spatially homogeneous field as well
as the flux due to a field that varies linearly with distance, thus removing almost all of
the flux due to an applied magnetic field. The output of the measurement is the voltage
required to keep the SQUID flux-locked at the desired working point as a function of
distance, shown on the right in Fig. 2.7. This voltage curve is then compared to carefully
calibrated voltage curves for a known magnetic sample, usually a specific cylinder size of
palladium. From this comparison, the magnetic moment of the sample is given in emu.

In an alternating current (AC) measurement, where the applied field varies with some
frequency, the sample is held in the center of the detection coil as the field varies over one
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Figure 2.7: DC SQUID measurement showing the detection coil (or-
ange), SQUID (black), Josephson junction (red X), and voltage output
(blue) as the sample is moved through the detection coil. Adapted from
[20].

or more periods. The sample is then moved away from the detection coil and a measure-
ment is taken for use as background subtraction and comparison. There is a hierarchy
of time/frequency scales that limits the maximum frequency that can be measured. The
SQUID cutoff frequency is RSQUID

LSQUID
where, RSQUID is the resistance of the SQUID and

LSQUID the inductance, while the characteristic frequency of the Josephson junction
is 2πRSQUIDI0

Φ0
. The parameters of the SQUID are usually chosen so that the lower of

these two frequencies is ≈ 10 GHz. Therefore to be in the adiabatic regime the AC tank
inductively coupled to the SQUID should be made to have a fundamental frequency ≈
10 MHz, at maximum. The oscillating applied field needs to be approximately constant
during one double hysteresis loop of the SQUID which occurs with the same frequency
as the AC tank is driven (MHz). This limits the applied field to frequencies below about
1 kHz. Since the applied field is approximately constant during the double hysteresis
loop, an AC measurement is in reality a series of DC measurements taken as the applied
field oscillates. The feedback voltage required to cancel the sample flux is measured
as a function of time over one or more periods and compared to the feedback voltage
required to cancel the flux from only the applied AC field. From this an amplitude and
phase shift due to the sample are determined and are related to the real and imaginary
susceptibilities of the sample.

2.5 Muon Spin Rotation, Relaxation, and Resonance
Muon Spin Rotation, Relaxation, and Resonance is a technique that is extremely sen-
sitive to the internal magnetic fields of a material. The method relies on the Larmor
precession of spin-polarized positive muons that stop in a magnetic material and decay
into positrons with a characteristic lifetime of τµ = 2.2 µs. The large gyromagnetic ratio
of the muon, γµ = 135.54 MHz/T, means that it is possible to measure internal fields
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as small as ≈50 mG. The muon not only probes the magnitude of the internal field but
also the shape of the field distribution, the volume fraction of different magnetic (or
non-magnetic) phases, and the dynamics of the magnetism [91].

2.5.1 Muon Production

Muons used in µSR experiments require reasonably sized particle accelerators to be
generated. Protons are accelerated and collide into blocks of either graphite or beryllium;
a material that will mostly disperse the energy by producing a large number of pions. At
TRIUMF in Vancouver, Canada, H− ions are accelerated by a cyclotron to ≈ 520 MeV
and collide into graphite. The graphite very quickly strips the two electrons from the
proton which then interacts with the nucleons of the graphite to produce pions. Pions
are spin-0 particles of which there are three kinds, π+, π−, and π0 that have positive,
negative, and neutral electric charges, respectively. Single pion production is the only
relevant production method at these energies of which there are two relevant processes
to produce positive pions given below.

p + p → p + n + π+

p + n → n + n + π+

We will ignore the production of π0 and π− as their decay products will be steered away
from or out of the muon beamlines. π+ will decay into a positive muon and a muon
neutrino via the weak force. The 100% parity-violating weak force demands that the
(nearly) massless spin-1/2 neutrino decays with its spin anti-parallel to its momentum
and so when a π+ decays at rest, the spin-1/2 muon must travel in the opposite direction
with its spin also anti-parallel to its momentum, to conserve both momentum and angular
momentum as shown in Fig. 2.8. The decay results in a unique energy and momenta for
the muon of 4.1 MeV and 29.788 MeV/c, respectively. These muons are called surface
muons and steering/focusing magnets are used to direct these muons to the sample while
non-surface muons and other particles are rejected.

Figure 2.8: Positive pion, π+, decay at rest into a positive muon, µ+,
and a muon neutrino, νµ. Adapted from [119].
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There are two types of muon sources around the world; pulsed and continuous.
Pulsed sources, such as that at ISIS in Oxfordshire UK, deliver a large number of muons
(bunches) to a sample within a time window ∆t � τµ (≈ 80 ns at ISIS). The bunches
are delivered with a time separation � τµ (20 ms at ISIS [32]). A timer is started when
the bunch enters the sample and detector counts as a function of time are recorded as
the muons decay. In a continuous muon source, such as at TRIUMF in Vancouver BC,
muons are implanted in a sample one at a time. Events where two muons enter the sam-
ple space within ≈10 τµ, are rejected and the rate of muon implantation is modulated
such that 1 muon enters the sample approximately every 10 τµ. In this way each positron
detected can be identified with a specific muon decay. In a pulsed source, the uncertainty
in implantation time (∆t) means that very fast relaxations are hard to measure, how-
ever, as the time separation between bunches is very large the beam-borne background
is negligible. A pulsed source can therefore measure up to 10 τµ or longer depending
on how long data is collected, allowing extremely small relaxation rates to be measured.
At a continuous source, beam borne background means that the data collected beyond
about 10 µs has a relatively low signal-to-noise ratio and therefore cannot measure as
small of relaxation rates as a pulsed source. A continuous source however can measure
relaxation rates approximately 5-10 times faster than a pulsed source due to the small
uncertainty in implantation time.

2.5.2 Muon Decay

An implanted muon decays with a characteristic lifetime of 2.2 µs of which the dominant
(≈99%) process is,

µ+ → e+ + νe + ν̄µ,

where νe and ν̄µ are the electron neutrino and muon antineutrino, respectively. Energy
and momentum conservation implies the positron will have a maximum energy, Emax,
of 52.3 MeV [32] and a calculation from electro-weak theory gives the double differential
distribution, W (θ, ε), of the decay of positrons with respect to the spin of the muon as,

d2W = W (θ, ε) dε d cos (θ) = G2mµ

192π3 (3− 2ε) ε2
[
1 + 2ε− 1

3− 2ε cos (θ)
]
dε d (cos (θ)) , (2.8)

where G is a coupling constant, mµ = 105.7 MeV/c2 is the muon mass, and ε = E
Emax

.
We are interested in the term inside of the square brackets,

a (ε) = 2ε− 1
3− 2ε , (2.9)
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known as the asymmetry parameter. For decay positrons in the same plane as the muon
spin the rate, dNdθ , is proportional to [32],

dN

dθ
∝ (1 + a (ε) cos (θ)) , (2.10)

which is shown in Fig 2.9 for various values of ε with the distribution of positrons for the
highest energy shown in blue. Averaging over all energies gives a = 1/3 and produces

Figure 2.9: The positron decay distribution as a function of angle for
various energies. Blue is the distribution for the highest energy positrons
while averaging over all energies leads to the orange distribution [119]. .

the orange curve in Fig. 2.9, a circle centered at 1/3. Averaging this distribution over all
angles leads to a 1/3 excess in the direction of the muon spin. That is, given an ensemble
of muons with the same polarization function, P(t), a reduced muon polarization of
amplitude 1/3 P(t) is (theoretically) detected.

To probe the longitudinal muon relaxation function, Pz (t) we need to compare the
positron counts in two detectors; one detector that is in the opposite direction of the
muon momentum, relative to the sample which we label the “backward” detector with
detector counts, NB and the “forward” detector in the opposite direction relative to the
sample with detector counts NF . In an idealized case, we can make the conceptually
useful definition of the asymmetry, A(t), of the two detectors as,

A(t) = NB(t)−NF (t)
NB(t) +NF (t) = 1

3Pz(t), (2.11)

the normalized difference between the two detectors.
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This idealized case does not take into account any beam-borne background, Bi, de-
tector efficiency εi, or intrinsic asymmetry Ai, for detectors i = F, B, the forward and
backward detectors. The number of counts in each detector can then be written as,

NB,F = BB,F +N0εF,B [1±AB,FPz(t)] , (2.12)

where N0 is is a common normalisation [32]. Subbing these into Eq. 2.11 and assuming
negligible beam-borne background it can be shown [32],

A(t) = NB(t)− αNF (t)
NB(t) + αNF (t) = ABPz(t), (2.13)

where α = εF
εB

and AB usually takes values between 0.2-0.27. α is determined experi-
mentally by performing a weak transverse field (wTF) measurement.

2.5.3 Muon Relaxation Functions

We have discussed how muons are produced and how they decay but we have yet to ex-
plain what happens to a muon while implanted in a sample. When the muon enters the
sample it is very quickly (≈10−10s) captured through the following successive process;
ionisation of atoms and scattering of electrons (4 MeV → ≈2 keV), muonium formation
through successive electron capture and loss (2 keV → 50 eV), muonium-atom collisions
(50 eV → a few eV) and finally the muonium dissociates into a free muon which (nor-
mally) stops in the most electronegative site. In insulators, this is near oxygen atoms
and therefore the muon stops in an interstitial site. Symmetry is often able to give a
general idea of the position of muon stopping sites but to know the number of stopping
sites and their position accurately requires density functional theory.

We briefly contrast this with the behaviour of a negative muon which acts like a
heavy (negative) electron. In this case, the negative muon implants in the same way as
a positive muon except it typically is captured by positive ions. As muons are different
particles than electrons, the Pauli exclusion principle does not apply, and the negative
muon is free to fall to the lowest excited state. A use of negative muons is to catalyse
certain fusion reactions [32]. Everywhere else in the thesis, assume that a muon refers
to a positive muon, unless otherwise noted.

The magnetic dipole moment, ~µ = γµ~S, of a muon changes due to the torque, ~G, it
experiences from a magnetic field. That is,

∂~µ

∂t
= ~G, (2.14)

where γµ is the gyromagnetic ratio of the muon. The torque experienced by the muon
is equal to ~G = ~µ× ~B, leading to the Larmor equation,

∂~S

∂t
= γµ~S × ~B. (2.15)
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If ~B is in some direction with angle θ relative to the Sz axis then [32],

Sz = cos2 (θ) + sin2 (θ) cos (γµ |B| t) . (2.16)

This is the precession a single muon experiences in a field ~B but what we are interested in
is the average behaviour of an ensemble of muons precessing in a local field distribution,
ρ(Bloc), at the muon site(s). ρ(Bloc) is a probability distribution; the probability the
sample produces a field ~Bloc at the muon site. The muon longitudinal relaxation function
is then given by [106],

Pz(t) =
∫
Sz
(
t, ~Bloc

)
ρ
(
~Bloc
)
d ~Bloc. (2.17)

Replacing Sz with Sx,y in Eq. 2.17 gives the transverse relaxation function. Note that
this is the relaxation function at a single muon site; if there are multiple inequivalent
muon sites the relaxation function is a weighted sum of the relaxation functions at each
individual muon site.

The simplest case is where the material fully magnetically orders and |B| takes a
single, static, value (i.e. ρ(Bloc) = δ(B −Bloc) ). In this case, the relaxation function is
given by [32],

Pz(t) = 1
3 + 2

3 cos (γµ |Bloc| t) . (2.18)

Two other important field distributions are the Gaussian and Lorentzian field distribu-
tions,

ρGausi (Bloc) = γµ√
2π∆

exp
(
−
(
γµBi√

2∆

)2
)
, i = x, y, z (2.19)

and
ρLori (Bloc) = γµ

π

a

a2 + γ2
µB

2
i

, i = x, y, z (2.20)

respectively. Both distributions have an average value of zero but differ in their shape.
The Gaussian distribution function tends to describe concentrated, dense magnetic sys-
tems fairly well while the Lorentzian distribution tends to describe dilute magnetic sys-
tems well [32]. Substituting the Gaussian distribution into Eq. 2.17 leads to,

PGausz = 1
3 + 2

3
(
1−∆2t2

)
exp

(
−∆2t2

2

)
(2.21)

while a similar form is found for the Lorentzian distribution [75]. Both functions bear the
names of Kubo and Toyabe who derived them in 1966 [75]. The underlying assumption
of the model is that the magnetic field is randomly oriented and averages to zero over all
muon sites with a spread in the distribution of magnetic fields that has Gaussian width
∆ or Lorentzian width a. It turns out that in ZF a 1/3 non-relaxing component and 2/3
relaxing component is common for all randomly, statically ordered magnetic systems.
By symmetry, on average 1/3 of the randomly oriented field must lie along the muon
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spin direction and therefore cause no relaxation or oscillation. Similarly, on average 1/3
of the randomly oriented field must lie along one of two perpendicular directions, causing
relaxation/oscillation. Combining the two directions gives the factor of 2/3 which relaxes
or oscillates. The 1/3 component, or “1/3 tail” only relaxes (decays) in the presence of
dynamic processes. Dynamic processes are also much more robust against decoupling
due to an applied longitudinal magnetic field (LF).

In the presence of an applied LF, the Gaussian Kubo-Toyabe function is modified to
[63],

PGausz (t, ωL) = 1− 2∆2

ω2

(
1− e(−

1
2 ∆2t2) cos (ωLt)

)
+ 2∆4

ω3
L

∫ t

0
e(−

1
2 ∆2τ2) sin (ωLτ) dτ,

(2.22)
where ωL = γµBL is due to the applied LF. As the applied LF gets very large it dominates
over any local static fields due to the sample and since the muon polarization is along
this direction, very little relaxation occurs. Fig 2.10 shows how the relaxation function
changes as the LF is increased. The main consequence of applying an LF to static

Figure 2.10: The effect of applying a longitudinal field, with ω = γµBL,
on the µSR relaxation function. Reproduced from [20] with permission.

magnetic moments is to raise the tail of the relaxation function. This rough result is
true across all static magnetic distribution functions, ρ (B) [32].

We now consider the effect of fluctuating magnetic fields with fluctuation rate, ν, on
the muon relaxation function. The strong collision approximation is often used to model
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the behaviour of fluctuating fields. In this approximation, the local field instantaneously
changes its direction at a time, t, with a probability distribution, ρ (t) ∝ exp(−νt).
The field after such a change is assumed to not correlate with the field beforehand
and is chosen randomly from the probability distribution P (B) [32]. The polarisation
first decays following the Kubo-Toyabe function until time t1 where the spin randomly
changes and the polarization again follows a Kubo-Toyabe form until time t2, when
another change happens. This process repeats until the muon decays. Mathematically,
these operations lead to a series of convolutions multiplied by an exponential decay,

GGausz (t, ν,∆) = exp (−νt)
∞∑
n=0

νn
(
PGausz (t,∆) ∗ PGausz (t,∆)

)n
, (2.23)

where
(
PGausz (t,∆) ∗ PGausz (t,∆)

)n
is the static Gaussian Kubo-Toyabe function (Eq.

2.21) convoluted with itself n times and we define
(
PGausz (t,∆) ∗ PGausz (t,∆)

)0
=

PGausz (t,∆). Progress can be made by using properties of the Laplace transform (namely
the convolution theorem to turn the above equation into a geometric series) however, in
general there is not an analytic solution and numerical evaluation is required. There are

Figure 2.11: The effect of a fluctuating local field with fluctuation rate
ν on the µSR relaxation function. Reproduced from [20] with permission.

two regimes in which simplifications can be made; the fast fluctuation (ν/∆ � 1) and
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the slow fluctuation (ν/∆ � 1) regime. In the fast fluctuation regime, the relaxation
function becomes exponential [32],

Pz (t, ν,∆) = exp
(
−2∆2t

ν

)
, (2.24)

while in the slow fluctuation regime, the 1/3 tail is slowly relaxed out with,

Pz (t, ν,∆) = 1
3 exp

(−2
3 νt

)
+ 2

3
(
1−∆2t2

)
exp

(
−∆2t2

2

)
. (2.25)

Fig. 2.11 shows how fluctuations change the relaxation function from a Gaussian Kubo-
Toyabe function in the zero fluctuation limit to an exponential relaxation in the fast
fluctuation regime. Finally, we consider the effects of applying an LF to a system
with a fluctuating internal field shown in Fig 2.12. Comparing the LF required to

Figure 2.12: Left: the effect of a longitudinal field on the relaxation
function of a Gaussian distributed, fluctuating local field with ν/∆ = 1
and right: ν/∆ = 10. Reproduced from [20] with permission.

decouple a fluctuating field (Fig. 2.12) with the LF required for a static field (Fig. 2.10)
shows that dynamic magnetism is much more robust against decoupling than static
magnetism. Thus a longitudinal field, ωL, can be used to distinguish between disordered
static magnetism, which may produce an exponential or stretched exponential behaviour,
and dynamic magnetism. Further, in the fast fluctuation regime, additional information
can be obtained about ∆ and ν by measuring an LF sweep through the Redfield formula
[32],

λ = 2∆2ν

ν2 + ω2
L

. (2.26)
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Of special interest to this thesis is the relaxation functions produced by spin glass
systems. The canonical spin glass systems are magnetically dilute alloys where the
magnetic ion concentration is typically around 1-5%. Due to the variable nature of the
spin concentration within a sample, there is a range of random fields associated with
each muon site, i.e. there is a different width to the field distribution, ∆j , at each muon
site j which is probed with probability [134],

ρ (∆j) =
√

2
π

a

∆2 exp
(
− a2

2∆2

)
. (2.27)

Uemura et al. [133] showed that in the presence of fluctuating moments with a single
fluctuation rate, ν, the relaxation function takes on root-exponential behaviour,

Pz(t, ν, a) = exp

−
√

4a2t

ν

 , (2.28)

in the motional narrowing limit ν/a � 1. Further, in the presence of coexisting static
and dynamic magnetism, where a fraction, Q, of the moments appear static to the muon
at any one time, the relaxation function is given by,

Pz(t, ν, as, ad) = 1
3 exp

−
√

4a2
dt

ν

+ 2
3

1− a2
st

2√
4a2
d
t

ν + a2
st

2

 exp

−
√

4a2
dt

ν
+ a2

st
2

 ,
(2.29)

with a2
s = Qa2 due to static magnetism and a2

d = a2 − a2
s due to dynamic magnetism

[133]. This function works well to describe the relaxation of canonical spin glasses [133],
however, a key assumption is that there is only one fluctuation rate. While this is roughly
true for alloys with dilute magnetic impurities at the % level, it breaks down for dense
spin glasses [92]. In this case, there is a distribution of fluctuation rates above Tg, the
freezing temperature, and the relaxation function is empirically found to be described
by a stretched exponential,

Pz(t) = exp
(
− (λt)β

)
, (2.30)

where the exponent β is a stretching parameter. Both β and λ are functions of tem-
perature and just above Tg it has been experimentally found that the exponent varies
from 1 at high temperatures, where a single relaxation rate is expected in the paramag-
netic regime, to 1/3 just above Tg [21, 74, 41, 33, 123, 129]. A Monte Carlo study for
3-dimensional Ising spin glasses [93] found that above the transition, the autocorrelation
function, which measures how correlated a spin is with itself at a later time, can be
empirically fit by a stretched exponential at long time scales. The stretching exponent
in this study varies from 1 at high temperatures and approaches 1/3 at the transition.
Similar results exist for other XY and Ising spin-glasses [21].
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Chapter 3

Gd2ScNbO7

3.1 Introduction
Gadolinium-based pyrochlore magnets originally garnered interest due to the theoretical
infinite ground state degeneracy of the Heisenberg pyrochlore antiferromagnet that, to
first order, a Gadolinium pyrochlore magnet may be described by [22, 23, 89]. This also
applies to Gd2ScNbO7 that, in collaboration with Mauws et. al., we study for the first
time. The large magnetic moment of ≈ 8 µB for Gd3+ ions make dipolar interactions
non-negligible and lifts the ground state degeneracy in real Gadolinium pyrochlores.
Including dipolar interactions, the system is theoretically expected to order into a 4
sublattice ordered state with ordering wavevector k = (0, 0, 0) [58, 97]. A mixture
of the excited 6S 7

2
and ground 8S 7

2
atomic states induces a single-ion anisotropy with

energy separation comparable to the exchange interactions [53]. Specific to Gd2ScNbO7,
we must consider the effect disorder has on these systems which have several different
competing interactions. The combination of competing interactions, frustration, and
disorder might be expected to induce spin-glass behaviour, which our results strongly
support.

The related compounds Gd2Sn2O7, Gd2Pt2O7, and Gd2Ti2O7, along with the theo-
retical reasons discussed above, motivate the study of disorder on these systems. Gd2Sn2O7
is found [136, 16] to order into the theoretically expected state proposed in [97] at around
1 K. Gd2Pt2O7 is found to order antiferromagnetically at a slightly higher temperature
of 1.6 K, likely due to additional superexchange pathways opened up by empty d-shell
orbitals in Pt4+ compared to Ti4+ and Sn4+ [58]. In contrast, Gd2Ti2O7 has two tran-
sitions in zero field at 0.75 K and 1 K into partially ordered states [29, 16, 122]. The
ordering wavevector is

(
1
2 ,

1
2 ,

1
2

)
and/or its 3 possible symmetry-related wavevectors. It

is experimentally difficult to determine the number of wavevectors that contribute to the
magnetic structure. The structures are labeled 1-k, 2-k, 3-k, and 4-k based on the num-
ber of wavevectors that contribute. There has been much debate as to which structure
this material takes. Originally the 1-k structure was proposed as the low-temperature
ground state [29], followed by the 4-k structure [122] and more recently the 2-k struc-
ture [96, 70]. The striking difference between the naively expected, similar behaviour of
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Gd2Ti2O7 and Gd2Sn2O7 is due to differences in third nearest neighbour interactions
[136, 36].

It is obvious that many different interactions are important in these systems; first,
second, and third nearest neighbour interactions, single-ion anisotropy, and dipolar in-
teractions all contribute to the behaviour of the system. Introduction of disorder into
the system would seem likely to induce spin-glass behaviour, however, insulating, dense
spin-glass systems are less explored than their metallic, dilute counterparts making
Gd2ScNbO7 an interesting study to probe spin-glass physics. We compare the behaviour
of Gd2ScNbO7 with the nominally disorder-free spin-glass pyrochlore magnet Y2Mo2O7.

3.2 Methods
We have grown large single crystals of Gd2ScNbO7 using the optical floating zone tech-
nique. Polycrystalline rods were prepared using stoichiometric ratios of Gd2O3 (99.99%),
Sc2O3 (99.999%), and Nb2O5 (99.99%). The polycrystalline rods were annealed in air
at 1350◦C for 48 hours, reground, and annealed an additional 48 hours under the same
conditions. We grew a large single crystal from these rods by performing a pre-melt
growth at 15 mm/hr in 6 atm of O2, the product of which, we regrew at 4 mm/hr in 6
atm of O2. We have found that RE2ScNbO7 (RE = Gd, Tb, Dy) crystals tend to break
apart during growth when grown too slowly (≤10 mm/hr), however slower growth speeds
tend to produce higher quality crystals. It was found that Gd2ScNbO7 crystals could
be grown at a slower speed if a pre-melt growth was performed first. The phase purity
of both powders and (crushed) crystals were confirmed with powder X-ray diffraction.

We performed DC and AC susceptibility measurements using a Quantum Design
MPMS 5 Superconducting Quantum Interference Device (SQUID) with AC and 3He
options installed, providing a base temperature of 0.5 K. Our DC and AC measurements
were performed on a single crystal of mass 49.35 mg. DC susceptibility was measured
in a field of 100 Oe. AC susceptibility was measured with a field amplitude of 1 Oe and
varying frequencies.

We performed Zero field (ZF) and longitudinal field (LF) µSR measurements on the
M15 beamline at the TRIUMF Laboratory in Vancouver, Canada. We used a spec-
trometer incorporating a dilution refrigerator which allowed for measurements in the
temperature range of 0.025-10K. The experimental set-up makes use of a superconduct-
ing magnet to allow for fields up to 5 T. We mounted the samples on a silver cold finger
using copper grease (copper powder mixed with petroleum jelly) mixed with N grease
to ensure good thermal conductivity. Silver gives a well-defined µSR background signal
with very little relaxation. The instrument has a time resolution of 0.4 ns. We explored
the effect of applied fields anti-parallel to the direction of the initial muon spin polariza-
tion (LF). We cut several discs of Gd2ScNbO7 from a single crystal such that the normal
of the face of each disc lies along the (110) direction. This geometry means the initial
muon polarization and any applied fields were along the (110) direction. We used the
muSRfit software platform [125] to analyse the collected µSR spectra.
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3.3 Results

3.3.1 Characterization

We performed a powder X-ray diffraction measurement on finely ground crystal from a
section of our growth. Fig. 3.1(a) shows the results of our measurement with Reitveld
refinement to a pyrochlore phase. There are no indications of any phase impurities. Fig
3.1(b) shows the Laue diffraction pattern along the (110) direction of a section of our
as grown crystal. The crystal was translated along its length and width with no change
to the Laue diffraction pattern, indicating that the sample is single crystal on a surface
level. The crystal was then rotated 180 degrees and the same procedure was performed,
with no change in the Laue diffraction pattern. The crystal was aligned and cuts were
made perpendicular to the (110) direction. After cutting, we checked 3 pieces with Laue
diffraction, one from the middle of the crystal and two from either end of the crystal, to
confirm both the single crystal nature of the sample, and that alignment was maintained
during cutting. Overall these results indicate a phase pure single crystal sample aligned
along the (110) direction.

(a) Gd2ScNbO7 crushed crystal powder diffraction
measurements with Reitveld refinement to the py-
rochlore phase.

(b) Laue diffraction pattern from the
(110) direction of our Gd2ScNbO7 single
crystal.

Figure 3.1: Gd2ScNbO7 structural characterization.

3.3.2 SQUID Susceptibility

As a baseline to compare to other Gd3+ pyrochlores we performed DC susceptibility
measurements from 0.5 K to 300 K in a field of 100 Oe as well as measurements at 0.5 K
varying the Field from 0 to 7 T. The inverse susceptibility at high temperature is shown
in Fig. 3.2(b) and is well described at all but the lowest temperatures by the Curie-Weiss
law with Curie temperature -7.7 ± 0.1 K, indicating anti-ferromagnetic interactions, and
an effective magnetic moment of 8.083 ± 0.006 µB. Gd3+ ions on the pyrochlore, having
a very small single-ion anisotropy, should adhere to Curie-Weiss law over a wide range of
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temperatures, as observed here. The low-temperature susceptibility (Fig. 3.2(a)) shows
a ZFC/FC splitting at the transition temperature.

(a) DC Susceptibility from 0.5 K to 2 K mea-
sured in a 100 Oe field

(b) Inverse DC Susceptibility from 2K to 300K
measured in a 100 Oe field

(c) Magnetic moment as a function of field at
0.5 K

Figure 3.2: Gd2ScNbO7 DC Susceptibility

We performed AC susceptibility measurements to probe the dynamics of the Gd3+

magnetic ions. The real part of the susceptibility, shown in figure 3.3(a), has a maxi-
mum that shifts to higher temperatures for higher frequencies. The Mydosh parameter
is given by the relative shift in the transition temperature as a function of the change
in log(frequency) and is used to distinguish between super-paramagnetism, canonical
spin glasses, and cluster glasses [92]. We fit the peak in the real part of the suscepti-
bility with a Gaussian function producing a Mydosh parameter of ∆TF

TF∆ log(f) = 0.020 ±
0.001 (Fig.3.3(c)), where TF is the transition temperature and f is the frequency. The
imaginary susceptibility, shown in Fig. 3.3(b), has a large increase in the high-frequency
measurements below the transition seen in the real part of the susceptibility. The imagi-
nary susceptibility is often related to absorption and dissipation of energy. A small error
in the measured phase could mix some of the large signal from the real component into
the imaginary component, however, this does not explain the temperature dependence
of χ′′ as the frequency increases. A peak in χ′′ indicates that, at this temperature,
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there are processes with an average relaxation time corresponding to 1/frequency [92,
66]. Accompanying a peak in χ′′, χ′ should exhibit an inflection point, however, our
measurements are limited to temperatures above 0.5 K and we are unable to confirm
this. In spin glasses, the dynamics of the system can produce a peak in χ′′ and does not
necessarily imply a thermodynamic transition [92, 66].

(a) Real susceptibility measured in varying
driving frequencies

(b) Imaginary susceptibility for the same mea-
surements as in (a)

(c) Plot of the change in the normalized freez-
ing temperature as a function of the logarithm
of the change in frequency, fit by a straight line.
The slope of this fit gives the Mydosh parame-
ter, 0.020 ±0.001

Figure 3.3: Gd2ScNbO7 AC Susceptibility

3.3.3 µSR

We performed Muon Spin Rotation, Relaxation, and Resonance (µSR) measurements
to probe both the static and dynamic magnetism within the sample. The zero-field
asymmetries for high and low temperature are shown in Figures 3.4(a) and 3.4(b), re-
spectively. Near the transition, a very fast relaxing component develops, indicative of
the development of moments that are static on µSR timescales. This extreme relax-
ation at early times is also seen in the closely related compounds Gd2Ti2O7 [39, 146],

44

http://www.mcmaster.ca/
https://www.physics.mcmaster.ca/


Ph.D. Thesis– James Beare; McMaster University– Physics and Astronomy

Gd2Sn2O7 [15], and Gd2Pt2O7 [58]. As the temperature is lowered, the static relaxation
becomes so fast that we can not accurately measure it with the µSR technique. We do
not observe any Kubo-Toyabe like dip in the early time data nor any oscillations. Across
all temperature ranges, the data is well fit by the asymmetry function,

A(t) = A0

[1
3 exp(−(λDt)β) + 2

3 exp(−(λSt)β)
]

+Abkg exp(−λbkgt), (3.1)

where A0 is the total initial asymmetry, λD is the relaxation due to dynamic magnetic
moments, λS is the relaxation due to static moments, β is a stretching exponent com-
monly used to fit µSR data [32] and Abkg and λbkg are the temperature-independent
total asymmetry and relaxation of the background, respectively. We could not fit the
data using a simple or Gaussian exponential for the dynamic relaxation, while, given the
extremely fast relaxation of the static component, we could find a large range of values
for β that could fit the data by changing the static relaxation rate. In principle, the
exponent, β, does not need to be the same for the dynamic and static components of the
relaxation but given that we expect a single component asymmetry in the paramagnetic
state above the transition and that there is no strong evidence for a particular exponent
for the static relaxation, we have chosen to use a single exponent for both. Above 0.8
K we found (approximately the transition temperature seen in AC susceptibility) the
relaxation rates λD and λS begin to converge and track each other (not shown). Given
that the data above 0.8 K is well fit by a single stretched exponential and that above
a temperature close to the glass transition we expect only one signal component from
fluctuating moments, we forced the relaxation rates λD and λS to be the same above
0.8 K, with the same exponent, β. It should be noted that a simple exponential can
fit the high-temperature measurements but as the transition is approached from above,
a simple exponential fails to describe the asymmetry. After imposing these require-
ments we essentially fit the data above 0.8 K to a single stretched exponential plus a
temperature-independent background relaxation,

A(t) = A0 exp(−(λt)β) +Abkg exp(−λbkgt). (3.2)

The results of the fits are shown in Fig. 3.4. We find the relaxation (Fig. 3.4(c))
strongly increases as the transition is approached from above. At the transition, the
static and dynamic relaxation rates diverge from one another (this has been confirmed
by fitting all of the temperature points to Eq. 3.1), with the static relaxation, λS ,
increasing extremely rapidly until it can no longer be accurately measured. The dynamic
relaxation, λD, is largest near the transition then decreases and possibly flattens out at
low temperature. The stretching exponent, β, (Fig. 3.4(d)) is close to one at the highest
temperatures (as would be expected in a fast fluctuating or paramagnetic regime) but as
the transition is approached from above it rapidly decreases. Below the transition, the
exponent roughly flattens out and forcing the exponent to be temperature independent
below the transition describes the data well with β = 0.354 ± 0.008.

We performed a temperature sweep in an applied field of 2 T to decouple a fraction of
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(a) µSR Zero Field data above the transition
temperature fit to Eq. 3.2

(b) Zero Field data below the transition tem-
perature fit to Eq.3.1

(c) Zero field relaxation rate. Note the static
rate is far above the scale

(d) Exponent of the exponential decay in zero
field as a function of temperature

Figure 3.4: Gd2ScNbO7 Zero Field µSR

the static magnetism and better probe the dynamics of the system. As discussed in sub-
section 2.5.3, static magnetism is much more susceptible to decoupling by a longitudinal
field than dynamic magnetism is. The results are shown in Fig. 3.5, displaying a small
amount of decoupling. In a longitudinal field, the dynamic and static components of
the asymmetry signal no longer need to compose one-third and two-thirds of the signal,
respectively, as a decoupling of the static field should occur. Without knowing what
the relative components should be and because it describes the data quite well, we used
Eq. 3.2 as the fitting function. This function captures a peak in the relaxation at 0.9 K
(Fig. 3.5(b)). This peak is also found when other, similar fitting functions are used (not
shown). It appears the signal is mostly dominated by dynamic relaxation above 0.2 K in
this field, meaning the peak in the relaxation, or alternatively, 1/T1, could correspond
to critical fluctuations and suggest a transition occurs at 0.9 K in an applied field of 2
T. The asymmetry fits shown in Fig. 3.5(a) also displays a small decoupling below 0.2
K (0.1 K and 0.03 K shown), indicating that a larger fraction of moments are becoming
static in the µSR time window.
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(a) µSR asymmetry measured in a 2 T longi-
tudinal field

(b) Relaxation rate as a function of tempera-
ture in a 2 T longitudinal field.

(c) Stretching exponent β as a function of tem-
perature in a 2 T longitudinal field.

Figure 3.5: Gd2ScNbO7 2 T Temperature Sweep

We performed a zero-field cooled, longitudinal field sweep at 0.1 K and fit the data to
a single stretched exponential. The fits demonstrate that the signal has a small amount
of decoupling even in a field of 4 T. The relaxation and stretching exponent are shown
in Fig. 3.6(a) and Fig. 3.6(b), respectively. A strong reduction in relaxation is observed
between the ZF and 1 T data. The change in β as the field increases indicates that the
shape of the field distribution the muon detects is changing over this field range.

Our results point to the existence of both static (on the µSR time-scale) and dynamic
moments below the transition seen in AC susceptibility. The very fast initial relaxation
indicates the development of static moments while the slower relaxation of the 1/3
component points to the existence of dynamic moments. Our 2 T measurements show
some decoupling below 0.2 K, indicating an increase in the fraction of moments that are
static on the µSR time scale as compared to higher temperatures. Above the transition,
the data are well described by a stretched exponential with an exponent that varies from
about 1 at high temperature to 0.43 ± 0.04 at 0.8 K.

We have combined these results with neutron scattering and heat capacity results
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(a) Relaxation rate as a function of longitudi-
nal field at 0.1 K

(b) Exponent as a function of longitudinal field
at 0.1 K

Figure 3.6: Gd2ScNbO7 Longitudinal Field Sweep at 0.1 K

from Chris Wiebe’s group (University of Winnipeg) into a manuscript to be published
[85]. Neutron scattering measurements show nearest neighbour antiferromagnetic, next
nearest neighbour ferromagnetic, and third nearest neighbour antiferromagnetic corre-
lations. The magnetic correlation length is 2.1 Å, approximately the nearest neighbour
distance. Reverse Monte Carlo simulations of polarized magnetic neutron scattering data
using the Γ7 and Γ5 magnetic structures suggest the system is XY like, however, Heisen-
berg interactions fit the data nearly as well [85]. Heat capacity measurements show a
broad peak at 1.2 K and integrating over this peak gives an entropy of ≈ 90%R ln (8).
The heat capacity at low temperatures is linear.

3.4 Discussion
Our results demonstrate that Gd2ScNbO7 is a spin glass system with a transition tem-
perature of Tg= 0.75 K. This is most strongly evidenced by a transition temperature that
changes as a function of AC field frequency. The Mydosh parameter of 0.020 ± 0.001
places this system in the spin glass, rather than the super-paramagnetic regime [92].
The ZFC/FC splitting is consistent with this picture while the frustration parameter of
≈ 10 shows that frustration plays an important role in this system.

The approximate linear behaviour at low temperature in the heat capacity (measured
by Mauws et. al) is also consistent with an insulating spin glass. The expected total
entropy for this J = 7/2 system is R ln (8) for which our measured value of 90%R ln (8)
is in good agreement. It is possible including contributions below our lowest measured
value of 0.4 K could improve the agreement.

The neutron scattering measurements performed by Mauws et. al show no long-
range order. The elastic magnetic scattering appears similar to the pyrochlore spin-glass
Y2Mo2O7 except with a magnetic correlation length of 2.1 Å compared to ≈ 5 Å for
Y2Mo2O7 [51]. The alternating antiferromagnetic, ferromagnetic, and antiferromagnetic
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correlations between the first, second, and third nearest neighbours, respectively, might
be expected to produce spin-glass behaviour in disordered systems like Gd2ScNbO7.
Here the mixed 3+/5+ cations of the B-site would be expected to distort the local
environments compared to a fully 4+ B-site cation. Measurements on Nd2ScNbO7 [86]
indicate that there are likely a small number of B-site tetrahedra which do not have
two Sc3+ and two Nb5+ (the so called charge-ice state [86]), which introduces additional
disorder. The structural disorder in the system produces bond disorder as the distance
between first, second, and third nearest neighbours is somewhat variable, producing a
range of dipole-dipole interaction strengths. This range in distance, as well as variations
in the Gd-O-Gd bond angle, is expected to give a range of superexchange interactions
as well, another source of disorder.

Our µSR results are broadly consistent with the expectations of a spin-glass material
where static (on the µSR timescale), as well as dynamic magnetism, exist simultaneously.
The behavior of our µSR data is qualitatively similar to the dense spin-glass pyrochlore
Y2Mo2O7 [40, 41] where a very fast relaxing static component is observed, followed by a
slower relaxation of the 1/3 tail. Our data indicate that below the transition the system
is in the slow fluctuation regime where the relaxation rate, λD, is proportional to the
fluctuation rate, ν, of the magnetic moments. The exact proportionality depends upon
the exponent, β, [32] but given that β is roughly constant below the transition (and the
data is well described by Eq. 3.1 when a common exponent is used), we can infer that
the dynamics are slowing down, but not completely static, at the lowest temperatures.

Several µSR experiments on spin glasses [21, 74, 41, 33, 123, 129] have empirically
found that a stretched exponential describes the asymmetry in the temperature range
near, but above the transition. It is found that the stretching exponent is temperature
dependent with a value that changes from one at high temperature and approaches
1/3 near the transition temperature, Tg. This represents a change in the fluctuation
dynamics where at high temperature, all moments fluctuate at the same rate, while,
as the transition is approached, a broad range of fluctuation rates contribute to the
relaxation. A Monte Carlo study for 3-dimensional Ising spin glasses [93] found that
above the transition, the auto-correlation function, which measures how correlated a
spin is with itself at a later time, can be empirically fit by a stretched exponential at long
time scales. The stretching exponent in this study varies from 1 at high temperatures
and approaches 1/3 at the transition. Our µSR measurements are consistent with this
behaviour and suggest Gd2ScNbO7 is a spin glass.

Considering this system contains three of the most important ingredients for spin
glass systems; disorder, competing interactions, and frustration, it might be expected
that Gd2ScNbO7 is a spin glass system. It is only after measuring that we can confirm
all of our measurement techniques are consistent with spin-glass behaviour providing
conclusive evidence that Gd2ScNbO7 is a spin glass system. This system is an exam-
ple of a dense, insulating spin glass which is less well studied than its dilute, metallic
counterparts.
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3.5 Conclusions
We have synthesized the pyrochlore system Gd2ScNbO7 and confirmed phase purity by
powder X-ray diffraction. The system contains three key ingredients of spin glass sys-
tems; disorder, competing interactions, and frustration. We characterized the magnetic
properties of the system using AC and DC magnetisation, heat capacity, neutron scat-
tering, and µSR measurements. All of our measurements are consistent with spin glass
behaviour, conclusively demonstrating Gd2ScNbO7 is a spin glass system. Gd2ScNbO7
offers a pathway for probing the less well studied insulting, dense spin glass systems.
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Chapter 4

Nd2ScNbO7

4.1 Introduction
Neodymium-based pyrochlores have gained much experimental interest due to exotic
physics found in Nd2Zr2O7. In general, the Neodymium pyrochlores Nd2X2O7 (X = Hf
[3, 2, 112], Ir [130], Pb [57], Sn [13]) order partially or fully into an all-in all-out structure
around 0.4 K (except for X = Ir which orders at 32 K), however, spin-ice correlations
measured above TN in Nd2Zr2O7 may renew interest in studying these systems just above
TN . Nd2Zr2O7 displays spin-ice like correlations in combination with all-in all-out order
below TN ≈ 0.4 K [100], a possible quantum spin-ice phase just above TN [140], dynamic
Kagome-ice correlations in (111) fields [78], and quantum spin-1

2 chains in (110) fields
[141]. Later measurements on Nd2Hf2O7 show similar results [3, 2, 112]. An explanation
for these results proposed by Benton [10] is that the magnetic moment fragments in a
specific way due to the dipolar-octopolar nature of the CEF ground state. Theoretically,
dipolar-octupolar ground states on the pyrochlore lattice garnished interest due to an
absence of the debilitating “sign problem” plagued by many condensed matter systems
[24]. Huang et al. [67] were able to show that the dipolar-octupolar doublet hosts two
distinct quantum spin liquid phases; the dipolar and octupolar quantum spin ice phases,
increasing interest in these materials. Around the same time, Brooks-Bartlett et al. [18]
proposed the idea of moment fragmentation where the magnetic moment field fractional-
izes into a divergence full part, representing magnetic monopoles, and a divergence-free
part, representing a Coulomb phase. With the discovery of simultaneous all-in all-out
order and a Coulomb phase in Nd2Zr2O7, Benton [10] was able to numerically show how
the dipolar-octupolar nature of the CEF ground state leads to moment fragmentation
of the transverse moments. For more information on this see sections 1.3.2 and 1.3.3.

The exotic physics discovered in these systems motivates the study of similar Neodymium
pyrochlores such as Nd2ScNbO7 which has the added complexity of B-site disorder.
There are 26 possible ways to place Sc3+ and Nb5+ ions on a pair of tetrahedra, such
that the average charge of each ion is 4+. In analogy with the spin-ice state, this partic-
ular way of decorating the B-sites is called “charge-ice” ordering. It is an open question
as to whether the Sc-Nb systems have (nearly) perfect charge-ice ordering but, naively,
charge repulsion should be minimized in this state. Assuming perfect charge-ice order-
ing, only 0.4% of the Nd3+ ions should retain the D3d symmetry of the usual pyrochlore
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structure while 17.6% should have D3 symmetry, where there are alternating Sc and Nb
ions in a hexagon around the Nd [86, 114] (see Fig. 4.2a). It is only for these particu-
lar symmetries that the dipolar-octupolar description of the pseudo-spins is possible and
therefore only Nd ions with these symmetries should be able to exhibit moment fragmen-
tation. The likelihood of an Nd ion having these symmetries depends on the distribution
of Sc-Nb ions on the B-site, making it important to test the charge-ice hypothesis.

Mauws et al. [86] measured the magnetic properties of Nd2ScNb2O7 using AC and
DC susceptibility, high energy inelastic neutron scattering, polarized neutron diffraction,
and low energy time of flight measurements. The pair distribution function of the Sc and
Nb ions was probed using both X-rays and neutrons, however, the error bars on both
measurements are too large to make any definitive conclusions on the level of charge-ice
order. Nonetheless, there is a preference for charge-ice order correlations over a purely
random distribution of Sc-Nb ions. AC susceptibility measurements as a function of
temperature show no frequency dependence of the transition temperature TN = 0.37 K,
precluding any glassy behaviour. DC measurements on a powder sample give a maximum
saturated magnetic moment of 2.5 ± 0.1 µB, assuming Ising anisotropy. The theoretical
inverse susceptibility, including contributions from the CEF interpretation used in this
work, shows deviations from the data in the mid-to-high temperature range where CEF
contributions are expected to play a role. In this work, the CEF measurements display
four broad peaks on top of a very broad hump (see Fig. 4.1). Mauws et. al. interprets
three of the peaks as corresponding to CEF levels from Nd ions with D3 symmetry with
the broad hump being due to overlap of these crystal field levels as well as contributions
from Nd ions which have a different local symmetry. They suggest that the fourth
peak is from an imperfectly subtracted phonon. The three peaks, they argue, should
come from the most probable CEF environment which they assume is D3. Using the
spectral weight of the peaks as compared with the broad hump, they estimate that
14% of the Nd ions have D3 symmetry. When calculating the CEF ground state the
broad hump is ignored. Polarized neutron diffraction measurements on a single crystal
show the majority of the moment orders into an all-in all-out state as expected for
antiferromagnetic interactions on a pyrochlore lattice. An ordered moment of 2.2 ± 0.4
µB is measured along with diffuse scattering along the [HHH] and [00L] directions as
would be expected from a Coulomb phase. The (3

2 ,
3
2 ,

3
2) peak appears above TN and

reduces in intensity as the temperature is lowered below TN , as in the parent compound
Nd2Zr2O7 [140]. A higher resolution measurement was performed which shows a flat,
nearly dispersionless, gapped band at 0.07 meV, similar to Nd2Zr2O7, however, while
the structure factor shows anisotropic scattering between the [HHH], [HH0], and [00L]
directions, consistent with a Coulomb phase, the statistics were too poor to confirm
the gap structure. Measuring the temperature dependence of this gap would help to
determine if it has a similar origin as in Nd2Zr2O7. In Nd2Zr2O7 and materials with
this particular type of moment fragmentation, this gap is expected to decrease and then
disappear as the temperature is increased from low temperature to above TN , where a
quantum spin ice phase is entered. Finally, an inelastic moment of 0.26 ± 0.02 µB was
estimated from these measurements. The 2.2 ± 0.4 µB ordered moment out of a possible
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2.5 µB is much larger than the 0.8 µB out of 2.3 µB for Nd2Zr2O7 [77] and 0.6 µB out
of 2.5 µB for Nd2Hf2O7 [3],

Figure 4.1: Inelastic neutron scattering measurement performed by
Mauws et al. The work interprets the ei to correspond to crystal elec-
tric field levels while p1 is an improperly subtracted phonon. Reproduced
with permissions from [86].

An alternative CEF interpretation is given by Scheie et al. [114] where the CEF levels
from the 13 possible arrangements of the Sc/Nb ions are simulated and weighted by their
relative likelihood assuming that D3 symmetry has a 14% likelihood as assumed in [86].
The point-charge model used does not perfectly reflect the data from [86], however, using
a more complex theory may fit the data better. Fig. 4.2a shows that D3 symmetry is not
the most likely symmetry while Fig. 4.2b and Fig. 4.2c show the individual CEF levels
of the inequivalent symmetries and total CEF scheme, respectively. This simulation
suggests that the other allowed symmetries can, and likely do, contribute to the discrete
peaks seen by [86].

Scheie et al. performed heat capacity, neutron diffraction, and neutron back-scattering
experiments on powder samples to probe the electronic moment in different ways, giv-
ing complementary information. The heat capacity shows a transition at 370 mK with
a nuclear Schottky anomaly developing below 100 mK. Hyper-fine couplings between
the Nd nuclei and electrons polarize the nuclear magnetic moments along the direction
of the static electronic moments, giving rise to the anomaly. The size of the Schot-
tky anomaly therefore depends on the local static electronic moment. The peak of the
Schottky anomaly is not observed, however, the high-temperature tail of the Schottky
anomaly gives a measure of the root-mean-square (RMS) electronic local static moment
[114]. The electronic heat capacity can not be accounted for with a simple T3 relation-
ship expected for linearly dispersing spin-waves. The best agreements come from three
different models which gives an average RMS electronic magnetic moment of 1.17(3) µB
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Figure 4.2: (a) The 13 symmetry inequivalent arrangements of the
Sc/Nb ions surrounding an Nd ion. (b) The crystal electric field lev-
els of the arrangements and (c) the weighted sum. Reproduced with
permissions from [114].

(for more information on the models see Ref. [114]). A neutron diffraction measure-
ment on a triple-axis spectrometer measures the mean magnetic moment participating
in long-range order to be 1.121 (9) µB. Finally, the neutron back-scattering experiment
probes the magnetic field probability distribution through the hyper-fine splitting of the
degenerate nuclear spin levels. The degree of splitting depends upon the size of the local
moment, allowing the local field probability distribution to be probed. The intensity is
well described by a model which includes a Gaussian and Lorentzian function (represent-
ing static and dynamic moments, respectively) convoluted with the Boltzmann factor as
well as the resolution function (c.f. appendix A2 of Ref. [114]). The shape of the field
distribution changes from Lorentzian to Gaussian as the temperature is lowered through
the transition, accompanied by an increase in the static moment size. The mean lo-
cal moment from this measurement is estimated to be 1.47 (6) µB, 1.32 (5) times larger
than the ordered moment. This rules out classical moment fragmentation (the monopole
crystal model) discussed in Ref. [18], Ref. [99], and section 1.3.3, because for this state
the local moment should be twice the ordered moment. Interestingly, inelastic neutron
scattering indicates a flat, dispersionless band around 0.1 meV (energy resolution of 0.08
meV) very similar to Ref. [86] which could correspond to the Coulomb phase proposed
by Benton [10].

To reconcile the differences between the magnetic moment measured by the three
different methods, [114] proposes a phenomenological model where 1

4 of the moments re-
main dynamic, or, are static with very small moments, to very low temperatures. They
show that this model can reproduce their heat capacity and neutron back-scattering
measurements quite accurately, however, the theoretical models they propose to pro-
duce this may not be appropriate to the material. The proposed theories include a
model describing spin-1

2 spin-liquids on a triangular lattice [144], gapless Z2 quantum
spin-liquids in combination with all-in all-out order on the pyrochlore lattice [79], a
moment modulated spin fragmented state which applies to non-Kramers ions on the
Kagome lattice [37], disorder-induced states in non-Kramers ions on the pyrochlore lat-
tice [113], singlet formation through bond disorder in Heisenberg antiferromagnets on
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the pyrochlore lattice [132], and a partial spin-glass state due to bond-disorder. While
the resulting effects of many of these theories could describe Nd2ScNbO7, it is unclear
how these effects would come about with an easy-axis, Kramers ion on the pyrochlore
lattice that appears to have a 0.1 meV gap and no indication of glassiness in AC suscep-
tibility. On the other hand, the model proposed by Benton [10] naturally includes both
static and fluctuating moments through the particular moment fragmentation possible
in Dipole-Octupole magnets on the pyrochlore lattice, which is not considered in Ref.
[114].

In this study, we use µSR to examine the moment fragmentation candidate Nd2ScNb2O7.
We grow a single crystal of the material and characterize it using powder X-ray diffraction
and magnetic susceptibility measurements. We perform ZF and LF µSR measurements
to unambiguously confirm or exclude coexisting static and dynamic magnetism.

4.2 Methods
We have grown large single crystals of Nd2ScNbO7 using the optical floating zone tech-
nique. We prepared polycrystalline rods of Nd2ScNbO7 using stoichiometric ratios of
Sc2O3 (99.999%), and Nb2O5 (99.99%). We annealed the polycrystalline rods in argon
at 1200◦C for 48 hours. We grew a large single crystal from these rods with a growth
speed of 15 mm/hr in 4 atm of O2. The phase purity of (crushed) crystal was confirmed
with powder X-ray diffraction.

We performed DC susceptibility measurements using a Quantum Design MPMS 5
Superconducting Quantum Interference Device (SQUID), providing a base temperature
of 1.8 K. A He3 insert was placed inside the system to allow for measurements down to
0.5 K. Our DC measurements were performed on a single crystal cut into a disc with a
mass of 57.82 mg. DC susceptibility was measured in a field of 100 Oe.

We performed Zero field (ZF) and longitudinal field (LF) µSR measurements on the
M15 and M20 beamlines at the TRIUMF Laboratory in Vancouver, Canada. On the M15
beam line, we used a spectrometer incorporating a dilution refrigerator which allowed for
measurements in the temperature range of 0.025-10K. The experimental set-up makes
use of a superconducting magnet to allow for fields up to 5 T. We mounted the samples
on a silver cold finger using copper grease mixed with N grease to ensure adequate heat
transfer between the sample and cold finger. Silver gives a well-defined µSR background
signal with very little relaxation. The instrument has a time resolution of 0.4 ns. On
the M20 beamline, we used the low background apparatus LAMPF with temperature
capabilities from 1.9-300 K and fields up to 4 kG. This instrument also has a resolution
of 0.4 ns. We explored the effect of applied fields anti-parallel to the direction of the
initial muon spin polarization (LF). We cut several 2 mm thick plates of Nd2ScNbO7
from a single crystal such that the normal of the face of each plate lies along the (111)
direction. This geometry means the initial muon polarization and any applied fields were
along the (111) direction. We used the muSRfit software platform [125] to analyse the
collected µSR spectra.
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4.3 Results

4.3.1 Characterization

We grew an approximately 10 cm long crystal of Nd2ScNbO7 (Fig. 4.3(a)) using the
optical floating zone technique. A large facet can be seen running along the side of
approximately 7 cm of the crystal in Fig. 4.3(b).

(a) As grown Nd2ScNbO7 crystal produced using the optical
floating zone method.

(b) A flat facet runs across approximately 7 cm of the
Nd2ScNbO7 crystal.

Figure 4.3: Nd2ScNbO7 crystal produced using the optical floating zone
method.

We performed powder X-ray diffraction (PXRD) on a fragment of our crystal after
grinding the fragment into a fine powder. PXRD results are shown in Fig. 4.4(a) with a
Reitveld refinement to a pyrochlore phase. There is no evidence of phase impurity. Fig
4.4(b) shows the Laue diffraction pattern along the (111) direction of a section of our
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as grown crystal. The crystal was translated along its length and width with no change
to the Laue diffraction pattern, indicating that the sample is single crystal on a surface
level. The crystal was then rotated 180 degrees and the same procedure was performed,
with no change in the Laue diffraction pattern. The crystal was aligned and cuts were
made perpendicular to the (111) direction. After cutting, we checked 3 pieces with Laue
diffraction, one from the middle of the crystal and two from either end of the crystal, to
confirm both the single crystal nature of the sample, and that alignment was maintained
during cutting. Overall these results indicate a phase pure single crystal sample aligned
along the (111) direction.

(a) Nd2ScNbO7 room temperature powder X-ray
diffraction with Reitveld refinement to a pyrochlore
phase.

(b) Nd2ScNbO7 crystal (111) Laue
diffraction pattern.

Figure 4.4: Nd2ScNbO7 structural characterization

We performed X-ray Laue diffraction on our 7 cm long crystal, scanning along the
length of both sides of the crystal, and found no indication of multiple grains. To confirm
this we performed a neutron pole figure measurement at the McMaster Nuclear Reactor,
indicating approximately 90% is a single grain by comparing the heights of peaks from
the primary and secondary grains. Using the Laue diffraction method, the crystal was
aligned along the (111) axis of the dominant grain (there was no evidence of a second
grain in Laue measurements) and the crystal was cut into plates with faces perpendicular
to a global (111) axis.

4.3.2 SQUID Magnetometry

We performed SQUID magnetometry measurements on a 57.82 mg disc of single-crystal
Nd2ScNbO7. Low-temperature results are displayed in Fig 4.5(a) which show no mag-
netic transition or zero field cooled/field cooled splitting above 0.5 K; consistent with
previous heat capacity and neutron scattering results which show a transition at ≈0.375
K [86, 114]. The high-temperature molar susceptibility (Fig. 4.5(b)) is fit to a modified
Curie-Weiss law at high temperature (50-300 K) where a temperature independent term
is included. This temperature-independent term partially accounts for the Van-Vleck
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susceptibility due to the crystal electric field levels which are not precisely known in
this compound [86, 114]. This fit results in an effective magnetic moment of 3.45 µB;
in good agreement with the expected value of 3.5-3.6 µB. Low-temperature fits (10-30
K) result in an effective moment of 2.64 ± 0.05 µB, in relative agreement with the ex-
pectations of [86] and [114], with a Curie-Weiss temperature of -0.4 ± 0.3 K indicating
antiferromagnetic interactions.

4.3.3 µSR

We performed zero-field and longitudinal field µSR measurements on 2 mm thick plates
of single-crystal Nd2ScNbO7 with the initial muon polarization along the (111) direction.
Fig. 4.6(a) shows the Asymmetry data fit to a Dynamic Gaussian Broadened Gaussian
Kubo-Toyabe (GBG). Fig. 4.6(b) shows the early time behaviour of the Asymmetry
which displays a Gaussian relaxation. This early time behaviour is seen at and below the
transition temperature of ≈0.4 K measured by other techniques [86, 114], indicating the
presence of static or slow dynamic magnetism. Higher temperature measurements have
an exponential early time behavior consistent with the faster dynamics of a paramagnetic
phase.

The GBG provides a smooth distribution of ∆ (Fig. 4.7(a)), the full-width half-
maximum of the field distribution, that increases as the transition seen in other mea-
surements is approached from above and roughly flattens out below this transition. This
function assumes that the full-width half-maximum has a value that is randomly selected
from a Gaussian probability distribution, with width, ∆GBG, and mean value ∆. A pa-
rameter used in this function is the ratio, R, of the full-width half-maximum of the
Gaussian distribution, ∆GBG, to the mean ∆, which fits a global value of 0.31 ± 0.02.
For comparison, the Dynamic Gaussian Kubo-Toyabe has R = 0. The fluctuation rate
when fitting to the GBG is shown in Fig. 4.7(b) displaying a minimum slightly above
the transition temperature. ∆ is shown in Fig. 4.7(a) where it can be seen that ∆
increases as the temperature decreases until 0.25 K, where there is a maximum, followed
by a decrease.

The low temperature, low field LF data (measured in 2018) is shown in Fig. 4.8(a)
with the higher field data displayed in 4.8(b). For the low temperature fits the initial
asymmetry and α calibration are fixed to the ZF values as these should be valid up
to 5 kG, and a decoupling fraction parameter is included. The fraction of the signal
decoupled is about 10% for all fields from 50 G to 5 kG. In high field data (measured in
2019) it can be seen that the relaxation is increasing from 0.5 T to 2.5 T. The data are
fit with a Dynamic Gaussian Kubo-Toyabe with the field fixed to be the applied field.
There is additional relaxation observed at long times in the high field data which the
fit does not capture. The results of the fits are shown in Fig. 4.9 with the relaxation
rate in Fig. 4.9(a) and the fluctuation rate in Fig. 4.9(b). The fits show a peak in both
the relaxation and fluctuation rate at 2.5 T, likely indicating a field-induced transition,
discussed below. We also performed LF measurements in the paramagnetic state with
low field measurements performed on the M20 beamline and high field measurements on
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the M15 beamline. Data are fit to a simple exponential function and the relaxation rate
is shown in Fig. 4.9(c) where a maximum in the relaxation rate can be seen around 2
T. While the data from M20 and M15 may not be directly comparable, they show the
trend of the relaxation rate in their respective field ranges.

4.4 Discussion
Our ZF µSR measurements of Nd2ScNbO7 are qualitatively similar to the ZF µSR
measurements of Nd2Zr2O7 [138]; both are well described by the Gaussian Broadened
Gaussian Kubo-Toyabe function with a similar magnitude and temperature dependency
of the parameters. There are small differences in ∆ in that our measurements show
a slight decrease below about 0.25 K where the measurements of Nd2Zr2O7 are flat,
however, our error bars are non-negligible and the behaviour could be random scatter
around a constant ∆ below 0.4 K. Similarly, our measured fluctuation rate below 0.4
K may be constant, with fluctuations around a mean value. The disordered B-site
in Nd2ScNbO7 does not appear to drastically alter µSR measurements as compared
to Nd2Zr2O7, which is surprising given the effect the B-site disorder has on neutron
scattering measurements.

Both our µSR measurements and the measurements on Nd2Zr2O7 show persistent
spin dynamics, however, differences are seen between our LF measurements. Both sets of
data are fit with the Dynamic Gaussian Kybo-Toyabe function. In the LF measurements
along the (111) axis of Nd2Zr2O7 at 20 mK, a peak in the fluctuation rate is seen near
0.1 T in the fluctuation rate, which we do not see in our data. A peak is observed in both
the imaginary component of the AC susceptibility [77] as well as in the derivative of the
DC magnetisation [78] at this field in this material. Neutron scattering measurements
also show a change in the inelastic scattering pattern to a possible dynamic Kagome ice
state [78] or reorientation of all-in all-out domains to all-out all-in domains [139]. In
the dynamic Kagome spin ice, the pyrochlore lattice is described as alternating layers of
triangular and Kagome lattices where all of the moments on the triangular lattice point
in the field direction while moments in the Kagome lattice follow a two-in one-out/one-
in two-out pattern. In the reorientation case (Fig. 4.10), considering two tetrahedra
together, an all-in all-out state could have 6 moments in the Kagome layers with a
component opposite to the applied field while the moment in the triangular layer points
in the direction of the (111) field. The energy may be lowered by flipping the 6 spins
to have a component along the applied field while the moment in the triangular layer
is flipped to point opposite to the field. Eventually, as the field gets large enough it
polarizes all of the moments into a three-out one-in/one-in three-out state as shown in
Fig. 4.10. Our measurements could have a similar explanation for our observed peak in
the relaxation rate, albeit at much higher fields due to the larger static ordered moment
while the very large width of the transition could be from the disordered B-site affecting
both the moment size, as well as the muon stopping sites. If we use the ordered moment
of 1.3 µB a field of 0.5 T causes a Zeeman splitting comparable in size to the interaction
strength (based on the transition temperature of the material). As this is the field where
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the relaxation rate starts to increase in our material, moment reorientation followed by
polarization may be a more favourable explanation for Nd2ScNbO7 than the Kagome
ice state. It may also be likely that the Kagome ice state is sensitive to disorder, again
making spin reorientation a more favourable explanation for our data.

In all, our µSR results on Nd2ScNbO7 are quite similar to the moment fragmentation
candidate Nd2Zr2O7. The µSR technique can observe both static and dynamic mag-
netism in combination, which our measurements are consistent with and is the expected
signal of moment fragmentation. The neutron scattering measurements of [84] and [114]
also contain many of the same features as those seen in Nd2Zr2O7. For these reasons,
we consider Nd2ScNbO7 a plausible candidate for moment fragmentation physics. Pos-
sible future measurements could include additional neutron scattering measurements on
a large single crystal to confirm the Coulomb phase correlations expected in the 0.1 meV
band as discussed in sections 1.3.2 and 1.3.3.

4.5 Conclusions
We have performed the crystal growth and characterization of the pyrochlore mate-
rial Nd2ScNbO7. Our measurements show our samples are phase pure with similar
susceptibility to samples grown by other groups. Our µSR measurements show a strik-
ing similarity to the measurements performed on the moment fragmentation candidate
Nd2Zr2O7 [138]. This, in combination with neutron scattering measurements performed
by other groups ([84, 114]) provide evidence for a moment fragmentation state in this
mixed B-site pyrochlore where disorder is expected to affect the crystal electric field
levels.

60

http://www.mcmaster.ca/
https://www.physics.mcmaster.ca/


Ph.D. Thesis– James Beare; McMaster University– Physics and Astronomy

(a) Low-temperature magnetic susceptibility of
Nd2ScNbO7 measured in a 100 Oe field when zero-
field cooled (blue) and field cooled (red)

(b) High-temperature magnetic susceptibility of
Nd2ScNbO7 measured in a 100 Oe field

(c) Inverse magnetic susceptibility of Nd2ScNbO7
measured in a 100 Oe field

Figure 4.5: Magnetic Susceptibility of Nd2ScNbO7.

61

http://www.mcmaster.ca/
https://www.physics.mcmaster.ca/


Ph.D. Thesis– James Beare; McMaster University– Physics and Astronomy

(a) Zero-field Asymmetry of Nd2ScNbO7 fit
to the Dynamic Gaussian Broadened Gaussian
function.

(b) Early time Zero-field Asymmetry of
Nd2ScNbO7 fit to the Dynamic Gaussian
Broadened Gaussian function. The early time
behaviour appears Gaussian.

Figure 4.6: Zero-field Asymmetry of Nd2ScNbO7.

(a) Zero-field ∆ of Nd2ScNbO7 when fit to the
Dynamic Gaussian Broadened Gaussian func-
tion.

(b) Zero-field fluctuation rate of Nd2ScNbO7
when fit to Dynamic Gaussian Broadened
Gaussian function.

Figure 4.7: Results of fitting the zero-field Nd2ScNbO7 Asymmetry to
the Dynamic Gaussian Broadened Gaussian function.
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(a) Low-temperature, low field LF Asymmetry
distribution of Nd2ScNbO7 fit to the Dynamic
Gaussian Kubo-Toyabe function.

(b) Low-temperature, high field LF relaxation
rate of Nd2ScNbO7 fit to the Dynamic Gaus-
sian Kubo-Toyabe function.

Figure 4.8: Longitudinal field Nd2ScNbO7 Asymmetry Results fit to a
Dynamic Gaussian Kubo-Toyabe.
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(a) Low-temperature longitudinal field relax-
ation rate of Nd2ScNbO7 when fit to the Dy-
namic Gaussian Kubo-Toyabe function.

(b) Low-temperature longitudinal fluctuation
rate of Nd2ScNbO7 when fit to the Dynamic
Gaussian Kubo-Toyabe function.

(c) High-temperature longitudinal field relax-
ation rate of Nd2ScNbO7 when fit to a simple
exponential.

Figure 4.9: Longitudinal field Nd2ScNbO7 Asymmetry Results.

Figure 4.10: All-in All-out spin reorientation as the applied field is
increased and then decreased in the last panel. Reused from [139] with
permissions.
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Chapter 5

Sm2Ti2O7

5.1 Introduction
Perhaps the earliest interest in Samarium based pyrochlores was Sm2Sn2O7 as a ther-
mometer in NMR measurements using the paramagnetic chemical shift of Sn119 [55],
while more recent studies have focused on Sm2Zr2O7 and Sm2Hf2O7 as a high-temperature
thermal barrier coating due to these material’s low thermal conductivity [90, 143, 124].
In this thesis, we examine the low-temperature magnetic properties of Sm2Ti2O7 which
gained interest after the discovery of a classical spin-ice phase in Dy2Ti2O7 [103] and
Ho2Ti2O7 [61]. A significant difference between these materials and Sm2Ti2O7 is the
moment size of ≈10 µB for Dy/Ho while Sm in this material has a moment less than
0.5 µB. This means that the dipolar interactions, which are so important for Dy2Ti2O7
and Ho2Ti2O7, are over 100 times weaker in Sm2Ti2O7.

It may come as no surprise then that neutron scattering measurements show Sm2Ti2O7
[84] and Sm2Sn2O7 [98] order antiferromagnetically into an all-in all-out ground state, as
one would expect by considering the nearest neighbour Dipolar Spin-ice model discussed
in section 1.3.1. The transitions seen in neutron scattering are accompanied by sharp
λ anomalies in specific heat measurements at TN = 0.35 K and 0.44 K for Sm2Ti2O7
[84, 98] and Sm2Sn2O7 [98], respectively, supporting a transition to long-range order. In
contrast to this, Sm2Zr2O7 displays a broad peak in heat capacity around 0.6 K [142]
that is as of yet unexplained. We could find no reports of neutron scattering measure-
ments on this material, possibly due to the need for isotopically enriched Sm154 samples
for this measurement. Natural Sm contains around 14% Sm149 which is a very strong
neutron absorber (σ = 42000 b) that will dominate the signal even in small amounts [84,
98]. All three materials have a crystal electric field (CEF) ground state doublet formed
from states with mj = 3

2 or 9
2 , giving them dipolar-octupolar character [84, 81, 98]. Ben-

ton [11] showed that the phase diagram for materials with Dipolar-Octupolar doublets
contains the all-in all-out ordered state, Octupolar ordered state, and four Quantum
Spin Liquid states which are determined by how the emergent electric field transforms
(Dipolar or Octupolar) as well as if there are 0 or π units of flux penetrating plaquettes
in the ground state, as discussed in sections 1.3.2 and 1.3.3. By examining excitations
around the all-in all-out ordered state it can be determined if the material is a candidate
for moment fragmentation as in Nd2Zr2O7 [100] and Nd2Hf2O7 [2].
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There is no consensus on the form of the ground state doublet of Sm2Ti2O7, other
than it only contains states with mj = 3

2 or 9
2 . Malkin et. al. [81] estimated the g-

tensor of this material using susceptibility data, where a very broad hump is seen in
the susceptibility centered around approximately 140 K. In this material the parallel
component of the g-tensor, g|| of the ground state (which has purely Ising character) is
much smaller than either component of the g-tensor for the two excited states, meaning
exciting these states have a large effect on the susceptibility.

Inelastic neutron scattering measurements by Mauws et. al. [84] on an approximately
3 gram, 99.8% Sm154 isotopically enriched single crystal show CEF excitations at 16.5
meV and 70 meV along with two phonon mode excitations also measured in Raman
scattering [117]. Particular care was taken to correct for the absorption cross-section
of Sm149 as this cross-section has a maximum in the 50-100 meV range. After this
correction, the two CEF levels are shown to follow the magnetic form factor of the
lowest Sm3+ J-multiplet, J = 5/2. This analysis uniquely points to a pure mj = ± 3/2
ground state with a calculated ordered moment of 0.43 µB.

Inelastic neutron scattering measurements in several energies up to 300 meV were
performed by Pecanha-Antonio et. al. [98] on 0.7 grams of 98.5% Sm154 isotopically
enriched powder. They observe excitations at 16 meV and 70 meV, however, they show
that the 70 meV excitation does not follow the magnetic form factor for the J = 5/2
ground state multiplet. This is possibly due to the increased Sm149 content in their
sample as compared to Mauws et. al. which they do not appear to correct for. They
do not use the 70 meV excitation in their analysis but include several higher measured
excitation levels along with transitions to the excited J = 7/2 and J = 9/2 states. From
this analysis, they find all states included in the CEF ground state have mj = ± 3/2
or ± 9/2, however, there are contributions from the J = 7/2 and 9/2 multiplets. They
estimate an ordered moment of 0.16 µB for this ground state. In their work, they
also measure magnetic susceptibility on a powder sample which fitting to a Curie-Weiss
model from 5-30 K produces a magnetic moment of 0.22(3) µB. For an Ising material
the powder susceptibility is expected to produce a moment of half the ordered moment
and therefore this measurement is in agreement with the 0.43 µB calculated by Mauws.

Polarized neutron scattering measurements by Mauws et. al. [84] show no indication
of magnetic diffuse scattering and uniquely points to an all-in all-out ground state while
a triple-axis spectrometer measures an ordered moment of 0.44(7) µB, in agreement with
their calculations as well as the susceptibility data of [98]. [98] are unable to measure
any magnetic peaks, possibly because the sample did not cool enough.

Finally, we turn to the zero-field (ZF) µSR data of Mauws et. al. [84]. Their ZF
data are well described by a Gaussian relaxation below 1 K which shows an increase
in the relaxation rate at the transition temperature. A temperature-independent back-
ground component is subtracted off of the displayed data, resulting in a relaxation rate
of zero above 1 K for the material. This situation is unusual and may represent an
over-subtraction of the data. It is argued the system shows persistent spin dynamics as
the asymmetry does not show any oscillations; a clear sign of static magnetic order. This
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however does not guarantee there is no static magnetic order as a spread in the field
probability distribution would cause the asymmetry to have Kubo-Toyabe behaviour
and given the small moment of the system, this may be difficult to differentiate from
a simple Gaussian or exponential relaxation. Further, they do not present longitudi-
nal field (LF) measurements which would indisputably differentiate between static and
dynamic magnetism.

We seek to unambiguously determine if there is static or dynamic magnetism through
LF µSR measurements of this system. We will perform zero-field measurements on a new
sample of Sm2Ti2O7 while also exploring signatures of magnetic ordering in transverse
field measurements, similar to what was seen in Yb2Ti2O7 [34].

5.2 Methods
We have grown large single crystals of Sm2Ti2O7 using the optical floating zone tech-
nique. We prepared polycrystalline rods of Sm2Ti2O7 using stoichiometric ratios of
Sm2O3 (99.99%), and TiO2 (99.99%), mixing the powders thoroughly using an agate
mortar and pestle. We annealed the polycrystalline rods in Oxygen at 1350◦C for 48
hours. We grew a large single crystal from these rods with a growth speed of 4 mm/hr
in 5 atm of O2. The phase purity of (crushed) crystal was confirmed with powder X-ray
diffraction.

We performed zero-field (ZF), high transverse field (TF), and longitudinal field (LF)
µSR measurements on the M15 beamline at the TRIUMF Laboratory in Vancouver,
Canada. We used a spectrometer incorporating a dilution refrigerator which allowed for
measurements in the temperature range of 0.025-10K. The experimental set-up makes
use of a superconducting magnet to allow for fields up to 5 T. We cut several 2 mm
thick disks of Sm2Ti2O7 from a single crystal such that the normal to the face of each
disk lies along the (110) direction. This geometry means the initial muon polarization
and any applied fields were along the (110) direction. We mounted the disks on a silver
cold finger using copper grease mixed with N grease to ensure adequate heat transfer
between the sample and cold finger. Silver gives a well-defined µSR background signal
with very little relaxation. The instrument has a time resolution of 0.4 ns. We used the
muSRfit software platform [125] to analyse the collected µSR spectra.

5.3 Results

5.3.1 Structural Characterization

We performed a powder X-ray diffraction measurement on finely ground crystal from a
section of our growth. Fig. 5.1(a) shows the results of our measurement with Reitveld
refinement to a pyrochlore phase. There are no indications of any phase impurities. Fig
5.1(b) shows the Laue diffraction pattern along the (001) direction of a section of our
as grown crystal. The crystal was translated along its length and width with no change
to the Laue diffraction pattern, indicating that the sample is single crystal on a surface
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level. The crystal was then rotated 180 degrees and the same procedure was performed,
with no change in the Laue diffraction pattern. The crystal was aligned and cuts were
made perpendicular to the (110) direction. After cutting, we checked 3 pieces with Laue
diffraction, one from the middle of the crystal and two from either end of the crystal, to
confirm both the single crystal nature of the sample, and that alignment was maintained
during cutting. Overall these results indicate a phase pure single crystal sample aligned
along the (110) direction.

(a) Sm2Ti2O7 room temperature powder X-ray
diffraction with Reitveld refinement to a pyrochlore
phase.

(b) Sm2Ti2O7 crystal (001) Laue diffrac-
tion pattern.

Figure 5.1: Sm2Ti2O7 structural characterization.

5.3.2 µSR

Fig. 5.2 shows our Sm2Ti2O7 zero-field (ZF) µSR measurement results fit to a phe-
nomenological model,

A (t) = A0 [FS GKT (σt) exp (−λt) + (1− FS) exp (−λBkgt)] , (5.1)

where FS is the fraction of the signal coming from the sample, GKT(σt) is the static
Gaussian Kubo-Toyabe given by Eq. 2.21 with relaxation rate σ, λ is the Lorentzian
relaxation rate of the sample and λBkg is the relaxation rate of the background. In
this equation, σ is roughly the relaxation rate due to static moments while λ is roughly
the relaxation rate due to dynamic moments. It should be noted that even the low-
temperature data required the inclusion of the Lorentzian relaxation to produce a high-
quality fit. Fig. 5.2(a) shows the ZF Asymmetry data is very well described by Eq. 5.1.
The static relaxation rate in Fig. 5.2(b) begins to increase at 0.8 K, where magnetic
correlations might be expected to develop. An increase in relaxation occurs at 0.4 K,
approximately the transition temperature seen in [84] and [98], with an overall trend
of increasing as the temperature is lowered. The Lorentzian relaxation in Fig. 5.2(c)
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displays a peak at 0.7 K and decreases below this temperature. We interpret this as the
dynamic fluctuation rate is decreasing with more explanation given in the discussion.

Fig. 5.3(a) shows our low-temperature Sm2Ti2O7 high transverse field (TF) Asym-
metry data in a rotating reference frame of 1.006 T while 5.3(b) shows the Fourier
transform of this data. Displaying the data in a rotating reference frame shows the
difference between the data and a signal precessing at the rotating reference frame fre-
quency, allowing for a better visualization of the data. The high-temperature data is
shown in Fig. 5.4. The data is fit to two oscillating components with an exponential
decay for the sample, along with another oscillating and much more slowly decaying
exponential. The fits to the data are quite good and we can measure the field drift in
the magnet over time quite accurately.

The results of our fits are shown in Fig. 5.5, where it is seen that the frequency shift
of one component of the signal is about 10 times the frequency shift of another, but has
approximately the same magnitude of relaxation. The large frequency shift component
has a frequency shift (Fig. 5.5(a)) which increases in magnitude as the temperature
decreases until 0.5 K where the frequency shift levels off. The frequency shift of the
smaller frequency shift component (Fig. 5.5(b) has a large amount of scatter above
0.6 K but below this temperature, the magnitude of the shift decreases with decreasing
temperature. The relaxation rate of the large frequency shift component (Fig. 5.5(c)
increases until approximately 0.3 K and roughly plateaus, while the small frequency shift
component (Fig. 5.5(d)) has a relaxation rate that subtly increases as the temperature
decreases to 0.4 K, where there is a maximum.

We performed longitudinal field (LF) measurements at a temperature of 0.1 K to
test for dynamic magnetism with the results shown in Fig. 5.6. A 50 G applied field
decouples a fair amount of the signal, while also changing the shape of the relaxation
significantly. Increasing the field to 100 G decouples a significant amount of the signal
but increasing the field beyond this does not change the decoupling much, indicating
there is some dynamic magnetism.

5.4 Discussion
Our µSR data shows no obvious signs of magnetic order, such as oscillations or a clear
Kubo-Toyabe dip and recovery to 1/3 of the initial Asymmetry in ZF (Fig. 5.2). In-
stead, the raw data shows a gradual increase in the relaxation rate accompanied by a
change of shape in the Asymmetry from a Lorentzian relaxation at high-temperature to
a Gaussian relaxation at low-temperatures. The Asymmetry may recover to 1/3 of the
initial Asymmetry beyond 10 µs but this is very hard to measure at a continuous muon
source where beam borne background becomes a non-negligible portion of the signal
beyond 10 µs. Our phenomenological model given by Eq. 5.1 describes the data quite
well but is unable to provide a smoking gun signature of magnetic ordering.
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(a) Zero-field Asymmetry of Sm2Ti2O7 fit to Eq.
5.1.

(b) Zero-field Gaussian relaxation rate of Sm2Ti2O7
fit to Eq. 5.1.

(c) Zero-field Lorentzian relaxation rate of
Sm2Ti2O7 fit to Eq. 5.1.

Figure 5.2: Zero-field Asymmetry of Sm2Ti2O7.
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(a) low-temperature high transverse field Asymmetry of
Sm2Ti2O7

in a rotating reference frame.

(b) Fourier transform of the low-temperature high transverse
field Asymmetry of Sm2Ti2O7.

Figure 5.3: low-temperature high transverse field Asymmetry of
Sm2Ti2O7.

As discussed in Sec. 2.5.3, a quickly fluctuating magnetic field produces an exponen-
tial relaxation, even if the field probability distribution is Gaussian. At high temper-
atures, we believe the fluctuation rate of the internal fields is high enough to produce
a Lorentzian relaxation while as the temperature is lowered, the fluctuation rate de-
creases producing a Gaussian relaxation. We have fit the Gaussian component of our
signal with a Gaussian Kubo-Toyabe that for small σt closely resembles a Gaussian ex-
ponential (as can be seen from Eq. 2.21). Using a Gaussian exponential also fits the
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(a) high-temperature high transverse field Asymmetry of
Sm2Ti2O7

in a rotating reference frame.

(b) Fourier transform of the high-temperature high transverse
field Asymmetry of Sm2Ti2O7.

Figure 5.4: high-temperature high transverse field Asymmetry of
Sm2Ti2O7.

data well, however, the large decoupling observed in our LF data (Fig. 5.6) tells us
the muon is experiencing a nearly static field, where a Gaussian Kubo-Toyabe is more
appropriate. There does still exist magnetic fluctuations at the lowest temperatures as
can be seen by a small component that is relaxing in our higher LF measurements and
by the fact that our ZF data does not produce high-quality fits without an exponen-
tial relaxation multiplying the Gaussian component (not shown). Normally when there
are coexisting static and dynamic magnetism the ZF µSR would be fit to the Dynamic

72

http://www.mcmaster.ca/
https://www.physics.mcmaster.ca/


Ph.D. Thesis– James Beare; McMaster University– Physics and Astronomy

(a) Frequency shift of the first component of
the Asymmetry

(b) Frequency shift of the second component of
the Asymmetry

(c) Relaxation rate of the first component of
the Asymmetry

(d) Relaxation rate of the second component
of the Asymmetry

Figure 5.5: Fitting results of the high transverse field data to Eq.

Gaussian Kubo-Toyabe, however, this function produces very large error bars at high
temperatures. Examining Fig. 2.11 shows that the function depends on the ratio of the
fluctuation rate, ν, to the static field distribution width, ∆. Without a clearly observed
Kubo-Toyabe dip and recovery to set the scale of ∆, or imposing that ∆ has a specific
value at some temperature, there is a large range of ν

∆ which accurately fits the data,
creating a large uncertainty in these parameters. Nevertheless, our ZF and LF data
suggest a transition to long-range order with slow persistent spin dynamics.

The persistent spin dynamics may be an indication of the dynamic magnetism ex-
pected from moment fragmentation, however, neutron scattering measurements show no
evidence of moment fragmentation. The static ordered moment of 0.44(7) µB out of a
possible 0.43 µB measured by [84] leaves the possibility of only a small dynamic moment,
however, it may be that the fluctuation rate is so slow as to appear static to neutrons.
If the moment did appear static and there was moment fragmentation, there should still
be diffuse scattering along the [HHH] and [00L] directions, indicating Coulomb phase
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(a) Asymmetry fits in a longitudinal field at base temperature

Figure 5.6: Sm2Ti2O7 Asymmetry in different applied longitudinal
fields at 0.1 K.

correlations, which are not resolved in the measurements of [84]. This rules out the pos-
sibility of a large dynamic component of the moment with Coulomb phase correlations,
leaving only the possibility of a very small component of the moment being dynamic
with Coulomb correlations. Neutron scattering measurements therefore severely limit
moment fragmentation as a possible explanation for the dynamic magnetism observed
in our µSR measurements.

Measuring persistent spin dynamics within a magnetically ordered state of a geomet-
rically frustrated material is not a new phenomenon; it has been described as “ubiqui-
tous” [107] in a relatively recent review. These materials can be roughly divided into
materials that show oscillations in the ZF spectrum of their magnetically ordered state
(e.g. Nd2Sn2O7 [13] Gd2Ti2O7 [39, 146], and Gd2Sn2O7 [16]) and those that do not
(e.g. NaCaNi2F7 [19], Tb2Ti2O7 [51], Tb2Sn2O7 [35], Er2Ti2O7 [76], Yb2Ti2O7 [34, 9]).
A possible explanation for the ubiquitous nature of these spin fluctuations proposed,
but not widely endorsed, is that there exist scattering processes involving two magnetic
excitations, with a density of states that has an upturn at low energy and a small gap
that depends linearly on the temperature [146]. It was later suggested [145] that these
excitations are one-dimensional (d=1) spin structures related to the spin loop structures
on the pyrochlore lattice considered theoretically by [88] and [64]. A widely endorsed
explanation for the spin-dynamics observed in geometrically frustrated materials is lack-
ing, however, there may exist a common explanation for this observation that applies to
many of these materials, including Sm2Ti2O7.

Our TF measurements (fitting results shown in Fig. 5.5) require two oscillating, expo-
nentially decaying signals to adequately describe the sample signal. The frequency shift
of the first component has a magnitude that is approximately ten times the frequency
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shift of the second component. Each component comprises about 50% of the signal
(53.5± 2% for the small frequency shift component). We use the silver background sig-
nal in the data to estimate the background field as the frequency shift of silver is small
and temperature-independent in this regime, allowing us to estimate the frequency shift
of Sm2Ti2O7. The silver signal also allowed us to accurately measure the field drift of
the magnet over time.

The frequency shift as a function of temperature is proportional to the susceptibility
of the material, which figure 5.5(a) shows increases in magnitude until it plateaus below
0.5 K, for the large frequency shift component. Accompanying this, the relaxation rate
(Fig. 5.5(c)) of this component follows a similar behaviour but increases until 0.3 K,
then plateaus. This is broadly consistent with a magnetic transition around the expected
transition temperature. The frequency shift of the small shift component (Fig. 5.5(b))
has a large spread above 0.5 K with a definite trend of decreasing in magnitude below
0.5 K, while the relaxation rate (Fig. 5.5(d)) increases as the temperature is decreased,
possibly peaks at 0.4 K, then is roughly constant below 0.3 K.

A possible explanation of our TF data is that the material breaks up into so-called α
and β chains in an applied (110). In an applied (110) field the pyrochlore lattice can be
decomposed into two sets of 1-dimensional chains, labelled α and β [141], where the α
chains are parallel to the (110) direction while the β chains lie perpendicular to this, along
the (1-10) direction. Each set of chains contains 50% of the spins. The spins themselves
lie along the local (111) direction due to the CEF anisotropy, however, the description
of the spins as quasi-one-dimensional α and β chains is well established in the classical
spin-ice materials [48, 111, 30]. More recently it was shown that Nd2Zr2O7, with an all-
in all-out ground state rather than a spin-ice ground state, also displays this behaviour
in a (110) field [141]. In this work, [141] considers the usual XYZ Hamiltonian applicable
to dipolar-octupolar doublets in an applied (110) field. In the α chains along (110), the
moments alternate between pointing inwards and outwards of each tetrahedron while
maintaining a component of their moment along the (110) direction. The behaviour
within the β chain can have either ferromagnetic or antiferromagnetic intra-chain char-
acter, however, dipolar interactions promote inter-chain antiferromagnetic order in the
dipolar spin-ices. This inter-chain interaction is much less important for Nd2Zr2O7 due
to the reduced moment size, meaning that interactions between β chains are negligible.
Ref. [141] shows that the spins on the β chains experience effectively zero molecular field
from the α chains and do not couple to the (110) field (at the mean field and nearest
neighbour level). Returning to our current investigation of Sm2Ti2O7, it may be that
the component of the signal with a small frequency shift corresponds to β chains, which
should have a small susceptibility since they do not couple to an applied field; at least
at the nearest neighbour and mean-field level. The component of the signal with a large
frequency shift would then correspond to the α chains, with the approximate 50% weight
of each component in the data agreeing with expectations of this model. In this model
the magnetic moments on the α and β chains are the same size, explaining why two
signals with such different frequency shifts have approximately the same relaxation rate.
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5.5 Conclusions
We have performed zero-field (ZF), longitudinal field (LF), and transverse field (TF)
µSR measurements on the pyrochlore system Sm2Ti2O7. Our ZF measurements show
subtle evidence of magnetic ordering through a change of shape in the relaxation as a
function of temperature combined with an increased Gaussian relaxation rate at low-
temperatures. Our ZF and LF data show evidence of persistent spin dynamics as our ZF
data requires a component corresponding to dynamic magnetism at all temperatures and
a slowly relaxing component is observed in our high LF data where any static magnetism
should be decoupled. We consider the possibility of moment fragmentation as the source
of this dynamic magnetism while recognizing the strong limitations neutron scattering
results place on this explanation. Our TF measurements with the field applied along
the (110) direction contain two components, each comprising ≈50% of the signal, that
have a large difference in the magnitude of their frequency shifts. Both signals have a
change in their features around 0.5 K, which may indicate a magnetic transition into
quasi-one-dimensional α and β chains.
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Chapter 6

Dy2Ti2O7

6.1 Introduction
Dy2Ti2O7 is one of the most well-studied pyrochlore systems. It originally generated
interest due to its close relation to Ho2Ti2O7 which was the first material to show
evidence of magnetic frustration in a ferromagnetically interacting system [61]. The
(non-zero) zero-point entropy of Dy2Ti2O7 was first measured in 1999 [103] where an
analogy to the entropy of water-ice was made and the term “spin-ice” was coined. In
this state magnetic moments are constrained to lie along the local (111) directions of
each tetrahedron due to crystal electric field effects and ferromagnetic interactions cause
two of the moments to point into/out of the tetrahedra. Further interest was garnished
when Castelnovo et. al. [27] showed how the dipole degrees of freedom in the spin-ice
state could fractionalize into magnetic monopoles. For a mathematical description of
the spin-ice state see Sec. 1.3.1.

Spin-ice correlations measured in early neutron scattering [47] only showed moderate
agreement between the Dipolar Spin Ice model (DSIM) for Dy2Ti2O7. Later it was shown
that a more general dipolar spin-ice model (gDSIM), including interactions up to third
nearest-neighbour, could explain the extra scattering at the Brillouin-zone boundary
[148]. With the spin-ice state well established in Dy2Ti2O7, tremendous effort was taken
to measure the magnetic monopoles predicted by Castelnovo et. al. [27]. A promising
avenue to measure magnetic monopoles is through their signature in the spin dynamics
of this material. A µSR study [17] claimed to observe magnetic monopoles through
the magnetic Wien effect in transverse field measurements but the observed signal was
later shown to be consistent with the Ag sample holder used in the measurement [38].
AC susceptibility has been used extensively to probe spin dynamics in Dy2Ti2O7 [118,
115, 83, 108, 147, 126, 73, 45, 56] and has roughly been broken into three temperature
regimes; below ≈3 K, 3-12 K, and 12-20 K [69]. Here we focus on the low-temperature
regime where spin-ice physics becomes relevant.

An early description of the spin dynamics in terms of magnetic monopoles is based
upon the the work of Jaubert et. al. [69] for the low-temperature regime where the
monopoles are dilute and only one monopole or anti-monopole exist on a tetrahedra
(corresponding to 3-in/1-out or 1-in/3-out configuration) with no double excitations
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(all-in or all-out configurations). The dipole interaction in the spin-ice state becomes
a Coulomb interaction in the monopole picture where the interaction is between free
particle/anti-particle pairs. This description was improved upon by Castelnovo et. al.
[27] who used Debye-Huckel theory to predict the monopole density at a given tem-
perature. Debye-Huckel theory is used to treat the monopoles as a magnetic version
of an electrolyte; a so-called “magnetolyte”. Screening due to the density of magnetic
monopoles is expected to produce a dressed charge for an individual monopole and in-
cluding this in the monopole picture provided good agreement between prediction and
measurement of magnetic relaxation times in Dy2Ti2O7 down to approximately 1 K [26].
Below this temperature, the magnetic relaxation time increases faster than predicted by
Debye-Huckel theory. Returning to the full DSIM offers a better description of the dy-
namics of the system, however, the low temperature characteristic relaxation time is still
underestimated [69]. Both the monopole and DSIM account for the heat capacity and
pinch points in the neutron scattering of Dy2Ti2O7 very well.

The measured relaxation time from AC susceptibiltiy measurements has been inter-
preted as having two relevant relaxation processes [83, 108], multiple relaxation processes
due to multiple energy scales [69], or more recently due to the system acting as the mag-
netic analogue of a supercooled liquid [73, 45]. It has become clear that demagnetization
[126], boundary [108], impurity [108], and thermal quenching [101, 147] play an impor-
tant role in the measured relaxation times, making the intrinsic magnetic relaxation
properties of the material difficult to measure.

In this work, we probe the equilibrium magnetic relaxation properties of Dy2Ti2O7
through AC susceptibility measurements. We account for demagnetisation effects by
shaping our samples into ellipsoids and applying appropriate demagnetization factors to
measure the intrinsic susceptibility of the material. We grew four single-crystal samples;
two in different atmospheric conditions (air and O2) with stoichiometric ratios of the
starting materials and two samples grown in O2 with a 1% excess/deficiency of Dy2O3.
We only performed measurements above ≈ 0.65 K with a specific heating protocol for
our low-temperature data to ensure the sample was in thermal equilibrium. In this way,
we believe we have measured the intrinsic magnetic relaxation properties of Dy2Ti2O7.

The model we investigate for the complex AC susceptibility is the Havriliak-Negami
(HN) form [62],

χ = χ0
(1 + (iωτHN )α)γ , (6.1)

where χ0 is the DC susceptibility, ω is the angular frequency, τHN is the characteristic
relaxation time, α is a stretching parameter, and γ is an asymmetry parameter. We have
neglected the high-frequency contribution χ∞ as it is constant and contributes less than
1% to the signal at our measured frequencies and temperatures [73]. The model is an
extension of the Debye model where α = γ = 1, which describes a process with a single
relaxation time. For 0≤ α ≤1 and/or 0≤ γ ≤1 there is a distribution of relaxation
times characterized by the width and skew of the distribution. The model is known to
describe the dielectric function of polymers and supercooled liquids [62, 44, 128, 28]. To
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our knowledge, no other model simultaneously accounts for both the real and imaginary
susceptibilities of Dy2Ti2O7, over a wide range of frequencies and temperatures, as well
as this model does [73, 45]. Simulations of the DSIM by [126] produces qualitatively
similar behaviour for the real and imaginary susceptibility, however, the exact shape of
the distributions are not captured. It is possible that some of the disagreement between
simulation and data in [126] is due to demagnetization effects, that, while small in their
samples, could partially produce the observed difference.

To more easily assess if our data follows an HN form for all temperatures, we calculate
scaling relations [73] in Appendix B,

Re [G (γ, χ0, χ)] = (χ0)
−1
γ

(
χ′ 2 + χ′′ 2

) 1
2γ cos

(1
γ

arctan
(
χ′

χ′′

))
(6.2)

and
Im [G (γ, χ0, χ)] = (χ0)

−1
γ

(
χ′ 2 + χ′′ 2

) 1
2γ sin

(1
γ

arctan
(
χ′

χ′′

))
. (6.3)

These relations are produced by rearranging Eq. 6.1 to have χ0, χ′, χ′′, and γ on one side
and α, ω, and τHN on the other. Using some standard complex identities to break the
expressions into real and imaginary parts we arrive at Eq. 6.2 and Eq. 6.3. In Appendix
B we show that the real and imaginary parts of the function G (γ, χ0, χ) will follow a
universal behaviour if the data has an HN form when plotted against (ωτ)α, which we
plot for different α values in Fig. 6.1. Provided α is temperature-independent, applying
the scaling relations Eq. 6.2 and Eq. 6.3 to our measured susceptibilities should cause
all of the data to collapse onto a single line given by Eq. B.4 and Eq. B.5 of Appendix B.
We shall see that α is weakly temperature dependent for our samples, with 0.9≤ α ≤1,
similar to other measurements performed on tori of Dy2Ti2O7 [73, 45].

(a) Real part of the scaling relation
G(χ0, χ

′, χ′′, γ)
(b) Imaginary part of the scaling relation
G(χ0, χ

′, χ′′, γ)

Figure 6.1: Visualization of the scaling relations.

After establishing that the AC susceptibilities follow an HN form, we check if the
characteristic relaxation follows a Vogel–Tammann–Fulcher (VTF) form, an example of
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Super-Arrhenius behaviour, given by, [28, 14, 5],

τ = τ0 exp
(

DT0
T − T0

)
, (6.4)

where D is the “fragility” of the material and T0 is the temperature at which the relax-
ation time diverges. The characteristic relaxation times of supercooled liquids are known
to follow this form. The fragility characterizes how similar or different the relaxation
is from Arrhenius law, with large fragility (D ≈ 100) being similar to Arrhenius relax-
ation and small fragility (D ≈ 10) showing large deviations from Arrhenius behaviour.
For supercooled liquids, the temperature T0 represents a temperature where, no matter
the cooling procedure used, the system either freezes dynamically into a glassy state or
enters an ordered state. For some supercooled liquids, the ordered state can only be
entered by waiting an exceedingly long time, far longer than experimental timescales
[28].

Early single spin-flip Monte Carlo simulations on the DSIM performed by [88] found
that the system falls out of equilibrium and undergoes dynamical freezing with a VTF
trajectory. The explanation given for this behaviour is that there exists large energy
barriers between distinct, energetically degenerate spin-ice configurations, that stop the
system from exploring its full phase-space and finding its true ground state. The goal
of [88] is to find the long-range ordered ground state of the DSIM so the above result
is somewhat glossed over, and they move to include contributions from loops of spins.
While a VTF trajectory describes the simulated dynamics, it is not derived from the
microscopic theory and the authors of [88] describe it as an ad hoc model. It is interesting
to note that in supercooled liquids, large energy barriers separate many degenerate
states in a similar manner. These energy barriers physically manifest as domain walls
between regions in different degenerate states. The domain walls cost energy to create
and equilibrium is reached in the system when the energy cost to create more barriers
balances the entropy gain of further dividing a region into different states [28]. Before
commenting further on this, let us check if our measurements agree with an HN form for
the AC susceptibility and a super-Arrhenius VTF form for the characteristic relaxation
time.

6.2 Methods
Four single-crystal samples were grown using the Optical Floating zone technique. Stoi-
chiometric amounts of the starting materials, Dy2O3 (99.99%) and TiO2 (99.99%) were
used for two of the growths while two growths had a 1% excess/deficiency of the rare-
earth oxide. Crystals of rare-earth oxide titanate pyrochlores are susceptible to “stuffing”
[127, 110, 105] where the rare-earth ion takes the place of a titanium ion on the B-site,
relieving frustration by allowing additional superexchange pathways that can cause an
imbalance in the forces felt by each spin. The non-magnetic B-site Ti4+ may be reduced
to a magnetic Ti3+ ion, again relieving frustration. Additionally, oxygen vacancies ran-
domly distributed throughout the sample can change the local CEF levels in a disordered
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way. The magnetic properties of Yb2Ti2O7 and Tb2Ti2O7 can be significantly altered by
as little as a 0.25% excess of rare-earth ion [105] and Monte-Carlo studies on Dy2Ti2O7
suggest that stuffing on the 0.3% level can lead to extremely long relaxation times [108].
We test the effect of stuffing on the relaxation times of Dy2Ti2O7 by performing three
growths at 5 mm/hr in 2 atm O2 with 1) stoichiometric, 2) 1% excess of the rare-earth
ion, and 3) a 1% deficiency of the rare-earth ion. All of the growths came from 20 g
batches of the starting materials measured with an accuracy of 0.0005 g, representing an
error of 0.0025 %. The starting materials were preannealed at 1000◦C for 12 hours with
10 hours to heat up and cooled over a few hours. The materials were weighed immedi-
ately after cooling to room temperature and mixed thoroughly using an agate pestle and
mortar. The three growths used to test the effect of off-stoichiometry were annealed in
O2 for 24 hours at 1200◦C, reground, formed into rods, and annealed again under the
same conditions. After growth, the crystals were post-annealed in O2 at 1200◦C for 24
hours to ensure the correct oxidation state of titanium was achieved and to minimize
oxygen vacancies. The growth using air was annealed in air for 24 hours at 1200◦C,
reground, formed into rods, and annealed again under the same conditions. The crystal
from this growth was not post-annealed in O2. Powder XRD measurements show the
samples have a pyrochlore phase with no impurities, however, the precise stoichiome-
try of the samples cannot be determined from these measurements. Samples appear
single-crystal by X-ray Laue diffraction.

Samples were ground into ellipsoids using a spherically concave diamond-encrusted
Dremel head. Cylindrical-shaped samples were cut from the single-crystals and epoxied
to a holding rod. Applying the Dremel head to the sample and rotating the sample in
different directions resulted in a semi-ellipsoid which can then be unstuck using acetone
or ethanol. The ellipsoidal side of the sample was then reattached to the holding rod and
the opposite side was ground in the same manner to form an ellipsoid. The ellipsoids
were placed into an irregularly shaped cavity that was sealed on the top and bottom
with sand-paper. An air compressor forced the samples to roll inside the cavity until the
desired smoothness was reached, usually 12-24 hours. To fit inside of the sample holder
of the 3He cryostat, samples were required to have two semi-minor axes diameters less
than 4 mm. Samples were measured 3-5 times on each axis using calipers accurate to
0.005 mm, from which we estimate a maximum error of 0.05 mm.

Table 6.1 shows the measured properties of each ellipsoid, the measurement axis and
the demagnetization factor, N from tables in [95]. Uncertainties for N are estimated
from the tables where it should be noted that ellipsoids with a higher eccentricity have a
larger error. The intrinsic real, χ′, and imaginary, χ′′, susceptibilities can be calculated
from the measured susceptibilities, χM , using the formula’s [82],

χ′ = χ′M − 4πN
(
χ′ 2M + χ′′ 2M

)
(1− 4πNχ′M )2 + (4πNχ′′M )2 , (6.5)
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Sample mass (g) a-axis (mm) b-axis (mm) c-axis (mm) axis N [95]
Uncertainty 0.000005 0.05 0.05 0.05
Dy2Ti2O7 O2 0.09825 2.93 2.97 3.20 c 0.315±5%
Dy2.02Ti2O7.03 0.135460 3.35 3.38 3.42 a 0.335±4%
Dy1.98Ti2O6.97 0.065860 2.43 2.48 2.83 a 0.355±9%
Dy2Ti2O7 Air 0.245160 3.88 3.92 4.20 c 0.317±4%

Table 6.1: Ellipsoid Properties.

and
χ′′ = χ′′M

(1− 4πNχ′M )2 + (4πNχ′′M )2 , (6.6)

where the measured susceptibilities are the volume susceptibilities in CGS units.

Reaching thermal equilibrium with a heat bath can take exceedingly long for this
material below about 0.6 K [101, 147]; on the order of days or weeks. Above 0.65 K
thermal relaxation times are on the order of thousands of seconds. For this reason, and
the fact that our SQUID is only calibrated for AC measurements down to 0.1 Hz, we
restrict ourselves to temperatures above 0.65 K. Below 0.65 K the peak in the imaginary
susceptibility lies below 0.1 Hz, making a measurement of the relaxation time difficult.
We stress again that great care is required to ensure the sample is in thermal equilibrium
with the bath. Our 3He system at McMaster goes through a condensation procedure to
reach temperatures below 2 K. During this process 3He is added into the sealed sample
chamber in short bursts until both the temperature and pressure reach the desired values.
At a temperature of 1.65 K, a valve opens allowing 3He to return to the storage chamber
from the sample chamber, resulting in a rapid drop in temperature to 0.9 K over about
a minute. Turning off all heaters in the sample chamber and pumping on the chamber
with a turbopump allows the sample chamber to reach a temperature of 0.49 K in around
30 minutes. The temperature is held here for 5 minutes, then increased at a rate of 0.01
K/min until the measurement temperature is reached. The sample is then held at this
temperature for 10 minutes before measurement starts. For an AC measurement, a signal
nulling process is done before the start of each measurement that takes approximately
30 minutes for measurements in the 0.1-1.0 Hz range and 5-10 minutes for measurements
above 1.0 Hz. Measurements are taken sequentially in increasing frequency at a constant
temperature. As time goes on and pumping continues on the sample chamber, the
amount of 3He in the chamber decreases. Eventually, temperature stability is lost due
to a lack of 3He in the chamber and the 3He needs to be recondensed. Each temperature
required recondensing at least 4 times to measure the entire frequency range if everything
went smoothly during measurement. During condense mode the temperature initially
spikes to 3-5 K then slowly settles to about 1.7 K. Once this temperature is reached the
system adds in more 3He in bursts causing the sample chamber temperature to jump
to 2 K and then oscillate between 1.7 K and 2 K until the chamber is full. The whole
process takes 3-4 hours, following which the above cooling treatment is again followed
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for measurement temperatures below 1.0 K. For temperatures at and above 1.0 K the
system was not taken to 0.48 K and instead sat at 0.85 K for 20 minutes before heating
to the required temperature at 0.01 K/min.

For each frequency point, three measurements were performed each of which includes
a measurement with the sample in the center of the second-order gradiometer and with
the sample 3 cm away, above the second-order gradiometer, to be used as background
subtraction. The measurement with the sample removed from the gradiometer will de-
tect any signals produced by the electronics that are not being completely removed by the
system, allowing them to be subtracted off from the measurement of the sample. Unfor-
tunately, there is a temperature gradient within the sample chamber of a few tens of mK
due to the heaters being located above the sample. Moving the sample upwards increases
the sample temperature, which the system tries to compensate for while returning the
sample to the initial position decreases the sample temperature. Tremendous effort was
undertaken to find heater and turbopump settings, at each temperature, which allowed
for adequate temperature stability during measurement. Often the first measurement
taken in a sequence of measurements needed to be redone due to the large temperature
change during the cooling procedure. If there was any evidence that the sample was
not in thermal equilibrium during measurement, such as a spike in temperature during
measurement or a spurious result, the measurement was retaken. Measurements were
rejected if the maximum/minimum temperature during measurement was more than 25
mK from the setpoint or if the average temperature was more than 13 mK away from
the setpoint. Each measurement takes between 0.05 and 10 seconds to perform, making
it unlikely that the sample temperature changed by this much during measurement.

We developed python code to fit the complex AC susceptibility data to Eq. 6.1.
The python uncertainties package was used to calculate and propagate the uncertainty
values from the measured quantities while the curvefit function from the scipy optimize
package was modified to simultaneously fit the real and imaginary parts of the data.
The python code also applied the scaling relations, Eq. 6.2 and Eq. 6.3 to the measured
quantities and calculated (ωτ)α to make the scaled AC susceptibility plots.

6.3 Results
Fig. 6.2 displays the effect of the demagnetisation corrections for the O2 grown sam-
ple. A Cole-Cole plot for the demagnetisation corrected (Fig.6.2(a)) and uncorrected
(Fig.6.2(b)) susceptibilities clearly shows the importance of this correction in a large
moment sample such as Dy2Ti2O7. Fig. 6.2(c) and Fig. 6.2(d) show the intrinsic sus-
ceptibilities as a function of the raw susceptibilities, highlighting the non-linearity of
these corrections. It is apparent that demagnetisation effects must be accounted for by
either shaping the samples into a geometry which does not depend on demagnetisation
(Tori) or one for which the effect has been measured (ellipsoids).

The demagnetisation corrected real and imaginary susceptibilities along with the
scaled susceptibilities are shown for O2 grown Dy2Ti2O7 (Fig. 6.3), Dysprosium deficient
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(a) Demagnetisation corrected Cole-Cole plot. (b) Uncorrected Cole-Cole plot

(c) Demagnetisation corrected real susceptibil-
ity as a function of the raw, measured suscep-
tibility

(d) Demagnetisation corrected imaginary sus-
ceptibility as a function of the raw, measured
susceptibility

Figure 6.2: Effect of the demagnetisation corrections

Dy1.98Ti2O6.97 (Fig. 6.4), Dysprosium over-abundant Dy2.02Ti2O7.03 (Fig. 6.5), and air-
grown Dy2Ti2O7 (Fig. 6.6). All of the samples grown in O2 show remarkably similar
susceptibility behaviour and are well described by the HN form of Eq. 6.1. The air-
grown sample is well described by this form as well but it has a peak in the imaginary
susceptibility which shifts to a higher frequency at a lower temperature than the other
samples. Above 1.5 K the center of the peak is above our maximum frequency, causing
large errors in the fitting parameters for the air-grown sample. As all samples follow
an HN form, this suggests that all samples are acting as supercooled liquids in this
temperature regime.

The HN fitting parameters are shown as a function of temperature in Fig. 6.7.
These parameters show the same qualitative behaviour as the measurements done on
tori of Dy2Ti2O7 [72, 45]. All of the samples we grew have similar properties with
some exceptions. The stretching parameter, γ, of the Dysprosium deficient sample is
lower than for the other samples, indicating that the distribution of relaxation times is
more asymmetric for Dy1.98Ti2O6.97. The characteristic relaxation time of the air-grown
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(a) Real susceptibility of O2 grown Dy2Ti2O7.
(b) Imaginary susceptibility of O2 grown
Dy2Ti2O7.

(c) Scaled real susceptibility (Eq. 6.2) of O2
grown Dy2Ti2O7.

(d) Scaled imaginary susceptibility (Eq. 6.3)
of O2 grown Dy2Ti2O7.

Figure 6.3: Demagnetization corrected real and imaginary susceptibil-
ity along with the scaled real and imaginary susceptibility for O2 grown
Dy2Ti2O7

sample is about a factor of 10 shorter, has a higher high-temperature α, and a lower high-
temperature γ value than for the O2 grown samples. Finally, the DC susceptibility per
cm3, χ0, is about 10% higher in the 1% excess and about 5% lower in the 1% deficient
samples than for the stoichiometric air and O2 samples, larger than what would be
expected from a 1% increase/decrease in the density of Dy3+ ions.

We check the behaviour of the relaxation time as a function of temperature in Fig. 6.8,
comparing the relaxation time to the Super-Arrhenius VTF model in Fig. 6.8(a) and
to an Arrhenius form in Fig. 6.8(b). The VTF form provides a better description
of the characteristic relaxation time than the Arrhenius model for all samples. The
final results of the fits are displayed in Table 6.2 along with the fitting results of four
other works. Good agreement is seen between the characteristic relaxation time of our
stoichiometric O2 grown sample and the other references for the Super-Arrhenius model.
The divergence temperature, T0, and fragility, D, also show good agreement. Comparing
our Arrhenius fitting results to those of [147] shows moderate agreement, however, [147]
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fit an Arrhenius model at lower temperatures than we did. Considering that we have
demonstrated the system follows a VTF form, it should be expected to get different
fitting results when using an Arrhenius model with a different fitting range.

(a) Real susceptibility of Dy1.98Ti2O6.97. (b) Imaginary susceptibility of Dy1.98Ti2O6.97.

(c) Scaled real susceptibility (Eq. 6.2) of
Dy1.98Ti2O6.97.

(d) Scaled imaginary susceptibility (Eq. 6.3)
of Dy1.98Ti2O6.97.

Figure 6.4: Demagnetization corrected real and imaginary suscep-
tibility along with the scaled real and imaginary susceptibility for of
Dy1.98Ti2O6.97

6.4 Discussion
In Fig. 6.8(a) we show that the characteristic relaxation time of Dy2Ti2O7 is well
described by the Vogel–Tammann–Fulcher (VTF) trajectory (Eq. 6.4), while Fig. 6.8(b)
shows that an Arrhenius form provides a poor fit of the relaxation times. The AC
susceptibility is well described by a Havriliak-Negami (HN) form, Eq.6.1, which can be
seen in figures 6.3-6.6. These results in combination indicate that the system is acting as
a magnetic supercooled liquid analogous to dielectric glass-forming liquids. This model
provides a better description of the dynamics of the system than both Debye-Huckel
theory for magnetic monopoles and the DSIM. The Debye-Huckel and DSIM models
predict a faster than Arrhenius increase in the characteristic relaxation times, however,
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(a) Real susceptibility of Dy2.02Ti2O7.03. (b) Imaginary susceptibility of Dy2.02Ti2O7.03.

(c) Scaled real susceptibility (Eq. 6.2) of
Dy2.02Ti2O7.03 .

(d) Scaled imaginary susceptibility (Eq. 6.3)
of Dy2.02Ti2O7.03.

Figure 6.5: Demagnetization corrected real and imaginary suscep-
tibility along with the scaled real and imaginary susceptibility for of
Dy2.02Ti2O7.03

the increase in relaxation times is still slower than what is observed in the real material
[27]. Provided that the Monte Carlo simulations performed can capture all behaviour
of the Debye-Huckel and the DSIM, we must conclude they do not offer a complete
description of the physics Dy2Ti2O7. One possibility is that clusters of spins, such as
a zero magnetisation hexagonal ring, act as either a perturbation or replacement for
the DSIM [149]. These clusters would be another example of emergent composite spin
clusters in frustrated systems.

Surprisingly, the VTF and HN behaviour are robust against disorder as all four of
our samples follow these forms. This is quite different from the extreme sensitivity seen
in Tb2Ti2O7 and Yb2Ti2O7 [105]. The four samples grown are expected to have differ-
ent types of defects which may affect their properties. We assume the defects in each
sample are randomly distributed throughout the crystal and have no reason to believe
their locations should be correlated. The Dysprosium overabundant sample is more sus-
ceptible to stuffing, the dysprosium deficient sample is more susceptible to anti-stuffing
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(a) Real susceptibility of air-grown Dy2Ti2O7.
(b) Imaginary susceptibility of air-grown
Dy2Ti2O7.

(c) Scaled real susceptibility (Eq. 6.2) of air-
grown Dy2Ti2O7.

(d) Scaled imaginary susceptibility (Eq. 6.3)
of air-grown Dy2Ti2O7.

Figure 6.6: Demagnetization corrected real and imaginary susceptibil-
ity along with the scaled real and imaginary susceptibility for air-grown
Dy2Ti2O7

and Dysprosium/Oxygen vacancies, while the air-grown sample is more susceptible to
Oxygen vacancies. Revell et. al. [108] used simulations to show that stuffing can act to
trap monopoles near stuffed sites. According to [108] trapping monopoles around defects
results in very long relaxation times. We believe excitations are being more effectively
trapped around defects in our Dysprosium deficient and overabundant samples as τ0 is
a factor of 2 larger in these samples. The β value of the Dysprosium deficient sample
indicates a more asymmetric distribution of relaxation times than for the stoichiometric
or Dysprosium overabundant sample. Dysprosium vacancies or titanium anti-stuffing
would reduce the number of pathways a spin-ice violating spin has to propagate through
the sample. If recombination of a 3-in 1-out tetrahedra and 1-in 3-out tetrahedra is
the main source of relaxation then these defects would increase relaxation times. It is
interesting that these types of defects produce a more asymmetric relaxation time than
stuffing does in the Dysprosium overabundant sample. Monte-Carlo studies on Dys-
prosium deficient Dy2Ti2O7 could help to elucidate this behaviour. For the air-grown
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(a) DC susceptibiltiy parameter, χ0. (b) α stretching parameter

(c) γ asymmetry parameter (d) Havriliak-Negami characteristic relaxation
time

Figure 6.7: Havriliak-Negami fitting parameters for Dy2Ti2O7 with dif-
ferent growth conditions

(a) Relaxation times fit to the Super-Arrhenius
model. (b) Relaxation times fit to an Arrhenius model

Figure 6.8: Comparing the characteristic relaxation time to a Super-
Arrhenius and Arrhenius form.
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Sample Model
Arrhenius Super-Arrhenius
τ0 (s) Ea (K) τ0 (s) T0 (K) D

Dy2Ti2O7 O2 9.1(2)E-5 7.0(2) 5.3(5)E-4 0.301(3) 12(1)
Dy2.02Ti2O7.03 5(2)E-4 5.0(5) 1.3(4)E-3 0.40(2) 6.2(9)
Dy1.98Ti2O6.97 3.0(8)E-4 6.1(3) 1.4(1)E-3 0.38(1) 7.3(6)
Dy2Ti2O7 Air 5(1)E-6 8.4(2) 2(1)E-5 0.09(6) 72(5)

Dy2Ti2O7 [72, 73] 1.9(3)E-4 0.24(2) 14(1)
Dy2Ti2O7 [45] 1.4E-4 0.26 14

Dy2Ti2O7 [43, 42] 1.0(2)E-4 0.25(10) 11(7)
Dy2Ti2O7 [147] 1.6E-5 9.8

Table 6.2: Relaxation parameters of the samples when fit to an Arrhe-
nius and Super-Arrhenius model. Errors indicate the error on the last
digit displayed or are left blank where errors were not given

sample, there may be a higher proportion of Dysprosium ions with a different CEF
scheme and g-tensor than usual due to oxygen vacancies. We hypothesize that these
Dysprosium ions offer another mode of relaxation for spin-ice violating defects, thereby
reducing the relaxation times in this sample.

The temperature at which relaxation times diverge, T0 is larger for the O2 grown
samples whereas the air-grown sample has a lower T0. The fragility parameter, D, is
also much lower in O2 grown samples than in the air-grown sample. This combination
indicates that the O2 grown samples are more fragile liquids than the air-grown sample.
The most straightforward implication of this is that the O2 grown samples are better
described by a Super-Arrhenius form and therefore relaxation is not (solely) due to
thermally activated processes. For glass-forming liquids, fragility measures how quickly
relaxation times increase at the glass transition, with low fragility indicating a strong
increase in relaxation times at the glass transition. The fragility and divergence temper-
ature of our stoichiometric O2 grown sample are close to the values from the studies on
tori [73, 45] and the noise spectrum [42] even though these measurements probed higher
temperatures and frequencies than we were able to access.

Regardless of the exact fitting parameters, we have demonstrated that the supercooled
liquid behaviour identified in AC susceptibility measurements is robust against many
types of disorder applicable to Dy2Ti2O7. As a further test of this, measurements on
recent ultra-pure samples [9] could be performed in the future. To further demonstrate
the supercooled liquid behaviour of this system, time-domain measurements, examining
how the system relaxes after turning a field on or off, could be performed. The expected
behaviour for this measurement is a stretched exponential Kohlrausch-Williams-Watts
form and has been measured in Tori [73, 45].
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6.5 Conclusions
We have grown four different samples of Dy2Ti2O7 and measured their demagnetisa-
tion corrected AC susceptibility. The samples were a stoichiometric O2 grown sam-
ple, a 1% Dysprosium overabundant sample, a 1% Dysprosium deficient sample, and
a stoichiometric air-grown sample. We find the AC susceptibilities are well described
by a Havriliak-Negami form while the characteristic relaxations are described by a Vo-
gel–Tammann–Fulcher form indicating the samples are acting as a magnetic supercooled
liquid analogous to dielectric glass-forming liquids. This demonstrates that this be-
haviour is robust against the types of disorder most applicable to Dy2Ti2O7, such as
stuffing. The observation of a Vogel-Tamman-Fulcher form for the characteristic relax-
ation time is an improvement upon the Dipolar Spin Ice model and we must conclude
that this model is an incomplete description of Dy2Ti2O7.
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Chapter 7

Type-I Superconductivity in
BeAu

7.1 Summary of Publication
In this chapter we present the published manuscript “µSR and Magnetometry study of
the Type-I Superconductor BeAu”. Originally it was thought that BeAu was a type-
II superconductor based on magnetisation measurements of this material. When we
performed µSR measurements in the superconducting state of this material we found
that the internal field was larger than the applied field and that there was a large,
unexplained, missing asymmetry. This is at odds with the expectation that the majority
of the field distribution lies below the applied field and the full asymmetry should be
observed for a type-II superconductor. It was quickly realized that these results could
be explained by type-I superconductivity.

Including demagnetisation effects, the full volume of a type-I superconductor does not
have to be in the Meissner state below Tc and Hc. The demagnetising field can cause the
total magnetic field at the surface of the sample to exceed Hc in certain regions, forcing
the material to enter the normal state in these regions. This is known as the intermediate
state of a type-I superconductor. It turns out that the free energy is minimized within
the sample if these normal regions have a field (roughly) equal to the critical field. Thus,
you end up in a situation with regions of the sample in the Meissner state, with zero field,
and regions of the sample in the normal state, with an internal field of Hc higher than
the applied field, precisely what we observed in our transverse field µSR measurements.
By performing temperature sweeps at constant field, we were able to measure Hc as a
function of temperature using µSR.

With this result in hand we set out to correct the previous magnetisation measure-
ments by shaping our sample into an ellipsoid, allowing us to account for demagnetisation
effects. Combining our µSR and magnetisation results we find a value of Hc = 258 Oe.
We then perform susceptibility measurements under pressure and find that under 450
MPa, Tc decreases by 35 mK, similar to what is seen in other type-I superconductors.
Our results demonstrate the utility of µSR measurements to type-I superconductors,
which is much well less established than for type-II supeconductors.
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We present muon spin rotation and relaxation (μSR) measurements as well as demagnetizing-field-corrected
magnetization measurements on polycrystalline samples of the noncentrosymmetric superconductor BeAu.
From μSR measurements in a transverse field, we determine that BeAu is a type-I superconductor with
Hc = 258 Oe, amending the previous understanding of the compound as a type-II superconductor. To account
for demagnetizing effects in magnetization measurements, we produce an ellipsoidal sample, for which a
demagnetization factor can be calculated. After correcting for demagnetizing effects, our magnetization results
are in agreement with our μSR measurements. Using both types of measurements, we construct a phase diagram
from T = 30 mK to Tc ≈ 3.25 K. We then study the effect of hydrostatic pressure and find that 450 MPa
decreases Tc by 35 mK, comparable to the change seen in the type-I elemental superconductors Sn, In, and
Ta. This suggests BeAu is far from a quantum critical point accessible by the application of pressure.

DOI: 10.1103/PhysRevB.99.134510

I. INTRODUCTION

The absence of inversion symmetry in noncentrosymmet-
ric superconductors results in an antisymmetric spin-orbit
coupling, which splits otherwise degenerate electronic bands
[1]. Parity of the superconducting parameter is no longer
conserved, allowing spin-singlet and spin-triplet states to mix.
These mixed-parity states are generally expected to give rise
to point or line nodes in the superconducting gap [2–4].

Evidence for line nodes has been found in CePt3Si [5],
CeIrSi3 [6], Mg10Ir19B16 [7], Mo3Al2C [8], and Li2Pt3B [9],
while many other noncentrosymmetric superconductors pos-
sess fully gapped states [10–15]. Other noncentrosymmetric
superconductors such as La2C3 [16] and TaRh2B2 exhibit
multigap behavior. A detailed analysis of the possible pairing
mechanisms [17] shows that either isotropic or nodal gaps
are possible, depending on the anisotropy of the pairing
mechanism. The anisotropy may depend upon the strength of
spin-orbit coupling in the material [10].

In addition to breaking parity symmetry, noncentrosym-
metric superconductors can also exhibit time-reversal sym-
metry breaking. Muon spin rotation and relaxation (μSR) has
been used to detect time-reversal symmetry breaking in the
noncentrosymmetric superconductors Re6D (D = Zr, Hf, Ti)
[18–20], La7Ir3 [13], LaNiC2 [14], and SrPtAs [21] as well
as several centrosymmetric superconductors [22–29]. Further
study of noncentrosymmetric superconductors, such as BeAu,
is required to probe the unconventional pairing mechanisms
and explore the diverse gap properties that have been exhib-
ited.

BeAu exhibits cubic space-group symmetry of P213 (FeSi)
with lattice parameter a = 4.6699(4) Å. From previous work

[30], BeAu exhibits conventional Bardeen-Cooper-Schrieffer-
type superconductivity below Tc ≈ 3.3 K with a full Meissner
flux expulsion. The specific heat jump at the superconducting
transition is equal to the normal state-specific heat, indicating
bulk superconductivity. BeAu can be classified as a weakly
coupled superconductor with �C/γnTc ≈ 1.26, λe−p = 0.5,
and 2�(0)/kBTc = 3.72. Previously [30], BeAu was thought
to be a type-II superconductor with lower critical field Hc1 =
32 Oe and upper-critical field Hc2 = 335 Oe based upon
magnetization measurements which used a spherical demag-
netization factor N = 1

3 when measuring an irregularly shaped
sample. This is a common first assumption when correcting
for demagnetizing effects that we would like to improve
upon in this paper. Zero-field μSR measurements presented
in Ref. [30] show no time-reversal symmetry breaking.

μSR is a powerful technique which can be used to measure
internal fields due to time-reversal symmetry breaking as well
as give an accurate measurement of the penetration depth and
coherence length of type-II superconductors. As muons are
a local probe of magnetism, μSR is insensitive to the large
demagnetizing fields produced outside of superconductors.
In this paper, transverse field (TF) μSR measurements are
used to demonstrate that BeAu is a type-I superconductor
with Hc = 258 Oe. Demagnetizing effects in superconductors
can cause parts of a sample to experience a magnetic field
that is larger than the applied field. If the local field due to
demagnetizing effects at the surface of a type-I superconduc-
tor is above Hc, then at least part of the sample will enter
the normal state. In this situation, the free energy is mini-
mized by a complicated structure of alternating normal and
superconducting regions which depends upon the geometry
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of the sample, as well as the coherence length and penetration
depth [31–33]. This is known as the intermediate state of
a type-I superconductor and occurs for applied fields, Ha,
between (1 – N) Hc and Hc, where N is the demagnetization
factor of the sample. At low applied fields, close to (1 – N)
Hc, the free energy of the intermediate state is minimized
when the normal regions of the sample have an internal
field of Hc. At high magnetic fields, close to Hc, interface
effects between normal and superconducting regions, as well
as surface effects, modify the thermodynamic critical field to a
slightly reduced value HcI [31–33]. The magnetic moment of
a muon landing within a type-I superconductor will therefore
either be stationary in the superconducting regions (where the
field is zero) or will precess in a field very close to Hc in
the normal regions. The probability that a muon experiences
either field is equal to the volume fraction of the sample
in the respective states and, therefore, a μSR measurement
directly measures the superconducting volume fraction of the
sample.

μSR has been used to study elemental type-I superconduc-
tors such as Sn (IV) [34] and we find qualitatively similar
results in BeAu. The most striking indication of type-I be-
havior in BeAu is that, below Tc, the normal regions of the
sample have a relatively constant value of the internal field
of Hc = 258 Oe, for all applied fields between 50 Oe and
250 Oe. This can be contrasted with the expected internal
field behavior of the vortex state of a type-II superconductor,
where the internal field distribution in the normal cores falls
mostly below the applied field and, in general, changes as a
function of the applied field. BeAu joins a relatively small
list of nonelemental compounds which show type-I behavior
[12,35–42].

Our μSR results call for a more accurate accounting of
demagnetizing effects in magnetization measurements to rec-
oncile previous magnetization measurements [30] with the
identification of BeAu as a type-I superconductor. To this end,
a sample of BeAu is shaped into an ellipsoid so demagne-
tizing effects can be accounted for more accurately than is
typically done in magnetization studies of superconductors.
Using this geometry, a demagnetizing factor for the sample
can be calculated which allows us to determine the internal
field of the normal regions and demonstrate the type-I nature
of this compound with magnetization measurements.

Pressure can often have a dramatic effect on supercon-
ductivity, especially when the system is near a quantum
critical point. Cerium-based noncentrosymmetric supercon-
ductors have shown unusual behavior under the application
of pressure with a pressure-induced superconducting transi-
tion discovered in CeIrGe3, CeCoGe3, and CeRhSi3 [43–45],
while CePt3Si shows a strongly decreasing critical tempera-
ture as a function of applied pressure with a complete loss of
superconductivity at 1.5 GPa [46]. Iron pnictide superconduc-
tors have also shown exotic behavior under the application
of pressure [47]. This can be compared to elemental type-I
superconductors which typically have a small decrease in Tc

with the application of pressure but no exotic behavior is
observed [48]. To compare BeAu to these cases, we study
the effect of hydrostatic pressure and find that at 450 MPa
BeAu still exhibits type-I behavior with a decrease in Tc of

35 mK. This decrease in Tc is similar to the change seen
in type-I elemental superconductors such as Sn, In, and Ta
under the same conditions [48] and suggests that BeAu is far
from a quantum critical point that can be accessed by applying
pressure.

II. EXPERIMENTAL METHODS

Polycrystalline samples were synthesized by arc melting
from elemental Be (Heraeus, �99.9 wt.%) and Au (Alfa Ae-
sar, �99.95 wt.%) in a 51:49 ratio, with mass loss of less than
0.3%. A small excess of beryllium was added to compensate
for the Be loss due to evaporation. After melting, the boule
was annealed in an argon atmosphere for 48 hours at 400 ◦C.
A representative sample was measured to have a residual
resistivity ratio of 38, which demonstrates the high purity of
our samples. Further details can be found in Ref. [30].

Transverse field (TF) muon spin rotation and relaxation
(μSR) measurements were performed on the M15 and M20
beamlines at the TRIUMF Laboratory in Vancouver, Canada.
A spectrometer incorporating a dilution refrigerator was used
on the M15 beamline, which allows for measurements in the
temperature range of 0.025–10 K. The experimental setup
makes use of a superconducting magnet to allow for fields up
to 5 T. Samples were mounted on a silver cold finger to ensure
good thermal conductivity and to give a well-defined μSR
background signal with minimal relaxation. The instrument
has a time resolution of 0.4 ns. The field was applied parallel
to the direction of the muon beam and measurements were
taken with the initial muon spin direction perpendicular to
the field (TF). Several approximately elliptical discs of BeAu,
each 0.5 mm thick and roughly 2.75 mm x 3.75 mm, were
mounted on the cold finger such that a large fraction of the
muon beam spot was covered. The direction of the applied
field was perpendicular to the flat faces of the samples. Copper
coil electromagnets were used to compensate for any stray
fields. The LAMPF spectrometer was used on the M20 beam-
line, which allows measurements in the temperature range
from 2–300 K in an applied field up to 0.4 T. A silver cold
finger is not required on LAMPF and the background signal
is greatly reduced. Thin, aluminum-backed mylar was used to
mount a mosaic of BeAu discs to a copper square cutout. The
experiment on M20 was performed using a similar TF setup
as on M15. The μSRfit software package was used to analyze
the μSR data [49].

Magnetometry measurements were taken at McMaster
University using a Quantum Design XL-5 MPMS, which
allows for measurements from 1.8 K to 300 K. We used a
GC10/3 helium gas pressure cell from the Institute of High
Pressure Physics, Polish Academy of Sciences, inserted into
the MPMS to allow for magnetometry measurements under
pressure up to 700 MPa, above 2 K. A 102.5 mg, nearly
ellipsoidal sample with a = b = 2.75 mm and c = 1.90 mm
was produced through grinding with a spherically concave,
diamond Dremel head in a fume hood while submerged in
mineral oil. A small section on either side of the c axis is flat
due to the constraint of grinding while submerged in mineral
oil to avoid the dispersal of toxic Be/BeO dust. The sample
was measured in the MPMS at ambient pressure after which
it needed to be ground down (under the same conditions) to
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FIG. 1. (a) BeAu μ SR Asymmetry at 30 mK on the M15
beamline in an applied transverse field of 75 G showing two oscil-
lating components, one from the sample and one from the sample
holder. (b) μSR Asymmetry at 2.2 K on the M20 beamline in an
applied transverse field of 75 G (black) and zero field (red). The
nonoscillating component of the 75 G data relaxes with the same rate
as the zero field data, showing that there are regions in the sample
which are superconducting.

a = b = 2.69 mm and c = 1.86 mm to fit inside the 3-mm-
diameter pressure cell.

III. RESULTS AND DISCUSSION

Figure 1(a) shows the TF μSR asymmetry spectrum at
30 mK on the M15 beamline while Fig. 1(b) shows the
asymmetry spectrum on M20 at 2.2 K (black circles), both
after field cooling in an applied field of 75 G. All μSR data
presented is field cooled (FC). The M15 data show large
oscillations as expected for muons precessing in the applied
TF with additional contributions coming from a fraction of
muons precessing in a different field. This is due to a signif-
icant fraction of muons stopping in the silver cold finger and
precessing in the applied magnetic field while another fraction
of muons stop in the sample and precess in the local field of
the sample. The M15 data show a reduced initial asymmetry,
A0, while in a superconducting state due to there being no
detectors in the direction of the initial muon polarization
when using the TF geometry on M15. Muons landing in the

superconducting regions of the sample will not precess and
their decay products, which tend to travel in the direction of
the muon spin polarization, will be less likely to be detected.
This reduces A0 in the intermediate state of a type-I super-
conductor compared to the normal state. By comparing the
initial asymmetry in the intermediate state and in the normal
state, the superconducting volume fraction can be determined.
In the intermediate state of a type-I superconductor, the μSR
asymmetry measures the total fraction of the signal coming
from the sample, F, as well as from superconducting regions
in the sample, FS , and the asymmetry spectrum on the M15
beamline may be fit to

A(t ) = A0
{
F (1 − FS ) cos(γμHN + φ) exp

(− 1
2 (σNt )2

)
+ (1 − F ) cos(γμHbkg + φ) exp(−λbkgt )

}
, (1)

where A0 is the initial asymmetry, HN the internal field in the
normal regions of the sample, Hbkg the background field seen
by muons stopping outside of the sample, φ the phase shift
in the μSR asymmetry, σN the relaxation rate of the normal
regions of the sample, and σbkg the relaxation rate of muons
stopping outside of the sample. As μSR samples the entire
volume of the material, the fraction of the signal coming from
normal/superconducting regions is equivalent to the volume
fraction of the sample in the normal/superconducting state.
To determine A0 and to account for extrinsic effects, high
temperature (above Tc) data was taken for each applied field
and fits to Eq. (1) were performed after fixing FS = 0. The
missing asymmetry when comparing low temperature and
high temperature measurements allows FS to be determined
on the M15 beamline. A fit to Eq. (1) at 30 mK and 75 G is
given by the solid line in Fig. 1(a).

LAMPF on M20 has detectors in the direction of the initial
muon polarization and the 75 Oe data [Fig. 1(b)] shows a
large fraction of the signal is very slowly relaxing, which
is expected if a large fraction of the signal is coming from
superconducting regions with zero field. The relaxation rate
of this nonoscillating component is equal to the relaxation rate
of measurements performed in zero applied field and so this
component may be identified with regions of the sample that
are superconducting. The visual difference in relaxation rate
between the 75 G and zero field measurements in Fig. 1(b)
is due to the different initial asymmetries of the two types
of measurements. The oscillating component of the signal
comes from normal regions of the superconductor that are
experiencing a nonzero field. There is very little background
signal on M20 and the M20 asymmetry may be fit to

A(t ) = A0
{
(1 − FS ) cos(γμHN + φ) exp(−λNt )

+ FS
(

1
3 + 2

3 (1 − (σSt )2) exp
(− 1

2 (σSt )2
))}

, (2)

where A0 is the initial asymmetry, FS is the superconduct-
ing volume fraction, HN and λN are the internal field and
relaxation in the normal regions of the sample, φ the phase
shift of the normal regions, and σS the relaxation rate of the
superconducting regions of the sample. A fit to Eq. (2) at
2.2 K and 75 G is given by the solid line in Fig. 1. The
relaxation rate, σS , is consistent with the zero applied field
relaxation rate of 0.115 ± 0.002 μs−1 for all applied fields,
demonstrating that these regions have zero internal field and
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are truly superconducting. To determine the expected behavior
of the internal field and superconducting volume fraction, a
discussion of type-I superconductors is required.

For applied fields, Ha above (1 – N) Hc, where N is the
demagnetization factor of the sample, demagnetizing fields
cause regions of the surface of a type-I superconductor to
experience a field that is larger than the critical field Hc,
inevitably causing parts of the sample to enter the normal
state. For applied fields Hc(1 − N ) � Ha � Hc a type-I su-
perconductor will have a complicated structure of coexisting
superconducting and normal regions known as the intermedi-
ate state. Just above approximately (1 – N)Hc, it can be shown
that equilibrium between the superconducting and normal
phases can only be achieved if the normal regions have an
internal magnetic field of Hc [31,32,50,51]. The field changes
from 0 in the superconducting state to Hc over a distance
δ ≈ ξ − λL, where ξ is the coherence length and λL the
London penetration depth, which requires energy. There is
also a surface energy associated with maintaining the normal
regions at Hc in an applied field of Ha. As the applied field
increases, more normal regions are generated, increasing the
energy requirements of both affects that slightly reduces the
thermodynamic critical field from Hc to the intermediate criti-
cal field HcI . In the case of a thin plate oriented perpendicular
to Ha, under the assumption of a laminar domain structure of
normal and superconducting regions, HcI is approximated by

HcI ≈ Hc

[
1 − 2θ

(
δ

d

)1/2
]
, θ =

√
ln 2

π
, (3)

where d is the plate thickness, δ the thickness of the interface
between superconducting and normal regions, and θ is a
numerical constant which depends on the assumed domain
structure of the superconducting-normal regions as well as
the geometry of the sample [31–33]. Similar effects will also
slightly raise the Meissner to intermediate state transition field
from (1 – N)Hc [33].

To complicate matters more, the structure of
superconducting-normal domains which minimizes the
free energy changes as a function of Ha. At applied fields just
above ≈HcI (1 − N ) the free energy is minimized by having
tubular-threadlike normal regions pierce the superconductor,
while at intermediate fields the free energy is minimized by
having corrugated laminae of superconducting and normal
layers. Finally, at fields close to HcI , tubular-threadlike
superconducting regions pierce normal metal [31–33,50,52].
This behavior has been observed before [53–55], but the
exact behavior of a material in the intermediate state is
hard to predict a priori as it has been shown that the
free-energy differences of various spatial configurations
of the intermediate state are quite small. Observationally,
the spatial configuration selection depends upon the exact
experimental conditions, as well as sample quality [32,50,55].

The internal field in the normal regions of a type-I super-
conductor remain relatively constant at Hc until an applied
field comparable with Hc is reached. A TF μSR experiment on
a type-I superconductor, in an applied field above Hc(1 − N )
and sufficiently far below Hc, will therefore show muons
in the normal regions of the sample precessing with a fre-
quency distribution centered around ω = γμHc where γμ

2π
=
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FIG. 2. The Fourier transform of the M15 μSR Asymmetry for
a variety of fields at 30 mK. The sharp peaks in the data as well as
color indicate the applied field experienced by muons stopping in the
silver cold finger. The broad peak centered around 258 Oe for all
applied fields below Ha = 260 Oe unambiguously shows BeAu to be
a type-I superconductor.

135 MHz/T is the gyromagnetic ratio of the muon [56].
This can be contrasted with the expected results of a TF
μSR experiment on a type-II superconductor in the vortex
state where muons will precess at a frequency ω = γμHint

where Hint is an asymmetric distribution, the peak of which
falls below Ha [56]. It should also be noted that while a
type-I superconductor in the intermediate state will have
an approximately constant internal field with Hint ≈ Hc or
Hint = 0 (normal versus superconducting regions) for all
applied fields in the range Hc(1 − N ) � Ha � Hc, the peak
position and shape of the Hint distribution for a type-II super-
conductor in the vortex state will generally depend upon Ha.

The Fourier transform of the μSR spectra gives the prob-
ability distribution of Hint in both the intermediate state of
a type-I superconductor and the vortex state of a type-II
superconductor. The probability distribution for both types
of superconductors will show a sharp background peak at
Ha on the M15 beamline from muons stopping in the silver
cold finger but the internal field in a type-I superconductor
will not change as a function of applied field. A type-II
superconductor, however, will have a varying internal field.
The short, broad peak centered at 258 Oe for all applied fields
Ha � 260 G in Fig. 2 unambiguously demonstrates that BeAu
is a type-I superconductor with Hc ≈ 258 Oe.

The results from fitting the 30 mK data at various applied
magnetic fields in the time domain are shown in Fig. 3.
The superconducting volume fraction of the sample in the
intermediate state of a type-I superconductor should decrease
from 100% near (1 – N)Hc approximately linearly, for low
applied fields [32]. As the applied field increases and ap-
proaches HcI , the superconducting volume fraction picks up
a small correction given by Eq. (2.28) of Ref. [32]. The
superconducting volume fraction for BeAu given in Fig. 3(a)
shows qualitatively similar behavior to Ref. [34] and follows
the expected linear behavior for fields not too close to Hc

[31,32]. Figure 3(b) shows that the internal field in the normal
regions of the sample is nearly constant as a function of
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FIG. 3. (a) The superconducting volume fraction of the sample
as a function of applied field at 30 mK after field cooling on M15
(blue) and 2.2 K on M20 (red). The superconducting volume fraction
increases as the field decreases, as is expected for a type-I supercon-
ductor in the intermediate state. Where not shown, uncertainties are
smaller than marker size. (b) The internal field in the normal regions
of the sample as a function of applied field at 30 mK after field
cooling on M15 (blue) and 2.2 K on M20 (red). The data shows the
normal regions have an approximately constant internal field while
in the intermediate state. For applied fields above HcI , Hint = Ha,
indicating the sample is in the normal state.

Ha until Ha ≈ HcI is reached. Figure 3(b) also demonstrates
that the thermodynamic critical field at 30 mK is slightly
decreased from Hc ≈ 258 ± 1 Oe in an applied field of 50 Oe
to HcI ≈ 252.6 ± 0.4 Oe in an applied field of 250 Oe, in
qualitative agreement with Eq. (3) and the expected behavior
from Ref. [32]. The variation in internal field is due to the
contribution of the interface energy between normal and su-
perconducting regions as well as the interface energy between
normal regions and regions outside the sample as a significant
fraction of the sample enters the normal state [31–33,50,52].

Our 30 mK data show that BeAu is in the intermediate
state from 50–250 Oe with some variability in internal field
due to interface energy between normal and superconducting
regions. The transition to the normal state above ≈250 Oe is
indicated in Fig. 3(a) and indirectly shown in Fig. 3(b) where
Hint = Ha above 250 Oe. An approximate demagnetization
factor of the measured discs is taken from a table [57] and
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FIG. 4. (a) Superconducting volume fraction as a function of
temperature. Data was taken after field cooling to base and measured
upon heating to the specified temperature. Triangles indicate data
was taken on M20 while circles indicate data was taken on M15.
The superconducting volume fraction increases as the temperature
decreases for fields below HcI , as is expected for a type-I super-
conductor in the intermediate state. Uncertainties are smaller than
marker size where not shown. (b) The internal field in the normal
regions of the sample as a function of temperature. For an applied
field below HcI (T ), the internal field is equal to approximately Hc(T )
and μSR is able to measure Hc(T ) while in the intermediate state.
For applied fields above Hc(T ), the sample is in the normal state and
the internal field is equal to the applied field.

gives N = 0.82. Using HM−I ≈ HcI (1 − N ) shows the Meiss-
ner state is expected for Ha less than ≈46 Oe. As we did not
measure below 50 Oe, a pure Meissner state is not seen in our
M15 data.

The μSR asymmetry of BeAu was also studied as a
function of temperature for the applied fields 50 G, 100 G,
150 G, 225 G, 250 G, 300 G, and results are shown in Fig. 4.
The fraction of the sample in the Meissner state generally
increases as temperature decreases [Fig. 4(a)], as is expected
in a type-I superconductor. The exception to this is the 250 G
data set which peaks near 0.7 K, however, the applied field is
close enough to Hc(T = 0) that the superconducting-normal
domain structure may change as a function of temperature,
altering the relative size of the normal and superconducting
volumes. The internal field in the normal regions as a function
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of temperature is shown in Fig. 4(b) and demonstrates that the
μSR technique can be used to trace out a partial H versus
T phase diagram for type-I superconductors while in the
intermediate state, i.e., when HcI (1 − N)� Ha � HcI .

Our μSR results unambiguously show that BeAu is a type-I
superconductor, motivating a new careful study of the mag-
netization properties of BeAu using a well-defined sample
geometry so that demagnetizing effects can be accounted for
more accurately than is typically done in studies of supercon-
ductors. For a type-I superconductor of an ellipsoidal shape,
the field at the surface of the equator of the sample, Heq, when
measuring in an applied field perpendicular to this equator, is
given by

Heq = Ha − 4πNM, (4)

where N is the demagnetizing factor and M the magnetization
of the sample [31,32,50]. An ellipsoid of revolution is one of
the few shapes for which the demagnetization factor can be
calculated analytically, which is why we produced a sample
with this geometry [57,58]. The surface field at the equator
of a superconducting ellipsoid is the maximum field that the
sample experiences and is given by

Heq = Ha

1 − N
[31, 32]. (5)

H eq is an important quantity because, while in the in-
termediate state, the internal field is equal to the surface
field on the equator of the superconductor. As this is the
region with the highest local field, when the sample enters
the normal state the equator should be the first region to do
so. By using the fact that Heq = Hc while in the intermediate
state, we should be able to reconstruct the discontinuous
magnetization behavior expected at Hc for a type-I supercon-
ductor. An ellipsoidal type-I superconductor will be in the
Meissner state below Ha ≈ (1 − N )HcI , above which it will
enter the intermediate state [31,32]. Figure 5(a) shows the
magnetization as a function of applied field for temperatures
from 0.5 K to 3.2 K. Measurements were taken from 0 G
to a maximum field, followed by measurements from the
maximum field to 0 G. Fields are accurate to 0.1 G. Figure 5(a)
shows linear behavior at low fields while in the Meissner state,
with a departure from linearity as the minima is approached.
The behavior is well described by a type-I superconductor
entering the intermediate state near the magnetization minima
followed by a transition to the normal state at high fields.
The departure from linearity as the minima is approached is
due to the generation of normal regions and the restructuring
of normal-superconducting domains as the sample enters the
intermediate state [33,52].

H eq has very different behaviors for type-I superconduc-
tors in the intermediate state and type-II superconductors in
the vortex state. In the intermediate state, the superconducting
volume fraction of the sample decreases approximately lin-
early for a wide range of applied fields while the microscopic
magnetization does not change. The linear decrease in the
superconducting volume makes the overall magnitude of the
magnetization of the entire sample decrease linearly. Heq

therefore remains constant, equal to internal field while in the
intermediate state of a type-I superconductor.
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FIG. 5. (a) Magnetization as a function of applied field from
2.0 K to 3.2 K. Measurements were taken in increasing field followed
by measurements in decreasing field once Heq > HcI was reached.
(b) Magnetisation as a function of the field at the equator Heq =
Ha − 4πNM. This plot shows the expected discontinuous transition
in magnetization for a type-I superconductor.

A demagnetizing factor of Nellipsoid = 0.4355 was cal-
culated using Eq. (34) of Ref. [58], assuming the sample
was a perfect ellipsoid with major-axis a = b = 2.75 mm
and minor-axis c = 1.90 mm. The sample is not a perfect
ellipsoid and a demagnetizing factor of Nsample = 0.3755
was found by optimizing the discontinuous transition of the
magnetization in Fig. 5(b), such that the transition occurred
over the smallest Heq range. A high-quality sample of a type-
I superconducting material should exhibit a crisp transition
at HcI . The high-quality nature of our sample [30], along
with our μSR measurements showing type-I behavior, justify
this optimization procedure for the demagnetization factor.
Figure 5(b) shows the magnetization decreases linearly with
a slope corresponding to χ = −1 while in the Meissner state.
Upon entering the intermediate state the magnetization as a
function of Heq is nearly vertical as is expected in a type-I
superconductor [31,32]. The change in Heq as the magnitude
of the magnetization decreases is due to the thermodynamic
critical field being modified from Hc at low field to HcI at
fields just below HcI .
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FIG. 6. Internal field at the equator as a function of applied
field. In the Meissner state, Heq = 1

1−N Ha and the transition to
the intermediatestate can be identified for applied fields where Heq

becomes approximately constant with HcI � Heq � Hc. In the normal
state, Heq = Ha.

Figure 6 shows the field at the equator, Heq, of the sample
as a function of applied field. This plot matches the expected
behavior of Heq for a superconducting ellipsoid given by
Refs. [31,32], where there is a linear increase in Heq, while
in the Meissner state with Heq = Ha

1−N as Ha is increased to
(1 − N) HcI . In the intermediate state, Heq stays relatively
constant with some modification due to the thermodynamic
critical field changing from Hc at low fields to HcI near HcI .
Above HcI , Heq increases linearly with Heq = Ha.

The magnetic susceptibility in applied fields from 10–
110 Oe was also measured as a function of temperature
using the demagnetization factor found from our previous
measurements and is shown in Fig. 7(a). The zero-field cooled
(ZFC) measurements (closed circles) show a full magnetic
flux expulsion with χ approaching (just below) −1 as T
approaches zero, while the FC data (open circles) indicate
there is some field being maintained in the sample. Small
overlap regions in the intermediate state can be seen where the
ZFC and FC results agree. Heq as a function of temperature is
shown in Fig. 7(b) again showing small regions of agreement
between ZFC and FC. In these small regions of reversibility,
HcI can be mapped out as a function of temperature as shown
in Fig. 7(c), which can be fit to the Ginzburg-Landau relation,

Hc(T ) = Hc(0)

(
1 −

(
T

Tc

)2
)

, (6)

[31,32], yielding Hc(0) = 252 ± 2 Oe and Tc = 3.249 ±
0.004 K.

Combining the results of our μSR measurements (tri-
angles), magnetization versus applied field (black circles)
and magnetic susceptibility versus temperature (blue open
circles) yields the phase diagram shown in Fig. 8. Overlap
regions between μSR and magnetization measurements show
good agreement. A fit to Eq. (6) shows good agreement
with the experimental data above approximately 0.5 K, with
Hc = 258.5 ± 0.5 Oe and Tc = 3.234 ± 0.003 K. The low
temperature μSR data shows a slightly flatter than quadratic
behavior at low temperature.
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FIG. 7. (a) Magnetic susceptibility as a function of temperature
for applied fields from 10–110 Oe. Zero field cooled (ZFC) (closed
circles) and field cooled (FC) (open circle) data show small overlap
regions. (b) Equatorial field as a function of temperature for applied
fields from 10–110 Oe. ZFC (closed circles) and FC (open circles)
show there are small overlap regions. (c) Hc(T ) may be mapped out
by using data points where the ZFC and FC regions overlap and is fit
to Eq. (6), yielding Hc = 252 ± 2 Oe and Tc = 3.249 ± 0.004 K.

The effect of pressure on the system was explored using
a pressure cell inserted into the MPMS. Figure 9 shows the
results of our magnetization measurements for ambient pres-
sure (≈10 kPa, blue circles) and 450 MPa (red circles) as well
as fits to the ambient pressure (blue line) and 450 MPa (red

134510-7
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FIG. 8. The field versus temperature phase diagram combining
together our μSR (open triangles), magnetization (black circles) and
magnetic susceptibility (blue open circles) measurements. A fit to
Eq. (6) over the full temperature range and all data sets gives Hc =
258.6 ± 0.5 Oe and Tc = 3.234 ± 0.003 K.

line) data. Using Eq. (6), the magnetization measurements at
450 MPa give Hc = 257 ± 3 Oe and Tc = 3.20 ± 0.01 K, while
the 10 kPa data gives Hc = 252 ± 2 Oe and Tc = 3.234 ±
0.004 K; a change in Tc of 34 ± 11 mK. Magnetization mea-
surements cannot be performed in low enough temperature to
determine if the difference in Hc(0) of 5 ± 4 Oe from a fit to
Eq. (6) between the 450 MPa data and ambient pressure data
is real. The change in Tc is comparable to the change observed
in the elemental type-I superconductors tin (IV), indium, and
tantalum which have a decrease in Tc of about 20 mK under
the same conditions [48]. This suggests that BeAu is far
from a quantum critical point accessible by application of
pressure.

IV. CONCLUSION

μSR and demagnetization corrected magnetization mea-
surements were carried out on discs and an ellipsoid of
polycrystalline BeAu. Our results show that BeAu is a type-I
superconductor with Hc ≈ 258 Oe and Tc ≈ 3.25 K. The μSR
and magnetization results show consistent values of Hc(T )
in the regions where they overlap. A Ginzburg-Landau fit
[Eq. (6)] over the entire temperature range and all data sets

0 0.5 1 1.5 2 2.5 3
0

50

100

150

200

250

Temperature (K)

H
eq

 (O
e)

450 MPa
10 kPa
10 kPa G.L. Fit
450 MPa G.L. Fit

FIG. 9. The magnetic field versus temperature phase diagram
from our magnetometry data at 10 kPa (blue circles) and 450 MPa
(red circles). A fit to Eq. (6) to the data yields Hc = 252 ± 2 Oe
(257 ± 3 Oe) and Tc = 3.234 ± 0.004 K (3.20 ± 0.01 K) for the
10 kPa (450 MPa) data.

give Hc = 258.6 ± 0.5 Oe and Tc = 3.234 ± 0.003 K.
Magnetization measurements on an ellipsoid were taken in
a pressure chamber at 450 MPa. Fitting only the magne-
tization data to Eq. (6) yields Hc = 257 ± 3 Oe and
Tc = 3.20 ± 0.01 K for the 450 MPa data and Hc 252 ±
2 Oe and Tc 3.234 ± 0.004 K for the 10 kPa pressure data.
The reduction in Tc under 450 MPa of pressure in BeAu is
comparable to the decrease in Tc observed in the elemental
type-I superconductors tin (IV), indium, and tantalum under
the same conditions [48]. This suggests that BeAu is far
from a quantum critical point accessible by the application of
pressure.

Note added. Recently, we became aware of Ref. [59],
which reports similar results on BeAu.
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Appendix A

Josephson Junctions and SQUID
Devices

A1 Josephson Junctions
If we consider two superconductors of the same material with separate wave-functions
separated by a thin (with respect to the coherence length of the superconductors) in-
sulating barrier we can construct a time-independent Shrödinger equation within the
normal region for tunneling of Cooper pairs,

1
2(2me)

(
h̄

i
∇− 2e ~A(r)

)
ψ(r) + 2eφ(r)ψ(r) + V ψ(r) = 0 (A.1)

where me and e are the mass and charge of the electron, φ(r) and ~A(r) represent the
electromagnetic field, V is the tunneling potential barrier, and ψ(r) the wavefunction.
At each boundary, the wavefunction must be equal to the superconducting wavefunction
in the respective superconductor,

ψ =
√
n exp(iθ), (A.2)

where n is the density of the Cooper pairs and θ the phase. Assuming no electromagnetic
field and using the definition of the supercurrent,

Js = 2(2e)
(2me)

Re

(
ψ?
h̄

i
∇ψ

)
, (A.3)

(emphasis is on the charge and mass of the Cooper pair) leads to [31],

Js = Jc sin (θ2 − θ1) , (A.4)

where θ1 and θ2 are the phases at the respective boundaries. This is known as the
DC Josephson effect as it shows there will be a constant supercurrent in the absence of
an electromagnetic field. Here Jc is called the critical current which depends upon the
superconducting material, weak-link material, and the geometry of the weak link. In the
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presence of an electromagnetic field we must consider the gauge-invariant phase,

γ (~r, t) = θ2 − θ1 −
2π
Φ0

∫
~A(r, t) · d~l (A.5)

leading to the relation,
JS (~r, t) = Jc sin (γ (~r, t)) . (A.6)

From Eq. A.5 it may be shown [31],

∂γ

∂t
= 2π

Φ0
V (t), (A.7)

where V(t) is the voltage applied across the junction. This is known as the AC Josephson
effect as it shows a constant voltage produces an alternating supercurrent.

Let us consider the effect of an applied voltage of the form,

v(t) = V0 + Vs cos (ωst) . (A.8)

Through the use of a Fourier-Bessel expansion, to first order the supercurrent density is
given by,

Js = Jc J0

(2πVs
Φ0

)
sin (γ(0)) , (A.9)

where J0 is the zeroth order Bessel Function of the first kind [31, 131]. That is, an AC
voltage produces a direct current across the junction, to first order. Careful choice of the
constant voltage V0 removes the time dependence of the next higher order term, leading
to a roughly constant DC.

We will take a second to examine the case of a ribbon of wire with a rectangular cross
section which has a width much larger than both its height as well as the thickness of
the Josephson Junction. In this case, it can be shown that the effect of the magnetic
field is to make the current density oscillate as the width of the junction is transversed.
Integrating Eq. A.4 leads to,

Is = Ic

∣∣∣∣∣sin(πΦ
Φ0

)
πΦ
Φ0

∣∣∣∣∣ , (A.10)

where Φ is the flux through the loop. This is analogous to the interference pattern
produced by light shone through a single rectangular slit. We will ignore these geom-
etry effects in the following discussions of the DC and AC Superconducting Quantum
Interference Device (SQUID).

The last thing to determine is the voltage produced in a Josephson junction when a
bias current is run through the junction. To find this the Resistively and Capacitively
Shunted Junction (RSCJ) model is often used [131, 31] where the junction is set up in
parallel with a resistor and capacitor. Often a Josephson junction is physically resistively
shunted to avoid hysteresis in the I-V curve, while the junction itself will have a small
self-capacitance, making this model physically relevant. Using Kirchoff’s rules one can
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show,
I = Ic sin (γ) + C

∂V

∂t
+ V

R
, (A.11)

where R is the resistance and C the capacitance. Inserting Eq. A.7 into the above leads
to,

I = Ic sin (γ) + Φ0C

2π
∂2γ

∂t2
+ Φ0

2πR
∂γ

∂t
, (A.12)

which when C = 0 has solution,

V = 1
R

√
I2 − I2

c , I > Ic (A.13)

and V = 0 when I is less than Ic. The result is qualitatively similar for IcR2C
Φ0

≤ 1. We
can now examine how Josephson junctions are used in SQUID devices.

A2 DC SQUID
In a DC SQUID a bias current, I, is applied through the loop and a circulating current,
J, is caused by the flux from the sample. Using the RSCJ model with equations A.7 and
A.11 we can see that the current in each junction is given by,

I

2 ± J = Ic sin(γi) + Φ0
2πR

∂γi
∂t

+ Φ0 C

2π
∂2γi
∂2t

, (A.14)

for junctions 1 (+) and 2 (-). It can be shown [31] that the phase difference between the
two junctions is given by,

γ2 − γ1 = 2π
Φ0

(Φa + LJ) = 2π
Φ0

ΦTot (A.15)

where L is the inductance of the loop, Φa is the applied flux, and ΦTot is the total flux.
Including the inductance of the loop it can be shown that for 2LIc ≥ Φ0, the total flux
is hysteric as a function of applied flux; a property which will be important for the RF
SQUID but is usually undesirable for a DC SQUID. First, we consider the zero voltage
bias case (derivatives = 0) with no inductance where adding the current through the
two junctions leads to,

I = Ic sin (γ1) + Ic sin (γ2) = Ic sin (γ1) + Ic sin
(
γ1 + 2π

Φ0
Φa

)
. (A.16)

The goal is to get an equation of the form Eq. A.11 and to this end we define γ = γ1+πΦa
Φ0

leading to,
I = 2Ic sin (γ) cos

(
πΦa

Φ0

)
. (A.17)

For the case of negligible inductance, the derivatives of γ1 and γ2 are equal, while again
assuming the capacitance is negligible the total current through the DC SQUID is given
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by,
I = 2Ic sin (γ) cos

(
πΦa

Φ0

)
+ Φ0

2πR
∂γ

∂t
(A.18)

which using the same process as in Eq. A.13 has solution

V = 1
R

√
I2 − I2

c cos2
(
πΦa

Φ0

)
, (A.19)

that is, the voltage is periodic in the applied flux with period Φ0. It can be shown that
the peak-to-peak voltage is largest when the bias current is equal to 2 I2

c cos2
(
πΦa
Φ0

)
[31]

and it is readily seen that the derivative attains a maximum at (2n+ 1) Φ0
4 , n = 0, 1, 2....
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Appendix B

Derivation of Scaling Relations

In this appendix we derive the scaling relations for the complex susceptibility which
allow us to better access if our data follows a Havriliak-Negami form.

We begin with the Havriliak-Negami form [62],

χ = χ′ − iχ′′ = χ0
(1 + (iωτ)α)γ , (B.1)

then divide through by χ0 and take the γth root leading to,

G
(
χ0, χ

′, χ′′, γ
)

=
(
χ′ − iχ′′

χ0

)1/γ
= 1

1 + (iωτ)α . (B.2)

where we have defined, G(χ0, χ
′, χ′′, γ) to be the left hand side of B.2. We now apply

some identities from complex analys to break G(χ0, χ
′, χ′′, γ) into real and imaginary

parts,

G
(
χ0, χ

′, χ′′, γ
)

=
(
χ′2 + χ′′2

χ2
0

)1/2γ [
cos

(1
γ

arctan
(
χ′′

χ′

))
− i sin

(1
γ

arctan
(
χ′′

χ′

))]
.

(B.3)
We can do the same thing with the right hand side (RHS) of Eq. B.2 leading to

Re
[ 1

1 + (iωτ)α
]

=
1 + (ωτ)α cos

(
πα
2
)

1 + (ωτ)α cos
(
πα
2
)

+ (ωτ)2α , (B.4)

for the real component and,

Im
[ 1

1 + (iωτ)α
]

=
(ωτ)α sin

(
πα
2
)

1 + (ωτ)α cos
(
πα
2
)

+ (ωτ)2α , (B.5)

for the imaginary component. Equating the real and imaginary parts of Eq. B.2 to Eq.
B.4 and Eq. B.5, respectively, shows that the real and imaginary part of G(χ0, χ

′, χ′′, γ)
should follow a universal form. Therefore, applying the scaling relation G(χ0, χ

′, χ′′, γ) to
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our measured and fit quantities allows us to easily assess how well the AC susceptibility
follows an HN form. We plot Eq. B.4 and Eq. B.5 below.

(a) Real part of the scaling relation G(χ0, χ
′, χ′′, γ)

(b) Imaginary part of the scaling relation G(χ0, χ
′, χ′′, γ)

Figure A2.1: Visualization of the scaling relations.
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