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Chapter 1

Introduction and Preliminaries

1.1 Introduction

Applied model theory concerns itself with algebraic structures through the
lens of a model theorist, by using model theoretic tools to obtain algebraic
results. Abraham Robinson was one of the first mathematician to work in this
area, as his work focused on using methods in logic, especially model theory,
to tackle problems in algebra and analysis. In 1956 Robinson proved a model
completeness result in the theory of algebraically closed valued fields (ACVF)
in his book Complete theories. His result can be used to derive that the
theory of ACVF admits quantifier elimination. During the 1970’s quantifier
elimination results were proved for different theories of valued fields, different
languages such as multi sorted languages. Much of this work was due to
Macintyre, and Weispfenning.

The work of Francoise Delon [2] in the 1970s gives a classification of types
in algebraically closed valued fields. Delon advanced the model-theoretic un-
derstanding of valued fields by giving precise descriptions of the one-types in
an algebraically closed valued field of characteristic zero. In particular, she
used stability-theorietic methods to describe which one-types are definable.
However, this proof is non-constructive in a sense it does not provide a way to
find the defining schema for those types which are definable. One of the goals
in this thesis to describe how to find a defining scheme for the definable types.

We first talk about the structure of valued fields and the underlying topol-
ogy we can define using the valuation. Given an element of our value group
and from our valued field, we define open and closed K-definable balls, which



are the simplest definable sets and form a basis of the valuation topology. Be-
cause our field is alegbraically closed and we have quantifier elimination we
can conclude that the definable sets in one variable are finite Boolean com-
binations of balls. The work of Jan Holly [5], is used heavily to describe the
definable sets, and that they are the finite union of Swiss cheeses—a ball with
finitely many balls removed. It should be noted that Holly takes this a step
further further to provide a schema of how to find the finite union of Swiss
cheeses, even though we will not depend on it. To ensure that we can rely
on defining formulas for the Swiss cheeses we prove a uniformity in parame-
ters result which tells us that the formula will not change as the parameters
vary. Understanding the definable sets of ACVF will lead to understanding the
definable types of the theory, and help us supply the desired defining schema.

In the case where the type is definable, we show how to construct a defining
schema. As motivation, we start off by looking at the theory of algebraically
closed fields (ACF). The proof that the theory is stable, and hence all types
are definable, is standard but we discuss explicitly how to go from the proof
to describing a schema. We produce a similar result for definable types of
ACVF. Lastly, from [8] we know that definable types are also invariant, but
the converse does not necessarily hold. We know that not all the types are
definable. We use Delon’s classification of the 1-types to see which ones are
definable, and prove the rest are invariant.



1.2 Preliminaries

In this section we go over some algebraic properties of valued fields and end
with some discussion of the valuation topology.

1.2.1 Valued Fields

Definition 1.2.1. An ordered abelian group is an abelian group (I', +) with a
total ordering, < such that

a<b—a+c<b+c

for all a,b,c €T

Definition 1.2.2. Let K be a field and I' an ordered abelian group written
multiplicatively. An absolute value is a function from K to I' that satisfies

1. |z| > 0 (Non-negativity)

2. |z| = 0 if and only if x = 0 (Positive-definiteness)
3. |zy| = |z|ly| (Multiplicatively)

4. |z +y| <|z|+ |y| (Triangle Inequality)

for all x,y € K. If we replace the triangle inequality with a slightly stronger
property

4! |z +y| < max{|z], |y|}
then we obtain a non-Archimedean absolute value.

Definition 1.2.3. Let K be a field and I an ordered abelian group. A wvalua-
tion v on K is a surjection v : K — I'U{oo} such that for a,b € K and y € T
the following hold:

1. v(a) = oo if and only if @ = 0
2. v(a+b) > min{v(a),v(b)}
3. v(ab) = v(a) 4+ v(b)



4. v < oo and v+ 00 = 00

where I' is the collection of values we obtain from v (which forms an ordered
abelian group). We call I' the value group. The second condition of the
valuation is called subadditivity, which we will see later affects the topology.

Note. Some properties of valued fields that will be used implicitly throughout
this paper include:

a. v(1) =v(—1) =0 and v(a/b) = v(a) — v(b).

b. If v(a; 4+ -+ + ax) > min{v(a;) : 1 <7 < k} then there exists a j # i
such that v(a;) = v(a;).

p-adic example:

Definition 1.2.4. Fix a prime p. The p-valuation is the function v, : Z\{0} —
R such that for each nonzero n € Z, v,(n) is the unique positive integer such
that

n = p”p(”)m

where p{ m. We extend v, to the field of rational numbers by setting

v (%) =v(a) — v(b)

for a/b € Q*. It is convention v,(0) = co.
Let x € Q\ {0}. Then for integers a,b not divisible by p and a unique
integer » we can represent x as

Q, example: The p-adic valuation is an example of a nontrivial valuation.
Q, example: The value group corresponding to v, is Z.*

Definition 1.2.5. We define the p-adic norm to be

|z, =p"

Furthermore, we define the p-adic field Q, to be the completion of the rational
numbers with respect to the p-adic norm.

IThis valuation is discrete.



Definition 1.2.6. A p-adic expansion is a sum of the form
co+clp+02p2+03p3—|—...
where 0 < ¢; < p for each 1.

Any element of @, is a limit of a p-adic expansion of the form
c_kp”c + c_ka*kH +...cotcap+ 02p2 + 03p3 ce
The beginning k£ + 1 terms
cwp e pp T+ + g

are the fractional part of the rational number.

Definition 1.2.7. Let O, = {a € K : v(a) > 0} C K. This is a ring since

e since v(0) = 00,0 € O, and thus we have an additive identity,
e if a € O, then —a € O, because v(—a) = v(a) +v(1) = v(a) +0 = v(a),

e if a,b € O, then a + b € O, since v(a + b) > min{v(a),v(b)} and thus
v(a+0b) >0,

e if a,b. € O, then a-b € O, since v(a-b) = v(a) +v(b) > 0.
We denote the maximal ideal of O, ? as M, = {a € K : v(a) > 0}

Definition 1.2.8. We define O, /M, to be the residue field of K with respect

with the valuation v and denote the field as K.

Definition 1.2.9. The residual function, res, is the function from O, — K.
We can extend it to K as a whole by taking res(K \ O,) = oco.

Note. If we have v(a) < v(b) then b/a € O,. Thus, if I is an ideal of O, and
a € I then for all b such that v(b) > v(a), b is also an element of [

Q, example: The ring O, contains Z and M, NZ is a prime ideal of the
form pZ.

2There is only one.



Henselian Fields

The following lemma we take from Engler and Prestel, is due to Hensel and
will be very important.

Theorem 1.1. (Hensel’s Lemma) Let K be a field complete with respect to
an absolute value v. Let f € O,[X] be a polynomial , and let ag € O, be such
that v(f(ag)) > 2v(f'(ag)). Then there exists some a € O, with f(a) =0 and

v(ag — a) > v(f'(ao))

Q, example: Let p = 3 and consider the polynomial f(X) = X? — 4.
Then f(4) = 4> —4 =12, but f/(X) = 2X and thus f’(4) = 8. Furthermore,
v(f(4)) = v(12) = 1 and 2v(f’(4)) = 0 and satisfies the condition v(f(4)) >
2v(f'(4)). Thus Hensel’s Lemma guarantees us that there is a unique 3-adic
intger b such that f(b) = 0 and v(4 — b) > v(f’(4)). To find such a b notice
4 = (1+ 3)’mod9. If we keep going we have that

4=(1+2-3+2-3%?mod 3*
4=(142-3+2-3*+2-3%? mod 3*
4=(1+2-342-3+2-3*+2-3"% mod 3°
4=(14+2-3+2-3+---+2-3"1*mod 3"

And thus 4 is a perfect square. Admittedly this is not surprising, but what
might be surprising is that it is the square of

1+i2-3".
n=1

Definition 1.2.10. We say a valued field is Henselian if Hensel’s Lemma is
satisfied. In other words, if for all polynomials f(7") € O,[T] and a € O, such
that resf(a) = 0 and res f'(a) # 0 there is a b € O, such that f(b) = 0 and

res a = res b.



Q, example: The p-adics are Henselian.

We will often be presented with two fields, K C L. Let v be a valuation on
K. Tt is not necessarily the case that the valuation of K extends uniquely to
the valuation of L. This happens to be true if and only if (K, v) is Henselian.

Theorem 1.2. Let (K,v) be a valued field. Then K is Henselian if and only
if there is a unique extension of the valuation to an algebraic extension of K.

Since the algebraic closure of an algebraically closed field is itself, and
therefore doesn’t have any nontrivial algebraic extensions, we have the follow-
ing corollary.

Corollary. Algebraically closed valued fields are Henselian.

1.2.2 Topology of Valued Fields

We can discuss what an open ball looks like in valued fields, which will lead
to how definable sets are classified.

Definition 1.2.11. An open ball is defined as
B?(by,by) = {x :v(x —by) > v(by)}
for by, by € K. Similarly a closed ball is defined as
B (b1, bs) = {& : v(z = b1) > v(by)}

for by, by € K.

In this case we will refer to b; as the center of the ball, and v(by) as the
radius of the ball. If we choose not to specify whether the ball is open or
closed we will simply write B(by, by).

The topology of valued fields is generated by the open balls. The follow-
ing results from [5] are important consequences of the subadditivity of the
valuation.

Proposition 1.3. (Note 3.4, [5])

(i) Every point in a ball is a center of the ball.



(ii) Given any two balls B and C, if their intersection is nontrivial then
either BC C orCCB

Proof. (i) Let B = B%(by,by) and O’ € B, then v(b' — by) > v(by). Assume
towards a contradiction that there is x € B such that © ¢ B’ = B (V/, by)
then

v(x — V') < wv(by). Thus we have
’U(bl—b/) :v(bl—x—i—x—b’) =
min{v(b; — z),v(z = V)} =v(z = 1).

Hence, we have B C B’. The proof of the converse to show B’ C B is
analogous, and thus B’ = B and therefore every point in B serves as the
center of the ball.

(ii) Let B = B(by,be) and C' = B(cy,¢2) be open balls and d € BN C.
Let b € B\ C. By (i) we can take d to be the center of both balls, and
thus

v(by) < v(d —b") < v(ca)

and hence v(b2) < v(ca).

Since C' has the same center as B and v(by) < v(cg) then if v(ecy) <
v(c — y) we immediately have v(bs) < v(c —y), and thus C' C B.
[

This brings us to a topological consequence of this proposition.

Corollary. The ball B = B°(by,by) is closed, and the ball B = B%(by, by) is

open.

Despite the corollary, we will still refer to the open balls as open (and
similarly for the closed balls) for notational convenience.

All except (4) are in [5] but without proof, but since we will use the propo-
sitions heavily, we provide the arguments. Since the propositions only deal
with the radius of the balls, we will use Greek letters to represent the radius
as shorthand to make the argument a little cleaner.

Proposition 1.4. (Note 3.4, [5]) Let B and C be balls with radii 8 and
respectively, and c € C. If



1. B and C are open balls, or
2. B and C are closed balls, or
3. B is closed and C' is open
and if 8 < v then either C C B or CN B = (). Furthermore,
4. B is open and C' is closed,
and if B <~y then either C C B or CN B = ().

Proof. Let B and C be balls as described above. If BN C = () then we are
done, so assume c € BN C.

1. Suppose both B and C' are open balls such that f <~ Thus if y € C
then v < v(c—1y), but since § < v we have § < v(c—y) and thus y € B.
Since y was an arbitrary element of C| this holds for every element of C'
and therefore C C B.

2. Now suppose both B and C' are closed balls with g < . Then if y € C
we have by definition v < v(c—y), but since < it follows 5 < v(c—y),
and thus y € B. We therefore conclude C' C B.

3. Let B be a closed ball and C be an open ball. Again let y € C, then
v < v(c —y), but since f < v we immediately have < v(¢ — y) and
thus y € B. Thus, C' C B.

4. Let B be an open ball and C' a closed ball. Then for any y € C' we have
v < wv(c—1y), but since f < v, we have 5 < v(c — y) and thus y € B.
Therefore C' C B.

]

10



Chapter 2

Algebraically Closed Valued
Fields

First we establish the language we are working in, along with some model
theoretic results of it. We will then continue the chapter with some discussion
on the definable sets of algebraically closed valued fields, and then end with a
uniformity in parameters result.

2.1 Model Theory of Valued Fields

Now that we have an understanding of valued fields, we turn our attention to
the algebraically closed valued fields. There are many choices of language for
the theory of valued fields, and particularly the theory of algebraically closed
valued fields, such as one sorted or multisorted languages.

2.1.1 Language

When discussing the model theory of valued fields we work in the three sorted
language.

Definition 2.1.1. The Denef-Pas Language of valued fields Lp,s is the three
sorted language with the following sorts and map:

1. The valued field K which has the language of rings L,y = 0,1, 4, —, -

2. The value group I'k has the language of ordered abelian groups Loag =
{0, 4+, —, <, 0}.

11



3. The residue field K which also has the language of rings
4. The valuation v : K — I'g.

Furthermore the theory includes axioms for a (non-trivial) valuation, the
axioms specifying the characteristics of the field and residual field, and the
axioms stating the field is algebraically closed.

Theorem 2.1. The theory of algebraically closed valued fields eliminates quan-
tifiers in Lpgs-

2.1.2 Definable Sets

Definition 2.1.2. Let K be a valued field. A Swiss cheese is a nonempty set
of the form
B\ (CiU---UCY,)

where B is a K-definable ball, and C1, ..., C, are K-definable subballs of B.
We will often refer to B in the definition above as the outer ball and C; as the
mner ball.

Proposition 2.2. (Proposition 3.6, [5]) Let Sy and Sy be two Swiss cheeses.
Then S; NSy and S1 U Sy are both Swiss cheeses.

Notice that since ACVF has quantifer elimination in the language of our
choosing every formula can be written as a Boolean combination of formulas
of the form v(f(x)) = v(g(x)) and v(f(z)) < v(g(z)), where f(z),g(z) €
K|z]. Since our field is algebraically closed, all polynomials can be written
as a product of linear factors. In [5], we see that this will lead to a theorem
that every K-definable set of ACVF is a finite Boolean combination of balls,
which we will take as a fact. Furthermore, we will can actually say that every
definable set of ACVF is a finite union of Swiss cheeses.

We introduce the following notation to write a general formula defining a
Swiss cheese. Let B be the outer ball to the Swiss cheese with center ag and
radius v(ag) and let C1,...,C, be the inner balls with centers ay,...,a, and
radii v(a)), ..., v(al) respectively.

We define (b, V') to be the formula v(z — b) > v(V'), which defines an
open ball. Likewise, we let 3<(b,¥') be the formula v(x —b) > v(b') for a closed
ball.

12



Then to describe a Swiss cheese we need to know how many inner balls
are removed, and whether or not the outer ball and inner balls are open or
closed. Let ¥ = {op, cl} be an alphabet and ¥* be the set of all finite strings
generated from .

Let 0 = apgay ..., € ¥* be a finite string of length n + 1 indicating
whether or not each ball is open or closed. To express a Swiss cheese with n
many inner balls removed:

B®(ag,ap) \ (B* (a1, a}) U B**(ag, ay) U- -+ U B* (ay,a.,))

n

we write

o/ / / /
S (x5 ag, ay, a1, a5, . . ., Gp, a,)

which is the formula
(x5 ag, ag) A (B (x5 a1, ay) V-V (x5 an, al)).
Example 2.1.1. For example,
S§p7d70p($; ap, &6, ay, alla az, (1/2)
is the formula
B (a5 ag, ag) A —~(B%(x; a1, a}) V B (x5 ag, ay))
which is defining the Swiss cheese
B%(ag, ap) \ (B* (a1, d}) U B”(ay, dj))

For convenience, we let @ be a tuple of length 2(n + 1) and denote the
formula describing a Swiss cheese as S?(z;a). Furthermore, we let

S(x;a,o,n,m) = \/ Syi(x;a;)
i=1

be a formula defining the union of m many Swiss cheeses, where o; is the
information telling us which balls are open and closed in each of the m many
Swiss cheeses, n; denotes how many inner balls are removed in defining an ith
Swiss cheese, and for each i, @; is a tuple of length 2(n; + 1) However, o, n and
m are not parameters of the formula.

The following is an important result we will heavily use from [5], which we
state without proof.

13



Theorem 2.3. Every K-definable set of ACVF is a finite union of Swiss
cheeses. In other words, for every definable set X there exists o,n, m,a such
that X is defined by S(x;a,o,n,m).

We now end this chapter with a uniformity in parameters result.

Theorem 2.4. Let p(x,y) be a formula in ACVF describing a definable set.
Then there are a o,n,m such that for all b there are parameters a such that

o(z;b) <> S(z;@,0,n,m).

Proof. Let ¢(z;y) be a formula in ACVF and S(z;z,0,n,m) be formulas
describing a finite union of Swiss cheeses. Assume towards a contradiction
uniformity in parameters is not true, i.e. for all o,n, m there is a y such that
for all z

o(x;y) £ S(x, z,0,n,m).

Now consider the theory T" which consists of all formulas of the form
Jy Vz [p(zy) A =S(x,2,00n,m)] V [=p(z;y) A S(x,2,0,n,m)]

for all o,n, m along with the theory of ACVF. We claim U has a model for
every finite subset U C T'. Let M E ACVF and let ¢; be formulas of the form
above. By assumption, each ¢; is realized in a model M; of ACVF. Thus,
there is a corresponding y; € M; that realizes the formula. Because ACVF is
model complete, y; € M where M is the underlying set of M. However, this
is true of all 7 € N and thus, any finite collection of the formulas ¢; is realized,
since they are individually realized in M. Therefore, there is a model for each
finite subset U C T

However, since we have a model for every finite U C T then by the Com-
pactness Theorem, there is a model 2 that satisfies the whole theory. Therefore
in A there is a choice of parameter for which the set defined by ¢(z;b) is not
a finite union of Swiss cheeses, a contradiction to the fact that the set defined
by ¢(x;b) is definable and therefore by Theorem 2.3 is a finite union of Swiss
cheeses. O

14



Chapter 3
Definable Types in ACVF

In this chapter we will explicitly describe a defining schema, that will later be
used for the definable types. We will first obtain some model theoretic results
about types and then move on to discuss the definable types and defining
schema in ACF, and then end with definability in ACVEF.

3.1 Types

In this section we first look at the necessary background to familiarize ourselves
with the model theoretic notion of a type.

3.1.1 Preliminaries

Definition 3.1.1. 1. Let M be an L structure. A partial type, p over a set
A C M, in a variable x is a set of L(A)- formulas in = with parameters
from M.

2. If x is an n-tuple then we call p a partial n-type.

3. We say a partial type is consistent if for every finite subset U of p there
is an m € M such that

M E ¢(m) for all p(x) € U.

4. A complete type over M is a maximal consistent partial type over M.

15



5. Let A C M. We write S, (A) to denote the space of complete n-types
over A.
Unless otherwise specified, we will be working with complete types.

The single turnstile symbol F is a binary relation used to represent syntactic
consequence in the study of formal languages. Having one proposition on the
left and one on the right we read P + ) to mean that () is derivable or
provable from P in the given axiomatic system. In the context of types we
use the definition of - from [8]: a type p concentrates on a definable set S if
p contains a formula defining S. In fact, when we write p - ¢ we mean that
the type p contains the formula .

The double turnstile symbol F |, on the other hand, is a binary relation
often used to show semantic consequence with a collection of sentences on the
left and a singular sentence on the right. Hence ¥ F ¢ is understood to mean
if every sentence in the set 3 holds, then the sentence ¢ also holds.

In model theory the double turnstile has a slightly different use, and is
meant to show satisfaction in a model on the lefthand side and a collection
of sentences on the right. For example when we write M F ¥ to mean that
M is a model for 3. To bring back the idea of how this denotes the semantic
consequence, we can interpret the model theoretic notion of ¥ F ¢ as “if
M E X then M F ¢”.

Definition 3.1.2. Let M and L be as above, A C M and b € M"™. We define

tp(b/A) == {p(z) : ¢ € L(A), M F ¢(b)}
to be the type of b over A.

Definition 3.1.3. Let p be a partial n-type over A. We say b € M" realizes
pif p C tp(b/A). We say p is finitely realized in M if every finite subset of p
is realized in M. We say a type p is finitely satisfiable in a set A if for every
formula ¢(z;b) € p there is an a € A such that ¢(a;b) holds.

Note. Admittedly, it is a bit bizarre that a type is finitely satisfiable just
because we can find a witness for every one formula. An equivalent way
to say p is finitely satisfiable in A is if any finite subset of p is realized in
A. Since the type is assumed to be complete, it is maximally consistent.
Thus if there are p;(z;b), ..., vx(z;b) such that there are aq, . .., a; that make

16



w1(ai;b), ..., pr(ag;b) hold, then since p is maximally consistent, the type
contains the formula .

N @il b)

i=1

and thus there is an a* € A such that

k
N\ @i(a”;b)
=1

holds. And thus we have that any finite subset of p is realized in A, since the
conjunction of any collection of formulas in p is also in p.

Example 3.1.1. Let Q denote the algebraic closure of Q then the collection

{£(1) #0: f(T) € Q[T], f(T)#0}

is a partial type and is finitely satisfiable. It is important to note that this type
is not realized in ). Furthermore we take all consistent Boolean combinations
of these formulas we will have an example of a complete type.

The next few definitions will be important in our discussion of invariant
types.

Definition 3.1.4. Let M be a model and p a type. Let p € S(M). We say p
is definable over a set B if for all p(z;y) there exists d,(y) € L£(B) such that
for all b € M, pt p(x;b) if and only if b F d,(y).

Definition 3.1.5. If all types over all models of a theory T are definable, we
say the theory is stable.

Example 3.1.2. The theory of algebraically closed fields is stable. The theory
of valued fields, however, is not.

Definition 3.1.6. Let M be a model and p a type. Let p € S, (M). We say
p is A-invariant if op = p for all o € Aut(M/A). In other words, if o applied
to every formula of p is still a formula in p. And thus, p is A-invariant if for
every formula ¢(z;y) and tuples b, b’ from the model, if b =4 O’ then

pkp(z;b) <= pko(x;b).

Additionally, p is invariant if it’s A-invariant for some A C M.

17



Proposition 3.1. Definable types are invariant.

Proof. 1f p is definable it is definable over some A such that |A| < |T'|, where T
is the theory. If b =4 ' then there is some o € Aut(M/A) such that o(b) =V'.
Then we have

o(z;b) €p <= bFEd,(y)
= 0(b) Fa(dy(y))
<= b Fd,(y) (since o fixes A and the parameters are from A)
= pla,t) €p

and thus, p is invariant. O

Proposition 3.2. If a type is finitely satisfiable in A it is A-invariant.

Proof. Let p be finitely satisfiable in A and let p - ¢(x;b). Then if b =4
there is a 0 € Aut(M/A) such that o(b) = '. Thus there is an @ € A such
that

pEo(x;b) = a F p(z;b) (since) p is finitely satisfiable.)

> o(a) Fo(p(z;b))
<= aF p(z;V) (since o fixes A and o(b) = V)

thus a F ¢(x;b) A ¢(x;V'). Since p is a complete type it must contain either
o(x;0') or —p(z;b'). However, since a E p(z;b) A p(z;b) and p is consistent,
o(x;b) A p(z; ') € p and thus ¢(x; ') € p.

[

3.1.2 Definable Types in ACF

In this section we illustrate one of the goals of this thesis by high lighting those
goals in the example of algebraically closed fields in the pure field language.
Algebraically closed fields were looked at by Alfred Tarski who proved that
the theory admitted quantifier elimination

The following well known theorem will be necessary to talk about the
definable sets of algebraically closed fields.
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Theorem 3.3. The theory of algebraically closed fields admits quantifier elim-
mation.

Let K C F where K is an algebraically closed field and let Spec(K|z])
be the set of all prime ideals of K[x]. We prove that every type in ACF is
definable by proving there is a bijection between the types p € S, (K) and the
prime ideals

I, = {f € K[a] : “f(x) = 0" € p}

for x and n-tuple.

First we verify that I, is a prime ideal. First to show I, is an ideal take f
and ¢ in I,, then “f(x) = 0" € p and “g(z) = 0" € p. Because p is complete
(and therefore consistent) there is a model that realizes the formulas, so there
is an a such that f(a) = 0 and g(a) = 0. And thus f(a) + g(a) = 0. And
therefore “f(z) + g(z) = 0” is in p which implies f +¢g € I,. If f € I,
and g € Klz] then their product is in [,. Indeed because f € I, we have
“f(x) = 0" € p and thus since p is complete, there is a model that realizes
the formula and thus, there is an a from the model such that f(a) = 0. But
then f(a) - g(a) = 0 for any g € K[z] and thus for similar reasons as above
“f(x) - g(z) = 0”7 € p and therefore f-¢g € I,. Lastly, if f-g € I, then
“f(z) - g(x) = 0” € p and since p is complete there is a model that realizes
that formula. Thus there is a witness a such that f(a) - g(a) = 0, so at least
one of f(a) = 0 or g(a) = 0 and so at least one of “f(z) = 0" or “g(x) = 0”
is in p. Without loss of generality, let’s say “f(z) = 0” € p. Then there is a
model and a realization such that, f(a) = 0. Therefore, f € I,, making I, a
prime ideal.

Theorem 3.4. The map «a : S,(K) — Spec(K|[z]) where a(p) = 1, is a
bijection.

Proof. Let p,q be two distinct types. To prove it is injective notice that by
quantifier elimination, there is is a quantifier free formula ¢ such that ¢ € p
and ¢ ¢ ¢, in other words —¢ € q.

Claim. We can assume without loss of generality that ¢ is an atomic formula.

Proof. (of Claim) This is a consequence of the fact that the theory admits
quantifier elimination and all quantifier free formulas can be written as a finite
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Boolean combination of atomic formulas. To see why the claim is true let’s
take two atoms “f(x) = 0”7 and “g(x) = 0” and consider the formula

¢:=flx)=0Ag(x)=0

and assume ¢ € p and —¢ € ¢q. Then since p is maximally consistent, in order
¢ € pwemust have “f(z) =07 € pand “g(xz) = 0" € p. However,the negation
of p is

f(@) #0Vg(x) #0
which is assumed to be in ¢. Since ¢ is maximally consistent then one of the
following three cases must happen:

1. “f(x) #0” € g and “g(x) #0” € q
2. “f(x) #0” € gand “g(z) =0" € ¢
3. “f(z) =0" € gand “g(z) #0” € ¢

However, none of these cases have ¢ contain “f(z) = 0” and “g(x) = 07, which
are both in p. Thus in all cases, p # ¢ is witnessed by an atomic formula.
A very similar argument will show that if the formula

= fx) =0Vyg(r) =0

disrupts the injectivity of o then in fact there is an atomic formula that dis-
rupts the injectivity as well. O

This makes ¢ the formula “f(z) = 0" for f € K[x] ! But since —¢ € ¢ we
have f ¢ I, and thus I, # I,.

To show « is surjective, let I € Spec(K|[z]) and let a; = x;/I € K[x]/I for
i=1,...,nand a = (ay,...,a,). Then for all f € K[z] we have that f(a) =0
if and only if f € I. Indeed assume f(a) = 0. Then

fl(ay,....a) = f(@1/I,...,2,/1)) =0

and therefore f € I. If f € I then f(a) = 0 because a; € K[z|/I. Thus
Iip/xy = I, making the map surjective. O

1Or possibly we picked the negation “f(x) # 0”.
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Now that we have a bijection between the types and the ideals we can con-
clude that the types are definable (and invariant by Proposition 3.1) because
the ideals are finitely generated. That is, in order to determine whether or
not a formula ¢ (z;b) is in the type, we check whether or not the polynomials
which occur in the atoms of the formula (“f(x) = 0" or “f(z) # 0”) are in
the ideal determined by the type. Since the ideals are finitely generated, for
each ideal I, we let {gi,...,gx,} be the generators for each ideal. Then to
know whether or not the polynomial f (with coefficients determined by the
parameters b) is in the ideal, is to know if it is a polynomial combination of

{917 s Jgkp}

3.2 Construction of Parameter Dependent For-
mulas

Now we work towards how to construct a defining formula for definable types
in ACVF. Since we know every definable set in ACVF can be written as a finite

union of Swiss cheeses, we go about figuring out how to write out the defining
formula for each Swiss cheese, that is only dependent on the parameters.

3.2.1 Defining Formulas for Containment

Let B and C' be K-definable balls. We find a formula that only depends on
parameters that will hold if and only if C' C B. Notice that since B and C'
could either be open or closed, we have four cases to consider.

Lemma 3.5. 1. Suppose B = B%(by,by) and C = B%(c1,c3) are open.
We show the formula

U(bg) < U(bl — Cl) VAN 'U(bg) < ’U(Cg) (q)l(bl, bg, Cy, Cg))
holds if and only if C C B.
2. Let B = B (by,by) be an open ball and C = B%(cy,cy) be a closed ball.
Then

U(bg) < 'U(bl — Cl) VAN 'U(bz) < 'U(CQ) (@2([)1, bg, Cq1, CQ))
holds if and only if C C B.
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3. If B = B%(by,by) is a closed ball and C' = B%(cy,cy) is open.

’U(bg) S U(bl — Cl) A U(bg) S U(CQ) (@3(1)1, bg, C1, 02))
holds if and only if C C B.

4. Finally, suppose both B = {z : v(x — b)) > v(bg)} and C = {x : v(z —
c1) > v(ca)} are closed balls. Then C' C B if and only if the same
formula as above

’U(bg) S U(bl — Cl) VAN ’U(bg) S U(CQ) (@3(()1, bg, C1, Cg))
holds.
Proof. 1. Suppose v(by) < v(by — ¢1). That is to say ¢; € B. Thus, we
know that BN C # @) and so we either have C' C B or B C C.

Now assume v(by) < v(cy), then by Proposition 1.4 we have that C' C B.

To show that C' C B implies the formula above, notice that if C' C B,
then in particular ¢; € B. Thus v(b2) < v(c; — by) by definition of B.
To show that C' C B implies v(by) < v(cg) prove the contrapositive:

v(e) <wv(be) = C ¢ B.

But, C' € B is equivalent to CNB =0 or B C C. If CN B is empty then
there we are done. Otherwise, let d € C'N B serve as the center of each
of the K-definable balls. Let y € B, then v(b2) < v(y — d), but since
v(eg) < v(bg), this implies v(cy) < v(y — d) and so y € C. Thus B C C.
Therefore, we have proved the contrapositive of our original claim, and
conclude if C'C B then v(by) < v(by — ¢1) and v(be) < v(c2).

2. Similar to the argument above, assume ®.2(by, by, ¢y, ¢2) holds, then if
v(by) < w(by — ¢1) then in particular, ¢; € B. Thus one of B or C
contains the other.

Now assume v(by) < v(c2), then by Proposition 1.4 we have C' C B.

For the converse, assume C' C B. Again, since C C B we have ¢; € B,
so v(b2) < v(by — ¢1) holds. Now to show C' C B implies v(by) < v(c2)
we again prove the contrapositive

v(e) <w(by) = CNB=0 Vv BCC.
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Again, if C'N B is empty we are done. So assume d € C'N B. Then we
use d as the center of both balls and conclude B C C, as in the above
argument, and thus showing C' C B implies ®.2 holds.

3. Again, if v(by) < v(b; —¢1) then ¢; € B by definition. Thus, since B and
C have nontrivial intersection, one ball contains the other. Now assume
v(by) < w(cq), then by Proposition 6 we have C' C B.

To show that C' C B implies the formula above, we run the argument in
the same fashion of the previous two cases. First, notice that if C' C B,
then in particular ¢; € B. Thus v(by) < v(¢; — by) by definition of B.
To show that C' C B implies v(by) < v(cz) we prove the contrapositive
again:
v(e) <w(by) = C < B.

There is a subtle change in inequalities, so we repeat the proof to address
this. Recall if C' € B then either CNB =( or B C C. If BNC = () then
we are done, so let d € BNC. Let y € B, then we have v(by) < v(y—d).
But if v(c) < wv(by), then v(cs) < v(y — d) and so y € C. Thus if
v(cy) < v(by) then B C C. Therefore, we have proved the contrapositive
of our original claim, and conclude if C'C B then v(by) < v(b; —¢;) and

v(by) < w(ca).

4. Since v(bg) < v(by—cy1) we have B and C have nontrivial intersection and
thus either B C C or C' C B. Then we let ¢; serve as the center of both
C' and B and observe that if v(c2) < v(c; —y) then v(be) < v(c; —y) since
v(be) < v(cg). The converse of this argument is exactly the argument of

the converse in the above case.
O]

3.2.2 Defining Formulas for Empty Intersection
Now we work towards finding a formula that will hold if and only if BNC' = 0.

Lemma 3.6. 1. Let B = B%(by,bs) and C' = B (cy,¢2) be open. We show
the formula

[v(er = b1) < v(b2)] A [o(er = br) S w(e2)] (U.1(b1, by, €1, ¢2))
holds if and only if BNC = (.
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2. If B = B(by,bs) is open and C = B%(cy,¢2) is close then

[U(Cl — bl) S ’U(bz)] A [’U(Cl - bl) < ’U(CQ)] (\112(61, bg, C1, CQ))
holds if and only if BN C = (.
3. Let B = B (by,by) and C = B(cy,cy) be closed, then

[U(Cl — bl) < U(bg)] A [U(Cl — bl) < U(CQ)] (‘1/3<bl, bg, C1, CQ))

holds if and only if BN C = 0.

Proof. 1. Notice that if v(¢; —by) < v(by) then ¢; ¢ B, so since ¢; € C'\ B
we have B ¢ C. Similarly, if v(¢; —by) < v(c) then that tells us by ¢ C.
And so by € B\ C and thus B ¢ C. Thus since we have C' € B and
B ¢ C we conclude that BN C = (.

To see why BN C =  implies formula W.1(by, b, 1, c2) notice that
BNC = implies C € Band B¢ C. Let c € C\ B, then v(c —b;) <
U(bg).

Claim.
U(Cl — b1> S U(bg).

Proof. (of claim) Suppose v(by) < v(cg). From above we have v(c—b;) <
v(by). This holds if and only if

vie—c+c —br) <v(be).

Notice that v(c—c14+c¢1 —by) = min{v(c—cy1),v(c1 —by)} since v(c—cq) #
v(cy — by) or else by € C. However, if v(c —¢;) < v(e;p — by) then
since ¢ and ¢; are both in C' we have v(cy) < v(c — ¢;) but this implies
that v(c2) < v(e; — by) making b; € C. This is a contradiction of the
fact that B and C' are disjoint, so v(c; — by) < v(c — ¢1) and therefore
v(cer — by) < w(by).

A similar argument will hold if v(cy) < v(bg).
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Similarly, for B  C to hold there must be a b € B such that b € B but
b¢ C,ie v(b—c1) <wv(cz). And thus we get W.1(by, by, ¢1, ¢2) to hold.

. Ifv(eg — by) < w(by) then ¢; will not be in B and thus B ¢ C. Likewise
if v(c; —b1) < v(c2) then by ¢ C and thus, C' Z B and we again conclude
BNC=0.

Now to show that B N C = () implies formula W.2, again notice that
BNC = implies C € B and B & C. Thus, there is a ¢ € C such that
c € C\ B, thus v(c — b;) < v(by) by definition of B. Likewise, there is
also a b € B\ C and thus v(c; — b) < v(cg). Therefore, with the help of
the claim, we have BN C = () implies formula W.2(by, by, ¢1, ¢2).

Note. If we let B = B%(by, by) be a closed ball and C' = B(by, by) open.
If you reverse the roles of B and C' play in the above case, then we’re in
the situation of one open ball and one closed ball. Thus W.2(by, by, ¢1, ¢o)
will hold if and only if BN C = () for the same reasons as above.

. Again, if v(¢; — b1) < v(bg) then by how we defined of B, ¢; ¢ B so
B ¢ C. Likewise, if v(c; — by) < v(c2) then by ¢ C by definition, so
B ¢ C and thus BN C = (.

And as we did in the previous two cases, to show BN C = () implies
formula W.3(by, by, 1, ¢2), we have BNC' = () implies C € B and B € C.
Thus we can find a ¢ € C'\ B which implies v(c — b)) < v(by) or a
b € B\ C which implies v(b — ¢1) < v(ca).

O

3.2.3 Defining Formula for Containment in a Definable

Set

Let ¢(x;b) be a formula defining a finite union of Swiss cheese.We develop an
explicit way to see whether or not a ball D is contained in the Swiss cheeses:

k
Usi\ciuciu---ucs)

i=1

and then we utilize the above lemmas for the construction.

In order for D to be a subset of the Swiss cheeses it must be the case that
D C B; for a fixed i and DN C! = () for all m. We have the following cases
to consider.
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1. The ball D = B°(dy,ds) is open. First we look at the formula needed
to ensure D C B; for some i. Let ®.1(dy,ds,b1,ba;) be the formula
®.1 applied to K-definable balls D and open balls B; where 1 <[ < j
2. Likewise, let ®.3(dy,ds, b1, be,;) be the formula ®.3 applied to K-
definable balls D and closed balls B; for j + 1 <[ < k. Thus, if there j
many open balls and k& — 7 many closed balls then

DC (QBZ U O Bl>

I=j+1

if and only if

J k
\/ Q.1(dy, da, b1y, b2y) V \/ ®.3(dy, da, b1y, bay)
=1

I=j+1

holds.

Now to make sure D does not intersect with any C; we make use of
V.1 and U.3. Let U.1(dy,ds, 10, cap) be the formula applied to the
K-definable balls D and open balls C;}, for 1 < I' < n' where n' is
the number of open balls removed in the finite union of Swiss cheeses.
Likewise let W.3(dy, d2, ¢1, c27) be the formula applied to D and closed
balls C, for ' +1 < ' < n” where n” is the number of closed balls
removed in the finite union of Swiss cheeses. Thus, if there are n'+n" = n
many inner balls removed then

Dm(OC}) U U C;)) =0

=1 V'=n/+1

holds if and only if

’ n//

/\\If-l(dhdmcl,zuczz/) A /\ U.3(dy,ds, c1pr, Co )

=1 U'=n'+1

holds.

2Since we do not know which outer ball D will be contained in, we must range over all
possible outer balls.
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Therefore, D is a subset of the union of Swiss cheeses if and only if

J
(\/ .1(dy, do, by s, bay)

=1

k
A \/ @3(611, d27 bl,l: b271)>
I=j+1

/

A ( /\ \Il.l(dl, ds, C1,ir, 02,1’)
r=1

1

A /\ U.3(dy, da, CLu, 02,1/))

U/'=n'+1

2. The ball D = B(dy,d,) is closed.

Similar to the case above, we can construct a formula that holds if and

only if D is a subset of the Swiss cheeses, if we make use of formulas
®.2, 9.3, V.2 and V.3 and obtain

J
(\/ (I).Q(dl, d2, bl,la b2,l)

=1

K
A \/ <I>.3(d1,d2,b1,z7b2,l))

= (3.2)

/

A < /\ U.2(dy, dy, c1yr, copr)
=1

"

A /\ \1[3(d17 d27 au, CQ,Z’))

=1

3.3 Defining Schema

Now we have established the necessary background to come up with an explicit
schema for the definable types. Recall that all definable sets in ACVF can be
written as a finite union of Swiss cheeses. To see if the formula is in the type
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we ask whether or not the smallest ball is contained in the union of outer balls
of the Swiss cheeses, and if it is not contained in the inner balls removed.

Lemma 3.7. Suppose K E ACVF, m € M = K. If tp(m/K) is definable
then the intersection of all K-definable balls (open or closed) containing m is
a non-empty definable subset of K.

Proof. Let tp(m/K) be definable and let ¢(z;y,2) = v(z — y) > v(z) and
Y(zyy,2) =v(r —y) > v(z). Let dy and dy, be the defining formulas of ¢ and
1. Then the intersection of all K-definable balls containing m is defined by

q)(x) = VyVZ((d¢(y,Z) - qﬁ(l‘,y,Z))) N (d¢(y,2) — w(xayaz))'

Since m € M, M E Jx®(x). And since M > K, K F Jz®(z) making ¢(K)
nonempty. O

It follows from the lemma that if ¢p(m/K) is definable then there is a
smallest K-definable ball containing it.
We end this chapter with the following theorem to develop a schema.

Theorem 3.8. 1. Let p be a definable type and ¢(x;y) a formula defining
finite union of Swiss cheeses that describes X 5. Also let D be the

smallest ball containing the type. Then p F ©(x;b) if and only if D C
UBj and (C) € D v C/ND = 0) where the B;s are the outer balls C} s
are the inner balls with respect to the outer ball B7.

2. Furthermore, the defining schema s the right hand side of the bicondi-
tional.

Proof. 1. Assume p - ¢(x;b) and let B, an outer ball of the finite union of
Swiss cheeses. Then since B; contains realizations of the type, D and B,
are not disjoint, and therefore are nested. Then Since D is the smallest
ball containing the type, we cannot have B; C D, so the only alternative
is D C Bj;. Furthermore, since D contains a realization of the type,

D ¢ CY, so either C/ € D or CY N D = 0.

For the converse, assume D C B; and C? N D = ). Then a realization a
of the type is in D\ €7 and thus o(z;b) € p. Now assume D C B; and
¢/ € D, and assume towards a contradiction a € C7. If a € C/ then the
formula « € C is in the type, and thus ¢/ would be a smaller ball that
realizes the type, a contradiction to our selection of D. Thus, if C’ij cD
then a € D\ C/ and we are done.
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2. Now for the defining schema. Given a formula ¢(x;b) for a definable
set, we write it as S(z; @, o, n, m), which is uniform in parameters, which
we know exists by 2.4. Thus, by part (1.) we know whether or not
the formula is in the type just by checking the right hand side of the
biconditional, which is only dependent on the parameters.

(a) D is a subset of the union of the outer balls of the Swiss cheeses
that are describing X o(2:5) and

(b) D is disjoint from all the inner balls removed from the Swiss cheeses.
Since the definable sets are a finite union of Swiss cheeses, we have

schema.

]
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Chapter 4
Classification of Types in ACVF

Suppose K is a valued field. We give the classification of 1-types over K where
the valued field and the residue field are of any characteristic. In other words,
if L is an elementary extension of K and a, b are elements of the extension, we
give the necessary and sufficient conditions for tp(a/K) = tp(b/K).

4.1 Residual, Valuational, and Immediate Types

In the case of algebraically closed fields, we had a way of classifying types
with ideals. Despite the fact that we won’t be working with ideals, we define
a new object to serve a similar purpose as the ideals served when classifying
the definable types of algebraically closed fields.

Definition 4.1.1. Let X € M be two valued fields m € M then we define
the set
Jg(m) :={v(m—k): ke K}

Definition 4.1.2. Let K C M be two valued fields, m € M. To discuss the
type of m over K we introduce the set

Ix(m)={g € 'k : Ik € K such that M Fv(m —k) > g}
Proposition 4.1. Ix(m) = Jx(m) NTk.

Proof. First we show Ix(m) C Jg(m) N Tk. Notice that Ix(m) is an initial
segment of I'jc because if g € Ix(m) then there is a k such that v(m — k) > ¢,
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but for any element ¢’ € 'k such that ¢ < g we have v(m — k) > ¢’ and
thus ¢’ € Ix(m). To see why I (m) C Jx(m) assume towards a contradiction
there was a g € Ix(m) such that g ¢ Jx(m), i.e. v(m —k) > g for all k € K.
Let b € K be such that g = v(b). Then for all k € K

v(b) <v(m—k) = v(b—m+m)<v(im-—k)
= min{v(b—m),v(m)} <v(m — k).

However, min{v(b — m),v(m)} # v(m) because then v(m) < v(m — k)
wouldn’t hold for £ = 0. On the other hand, min{v(b —m),v(m)} # v(m — b)
because since b € K, we can take k = b and thus v(m) < v(m — k) still would
not hold. Thus, there is no g € Ix(m) such that g ¢ Jx(m).

To see why the converse containment holds, let g = v(m—k) € Jx(m)NT'k.
Then v(m — k) > g, and thus we have that g € Ix(m). O]

4.1.1 Major Results from Delon

The following definitions and results are credited to [5] and will serve as fruitful
later on.

Definition 4.1.3. Let K C M be two valued fields, a € M; we have the three
following algebraic definitions:

1. We say m is residual over K if Jx(m) C I'x and Jx(m) has a largest
element.

2. We say m is valuational over K if Jx(m) € I'x and equal to Ix(m)U
{v(m — ko) } where ky € K such that v(m — ko) > Ix(m)

3. We say m is immediate over K if Jx(m) C I'x and Jx(m) does not
have a greatest element.

Lemma 4.2. The cases in the above definition are in fact all the possible
cases.

Proof. Tt is clear to see that the residual case and the immediate case define
two different instances. Now, to see why the valuational case is necessary and
sufficient to complete the classification of the types, suppose for a contradiction
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that there is another case where there is a k; such that v(m — ky) ¢ Ix(m)
and v(m — k1) < v(m — kg). Notice then that

vim —ky) =v(m —ko+ ko — k1) = v((m — ko) + (ko — k1))

= min{v(m — ko), v(ko — k1)}

since v(m — ko) # v(ko — k1) by assumption of v(m — ky). However, since
v(im — k1) < v(m — ko) we must have v(m — ki) = v(ko — k1), a contradiction
since v(kg — k1) € I'x. Therefore, there are not other cases to consider. O

One of Delon’s major results is the following theorem that characterizes
the necessary information needed to classify the three types, which we will use
in the next section. Here when we say characterized we mean that tp(a/K) is
characterized by A if there is 0 € Aut(M/A) such that o(a) = a’, then there
exists 7 € Aut(M/K) such that 7(a) = d’.

Theorem 4.3. 1. The residual type is characterized by the tuple (a,b) €
K* x K such that the residue of am +0b is not in K and by tp(res(am +
b)/K) .

2. The valuational type is characterized by a field element a € K such that
v(im—a) ¢ 'k and by tp(v(m — a)/Tk).

3. And the immediate type is characterized by a sequence (gu;ba)a<a, that
satisfies v(m — by) = go and is cofinal in I (m).

4.2 Definable Types

We are now ready to classify the definable types of ACVF.

Definition 4.2.1. Let G be a divisible ordered abelian group. Then a 1-type
p over (G is a cut if there exists Hy, Ho C GG such that

1. H; does not have a least element, and H, does not have a greatest
element.

2. HlﬂszﬂandG:Hlqu

3. Forall h € Hy and g € Hy, g < h.
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4. For all h € Hy and g € Hy, x < hy € pand hy < x € p.

Theorem 4.4. Let M be a field extension of K and m € M. Suppose the
type tp(m/K) is definable. Then the there is a smallest ball containing it by
Lemma 3.7 and we have two cases to consider:

1. If the smallest ball is closed, then tp(m/K) is a residual type.

2. If the the smallest ball is open, then tp(m/K) is a valuational type.
In other words, the definable types in ACVF are residual types and valuational
types.

Proof. 1. The K-definable ball is closed.

The smallest ball containing tp(m/K) is a closed ball D = B(dy,dy).
So for any v(by) > v(ds) and for any b; € D we have m ¢ B(by, by), i.e.
v(m — by) < bg. Thus we have

v(dy) < v(m—by) < wv(bs)

which means {v(m —k) : k € M} has a largest element, which according
to Definition 4.1.3, is the property to determine the type is residual.

2. The K-definable ball is open.

The smallest ball containing ¢tp(m/K) is an open ball K -definable D =
B(dy,ds). So for any wv(be) > v(dy) and for any b; € D we have
m & B%P(by,by), i.e. v(m — by) < v(bg). Thus we have

v(dy) < v(m —by) < wv(by)

making v(m — by) ¢ ' a cut in 'k since the collection of values below
v(m —by) and the collection of values above v(m — by) act as H; and Ho
in Definition 4.2.1, Thus the type is valuational.

0

Lastly, we describe the cases where the intersection of all K-definable balls
containing tp(m/K) is not a K-definable ball.

Theorem 4.5. Let tp(m/K) be a type. If there is no smallest K -definable ball
containing tp(m/K) then by Lemma 3.7 it is not definable. There are again
two cases to consider:
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1. If the radii of the balls containing the type are bounded above, then the
type is valuational.

2. If the radit of the balls containing the type are unbounded, then the type
1s immediate.

Thus the non-definable types in ACVF are valuational types and immediate
types.
Proof. The contrapositive of Lemma 3.7 tells us that these types are not de-

finable. Let b; be some realization of the type, and let Let G = {v(b) : there
is a K definable ball of radius v(b) containing m} C T'k.

1. The set G is bounded above.

Suppose G is bounded above and let sup G = v(d). Let D be a ball con-
taining the realizations of the type, with radius v(d) and containing m.
We know v(d) ¢ 'k because there is no smallest K-definable ball con-
taining tp(m/K), making D not a K-definable ball, but an M-definable
ball. Since G is a subset of an o-minimal group, it defines a cut. Thus,
for all ¢ € D and for all v(b) € G we have

v(d) < v(im—c) <v(b)

which defines our cut which is not definable in I'x. Therefore by Defini-
tion 4.1.3, it is a valuational type.

2. The set G is unbounded.

If tp(m/K) is unbounded, then for all v(b) € G there is v(b') € G such
that v(b') > v(b) and thus by Definition 4.1.3 since there is no largest
valuation, we have that tp(m/K) is an immediate type.

]

4.3 Invariant Types
The definable types discussed above are all invariant by Proposition 3.1. How-

ever, we have two cases which are not definable: the valuational case when the
cut is leads to the type being bounded above but not contained in a smallest
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K-definable ball, and the immediate types which are unbounded . We show
they are invariant nevertheless.

Recall that to show a type p is invariant we must show op = p for all
o € Aut(M/A) for some A C M. To show the the types that were not
definable are invariant, we first need to describe the set A.

Theorem 4.6. Suppose tp(m/K) is a valuational type and let A = {b} U
{v(m—">b)} as in where v(m—0b) ¢ I'x, as in the classification in Theorem 4.3.
Then the type is invariant

Proof. Let p = tp(m/K). We show that the type is invariant by showing
p F o(z;c) if and only if p F ¢(x; ') for ¢ =4 ¢. Since all definable sets can
be written as a finite union of Swiss cheeses, we take p(z;¢) € S(z,¢,1,n,m).
Since Swiss cheeses are a Boolean combination of balls, we first observe apply-
ing an automorphism to a ball.

Let m € B(dy,dy). Then since v(m — b) is not in 'k, we know v(m — b)
defines a cut by the proof of Theorem 4.4 . Thus v(m—b) is either greater than
v(m — dy) or less than v(m — dy). Assume first v(dy) < v(m —dy) < v(m —1b).
Then and thus B(b,m — b) C B(d;,ds) by Proposition 1.4, and therefore

K EVz(v(z —b) >v(m —0b) = v(z —dy) > v(dy)).
Let 0 € Aut(K/A). Then

K EVz(v(z —b) = v(m —b) = v(z — o(d1)) > o(v(da))

holds as well, and thus m € B(o(dy),o(dy)).
For the converse suppose m € B(c(d;),o(dz)). Then as before, since o' €
Aut(K/A) we have

B(b,m —b) € B(o™'(0(d1)),0” " (0(d2))) = B(dy, d)

and thus m € B(dy, ds).
Now suppose v(m — b) < v(a — dy), then B(dy,ds) C B(b,m —b) and thus
we have

K EVz[v(z —dy) > v(dy) = v(z —b) > v(m —b)].
Taking o € Aut(K/A) we have

K EVzv(z —o(dy)) > o(v(dy)) = v(x —b) > v(m — b)]
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but this implies B(o(dy)o(ds)) € B(b,m — b) and thus B(o(d;),o(by)) only
shifts its position in B(b,b —m) and still contains m568.

Similar to the converse in the above case, we use the fact that o~! €
Aut(K/A) to obtain if m € B(o(dy),0(dy)) and then m € B(dy, dy).

Now we see what happens when o acts on a Swiss cheese. Let m € B(dy, ds)
and let S7(x,¢) € tp(m/K) define a Swiss cheese

S=B\(CiU---UC,)

where B = B(b1,b) and C; = B(¢;,¢) for 1 < i < n. Then if m € S then
m € o(B) and m ¢ o(C;). Therefore m € o(S) and since any definable
set can be written as a finite union of Swiss cheeses, we have tp(m/K) is
A-invariant. O

Theorem 4.7. Suppose tp(m/K) is an immediate type. Then as in the classi-
fication in Theorem 4.3, let A = {bs} U{v(m —b,)} where v(m —1b,) is cofinal
in Jn(K)={v(m—k): ke K}. Then the type is invariant.

Proof. As before, we prove the type is invariant by showing m € S(x,¢, 7,n, m)
if and only if m € o(S(x,¢,7,n,m)) where S(z,¢,7,n,m) is a finite union of
Swiss cheeses.

Let p = tp(m/K). For the forward direction, let m € B(d;,ds). Since
v(m — b,) is cofinal, there is an « such that v(dy) < v(m — dy) < v(m — by).
Then v(d2) < v(m — b,) and thus B(b,,m — b,) C B(dy,ds) by an earlier
proposition. Therefore

K EVz(v(z —by) > v(m —by) = v(r —dy) > v(da)).
Let 0 € Aut(K/A), then
K EVz(v(z —ba) = v(m —ba) = v(x —o(di)) > o(v(d2))
also holds. Hence
B(ba,m — by) € B(o(dy), 0(ds))

and thus m € B(o(d,),0(dy)).

Now suppose m € B(o(dy),o(dy)). Then since the inverse of an automor-
phism is again an automorphism, o' € Aut(K/A), so we can repeat the above
argument to obtain
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B(by,m —b,) € Blo a(dy)),o0  (0(ds))) = B(dy, ds)

and thus m € B(dy, dy).

Now that we know how invariant types behave with a singular K-definable
ball we can consider Swiss cheeses. Let m € B(dy,ds) and let ST (z,¢) €
tp(m/K) that defines a Swiss cheese

S=B\(C,U---UC,)

where B = B(by,by) and C; = B(¢;, ¢) for 1 <i <mn.

Then if m € S then m € o(B(b1,b2)) and m ¢ C; for 1 < i < n. Thus
m € o(S) and therefore tp(m/K) is A-invariant since every definable set of
ACVF can be written as a finite union of Swiss cheeses. O
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