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Lay Abstract 

Medical imaging plays a key role in the diagnosis of diseases like cancer, and as such, 

the optimized performance of medical imaging systems is a large area of research. 

Recently, highly sensitive photodetectors known as single-photon avalanche diodes 

(SPADs) were integrated with high-performance timing circuits known as time-to-digital 

converters (TDCs) to form digital silicon photomultipliers (dSiPMs) and SPAD imagers. 

DSiPMs and SPAD imagers are capable of timestamping the detection of individual 

photons with a very high level of accuracy in order to generate biomedical images.  

 This thesis focuses on the design and measurement of these sensors using standard 

fabrication processes with the aim of working towards high-performance medical imaging 

sensors at a low cost. Firstly, we review the results achieved in TDCs and SPAD-based 

sensors within the recent literature. Following that, we present the design and performance 

results of a custom-designed TDC that aims to achieve state-of-the-art performance within 

a small area in order to maintain low-cost and optimal integration with SPADs. Next, the 

design is described for an array of custom time-gated SPADs with integrated TDCs. 

Finally, the SPAD is characterized in two different configurations to identify sources of 

improvement for future design iterations. 
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Abstract 

Digital silicon photomultipliers (dSiPMs) and single-photon avalanche diode (SPAD) 

imagers are optical sensing systems formed from the integration of time-to-digital 

converters (TDCs) with arrays of highly sensitive photodetectors known as SPADs. TDCs 

are high-performance mixed-signal circuits capable of timestamping events with 

picosecond level resolution. The digital operation mechanisms of SPADs allow for their 

outputs to be sent to TDCs, where the timestamps of individual photon detections are 

recorded. In recent years, time-resolved SPAD-based sensors have been a heavily studied 

topic due to their exceptional performance potential in biomedical imaging applications, 

including time-of-flight (ToF) positron emission tomography (PET), fluorescence lifetime 

imaging microscopy (FLIM), and diffuse optical tomography (DOT). This work targets the 

optimization of these sensors in low-cost standard complementary metal-oxide-

semiconductor (CMOS) processes. 

Firstly, this thesis provides a detailed review of the work accomplished in CMOS 

TDCs and their integration in SPAD-based sensors. Next, a feedback time amplification 

TDC was designed and tested in the TSMC 65 nm process that can achieve < 5 ps timing 

resolution in a very compact area of 0.016 mm2. The design is then described for a multi-

time-gated array of p+/n-well SPADs that aims to mitigate SPAD dark noise while 

providing high-speed imaging by applying shifted gate windows simultaneously to an array 

of SPADs. The p+/n-well SPAD is first characterized in a passive quench configuration 

where it demonstrated a maximum dark count rate of 44.9 kHz, 18.1% peak PDP at 420 

nm, and 0.82 ns timing jitter at a 0.7 V excess bias. While the current multi-time-gated 

prototype is not fully functional, the measurement results for individual pixels of the multi-

time-gated array showed a 3.25 ns median gate window with a 2.2x 10-4 dark count 

probability for a 0.7 V excess bias, with 440 ps timing resolution and ~1 LSBrms timing 

jitter. Based on the results, limitations of the current design and sources for future 

improvement are then discussed in detail.  
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Chapter 1 
Introduction 

1.1. Motivations for Single-Photon Biomedical Imaging 

Digital silicon photomultipliers (dSiPMs) and single-photon avalanche diode (SPAD) 

imagers (here, we use the umbrella term “SPAD-based sensors”) are optical sensing 

systems formed from the integration of time-to-digital converters (TDCs) with arrays of 

highly sensitive photodetectors known as SPADs. TDCs are high-performance mixed-

signal circuits capable of timestamping events with sub-gate delay resolution. The digital 

operation mechanisms of SPADs allow for their outputs to be sent to TDCs, where the 

timestamps of individual photon detections are recorded. Since SPADs are capable of 

detecting the lowest levels of light, and modern TDCs can obtain exceptional timing 

resolution in the range of picoseconds, SPAD-based sensors have found several uses in 

biomedical imaging applications, including time-of-flight (ToF) positron emission 

tomography (PET) [1], [2], fluorescence lifetime imaging microscopy (FLIM) [3], [4], and 

diffuse optical tomography (DOT) [5]–[7]. In this section, we will provide a brief overview 

of these applications, as well as the operation principles of single-photon detectors to 

motivate the remainder of this research. 

A simplified illustration for a digital PET system using SPAD-based sensors is shown 

in Figure 1-1, in which a ring structure is made from multiple PET detectors. Each PET 

detector is generally comprised of three parts: scintillators, which convert the high-energy 

gamma rays into visible light; SPADs, which are used to convert light signals into electrical 

signals; and TDCs, which perform the timestamping of the photon events. To perform a 

PET scan, a radiotracer is first injected into the subject [8]. The decay of the radiotracer 

causes annihilation events that generate pairs of high-energy gamma rays with ~180 

degrees of separation. The high-energy photons can then be converted by the scintillators 

*Part of this work was accepted for publication in IEEE Reviews in Biomedical Engineering as: R. Scott, 
W. Jiang, M. J. Deen, CMOS Time-to-Digital Converters for Biomedical Imaging Applications. 
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to lower energy photons that are detectable by the SPADs. Therefore, the sensor can extract 

the position, energy, and timing information from the gamma events to reconstruct a 

biological image.  

 
Figure 1-1: Illustration of some applications of dSiPMs and SPAD imagers in biomedical imaging (© 2021 
IEEE). 

 

In contrast to traditional PET imaging, ToF PET uses the collected timing information 

to center the distribution on the true location where the annihilation event took place, as 

opposed to being uniformly distributed along the line-of-response [9], [10]. The resolution 

of the detector has a direct influence on the sensitivity of the system, and as a result, the 

signal-to-noise ratio of the reconstructed images. This is clearly seen from equations (1-1) 

and (1-2), where $ is the diameter of the PET ring, % is the speed of light, ∆t is the 

measured time difference, and G is the effective sensitivity gain [9]. Here, the minimum 

detectable timing difference is limited by the timing resolution of the photodetector sensor. 

The timing resolution is largely determined by the scintillator and SPAD timing jitter [11]. 

With improvements to scintillator crystals and SPAD performance, finer resolution TDCs 

are needed to allow for further improvements in PET imaging systems. 
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For a complete PET detector, it is important to note that the timing, position, and 

energy information are all required from the system. An estimation of energy can be given 

by counting the total number of photons that are received during a gamma event. This can 

be accomplished by using counters integrated with SPAD arrays that track photon counts 

and are read out with the timing and position data. Usually, only the timing of the first 

photons of a gamma event is required for ToF PET, and the SPAD-based sensors can use 

fewer TDCs but benefit greatly from improvements in the resolution. It is worth noting that 

the first SPAD triggers are not always from photons generated from the true gamma event 

since SPADs can experience dark counts. Due to the false triggering from dark counts, the 

first-photon approximation inevitably leads to some timing errors and reduces the 

triggering efficiency [12].  

FLIM is a method of determining the fluorescent lifetime of a sample that can be used 

to construct biological images (as shown in Figure 1-1). An experiment is performed by 

exciting the sample with a series of synchronized laser pulses and measuring the time it 

takes to detect a fluorescent photon back at the detector. After the excitation source is 

removed, the fluorescence intensity of the sample will decrease over time at a rate 

corresponding to its fluorescent lifetime, which is determined by the properties of the 

sample material [13]. Over the course of an experiment, many measurements of the 

fluorescent photons are made on the sample to determine the fluorescent intensity against 

the decay time [14]. This dataset can then be fit to an exponential function, where the time 

constant gives an estimate of the fluorescent lifetime [15]. Major advantages of FLIM are 

that living samples and their environments can be measured in real-time, and the 

fluorescence lifetime is largely independent of the concentration of the fluorophore within 

the sample or the intensity of the incident laser [15]. 
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While there may be advantages to very high-resolution TDCs in FLIM, within much 

of the literature, 50 – 100 ps resolution was determined to be adequate for typical 

fluorescence lifetimes [16]–[18]. A key design consideration for FLIM is maintaining high 

throughput and avoiding pile-up. Pile-up is a phenomenon that occurs when more than one 

photon arrives in the same timing circuit during a measurement interval, as shown in Figure 

1-2. As pile-up occurs, only the first events within a measurement cycle are timestamped, 

and later events are missed. This causes a skew in the distribution of photon arrivals towards 

shorter times and results in the system underestimating that lifetime [19]. For this reason, 

multi-channel systems that employ many TDCs that work concurrently can help to reduce 

the effect of pile-up, as events from each channel can be combined to detect multiple 

photons within an excitation period. An additional source of nonideality is the detector’s 

counting loss which results from the dead time of the SPAD and timing electronics. This 

effect is largely dominated by the timing electronics. Therefore, compact TDC structures 

with high throughput are preferred for FLIM as they can help in systems aiming to prevent 

pile-up. Additionally, low power consumption and an easily repeatable structure that can 

minimize the timing skew are essential as the TDC may be replicated many times across 

the chip. 

 
Figure 1-2: Illustration of the pile-up effect. When more than one photon is detected by the same timing 
unit during a single measurement interval, only the first photon timestamp is recorded (© 2021 IEEE). 

 

Figure 1-1 also shows the application of DOT, where a pulsed laser source is used to 

shine red or near-infrared light (i.e., NIROT) through a target media. Scattering occurs 

within the target, and the re-emitted photons can be detected by photodetectors configured 

in either a transmittance or reflectance geometry. The delay between incident photons and 

photon absorptions are timestamped by a SPAD-based sensor in order to create a histogram 
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of the instrument response function (IRF) and the distribution time-of-flight (DToF) [6]. 

The histograms can then be interpreted by image reconstruction algorithms to produce a 

biomedical image. Specifically in NIROT, oxygenation values of tissue can be determined 

by recording photon reflection and scattering within the 650 nm and 850 nm wavelengths 

[20]. Like the FLIM application, NIROT benefits largely from miniaturized TDCs. These 

detectors must also be highly sensitive, as weak photon events need to be captured for the 

highest accuracy. Additionally, a large number of TDCs is desired in order to obtain a high 

spatial resolution, high-throughput, and produce images at a high framerate in order to 

avoid movement artifacts from the subject, or tissue variations over the duration of a 

measurement [20]. 
Table 1-1: Typical requirements for PET, FLIM, and DOT/NIROT imaging systems. 

Parameter PET FLIM DOT/NIROT 
Wavelength (nm) 420 250 – 750** > 600 
Timing Resolution (ps) < 400* 50 - 100 < 50 
Timing Range (ns) ~10 50 - 5000 < 100 
Time-Gate Compatible No Yes Yes 
# of SPADs Per TDC > 100 < 10 < 10 
Direct Patient Contact No No Yes 

*Resolution is worsened due to the jitter of the scintillator crystal [21]. 
**Wavelength range for typical fluorophores obtained from Ref. [22].  
Note: Other parameters are estimated from the current published results in Table 2-2. 
 
 While PET, FLIM and DOT/NIROT all benefit from improvements to SPAD-based 

sensor technology, their specific requirements have some differences which are shown in 

Table 1-1. For PET, typical LYSO scintillators exhibit a peak emission at a wavelength of 

420 nm, and therefore the SPADs should aim to have a peak PDP at this wavelength to 

ensure the highest sensitivity to low-light events. The scintillator is also the largest source 

of jitter in current PET systems, which can be up to 400 ps. Therefore, the timing 

requirements for the SPADs and TDCs are reduced, as the scintillator will dominate the 

jitter performance. Due to the sparseness of events over the detector array in PET, these 

sensors have commonly been designed to share a TDC by more than 100 SPADs. This 

allows them to achieve a higher PDE while maintaining SPAD and TDC timing 

performance that is better than the scintillator jitter. 
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 In FLIM, the wavelength that needs to be detected by the SPAD-based sensor is largely 

dependent on the fluorophore that is being measured, and may range as far as 250 – 750 

nm [22]. Typical single-SPAD designs often have a sharp peak in their PDP response 

against different wavelengths. If it is desirable to make a design suitable to a variety of 

fluorophores, multi-junction designs could potentially be used to achieve a wider optical 

bandwidth for the PDP due to the different depths of the junctions [23]. In addition to the 

variation in fluorescent wavelengths, the variation in fluorescent lifetimes means that the 

timing performance in FLIM is heavily dependent on the fluorophore as well. To meet the 

requirements of a large range of samples, SPAD-based sensors for FLIM have been 

commonly designed to have resolutions in the range of 50-100 ps, with timing ranges 

varying from 50 ns – 5 µs.  

 In DOT/NIROT, the SPADs need to be designed to absorb light of a longer wavelength 

(> 600 nm), and as such, deeper junctions such as the p-well/deep n-well or deep n-well/p-

substrate should be used. In current designs, ~50 ps timing resolution has been commonly 

achieved for the DOT application, but with < 10 ps timing performance being desirable [6]. 

Due to the stricter timing requirements as compared to PET, both FLIM and DOT 

commonly share less than 10 SPADs to a given TDC which can help in optimizing the 

single-photon timing resolution. In DOT, the large number of TDCs also helps in obtaining 

images at a higher speed, which can reduce motion artifacts in the measurement since DOT 

requires direct patient contact. Lastly, both FLIM and DOT operate using a synchronous 

pulsed laser as excitation sources, allowing them to support time-gated operation which can 

improve the signal-to-noise ratio of the sensors’ outputs. In DOT, this laser will typically 

operate from tens to hundreds of megahertz, and therefore the TDC dynamic range is 

generally < 100 ns (i.e., designed to match the period of the laser). 
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1.2. Components of Single-Photon Detectors 

1.2.1. Single-Photon Avalanche Diodes 

A. Operation Principle 

 SPADs are reverse biased p-n junctions that operate beyond their breakdown voltages 

in what is known as Geiger mode [24]–[30]. In Geiger mode, the large reverse bias of the 

SPAD makes the electric field across the depletion region so strong that the injection of 

even a single free carrier can initiate a self-sustaining avalanche as a result of charge 

multiplication from impact ionization [31]–[36]. From a high-level perspective, the SPAD 

can effectively act as a switch that probabilistically conducts a large reverse current upon 

the detection of individual photons, resulting in a digital output pulse. Due to the existence 

of the quench circuit, this large current is quickly reduced, and the SPAD bias is restored 

through the reset circuit to its initial operating conditions for subsequent photon detections. 

The digital operation mechanisms of SPADs allow for their outputs to be sent to TDCs, 

where the timestamps of individual photon detections are recorded. An illustration of the 

SPAD operation is shown in Figure 1-3. 

 
Figure 1-3: Illustration of the SPAD IV characteristics and stages of operation [9]. 
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 To achieve their digital operation, SPADs must operate in combination with a 

quenching and reset circuit. Quench and reset circuits are commonly divided into two 

categories shown in Figure 1-4: passive quench and reset (PQR), and active quench and 

reset (AQR). In the PQR configuration, the SPAD is charged beyond breakdown through a 

large resistor and initially conducts only a negligible reverse saturation current. Upon 

detection of a photon, the SPAD will turn on and conduct a large reverse current. This 

current will cause a voltage drop across the quench resistor, reducing the SPAD bias below 

breakdown to stop the avalanche. The SPAD is then recharged through the same quench 

resistor to prepare for the next photon detection. Although it has a simple structure and can 

achieve the highest fill-factors, the PQR configuration suffers from a long dead time due to 

the large RC time constant during the recharge phase. 

 
Figure 1-4: Simplified illustration of the schematics for passive quench and active quench SPAD pixels. 

 

This led to the development of the AQR configuration. Here, the SPAD is initially 

biased beyond breakdown and similarly will conduct a large reverse current through the 

quench resistor upon detection of a photon. However, after detection of an avalanche, the 

SPAD is quickly quenched through a parallel quenching switch (i.e., commonly a 

MOSFET) such that it can be biased below breakdown very quickly. Quenching the 

avalanche as fast as possible is desirable as it reduces the number of charge carriers that 
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can become trapped and later released to generate afterpulses (the afterpulsing phenomena 

will be described in the next subsection). Additionally, after a delay from the quench phase, 

the SPAD can be reset very quickly through a reset switch in parallel with the quench 

resistor, bypassing the large RC time constant such that the AQR SPAD can operate at a 

higher speed.  

 

B. Performance Metrics 

Breakdown Voltage: A fundamental performance characteristic of the SPAD is the 

breakdown voltage. Due to increased phonon scattering at higher temperatures, the 

breakdown voltage is increased because it is more difficult for charge carriers to reach the 

avalanche energy threshold [9], [37]. As all the performance characteristics of the SPAD 

are dependent on the excess voltage, it is important to measure the temperature dependence 

of the breakdown voltage to ensure consistency when taking temperature-dependent 

measurements. Note that since the electric field through the depletion region is not constant, 

and the ionization rate is a strong function of the electric field, the breakdown voltage is 

most often determined experimentally [38].  

Dark Count Rate: Since SPADs have such a high gain that even a single free carrier 

injected into the depletion region can trigger an avalanche, they are also very susceptible 

to false avalanches known as dark counts. The number of avalanches per second when the 

SPAD is not exposed to any light is known as the dark count rate (DCR), and is given in 

the units of Hz. These dark counts can occur because of multiple carrier generation 

processes illustrated in Figure 1-5. Due to thermal excitation, minority carriers in the bulk 

region may move into the depletion region by diffusion and trigger an avalanche. However, 

in the bulk regions the recombination rates for minority carriers are high, and thus, diffusion 

of carriers is not a dominating noise mechanism in SPADs [27]. Due to impurities 

associated with fabricating a SPAD in the complementary metal-oxide-semiconductor 

(CMOS) process, there will be a significant number of forbidden energy levels in the 

bandgap that may trap and later release charges to increase the overall DCR. Processes that 

have significant effects on the total DCR include trap-assisted thermal generation, trap-
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assisted tunneling generation (TAT), and band-to-band tunneling (BTBT). It should be 

noted that direct band-to-band thermal generation is dominated by trap-assisted thermal 

generation since carriers stuck in the traps have a smaller energy barrier to overcome to 

trigger an avalanche. Recently, the random telegraph signal phenomenon was observed in 

SPADs and used to estimate the total defect size, which showed a positive correlation with 

the total DCR [39]. 

 
Figure 1-5: Illustration of the main sources of dark counts in SPADs. 

Afterpulsing Probability: Another phenomenon that contributes to the overall DCR of the 

SPAD is the afterpulsing probability (AP). During an avalanche, free carriers will populate 

the energy traps caused by material defects and impurities. The energy traps have finite 

lifetimes and statistically can release a trapped carrier at any moment. While recovering 

from a previous avalanche, if the SPAD is re-biased above the breakdown voltage to 

prepare for photon detection before all the traps were emptied of charge carriers, then a 

carrier can be released and trigger an avalanche known as an afterpulse. Afterpulses can 

also be initiated by charges stored on the parasitic capacitances of the SPAD nodes during 

a previous avalanche. Therefore, it is important to minimize the capacitance of the front-

end circuitry of the SPAD. The total DCR of the SPAD can be given as: 
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where $)#' is the DCR without the effect of afterpulsing and is found in practice by 

waiting for the traps to depopulate after a given avalanche in what is known as the hold-off 

time [40]. With a large enough hold-off time, it can be nearly ensured that a secondary 

avalanche will not occur, and thus the DCR can be measured without afterpulsing. 

However, it should be noted that when using a SPAD for photon detection in a real 

application, the hold-off time cannot be set arbitrarily large because it will lower the count 

rate of the device [31]. If the count rate is too low, then some valid pulses may be missed, 

and the device’s performance is decreased. Therefore, for a specific application, there may 

be an optimal balance between the count rate and AP. 

Photon Detection Efficiency: The photon detection efficiency (PDE) of a SPAD is 

calculated as the product of the geometric fill-factor (FF) and the photon detection 

probability (PDP). It is defined as the ratio of the number of detected photons to the number 

of incident photons. There are many “obstacles” that must be overcome by a photon for it 

to be detected by the SPAD. The photon must pass through the thick passivation layer, 

which is placed on the top of the chip at the end of fabrication to protect the device from 

contaminants, as well as through several layers of dielectric that are not optimized to 

minimize reflections in standard CMOS processes. Additionally, it is not enough for a 

photon to make it through all these layers because it also needs to be absorbed in the active 

area of the device. Furthermore, the more in-pixel electronics that are integrated with a 

SPAD, the lower the fill factor. A low fill factor is a major concern when SPAD arrays are 

integrated with in-pixel TDCs. In the example shown in Figure 1-6, the SPAD pixel 

achieves a fill factor of 25%. Therefore, the PDE of the SPAD cannot exceed 25%, even if 

every photon that reaches the active area generates an avalanche. 
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Figure 1-6: Illustration of the SPAD fill-factor, which is a limiting factor on the pixel’s achievable PDE. 

 

Timing Jitter: There is a statistical variation in the delay between the photon absorption in 

the SPAD and the time of the output pulse. This variation is known as the timing jitter. The 

timing jitter represents the uncertainty in the actual photon absorption time and can be 

characterized by the full-width at half-maximum (FWHM) or standard deviation of the 

distribution of the delays of output pulses. A characteristic example of the temporal 

distribution behaviour of SPADs is shown in Figure 1-7.  

The temporal distribution of SPAD pulses contains both a Gaussian and exponential 

component [34]. The fast Gaussian peak comes from the pulses generated by avalanches 

caused by photons absorbed in the depletion region, where the width of the peak depends 

on the avalanche build-up time. The exponential tail component of the distribution is a 

result of the diffusion of minority carriers from the neutral regions into the depletion region, 

where they eventually trigger avalanches. As SPADs are often implemented in less 

advanced processes (i.e., 180 nm or 350 nm CMOS), the SPAD is often the dominating 

source of jitter when integrated with a TDC. Optimizing SPAD designs in more advanced 

processes presents a potential solution. However, challenges arise in terms of higher DCR 

due to tunneling and reduced PDE from thinner depletion regions. 
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Figure 1-7: Representation of the typical timing jitter distribution for SPADs, consisting of: a Gaussian 
component from photons absorbed in the active area; and an exponential tail from avalanches generated by 
carriers diffusing from outside the active area. Note: the same data is presented in Figure 5-12. 
Dead Time: As the output of a SPAD is a digital pulse, the absorption of a single photon 

and the absorption of many photons are indistinguishable. As such, when a given photon 

triggers an avalanche, not until the avalanche is quenched and the SPAD is re-biased above 

breakdown can any incident photons be detected. The delay between the arrivals of the 

photons that trigger an initial pulse to the time in which the SPAD can detect another 

incident photon is known as the dead-time. The dead-time is the period associated with the 

maximum frequency of operation of the device, known as the counting rate. As discussed 

previously, the dead-time of the SPAD can be increased purposefully with the intention of 

allowing trapped carriers to depopulate from the forbidden energy levels after an avalanche. 

This can reduce the AP, and by extension, the DCR of the device. The trade-off between 

the AP and the counting rate is optimized by careful design of the SPAD quenching circuits 

[41]. 
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1.2.2. Time-to-Digital Converters 

A. Operation Principle 
TDCs are responsible for determining the length of a time interval between two pulses. 

As such, the inputs of the TDC are two digital pulses, where the two rising edges denote 

the start and end of the time interval to be measured, respectively. These signals are 

generally referred to as start and stop. In practical SPAD-based sensor applications, one of 

either the start or stop signals is a global reference clock, while the other is the output of a 

SPAD or a SPAD array that was compressed to a single output. Since the output of the 

SPAD can occur at any point in time, the time intervals between the rising edges form a 

continuous range of values. The output of the TDC is a series of bits that digitize this 

continuous range to form the output code, which is analogous to the operation of an analog-

to-digital converter (ADC) for analog voltage discretization. 

 Due to the similarity of their operating principle, early TDCs employed the use of 

ADCs after first converting the time interval to an equivalent voltage using a time-to-

amplitude converter (TAC). A simple implementation of a TAC could be formed according 

to Figure 1-8. In this implementation, the time interval to be measured is first converted to 

a pulse width. This input pulse width turns on the NMOS (i.e., MIN) and allows the constant 

current source to linearly charge the capacitor for a time equivalent to the input pulse width. 

This results in a unique voltage level corresponding to each time interval within the range. 

At the end of the conversion, the voltage across the capacitor is discretized using an ADC 

and is then discharged quickly through a reset transistor. While the TACs can achieve 

stronger linearity performance and picosecond resolution [42]–[49], digital methods of 

time interval measurement are often preferred for array designs due to their ease of 

implementation and scaling with standard digital CMOS, greater insensitivities to process, 

voltage and temperature (PVT) variations, lower power consumption, and the reduced 

effect of noise [16].  
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Figure 1-8: Simplified schematic for a basic time-to-amplitude converter (© 2021 IEEE). 

 

B. Performance Metrics 
Resolution: The resolution of a TDC is represented by the least significant bit (LSB) of 

the output word and is the minimum time difference that the TDC can differentiate. If a 

TDC could have an arbitrarily high resolution, then the quantization characteristics (see 

Figure 1-9) would be a straight line with a constant slope. However, due to the finite number 

of bits in the output word, a continuous range of input time intervals are represented by the 

same output word, giving the TDC quantization characteristics a staircase shape where the 

average width of the steps gives the resolution. It should be noted that the resolution is 

defined based on the minimum distinguishable time difference given a large number of 

measurements. This contrasts with the precision which represents the jitter in a single 

measurement. In recent works, high-performance TDCs achieved resolutions below 10 ps, 

with some published TDC results having a resolution in the sub-picosecond range [50]–

[54]. 

Dynamic Range: The dynamic range (DR) is the maximum input time interval that can be 

converted to an accurate output word. The DR should be considered early in the design 

process, as it is largely dependent on the converter topology. The DR requirements also 

vary strongly from application to application. As an example, the required range for FLIM 

applications may vary significantly from several nanoseconds to within the millisecond 
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range depending on if the sample is a dye versus a quantum dot or lanthanide [16]. 

Typically for larger ranges, a system clock can be counted, and the TDC range only needs 

to interpolate within a system clock cycle. State-of-the-art TDCs are capable of achieving 

dynamic ranges spanning into the hundreds of nanoseconds or even the microsecond range. 

Precision: When repeatedly measuring a constant input time interval, the TDC should 

ideally give the same output. In the real case, the TDC output will form a distribution 

around the mean value due to various sources of timing jitter from the system, which is 

often dominated by the jitter of the SPAD. The standard deviation of this distribution gives 

the single-shot precision of the TDC. Other sources of uncertainty that worsen the precision 

of the TDC include the jitter of the start and stop signals, the jitter of the reference clock, 

the quantization error, and additional jitters coming from other signals within the TDC [55]. 

Concerning the TDC itself, the jitter performance can be improved through a trade-off with 

power consumption and size, as wider transistors can be used to reduce jitter. The precision 

of an ideal TDC should be in the range of picoseconds and ideally less than the resolution 

for optimal single-shot performance. 

Nonlinearity: In an ideal TDC, the step widths are equal along the entirety of the 

quantization characteristics. In the real case, the variations in the step widths contribute to 

the nonlinear performance of the TDC that can be determined by a method such as a delay 

sweep or the statistical code density test. Common sources of nonlinearity within the TDC 

include delay mismatches, layout mismatches, and PVT variations. The nonlinearity of the 

TDC manifests itself in two forms given by the differential nonlinearity (DNL) and the 

integral nonlinearity (INL). The DNL is the difference between the actual and ideal step 

widths for each individual step on the quantization characteristics. It represents the error 

achieved on a conversion pertaining to specific output words. INL is given as the 

integration of the DNL along the quantization characteristics and may result in missing 

codes if it is too large. Additionally, a TDC with a high nonlinearity may not exhibit the 

expected monotonic response and incorrectly categorize the relative lengths of time 

intervals. The DNL and INL are generally given in units of LSB in order to normalize to 

the resolution of the TDC, with normal values for the INL being between zero to a few 
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LSBs. Additionally, the DNL and INL can either be given as an RMS or maximum value 

across all possible output words. 

 
Figure 1-9: Comparison of the ideal and actual TDC quantization characteristics (© 2021 IEEE). 

 

Sampling Rate: The dead time of a TDC is the amount of time that it takes for the TDC to 

complete a conversion and the inverse gives the maximum sampling rate (or counting rate). 

The dead time and sampling rate are responsible for determining the maximum operating 

frequency of the device. In general, having a high sampling rate is important for the SPAD-

based sensor applications; otherwise, information from many valid SPAD pulses may be 

missed while a conversion takes place. Since in most implementations, TDCs are shared 

between many SPADs, the TDC must operate at a frequency high enough to respond to 

pulses from several SPADs. The sampling rate normally falls in the range of tens to 

hundreds of megahertz. 

Power and Area: While the power consumption and area requirements do not provide 

direct information on the performance quality of a given TDC, they must be strongly 

considered early in the design process since they will affect the overall system performance 

and cost. In the SPAD-based sensor implementations that integrate a large number of 

TDCs, each TDC should be kept very small in order to allow the SPAD to have a large 
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active area for photodetection. This has led to most designs sharing a TDC between many 

SPADs in order to minimize the negative impact of the TDC size on the fill-factor and, by 

consequence, the PDE of the SPAD. The power considerations are very important as well 

since a practical system may have thousands of SPADs. If it is desired to use a 1:1 coupling 

of SPADs to TDCs, then the total power consumption may increase very quickly, limiting 

the viability of a particular design. State-of-the-art TDCs report power consumptions in the 

range of milliwatts, and the area is commonly in the range of hundredths of a square 

millimeter. 

Figures-of-Merit: In the literature, a figure-of-merit (FOM) suitable for the SPAD-based 

sensor application is not yet generally adopted. The most common FOM for TDCs was 

modified from a common ADC FOM shown in equations (1-4) and (1-5), where FS is the 

sampling rate, and Nlinear is the effective number of linear bits calculated using b, the number 

of bits, and the INL. 
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While this FOM provides some information on the TDC performance, such as the 

sampling rate, power consumption, number of bits, and INL, it neglects the area 

considerations, which are very important for maximizing the PDE in a dSiPM or SPAD 

imager. This may be misleading since a TDC could have a very strong FOM, but if the area 

is large, it may be unsuitable for integration with SPADs. In [56], a new FOM (i.e., equation 

(1-6)) was proposed that the authors believed is more suitable to the dSiPM application 

since it directly considers the area and timing precision given by σ.  
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While equation (1-6) is more effective in identifying whether a given TDC is valid for 

a dSiPM application and includes the effect of the precision trade-off with power 

consumption as a result of delay line jitter, many of the published TDC results do not report 

the precision, limiting the use of this FOM for designers seeking guidance from published 

results. For that reason, this work presents a new FOM in the comparison tables that is 
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adapted from the aforementioned FOMs, in order to try to obtain a FOM more suitable to 

the SPAD-based sensor application while using values that are more consistently reported 

in the TDC results. The new FOM is shown in equation (1-7). 
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2: × --
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In this research, the traditional TDC FOM will be used alongside the proposed FOM. 

Note that the lower the FOM, the better is the design considering the specific parameters 

used in the FOM expression. Also, the INL of TDCs in the recent literature is roughly half 

the time presented as the maximum value and half the time as an RMS value across the 

dynamic range. For this reason, FOM1 cannot always be compared directly between papers. 

Here, the convention is adopted that the maximum value of the INL is used when calculating 

FOM1 since that was most commonly reported. The INL was not included in the proposed 

FOM despite it being a very important performance metric in an attempt to create a FOM 

that can be calculated for the majority of TDC results. This is additionally why the 

resolution was used in place of the precision from the FOM presented in equation (1-6). 

Due to the lack of the INL term in FOM2, it should not be taken as a direct performance 

indicator but as a general interpretation of the performance that may be missing or hiding 

some of the finer details that can be obtained by reading closely into the specific TDCs 

linearity performance. Similarly, the precision and its trade-off with size and power 

consumption as a result of delay line jitter should be considered for the highest single-shot 

performance. 

1.3. Research Contributions 

The focus of this research was on the design of high-performance TDCs and SPAD 

structures within standard CMOS processes. This work targets the optimization of these 

sensors to performance levels where low-cost time-resolved SPAD-based sensors can be 

used in high-performance medical imaging systems for applications such as PET, FLIM, 

and DOT. The main contributions of this work are the following:  

• An extensive literature review was conducted on high-performance TDCs, and 

their results when integrated with SPAD arrays to form dSiPMs, and SPAD 
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imagers. Through the process of this review, fundamental concepts of TDC 

methods were explored, and the results are presented for the most advanced state-

of-the-art TDCs in the literature. Furthermore, system-level considerations 

encountered when integrating SPADs together with TDCs are described, and 

several research challenges are identified for future improvements. 

• Design and measurement results of a prototype TDC using feedback time-

amplification in the TSMC 65 nm standard CMOS process. The proposed TDC 

aims to achieve high resolution by implementing a multi-stage structure along with 

a feedback time amplifier. The measurement results of the initial prototype verify 

the functionality of the design in achieving resolutions below 5 ps, although future 

iterations should aim to improve the nonlinearity performance. 

• Design of initial measurement results of a multi-time-gated SPAD array with 

integrated TDCs. This design aimed to maximize the fill-factor of the array by 

using the same multi-purpose delay line to provide shifted gate windows to an array 

of SPADs, generate the SPAD gating signals for each pixel, and perform coarse 

time-to-digital conversion. The p+/n-well SPAD is characterized in a passive 

quench configuration, and measurement results are provided for the time-gated 

pixels in the first design iteration. 

 

 

Publications: 

1. R. Scott, W. Jiang, and M. J. Deen, “CMOS Time-to-Digital Converters for 

Biomedical Imaging Applications,” IEEE Reviews in Biomedical Engineering 

(Accepted June 19, 2021). 

2. W. Jiang, Y. Chalich, R. Scott, and M. J. Deen, “Time-Gated and Multi-Junction 

SPADs in Standard 65 nm CMOS Technology,” IEEE Sensors Journal, pp. 1–1, 

2021, doi: 10.1109/JSEN.2021.3063319. 
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3. I. Faisal, S. Majumder, R. Scott, T. Mondal, D. Cowan, and M. J. Deen, “A Simple, 

Low-Cost Multi-Sensor-Based Smart Wearable Knee Monitoring System,” IEEE 

Sensors Journal, vol. 21, no. 6, pp. 8253–8266, Mar. 2021, doi: 

10.1109/JSEN.2020.3044784. 

 

1.4. Thesis Organization 

 In Chapter 1, several applications of time-resolved single-photon counting 

measurements were described. As a motivation for the following chapters, the system 

operation of PET, FLIM, and DOT were briefly described to provide context for the single-

photon detector requirements within these applications. Next, we described the operation 

principle and main performance specifications of the two main building blocks that form 

time-resolved single-photon detectors: SPADs and TDCs. Lastly, a summary of the major 

contributions of this research and the organization of the thesis are described. 

 In Chapter 2, an extensive review of CMOS TDCs is presented. The fundamental 

circuit building blocks that provide the basis for the more complex methods implemented 

in recent years will be described. Then, the results of state-of-the-art TDCs are presented, 

broken down into several architectural categories. Following this, a review is presented on 

the integration of TDCs with SPAD arrays. While the TDCs themselves in these 

implementations often employ simpler topologies, we also consider system-level design 

aspects such as TDC sharing and readout approaches. 

 The design of a TDC using feedback time-amplification is presented in Chapter 3. 

While multi-stage TDCs can offer improved resolution and dynamic range, it often comes 

at the cost of a larger area and power consumption in the majority of designs. We utilized 

a feedback topology that reuses circuitry to provide equivalent resolution of competitive 

TDC structures in a smaller layout area. The TDC was fabricated in the TSMC 65 nm 

process, and the detailed measurement results are presented. 

 In Chapter 4, the design of multi-time-gated SPAD arrays is described. Shifting the 

gate window of time-gated SPAD arrays with respect to a synchronous laser pulse was 

demonstrated previously to generate histograms in time-resolved single-photon 
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measurements.  In comparison with using a single time-gate window for an entire SPAD 

array, the proposed multi-time-gated approach aims to reduce measurement time by 

applying several shifted gate windows to different SPADs within the array. In this way, all 

bins of the histogram can theoretically be measured simultaneously. The proposed designs 

were implemented in the TSMC 65 nm process, and an example of the post-layout 

simulation results are shown. Lastly, we proposed an example of how the 2D design can be 

easily scaled to share a fine interpolating TDC for improved timing resolution in a larger 

design while minimizing the impact on the fill factor. 

 The results of the aforementioned multi-time-gated SPAD design fabricated in the 

TSMC 65 nm process are presented in Chapter 5. As a precursor, the same p+/n-well SPAD 

results are presented for a passive quench configuration. The SPADs are characterized in 

terms of their breakdown voltage, DCR, time-gate window, PDP, TDC resolution and 

nonlinearity, and the timing jitter.  

 In Chapter 6, a summary of the work that was performed, and the achieved results are 

given. Based on our work, we outlined several challenges that were identified for future 

research. 
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Chapter 2 
Review of CMOS Time-to-Digital Converters  

2.1. Fundamental Concepts 

A straightforward TDC implementation that is the basis for most methods is the use of 

tapped delay lines (DLs) formed from the series connection of buffers or inverters as in 

[57]–[60]. In the basic DL approach from Figure 2-1, the rising edge of the start signal 

propagates through the DL, and the output of each stage is connected to the input of a D 

flip-flop (DFF) or arbiter (the term “sampler array” will be used in the images to refer to 

an array of arbiters or DFFs). When the stop signal arrives, the state of the DFFs is stored, 

resulting in an output code that represents how far along the DL the start signal propagated 

before the arrival of the stop signal. The result of the conversion is easily determined as it 

is simply the product of the delay of a single stage by the number of elements the start 

signal propagated through during the conversion.  

 

 
Figure 2-1:Illustration of a basic delay line TDC (© 2021 IEEE). 

 

*Part of this work was accepted for publication in IEEE Reviews in Biomedical Engineering as: R. Scott, 
W. Jiang, M. J. Deen, CMOS Time-to-Digital Converters for Biomedical Imaging Applications. 
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An important consideration for delay line TDC design is that the delay at each stage is 

susceptible to PVT variations that are normally compensated for by locking the delay along 

the line to a reference clock period with a delay-locked loop (DLL) [61]–[65]. This is a 

general method that may be used in any TDC architecture that employs the use of delay 

lines. While the delay line based TDCs offer a very simple structure, their resolutions are 

limited to the logic gate delay in a given process, which led to the development of the 

Vernier and pulse shrinking TDCs (Figure 2-2 and Figure 2-3, respectively).  

 
Figure 2-2: Illustration of a Vernier delay line TDC (© 2021 IEEE). 

 

In an attempt to achieve superior timing resolution, TDCs were implemented utilizing 

Vernier delay lines (VDLs) [66]–[69]. The basic concept of the VDL is that the stop signal 

is no longer directly clocking the DFFs upon arrival. Instead, the stop signal propagates 

through a second DL that is designed to have slightly less delay than the start line. As such, 

the rising edge of the stop signal will propagate faster than that of the start signal. After 

each stage, the stop signal will clock the corresponding DFFs, and the gap between the start 

and stop signals will decrease by the difference in delays in the slow and fast delay 

elements. This is equivalent to one LSB. The end of the conversion will occur when the 

first zero is stored in a DFF, which occurs when the stop signal surpasses the start signal. 

Since the resolution is defined as the difference in delays between elements in the slow and 
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fast DLs, the VDL can achieve sub-gate delay resolution by designing the delay elements 

in the lines to have a very small delay difference. However, some trade-offs arise in the 

design. For example, although the resolution of the VDL is superior to the basic DL TDC, 

the DR and latency are worse. This is due to the fact that the stop signal must have enough 

time to surpass the start signal before it reaches the end of the line.  

 
Figure 2-3: Illustration of a pulse shrinking delay line TDC. (© 2021 IEEE) 

 

Sub-gate delay resolution can also be achieved by a topology known as pulse shrinking 

(PS) TDCs [70]–[74]. In the PS TDCs, the input time interval is applied as a pulse width 

on a single line rather than as the rising edges of separate start and stop signals. By 

designing the delay elements to have a shorter falling transition than rising transition using 

asymmetric transistor sizing or current starving, the pulse width is shrunk at each stage by 

the difference of the rising and falling transitions. If the difference between rise and fall 

transitions is made small enough, the PS line can achieve sub-gate delay resolution while 

only using a single DL, theoretically providing advantages in size and power consumption 

over the VDL method. To form the PS TDC, the data inputs of the DFFs are generally held 

high, and the output of consecutive PS buffers are applied as the clock inputs. At a certain 

point down the line, the pulse will be diminished due to the shrinking, and the DFF will not 

be clocked, resulting in a 0 being stored, indicating the end of the conversion. A major 

limitation of the PS TDCs is that as the pulse width becomes small, the shrinking rate 

becomes non-uniform and worsens the linearity performance [75], [76]. As the pulse is 

shrinking while it moves down the line, the non-uniform shrinking rate issue for narrow 

pulse widths may be encountered if the pulse width is not large enough in comparison to 

the stage pulse shrinkage [77]. 



M.A.Sc. Thesis - R. Scott               McMaster University - Electrical and Computer Engineering 

26 

The aforementioned TDC methodologies provide the basis for the more sophisticated 

methods seen in the literature today. In the next subsection, we will discuss the recent 

advancements made and the results achieved by published state-of-the-art TDCs. 

 

2.2. Results of State-of-the-Art TDCs 

The previous section gave an overview of fundamental principles used for TDCs, such 

as basic DLs, VDLs, and PS techniques. Now, modern state-of-the-art TDCs have 

expanded these approaches in order to achieve higher performance. A general improvement 

that was made is to fold the DLs into ring oscillators (ROs) so that a large range can be 

obtained within a smaller silicon area. In this configuration, the DL becomes a RO [78]–

[85], the VDL becomes the Vernier ring oscillator (VRO) [86]–[95], and the pulse 

shrinking DL becomes the pulse shrinking ring (PSR) [50], [51], [75], [76], [96]–[99]. 

Aside from these approaches, multipath ring oscillators [100]–[103], DS TDCs [104]–

[111], and time amplification based approaches [52], [112], [113] were proposed in recent 

years. A summary of the results in recent TDCs is presented in Table 2-1. 

2.2.1. Vernier TDCs 

Perhaps the most common topology for standalone TDCs published in recent years is 

based on the VRO, shown in Figure 2-4. The VRO is a TDC method adapted from the 

VDL, where the DLs are now formed into ROs with different frequencies. In this 

configuration, the per-stage delay difference between the slow and fast ROs determines the 

resolution. The operation of the VRO TDCs is generally such that the arrival of the start 

and stop signals enable the oscillations of the slow and fast ROs, respectively. As the start 

signal arrives first, the rising edge of the slow RO begins propagating through the ring, and 

the number of iterations is tracked by a loop counter, thereby allowing the VRO TDC to 

have a large dynamic range with a smaller number of delay stages. The arrival of the stop 

signal will enable the propagation in the fast RO, and arbiters or DFFs are used to compare 

the oscillator phases in order to find the position in which the fast RO rising edge passes 
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Table 2-1: Results of State-of-the-Art TDCs (© 2021 IEEE). 
Year 
Ref. 

Type Tech. LSB DR INL Rate Power Area FOM1 FOM2 

Unit - nm ps ns LSB MHz mW mm2 pJ/conv. 
step 

pJ x mm2 x 
ps/conv. step  

2009 
[101] MP-GROa 130 6/1 12 - 100 

2.2~21 
@50MHz 0.0405 - 0.00831 

2012 
[114] 

V-GROa 90 5.8/3.2 40 - 25~100 4.5 
@25MHz 

0.027 - 0.00190 

2013 
[103] 

MP-GROa 65 5.035/4.22 1 - 200 1.73~2.20 0.02 - 0.0113 

2013 
[55] 

Multiple 
Interp. 
(VRO)b 

350 
HV 

10 160 0.98 rms 3 15/80 0.3 - 0.458 

2013 
[115] 

Two-step 
(GDL) 65 3.75 0.476 2.3 max 200 3.6 0.02 0.464 0.0105 

2014 
[112] 

Pipe. 65 1.12 0.578 1.7 max 250 15.4 0.14 0.325 0.0189 

2015 
[53] 

Multiple 
Interp. 
(SRO) 

350 0.61 327000 7.4 max 0.8 80 0.64 12.8 0.596 

2016 
[116] 2DV-GRO 65 10.6/2.2a 20 - 50 2.3 0.068 - 0.000840 

2016 
[117] 

V-GRO 130 7.3 9 1.2 rms 2.4 1.2 
@1MHz 

0.03 - 0.257 

2016 
[76] PSR 180 1.8 0.92 8.7 max 4.4 3.4 0.07 14.6 0.190 

2016 
[111] 

3rd Order 
ΔΣ 

110 
1P6M 

4.7 39.06 - 12.8 0.4 0.11 - 0.00197 

2017 
[56] V-GRO 65 15 3.44 

0.39rms/ 
0.83 rms 5 

0.160 
@1MHz 0.0013 - 0.00272 

2017 
[52] 

Feedback 
V-GROc 65 0.98/6.01 5.76 2.2 max 10/250 3.0/17.5 0.02 0.117 0.000718 

2018 
[118] 

2D-VDL 45 SOI 1.25 0.319 0.34 max 80 0.3 0.04 0.0196 0.000732 

2018 
[81] RNS-RO 45 9.4 1.96 1.8 max 500 27.3 0.08 0.481 0.172 

2019 
[75] 

Two Step 
(PSR)d 

180 2.0 130 4.2 max 3.3 18.0 0.08 0.433 0.0133 

2019 
[113] 

Two Step 
(DL)d 180 5.3 1.3 2.8 max 30 1.1 0.05 0.544 0.0380 

2019 
[110] 

2nd Order 
ΔΣ 

65 5 0.7 - 50 3.5 0.09 - 0.223 

a Raw resolution/effective resolution with noise shaping; b Power given for single TDC channel/with other circuitry such as 
3 DLLs that would be shared by a TDC array; c Results given for feedback mode/feedforward mode; d Simulation results.  
Abbreviations: (G)DL: (gated) delay line; (G)RO: (gated) ring oscillator; MP: multipath; PSR: pulse shrinking ring; RNS: 
remainder number system; SRO: switched ring oscillator; V: Vernier; 2DV: 2-dimensional Vernier. 
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that of the slow RO, denoting the end of the conversion. The phase in which the conversion 

ends and the loop counter value are then combined to give the final result. 

 
Figure 2-4: Diagram of a Vernier ring oscillator (VRO) TDC (© 2021 IEEE). 

 

A Vernier gated ring oscillator (V-GRO) TDC in 90 nm CMOS was designed in [114], 

where the slow and fast oscillators were gated (i.e., enabled and disabled) by transistors in 

the delay elements. This has the effect of integrating the quantization error of a conversion 

to improve the resolution through first-order noise shaping. Since the phase of the ROs is 

held at the end of the conversion, each conversion will start from a different phase. 

Therefore, a multiphase counter was therefore used to obtain the conversion result by 

counting the transitions of each phase, adding some complexity and additional area 

compared to the more commonly used single-phase counter. This TDC achieved a 3.2 ps 

effective resolution within a small area of 0.02 mm2. At a sampling rate of 25 MHz, the 

power consumption in the Vernier mode was moderate, being reported as 3.6 mW.  

Two-dimensional Vernier (2DV) TDCs, depicted in Figure 2-5, had superior 

performance compared to the V-GRO TDCs, with some of the best FOM2 scores provided 

in Table 2-1. The sampling rate in the 2DV TDCs is increased by allowing comparisons 

between all possible phase pairs of the slow and fast ROs. In a standard Vernier TDC, the 

end of the conversion occurs when the start signal is surpassed by the stop signal at the 

same phase. However, since the 2DV TDC allows comparisons between all phases, the 

TDC conversion can be ended when the stop signal passes the start signal at other phases, 
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reducing the dead time. A two-dimensional Vernier gated ring oscillator (2DV-GRO) TDC 

was developed in [116] using 65 nm CMOS that achieved a sampling rate of 50 MHz by 

reducing the latency time to less than a sixth of the equivalent V-GRO TDC. Digital 

calibration was used to set the slow and fast oscillator periods using a capacitor bank, and 

an effective resolution of 2.2 ps was obtained through first-order noise shaping. 

Additionally, the power consumption and area were reported as 2.3 mW and 0.068 mm2, 

respectively.  

 
Figure 2-5: Diagram of a 2D Vernier ring oscillator (2D-VRO) TDC. The 1D array of samplers from the 
traditional VDL falls along the main diagonal. The 2D array reduces size and latency by allowing comparison 
between all phase differences in the 2D plane (© 2021 IEEE). 

 

A simple method of improving the linearity of TDCs was explored in the single-stage 

VRO TDC of [55]. In this TDC, the start and stop signals are used to enable and disable a 

100 MHz reference clock counter, respectively. By designing the TDC such that both start 

and stop are asynchronous to the reference clock, the conversion result is then given by the 

counter value as well as two clock interpolations that are the time differences between the 

start and stop signal rising edges to the following rising edges of the reference clock. This 

is sometimes referred to as the Nutt method [119], [120]. In this single-stage VRO example, 

the time between the asynchronous rising edges of the start and stop signals and the 
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subsequent rising edge of the reference clock are random values that are subtracted from 

each other when computing the final conversion. This has the effect of averaging the bin 

widths, and thus improving the linearity in what is known as the sliding-scale method [55]. 

The linearity is also improved since the fine interpolation is achieved by a single-stage 

VRO where minimal delay elements are used. This reduces delay mismatch by using only 

one phase comparison between the slow and fast ROs.  

2.2.2. Pulse Shrinking Ring TDCs 

PSR TDCs should theoretically have size and power advantages over the VROs since 

only a single RO is required (as shown in Figure 2-6); however, issues arise in terms of 

linearity. In [76], the issue of the non-uniform pulse shrinking rate was addressed in an 

attempt to achieve better linearity. In this TDC, rather than injecting the pulse width into a 

PSR and ending the conversion when the pulse disappears, the measurement interval is 

added to a 50% duty cycle signal using a pulse injection scheme. The conversion is ended 

when the duty cycle subsequently falls below 50%. This end of conversion event is detected 

by using DFFs connected to opposite sides of the PSR. When designed such that the 50% 

duty cycle pulse width is within the uniform shrinking range, this topology will ensure that 

the pulse never encounters the non-uniform shrinking rate issue due to a narrow pulse 

width. However, while this method offered a novel topology, a large maximum INL of 8.7 

LSB was reported due to the package inductance of the fabricated chip.  

This work was expanded upon by the same research group in [75]. In this later work, the 

area and power consumption performance were sacrificed in order to design a two-step 

TDC using a ring oscillator coarse counting stage that increased the dynamic range from 

0.92 ns to 130 ns. This TDC also reported a relatively high maximum INL of 4.2 LSB 

(simulation result). These results would indicate that the PSR TDCs are capable of 

achieving high resolution around 2 ps, but suffer from high nonlinearity in these works. 
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Figure 2-6: Diagram of a pulse shrinking ring (PSR) TDC (© 2021 IEEE). 

 

2.2.3. Multipath Ring Oscillator TDCs 

An alternative method of achieving sub-gate delay resolution is using multipath gated 

ring oscillator (MP-GRO) TDCs, as shown in Figure 2-7. Based upon the ideas presented 

in [57] and [58], MP-GRO TDCs used inverters with multiple inputs tapped to different 

stages of the oscillator to decrease the effective delay per stage. This, in turn, increased the 

oscillator frequency and resolution. As the performance improved when the number of 

stages was a prime number, the MP-GRO introduced in [101] employed a 47-stage 

multipath oscillator, resulting in an improvement by a factor of 5 in the raw resolution 

compared to the standard RO approach. Additionally, NMOS and PMOS transistors are 

used to perform gating, which carries over the quantization error to the next conversion, 

resulting in first-order noise shaping of the quantization noise. This improved the effective 

resolution from 6 ps to 1 ps at a 50 MHz sampling frequency.  

In the design of a multipath oscillator, the inputs of each stage are connected to earlier 

stages compared to a typical RO, so the state transitions occur earlier, and multiple 

transitions may occur at the same time. For this reason, the MP-GRO TDCs have more 

complicated sampling circuits, which requires the oscillator to be segmented into multiple 

sections where it is known that only one transition is occurring at a time. The conversion is 

then computed separately for each section and combined at the end to give the final result. 
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It should be noted that the MP-GRO TDCs of [101] and [103] achieved high sampling rates 

of 100 MHz and 200 MHz, respectively. This is because the conversion result is available 

very shortly after the arrival of the stop signal (i.e., flash operation) as opposed to the 

Vernier TDCs and pulse shrinking methods.  

 While the MP-GRO TDCs were able to achieve a high sampling rate and a very fine 

resolution, due in part to the noise shaping used in these examples, their disadvantages 

often include higher power consumption resulting from the lengthened state transition times 

and the complex sampling circuitry.  

 
Figure 2-7:Diagram of a multipath gated ring oscillator (MP-GRO) TDC (© 2021 IEEE). 

 

2.2.4. DS TDCs 

Higher-order noise shaping was also shown to be an effective means of achieving high 

resolution, as demonstrated by ΔΣ TDCs. Analogous to ΔΣ ADCs, ΔΣ TDCs perform data 

conversion by using ΔΣ modulators to achieve quantization error noise shaping, thus 

increasing the effective resolution. In the general structure shown in Figure 2-8, a low-

resolution TDC is used to coarsely quantize the input. The output code is then passed 

through a digital-to-time converter (DTC), which converts the code to a pulse width that is 

subtracted from the previously quantized value. The remainder can then be processed with 

the same low-resolution TDC to achieve a finer resolution. The main difficulties that were 
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faced in the development of ΔΣ TDCs are the implementation of circuits to perform time-

domain operations such as addition, subtraction, and integration.  

 

Figure 2-8: Diagram of a DS TDC (© 2021 IEEE). 
 

In [111], a 3rd order ΔΣ TDC was developed using half-delay time integrators formed by 

two AND gates, a charge pump, and a voltage integrator. The charge pump was responsible 

for converting time information to a voltage prior to integration. This TDC achieved an 

effective resolution of 4.7 ps in a 110 nm technology at a sampling rate of 12.8 MHz with 

a moderately large dynamic range of 39.06 ns. The power consumption of this TDC was 

also very low, being reported as 0.4 mW, due to the simplicity of the half-delay time 

integrator. Another ΔΣ TDC developed in [110] was able to obtain an effective resolution 

of 5 ps at a sampling frequency of 50 MHz. While this TDC achieved an improved sampling 

rate for a comparable resolution and area requirement, the power consumption was 

increased to 3.5 mW due to the gated delay lines (GDLs) chosen to perform the time-

domain arithmetic operations.  

2.2.5. Time Amplification TDCs 

The GDLs used for implementing time integration in the ΔΣ TDC from [110] were also 

used to implement time amplification for the TDCs designed in [115] and [112]. The pulse-

train time amplifier (TA) proposed in [115] and [112] achieved linear and programmable 

time amplification without a calibration circuit. Using DLs and an OR gate to generate non-

overlapping replicas of an input pulse width, the time interval is amplified by passing the 

replicas as the enable signals to a GDL. These replicas enable the input signal (tied to VDD) 
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to propagate through a number of stages in the GDL equal to the total pulse width of all the 

replicas. The new pulse width stored in the GDL is then equal to the original pulse width 

multiplied by the number of replicated pulses, which can be programmable.  

A two-step TDC in 65 nm CMOS was developed in [115] that used this pulse train TA 

in between its coarse and fine DL-based TDC stages. This allowed the design to achieve a 

higher resolution and dynamic range than the basic DL TDC with the same number of delay 

elements. The coarse and fine stages were designed identically such that the increased 

resolution of the fine stage comes as a result of the time amplification. Due to the flash 

conversion nature of DL-based TDCs, this design was able to achieve a high sampling rate 

of 200 MHz, at which the power consumption was 3.6 mW. The proposed TA occupied 

only 0.0024 mm2 on chip and the total TDC area was 0.02 mm2, being one of the most 

compact designs in Table 2-1. A resolution of 3.75 ps was achieved with a dynamic range 

of 0.476 ns, which could be improved by using a RO counter method in the coarse stage as 

opposed to a DL TDC.  

In [112], a 9-bit TDC was developed in 65 nm CMOS that achieved a resolution of 1.12 

ps by using GDLs to implement a pipelined TDC. The proposed TDC consisted of 3 

pipelined stages with intermediary 4x pulse-train TAs, resulting in a total gain of 64. Each 

pipelined stage was responsible for quantizing their input signal using a DL, and 

subsequently amplifying the residual and passing it to the next stage. The pipelined 

operation allowed for multiple conversions to occur at a given time as each stage operates 

independently and synchronously. This allowed the TDC to achieve a high sampling rate 

of 250 MHz; however, the power consumption and area requirements were degraded to 

15.4 mW and 0.14 mm2 respectively, from the TDC of [115].  

While the pulse train TA has shown promising results, time amplification was most 

commonly achieved in TDCs by exploiting the metastability window of SR latches. The 

first proposed coarse-fine TDC utilized an SR latch to achieve a resolution of 1.25 ps [122].  

This can often result in inaccurate gains with narrow input ranges if methods of calibration 

or linearization are not considered in the design. However, due to its compact nature, the 

SR latch TA can be implemented in a smaller silicon area and with lower power 



M.A.Sc. Thesis - R. Scott               McMaster University - Electrical and Computer Engineering 

35 

consumption. Additionally, while the previous time amplification TDCs utilized a 

feedforward approach as in Figure 2-9, a feedback time amplification topology was 

demonstrated in the literature as in Figure 2-10. 

 
Figure 2-9: Diagram of feedforward time amplification (TA) TDC (© 2021 IEEE). 

 

 In fact, the best performance for FOM2 was demonstrated by the TDC from [52] that 

utilized a single-stage V-GRO with a feedback path containing an SR latch-based TA. This 

topology would theoretically allow for repeated conversions on the residual of the 

measurement result; however, the proposed design implemented only a single feedback 

iteration. During operation, the start and stop signals undergo a coarse conversion using a 

counter on the slow RO. Afterwards, the conversion residual was generated, amplified, and 

applied as the input to the same V-GRO, where it then underwent another coarse 

conversion. On the last feedback cycle, a fine conversion was also performed using the 

single-stage VRO method. Due to the feedback nature, this TDCs throughput was limited 

to 10 MHz. This sampling rate was a moderate performance compared to most of the results 

of Table 2-1. However, if a higher throughput is desired, then the resolution can be 

sacrificed to 6.01 ps in order to operate the TDC in a feedforward mode where the sampling 

rate is given as 250 MHz, being one of the highest of Table 2-1. It should be noted that this 

TDC implemented offline calibration for digitally controlling the oscillators as well as for 

correcting the TA, which may be impractical or undesirable for certain applications such 
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as ToF PET which requires thousands of channels of TDCs in a complete system. This 

TDC was able to achieve the second highest resolution of Table 2-1 at 0.98 ps over a wide 

dynamic range of 5.76 ns. The area was only 0.02 mm2
 and the power consumption was 

moderate at 3.0 mW. The TDC also achieved an acceptable maximum INL of 2.2 LSB, 

which was likely improved due to the single-stage structure of the Vernier TDC. Overall, 

this TDC was able to achieve competitive performance in all the metrics with no major 

weaknesses, which is indicated by it being the highest-ranked TDC in terms of FOM2. 

 
Figure 2-10: Diagram of a feedback time amplification (TA) TDC. The feedback TA TDC places the TA in 
the feedback path and therefore requires only a single TDC stage (© 2021 IEEE). 
 

2.3. TDCs for Biomedical Imaging Applications 

In recent years, the integration of TDCs with arrays of highly sensitive photodetectors 

known as SPADs has led to incredibly powerful sensors such as SPAD imagers and dSiPMs 

(summarized in Table 2-2) that are capable of timestamping the detection of individual 

photons. SPAD-based sensors have found numerous applications in biomedical imaging, 

such as: Raman spectroscopy [123], functional near-infrared spectroscopy (fNIRS) [124], 

fluorescence correlation spectroscopy (FCS) [125], PET [2], FLIM (widefield [126], 

confocal [127], and Förster resonance energy transfer (FLIM-FRET) [128]), and near-

infrared diffuse optical tomography (NIROT) [20]. In this section, we focus on the  
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Table 2-2: Summary of TDC integrated with SPADs to form dSiPMs and SPAD imagers (© 2021 IEEE). 

Year 
Ref. 

SPAD TDC SYSTEM 

Cell Pitch FF Peak PDP Median 
DCR 

Type LSB DR DNL/INL Tech. # SPADs # TDCs TDC Sharing App. 

Unit µm2 % % Hz (@RT) - ps ns LSB nm - - - - 

2011 
[129] 50x50 1 

27.5 @ 460nm 
Vex=1.40V 

50 
Vex=0.73V GRO 55 55 0.3/2 130CIS 

20480 
(160x128) 20480 Integrated 1:1 with SPAD FLIM 

2012 
[19] 

21.5x21.5 10 - 5.5k 
Vex=3.0V 

GRO 56.5 3700 - 130 1024 
(32x32) 

16 8 interleaved TDC pairs 
shared through OR-tree 

FLIM 

2012 
[18] 50x50 2 

25 @ 500nm 
Vex=1V 

100 
Vex=1V 

Interp. 
(DL) 119 100 0.4/1.2 130CIS 

1024 
(32x32) 1024 Integrated 1:1 with SPAD FLIM 

2014 
[3] 

48x48 0.77 30 @ 425nm 
Vex=1.5V 

544 
Vex=2.5V 

Interp. 
(DL) 

62.5 64 <4/<8 130 4096 
(64x64) 

4096 Integrated 1:1 with SPAD FLIM 

2014 
[130] 

30x50 21.2 30 @ 420-430nm 
Vex=4V 

~70k 
Vex=4V 

GRO 51.8 3390 1.97/2.39 
(LUT) 

350HV 416 
(16x26) 

48 Column parallel TDCs 
(3 per column) 

PET 

2014 
[2] - 42.6 

45 @ ~410nm 
Vex=1.5V 

13.7k 
Vex=1.5V GRO 64.56 261.59 0.28/3.9 130CIS 

92160 
([24x30]x[8x16]) 256 

2 interleaved TDCs per pixel 
shared through OR-tree PET 

2015 
[4] 

23.78x23.78 43.7 - 1.4k 
- 

GRO 40 >2600 - 130CIS 2048 
(256x8) 

256 Shared by columns through 
OR-tree and select logic 

FLIM 
Raman 

2015 
[20] 11.75x11.75 23.3 

12.2 @ 800nm 
Vex=1.5V 

35k 
Vex=1.5V 

RO 
2-spd. 49.7 200 0.44/0.47 1303D 

800 
(2x400) 100 

Shared by 2x4 groups of 
SPADs through WTA circuit NIROT 

2015 
[42] 8x8 19.6 - - TAC 6.66 50 - 130CIS 

65536 
(256x256) 65536 Integrated within SPAD cell FLIM 

2015 
[131] 

30x50 ~39 18.6 @ 420nm 
Vex=3.5V 

37k @ 20°C 
Vex=3.5V 

GRO 48.5 6360 0.75/4 350HV 67392 
([16x26]x[9x18]) 

432 Column parallel TDCs 
(48 per mini-dSiPM column) 

PET 

2018 
[132] 19x5 - - - RO 40 1000 0.12/<1 40 

32768 
([128x64]x[2x2]) 512 

Column parallel TDCs 
(1 TDC per semi-column) PET 

2019 
[133] 

~16x16 32.1 ~31 @ 450 nm 
Vex=5V 

500 
Vex=2.8V 

GRO 80 81.8 0.2/2.4 150 3840 
([3x10]x[16x8]) 

128 Shared by 3x10 groups of 
SPADs through OR-tree 

Particle  
Therapy 

2019 
[134] 

18.4x9.2 13 34 @ 560 nm 
Vex=1V 

25 
Vex=1.5V 

GRO 33 135 0.9/5.64p-p 40 24576 
(192x128) 

24576 Integrated 1:1 with SPAD FLIM 

2020 
[135] 

62.3x202.4 
(2 SPADs) 37 

~54 @ 400 nm 
Vex=3.3V 

424 
Vex=3.3V VDL 78 ~10 0.039/0.58 350 

1728 
([12x36]x[2x2]) 1 Shared through OR-tree NIRS 
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applications of PET, FLIM, and DOT. 

It should be noted that SPAD imagers generally refer to SPAD arrays where photon 

counts and timing information are commonly available at the pixel level, while dSiPMs 

often refer to sensors in which the outputs of an array of SPADs are summed to give a 

totally digital output on a single channel (analogous to an analog silicon photomultiplier). 

As a convention for simplicity and clarity in this thesis, we will often refer to dSiPMs and 

SPAD imagers using the umbrella term “SPAD-based sensors” in order to avoid any 

misclassification while still providing a comprehensive overview of the hardware being 

developed in this field. Additionally, while it is not required for a SPAD-based sensor to 

contain a timing circuit, this thesis will only discuss SPAD-based sensors that integrate at 

least one TDC. In this section, TDCs will be discussed in how they relate to the system-

level design and performance of SPAD-based sensors. Examples of the most common TDC 

topologies integrated with SPADs are described. An overview of methods for sharing TDCs 

between arrays of SPADs is then discussed, along with the impacts this has on the detector’s 

performance. Lastly, the readout methods currently being employed are considered, as 

bandwidth requirements become a key concern in the development of large SPAD-based 

sensors with high throughput.  

 

2.3.1. TDC Topologies 

As shown in Table 2-2, since the early integration of TDCs with SPADs, a common 

approach to time interval measurement was delay line interpolation of a reference clock 

using a DLL (shown in Figure 2-11). These TDCs are constructed by using a coarse counter 

that records the number of periods of a reference clock during the measurement interval. 

By locking a delay line to the reference clock, multiphase clocks can be generated that are 

equally spaced throughout the reference period. Sampling the multiphase clock can then 

provide a finer measurement of the time interval, where a larger number of delay elements 

in the DLL (i.e., more phases) gives a finer resolution. 
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Figure 2-11: Diagram of a differential delay-locked loop (DLL) interpolation TDC (© 2021 IEEE). 

 

In [17], a 32-phase clock was generated from a DLL and used alongside a 5-bit coarse 

counter to obtain a 350 ps resolution, with a dynamic range of 358 ns. Further levels of 

interpolation were used in other works to achieve improvements in the resolution. In [136], 

a three-level interpolating TDC was used to give a 97.66 ps resolution with a 100 ns 

dynamic range. Using the multiphase clock generated by a master DLL, a 40 MHz reference 

clock was divided into 16 evenly spaced phases. By performing the first level of 

interpolation on a global level and then performing the fine interpolation within each TDC, 

the size of the TDC circuitry was greatly reduced due to the sharing of the coarse DLL by 

the fine interpolators. Locally, consecutive phases of the multiphase clock were then used 

to divide the frequency once again with another DLL, using a separate 32 stage delay line.  

 In recent years, RO-based TDCs were the most common TDC architecture for SPAD-

based sensors (shown in Figure 2-12). In contrast to many of the state-of-the-art TDCs 

discussed in the previous section, RO-based TDCs integrated with SPADs generally opt 

for the use of differential delay elements due to their ability to reject common-mode noise. 

In this approach, a RO can be formed from differential buffer elements, with reversed 

polarity feedback connections from the first to last stages, in order to ensure stable 

oscillations [137].  

At the system level, there are likely to be many TDC circuits, so gating was generally 

adopted to lower the power consumption as in [129]. Here, additional logic in the RO starts 
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the TDC and freezes the state upon detection of the stop signal. This work also used this 

logic to reset the state of the TDC between conversions. In other works, gating was used as 

a means of obtaining noise shaping. In [4], the phase of the TDC was held at the end of a 

conversion instead of being reset. This allows the next conversion to start from where the 

previous measurement stopped in order to improve the linearity through noise shaping by 

effectively integrating the error across consecutive measurements. Improvements in the 

nonlinearity performance were also demonstrated through adopting the sliding scale 

property as in [132]. By allowing the ROs to run asynchronously to the system reference 

clock, the phase in which a measurement begins is no longer fixed, which allowed this work 

to minimize the impact of global and local transistor variations, as well as any oscillator 

mismatch, for a reported 6.25 times improvement in the linearity.  

 
Figure 2-12: Diagram of a differential ring oscillator TDC (© 2021 IEEE). 

 

While basic ring oscillators were most commonly reported in SPAD-based sensors, in 

the fully integrated SiPM Blumino, a MP-GRO (see Section 2.2.3) was used to form the 

TDC [138]. Due to their simple structure, the MP-GRO TDCs can be integrated in a small 

area and are viable candidates for higher resolution TDCs in SPAD-based sensors. An 

additional variation on the RO-based TDC was presented in [20], where a dual-speed RO 

was used in order to lower the power consumption. As traditional RO TDCs require high-

frequency operation for fine resolution, this work aimed to limit the RO frequency for the 
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majority of the conversion without sacrificing the fine LSB. At the start of a conversion, 

the oscillator is enabled in a slow mode at 246 MHz, which determines the 5 MSBs of the 

result using a coarse counter. Following the next falling edge of the clock signal, the RO is 

switched into a fast mode at 2.52 GHz, where it is tracked by a fast counter. The state of 

the slow and fast counters, as well as the RO phase at the end of the conversion, give the 

measurement result. This topology resulted in a very low power consumption of 15 µW at 

a sampling rate of 500 kHz. 

Although most of the designs integrating TDCs with a large number of SPADs have used 

simpler topologies, the design of [135] implemented a VDL TDC. A variation on the sliding 

scale method was used, where the TDC signals were injected on different sections of the 

delay line, which had the effect of averaging the bin widths across this range to improve 

the linearity by ~3.5 times. Two DLLs were used to lock the slow and fast delay lines to 

global references, and a resolution of 78 ps was obtained within a 10 ns range. In future, 

the VRO topology could be used to obtain this range in a smaller area, allowing for higher 

resolution. Gating of the oscillator could additionally be used in place of the sliding scale 

method as a means of improving the linearity through noise shaping. 

While not as common, TACs were used in [42]. Due to the low transistor count of the 

TAC circuitry, this work was able to achieve a high fill factor of 19.6%, even considering 

that it used a TAC integrated into the front-end of each SPAD. Additionally, this work 

showed a fine resolution of 6.66 ps. The main advantage of this approach is that the TAC 

circuitry can be directly integrated with the SPAD biasing and quench/reset circuitry on the 

pixel level. However, while this design achieved a high resolution and high fill factor, it 

does not take into account that the complete system was not fully integrated into the chip 

and required external ADCs to complete the time interval measurement. In the works of 

[139]–[142], a SPAD array was routed to a set of parallel TACs, that recently reported 

precision of less than 10 ps FWHM, high-throughput, and a strong linearity performance 

with a peak-to-peak DNL less than 1.5% of the LSB. 
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2.3.2. TDC Sharing Schemes 

Although the work of [42] was able to achieve a relatively high fill factor of 19.6% with 

TACs integrated into the SPAD front-end circuitry, in Table 2-2 it is shown that in general, 

TDCs being integrated 1:1 with SPADs provide the lowest fill factors. The sensor designed 

in [129] consisted of a 160 x 128 array of SPADs, integrated directly with RO-based TDCs 

in a 130 nm CMOS process. This resulted in a low fill factor of 1%. A higher fill factor of 

2% was demonstrated with 1 TDC per SPAD in [18]. However, the TDC resolution was 

also worsened by a factor of approximately half, indicating a trade-off between fill factor 

and timing resolution when integrating a TDC with each SPAD.  

Recently, a 192 x 128 SPAD array was fabricated in a 40 nm process, including 33 ps 

per-pixel TDCs [134]. The advanced technology node not only helped in achieving 

improved resolution due to the faster logic transitions in the TDC, but also in achieving a 

high fill factor of 13%, considering per-pixel TDCs. Using microlenses, the fill-factor was 

further improved to 42%, resulting in an effective PDE of ~14%. Additionally, the SPADs 

in this design demonstrated a very low median dark count rate of 25 Hz at a 1.5 V excess 

bias. 

It should be noted that while designs using TDCs integrated directly with individual 

SPADs could potentially provide the highest single-photon timing resolution, in the 

majority of the published works, TDC sharing schemes are one of the most common ways 

to improve chip fill factor when a 1:1 integration is not viable. A summary of TDC sharing 

schemes is illustrated in Figure 2-13. 

 In an effort to improve the SPAD-based sensor performance to have a higher PDE, the 

spatial resolution of the SPAD array can be compressed in order to provide a higher fill 

factor by sharing TDCs between a group of SPADs. This approach is particularly effective 

when the sensor is expected to operate in a low photon density mode, such as with PET 

imaging. A common method was to use row or column parallel TDCs. In [136], a 128 ´ 

128 SPAD array was partitioned into rows, where groups of 4 adjacent SPADs shared a 

single TDC. This work achieved a fill factor of 6% and a peak PDE of ~2%, showing 4 

times peak PDE improvement over a 1:1 SPAD to TDC interface. This work also used a 
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row selection transistor within the SPAD pixel in order to enable one row at a time for 

acquisition. Therefore, the number of TDCs is reduced, as each row can share the same set 

of 32 TDCs since they will never be activated at the same time. A key disadvantage of this 

approach is that events can be missed if only a single row is activated at a time.  

 
Figure 2-13: Illustration of various methods of sharing TDCs between an array of SPADs (© 2021 IEEE). 

 

Using variations on this methodology, considerable improvements were made in the 

following years. In [130], a 16 x 26 array of SPADs shared 48 TDCs. With 3 TDCs per 

column, a peak PDE of over 6% and a fill factor of 21.2% was achieved. Later, a high fill 

factor using this approach was designed at 43.7% by the 256 x 8 SPAD array developed in 

[4]. Here, 8 SPADs in a column shared a single TDC through an OR tree. It should be noted 

that only a 256 x 4 subset of these SPADs are enabled at a given time, based upon whether 

the red or blue mode of the sensor is selected.  

Although the row or column wise sharing of TDCs was a popular approach, even larger 

groups of SPADs were shared using more complex TDC triggering networks. In [2], arrays 

of 24 ´ 30 SPADs effectively shared a pair of two interleaved TDCs. Each 24 ´ 30 group 
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of SPADs was split into 12 ´ 15 SPAD arrays, and 3 adjacent SPAD outputs were passed 

to OR gates. This method sacrificed spatial resolution in order to achieve a high fill factor, 

since in the PET imaging application, the photon surface density is low. After the OR gates, 

each of their outputs was passed to a monostable. Here, the SPAD pulses are compressed 

in time in order to minimize the chance of an overlap between the outputs of separate 

SPADs. Thus, the photodetection dead time is reduced by a method known as temporal 

compression, which can also help to reduce pile-up effects for applications such as FLIM 

and NIROT. The monostable outputs can then be passed to a final OR tree and routed to 

the appropriate TDC. Using a multiplexer that allows for one interleaved TDC to be active 

while the other writes its result, the TDC dead time is avoided through ping-pong operation. 

This general scheme of 720 SPADs sharing a pair of 2 interleaved TDCs is replicated in an 

8 x 16 array, resulting in a high fill factor of 42.6% across the detector (35.7% at the chip-

level including I/O, power ring, and bonding pads), and a peak PDE of ~16% at a 

wavelength of 410 nm, and an excess bias of 1.5 V. This work indicated that the spatial and 

temporal compression approaches could provide a design alternative capable of achieving 

high fill factors.  

 An approach that could perhaps achieve the highest fill factors is through the use of 

3D IC technologies. By designing the photodetection circuitry and the digital/mixed-signal 

circuits, including the TDCs to be in separate tiers, it is possible to obtain a sensor with a 

high fill factor, even when sharing very few SPADs to a given TDC. In [20], an array of 2 

x 400 SPADs was implemented in the top tier, while time interval measurement was 

performed in a bottom tier of a 130 nm 3D CMOS process. Specifically, in the top tier the 

SPADs are grouped into 2 x 4 arrays, connected by through-silicon vias (TSVs) to 

processing blocks in the bottom tier. While in this work, conservative design choices were 

made in the SPAD design, a relatively high fill factor of 23.3% was still achieved. It was 

estimated by the authors that with optimal SPAD design from experienced designers, the 

fill factor could be made higher than 70%. The growing trend of 3D-stacked imagers (e.g. 

[143]–[145]) employing a large number of TDCs is expected to continue in the coming 
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years, and as such, optimal readout of the large amount of data generated by these TDCs 

should be considered. 

2.3.3. Data Readout 

In general, there were two main readout methods used in SPAD-based sensors for 

biomedical imaging. Frame-based sensor operation and readout were commonly used for 

applications such as FLIM, NIROT, and Raman spectroscopy, where the photon detections 

are correlated with a reference clock signal. One example was presented in [18]. Since a 

TDC was integrated 1:1 with each SPAD, a large amount of data needs to be transferred in 

order to generate high-speed images over the entire detector array. To achieve this, the 32 

x 32 detector array was split into two 16 x 32 sections. A 1 µs data acquisition period was 

used, where the data stored from the previous frame would be serialized column-by-column 

and read out. Simultaneously, new data could be collected to allow for continuous data 

collection. The data was read out in a rolling shutter approach, which has the advantage of 

not requiring any additional address information, as the order in which data is passed is 

predetermined.  

The second method of readout is based on an event-driven mechanism and is highly 

effective when photon detections are sparse [146]. While the frame-based approach can be 

used for obtaining high-speed time-correlated images across an entire pixel array, this 

approach does not allow for any reduction of readout data in low photon density situations. 

The benefits of event-driven readout are even greater when photon events are uncorrelated 

with the reference clock signal as in PET imaging [132]. In [130], a threshold was used to 

decrease the bandwidth requirements by using the fact that photon events must exceed a 

specified energy threshold in order to be considered valid gamma events in PET imaging. 

For output data to be generated, the number of photon events triggering the TDCs must 

exceed a specified threshold within a predetermined timeframe. Otherwise, the system will 

be reset since the event will be deemed invalid. A dual threshold approach was used in [2], 

which was able to discriminate gamma events from background noise. A bin clock was 

used, during whose period the photon events are counted. Using an initial threshold only 

slightly above the noise floor, the first photons of gamma events can be detected even if 
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they occur near the end of a bin clock period. Detecting the first photons of these gamma 

events can lead to a more accurate ToF estimation, resulting in improved images. The 

second threshold can then be made much larger, such that only true gamma events are 

recorded, and background noise is rejected.   

A detailed mathematical derivation comparing frame-based and event-driven readout 

methods was performed in [147]. Using analytical expressions and numerical simulations, 

it was shown that in a frame-based readout architecture, a larger number of events could be 

recorded, but resource utilization is low. The event loss in the frame-based approach arises 

from only the first event in a pixel being recorded during the synchronous measurement 

interval, and a long clock period being needed to read out a large array. Conversely, the 

event-based readout scheme may save area and power by sharing readout resources more 

efficiently throughout the array when photon detections are sparse. In this approach, the 

sharing of resources is often the primary event loss mechanism. Also, in the event-based 

readout, the throughput will saturate more quickly at higher data rates and are therefore 

most useful when it is expected that data will be sparse over the detector array; but this is 

not always the case. 

 Based on these considerations, a hybrid of the frame-based and event-driven readout 

methods was implemented in [148]. This was termed as a router-based readout. Here, a set 

of timing lines are shared by all pixels within the array and connected to external data 

converters capable of operating at the same frequency as the laser. When an event occurs, 

the timing information is delayed, and selection logic that communicates with all pixels 

will determine which of the shared lines to connect to the timing data. The selection process 

is allowed to last longer than a clock cycle, as a pipelining approach is utilized to enable 

high throughput. In addition to traditional frame-based event loss, this approach also has 

loss in each pixel during the time in which the selection logic of that pixel is active. If more 

events occur than selection lines that are available, loss will manifest as well. This work 

could achieve higher throughput than even the frame-based approach when photon 

detections were less than 1% of the laser frequency. At higher rates, the throughput 

approaches that of the event-based approach, with the bandwidth being dominated by the 
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required address bits. 

2.4. Conclusions 

TDCs were a heavily studied research topic in recent years. While the common TDC 

methods apply different principles, they all attempt to balance the set of trade-offs 

illustrated in Figure 2-14. By choosing a metric to optimize from the left, potential trade-

offs are shown within that row. For example, if the sampling rate (FS) is to be optimized, 

the LSB will be worsened if the range is fixed. Optimizing FS also inherently limits the 

dynamic range as you cannot sample faster than flash conversion. Higher sampling rates 

are also noted to give higher power consumptions because of high-speed clocks or 

parallelized conversions that utilize more hardware, which additionally increases the size. 

By observing these trade-offs, a designer should identify the requirements of the targeted 

applications and aim to balance the key performance requirements. Additionally, we expect 

that new TDC topologies will continue to be developed to reduce the impact of some of 

these trade-offs, similar to how recent pipelined TDCs have allowed high-throughput TDCs 

to be designed while maintaining fine resolution. 

 
Figure 2-14: Graphical summary of the general TDC trade-offs (© 2021 IEEE). 

 

Due to their capabilities to be integrated with high-performance photodetectors known 

as SPADs, TDCs can be used to timestamp individual photon detections in dSiPMs and 

SPAD imagers. SPAD-based sensors integrated in CMOS technology provide the 

capability to readily commercialize high-performance and low-cost biomedical imaging 

sensors for applications such a PET, FLIM, and DOT. In this chapter, we reviewed the 
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fundamental principles and performance metrics of CMOS TDCs. In addition, we 

performed a detailed analysis of state-of-the-art CMOS TDCs, and the integration of TDCs 

with SPAD arrays to form dSiPMs and SPAD imagers. 
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Chapter 3 

Time-to-Digital Converter Using Feedback 

Time-Amplification 

3.1. Operating Principle 

As seen from the previous chapter, state-of-the-art TDCs can achieve resolutions in the 

order of picoseconds. However, TDCs integrated with SPAD arrays often use simpler 

topologies such as the delay line interpolation of a DLL or basic ring oscillators since higher 

resolution TDC structures were shown to occupy larger silicon areas. Therefore, in this 

work, we aimed to design a TDC capable of achieving fine resolution while minimizing 

the potential negative impacts on the fill factor if integrated with a SPAD. To achieve this 

goal, a multi-stage TDC structure was used in a feedback configuration where the first TDC 

stage and the time amplifier were reused through a multiplexing scheme to improve the 

area efficiency. A block diagram of the proposed TDC is depicted in Figure 3-1, and a 

simplified diagram of the timing path is provided in Figure 3-2.  

The time difference between the start and stop signals are converted to a pulse width on 

a single line and routed through a 2:1 multiplexer (MUX) as the enable signal to the gated-

delay line (GDL) of the upper TDC stage. While the enable pulse is high, propagation of a 

rising edge is enabled in the GDL, and the phase of the GDL is held after the falling edge 

of the pulse. The control logic is designed to sample the state of the first delay line, and the 

sampler result can be encoded to give the most significant bits (MSBs) of the output code. 

The sampler state is also used to generate the remainder by once again enabling the GDL 

and generating another pulse width equal to the time it takes for the rising edge to reach the 

second-next delay element. The second-next delay element is used to generate the 
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remainder instead of the next delay element in order to ensure the pulse width is wide 

enough to be accurately generated by the remainder generation logic, which uses an SR-

latch for pulse generation.  

 
Figure 3-1: Block diagram of the proposed feedback time amplification TDC. 

 

The remainder that is generated from the upper TDC is then routed through a 2:1 MUX 

by the control logic and passed to the pulse-train time amplifier (TA). The pulse-train TA 

takes a pulse width as input and creates 8 non-overlapping replica pulses with the same 

width. These replicated pulses are passed through a 1:2 demultiplexer (DEMUX) as the 

enable signals to the lower TDC stage. This results in the time residual being amplified by 

8 times, as the GDL in the next TDC stage accumulates the width of all 8 pulses. The state 

of the lower TDC’s GDL is sampled by the control logic, and the result is encoded to 

generate the medium-resolution bits of the output code, and to generate the next remainder.  

The control block then switches the select inputs on all the MUXs and DEMUXs. This 

allows the remainder of the lower TDC stage to be routed to the TA, and then undergo the 

third and final conversion in the upper TDC to give the least significant bits (LSBs) of the 

output code. This MUX/DEMUX scheme effectively shares the TA, which is one of the 
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largest sections of the circuit. Additionally, it reduces the need for a third TDC stage that 

would otherwise be required in this topology for the three levels of conversion that are 

achieved. While this topology would theoretically allow for repeated conversions on 

remainders from each stage, here we designed for only three levels of conversion, as the 

nonlinearity performance will degrade for a larger number of remainders that are time 

amplified. The optimal level of conversions for a given application will depend on the 

required resolution and the tolerable level of nonlinearity. 

 

 
Figure 3-2: Timing diagram of the proposed feedback time amplification TDC. 

 

3.2. Circuit Design 

In the previous section, the general operation of the TDC was discussed using the block 

diagram in Figure 3-1. Here, we will discuss the hardware implementation of the main 

blocks in detail, highlighting additional design considerations that needed to be made at the 

circuit level. 

 

3.2.1. Control Block 

An illustration of the TDC control block is shown in Figure 3-3. The function of this 

block is to allow for synchronous operation of the TDC with respect to a reference clock. 

The control block uses an edge detection circuit to generate pulses on the rising and falling 

edges of a 200 MHz reference clock. These edges increment a 4-bit ripple counter, whose 

states are passed to a combinational logic network to generate the signals SET1, SET2, RST1, 

RST2, RSTmaster, and SEL. 
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The SET signals are applied as the inputs to the GDLs, and transition high shortly before 

the input pulse width is applied to the GDL enable input. The rising edge of each SET signal 

will also clock the sampler array in the opposite TDC stage. A delayed version of each SET 

signal, generated by passing the signal through a small number of buffers, is used to initiate 

the remainder generation logic. The delay is used to ensure that the remainder is not 

generated until the state of the sampler array is stabilized (i.e., after a buffer time to avoid 

metastability of the DFFs). 

 
Figure 3-3: Simplified schematic of the control block. 

 

The RST1 and RST2 signals are used to ensure the state of the GDLs are cleared before 

the start of a conversion. Since the first TDC stage will quantize the initial input pulse and 

the second remainder, it is reset during the time in which the second TDC stage completes 

its conversion. Since in this implementation the second TDC stage only completes one 

conversion during the measurement cycle, the RST2 signal is not required. However, it was 

included in the control block in case this work was expanded to employ a larger number of 

feedback cycles. The TDC also employs a signal RSTmaster, whose output comes from a 
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monostable, that generates a reset pulse that is passed to all flip-flops within the TDC after 

a measurement is completed. The RSTmaster pulse can also be generated from a momentary 

pushbutton switch on the PCB to ensure the TDC is in a known state at power-up. 

Lastly, the control block generates a signal called SEL. This signal is used for controlling 

the select inputs of all MUXs and DEMUXs in the TDC. This allows the TDC to be 

configured in a feedback loop, reducing the number of delay lines and sampling circuits 

required compared to the feedforward TDC approach. This also means that only a single 

TA is required, which reduces the area requirements. 

 

3.2.2. Digitally-Controlled Gated Delay Line 

Since the pulse train TA output must be routed to a GDL, the delay cells in this design 

are formed from gated buffers, as shown in Figure 3-4. The buffer input is set to VDD during 

the conversion by the SET signal in the control logic, and the time intervals are applied as 

pulses on the delay cell enable inputs. The buffer delay is set using an 8-bit digital delay 

bias circuit as in [149], which is illustrated in Figure 3-5. Digital control signals which are 

connected to external pins of the chip are routed to the gates of 8 binary sized PMOS 

transistors. Each 8-bit digital code will result in a unique current being sourced to the 

NMOS current mirror, generating the analog control voltages for the delay line Vcn and Vcp. 

The achievable delay range of this circuit was kept large to ensure the desired delay is 

achievable in all process corners and that the delay line can be finely tuned such that the 

resolution is well controlled. The delay bias circuit is shared between both TDC stages and 

should be replaced by a delay-locked loop to reduce jitter in a final application. Both GDLs 

were designed for a ~5 ns delay across 16 delay elements, resulting in ~312.5 ps delay per 

stage. However, for the purposes of testing, two additional delay elements were placed at 

the end of each GDL to ensure that any nonlinearity in the remainder generation does not 

result in amplified remainders that exceed the dynamic range of either TDC stage.  
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Figure 3-4: Schematic of the current-starved gated delay cell that is replicated to form the gated delay lines. 
 

 A replica of the TDC delay lines was placed on the chip to perform initial calibration 

and determine the correct 8-bit bias code that would give the desired delay. As each stage 

of the GDL within the TDC is capacitively loaded by an arbiter from the sampler array and 

a buffer to the remainder generation logic; dummy cells of the arbiter and buffer were 

included in the delay line replica to ensure the same capacitive loading for the calibration 

procedure. 

In the delay cell is shown in Figure 3-4, M3, M4, M8, and M9 are two series-connected 

inverters that construct a buffer. The transistors M2 and M5 limit the first inverter’s 

switching current, such that the propagation delay through the buffer is dependent on the 

voltages Vcn and Vcp that are generated by the digital delay bias circuit in Figure 3-5. Gating 

is achieved by means of transistors M1, M6, M7, and M10. These transistors are turned on 

while the input pulse width to each stage is active, and otherwise isolate the inverters from 

VDD and GND in order to hold the delay line state. After each conversion result is 
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determined, the delay line can be reset through the transistors M11 and M12 by a reset pulse 

from the control logic. As this implementation aimed to achieve small size, the minimum 

length is used for all transistors in the delay cell, and the width is kept just above the 

minimum for the NMOS. The PMOS width was sized for symmetric rise and fall times 

(~2.5 times the NMOS width for these buffers). 

 
Figure 3-5: The digitally-controlled delay line (DCDL) biasing circuit. 

 

3.2.3. Input Pulse Generator 

 A simplified depiction of the input pulse generation stage is shown in Figure 3-6. In 

order to convert the rising edges of the TDC start and stop signals to a pulse width, a NOR 

gated SR-latch was used (note that Figure 3-6 does not show the full gated latch). The 

gating was required in order to guarantee that the latch is in a known state prior to the 

conversion, due to the indeterminate state of the conventional NOR SR-latch when both 

inputs are low. Additionally, the finite rise and fall times of the latch limit the ability of this 

circuit to convert narrow input time intervals into reliable pulse widths. Therefore, to avoid 

the narrow pulse width issue, a 1 phase offset (i.e., the delay of 1 element of the GDL) is 

added to the input time before being sent to the latch. This offset is added by using replicas 

of the GDL elements at the input stage, with dummy cells that replicate the capacitive load 

seen by the delay element within the GDL to ensure consistent delay. Since the offset is 

equal to 1 phase of the GDL, it is easily removed by post-processing to give the final result.  
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Figure 3-6: Schematic of the input pulse generator. 

 

3.2.4. Sampler Array 

 In the TDC, an array of samplers is used to store the state of the GDLs for each stage 

of the conversion. The samplers are constructed as shown in Figure 3-7 and are connected 

to the output of each stage of the GDLs. Since the layout of DFFs have asymmetric 

propagation delays for the data and clock signals, symmetric arbiters can more accurately 

determine the order of arrival of two signals. A NAND SR-latch based arbiter is used in this 

implementation [150].  

Initially, the output of both NAND gates are high, and thus the inverter outputs are low. 

The rising edge of either Phase[i] or SET causes the output of the respective NAND gate to 

go low, and then the output of the connected inverter goes high. Since the NAND gate’s 

output sets the source voltage of the PMOS in the opposite inverter to GND, the second 

inverter’s output is blocked from transitioning high. The SET signal passes through a delay 

in the control block, such that it clocks the DFF and stores the state shortly after the arbiter 

result has settled from its metastable state. True single-phase clock (TSPC) DFFs are used 

in this circuit due to their low transistor count and resulting compact size. 
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Figure 3-7: Schematic of the sampler, consisting of an arbiter and DFF, that is replicated to sample the state 

of each gated delay line. 
 

 

3.2.5. Remainder Generation Logic 

After a time interval was applied to the GDL and the result was sampled, the remainder 

needs to be generated so that it can be time amplified and quantized in the next TDC stage. 

The complete remainder generation logic is shown in Figure 3-8 and consists of 16 

remainder generation cells (i.e., one for each phase of the delay line), whose outputs are 

routed to a 16-input OR gate. The remainder generation is initiated by the delayed SET 

signal of the previous stage, which will pass through a duplicate of the remainder generation 

logic in order to have symmetric propagation delays in each path so that no offset is added 

to the remainder, which contributes to the nonlinearity of the TDC. This causes a rising 

edge on the output of the SR-latch. At the same time, neighbouring results from the 

samplers of the previous stage are each passed to XNOR gates, whose active low signals 

will enable the inverter that passes the second next rising edge from the delay line. The 
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signal from the delay line is buffered to improve its drive strength and, due to the OR gate, 

will generate a single rising edge on the R input of the SR-latch. The result is an output 

pulse whose width corresponds to the remainder of the previous delay line. 

 
Figure 3-8: Schematic of the remainder generation logic. 

 

 

3.2.6. Time Amplifier 

In this work, a pulse train TA is used as it was previously demonstrated to provide linear 

time amplification over a wide input range without calibration [115]. The pulse train TA 

also has the benefit of being based on standard digital logic cells, providing ease of 

implementation. The principle of the pulse train TA is that by replicating a pulse and 

applying the replicas as the enable inputs to a GDL, the width of all replicas is accumulated. 

The result is time amplification of the input pulse width by the number of replicas.  

The structure of the pulse train TA is shown in Figure 3-9. To generate the replicas of the 

input pulse, a series of delays are tapped and applied as inputs to an 8-input OR gate. In 

order to ensure that the replicas are nonoverlapping, the delay elements are designed to 

have a longer delay (tTA) than the maximum input pulse width (tR). To achieve this across 
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all process corners in the post-layout simulation, each delay cell in the pulse train TA is 

composed of the series connection of 32 standard buffer cells. Since the goal is to achieve 

a time amplification factor of 8, 7 delay blocks are needed, resulting in a total of 224 

buffers. A benefit of the pulse train TA is that mismatch or jitter in tTA do not affect the 

linearity or jitter of the time amplification since it only changes the spacing between the 

replicas, not their pulse width.  

 
Figure 3-9: Schematic of the pulse-train time amplifier. 

 

3.3. Measurement Results 

 
Figure 3-10: Annotated layout of the complete TDC in the TSMC 65 nm CMOS process. 
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In this subsection, the results of the proposed TDC are presented for a design that was 

fabricated in the TSMC 65 nm process. The total square area of the TDC is 0.024 mm2; 

however, the core circuit area occupies only ~0.016 mm2. This would indicate that this 

structure is competitive in size with the most compact topologies of high-resolution TDCs. 

It should also be noted that the TDC was designed entirely of custom cells, but it could be 

significantly reduced in size by using the optimized standard cell libraries provided by 

TSMC, which were unavailable at the time of the design.  

 

3.3.1. Measurement Setup 

A custom PCB was designed for the measurement of the TDC. The clock, start, and 

stop signals are input to the board using SMA connectors and 50 Ω termination resistors to 

avoid reflections from an impedance mismatch. 6 dB RF attenuators are used to reduce the 

2 V minimum output of the delay generator to the 1 V required by the TDC chip. To supply 

the input code for the DCDL, an 8-bit DIP switch was included on the board. At the output 

of the TDC, buffer ICs are used to improve the drive strength of the TDC outputs to ensure 

they can drive the large capacitive load of the scope probes.    

To measure the performance of the TDC, the setup illustrated in Figure 3-11 was used. 

A 1 V bias for the TDC was provided by an Agilent E3646A DC power supply. The clock 

was generated using a PLL from a Xilinx Spartan VI FPGA evaluation board, and the TDC 

start and stop inputs came from a Berkeley Nucleonics Model 745 Digital Delay Generator. 

Lastly, a Lecroy Waverunner 625Zi mixed-signal oscilloscope was used for collecting and 

saving the data for further analysis. For all measurements, the delay generator and 

oscilloscope were programmed using MATLAB in order to automate the measurement 

process due to the significant time required to fully assess the performance of the 10-bit 

TDC. 
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Figure 3-11: Block diagram of the measurement setup used for the TDC characterization. 

 

3.3.2. Results and Discussion 

The first measurement that was conducted was to assess the delay response of the 

DCDL. As the delay line takes a digital code as input from an 8-bit DIP switch, not every 

code was measured, and only a coarse measurement was performed spanning from the 

minimum to maximum codes. It can be seen in Figure 3-12 that the delay line can achieve 

delays ranging from ~2.75 ns to 26 ns. While at low input codes, the delay increases very 

quickly, within the range of delays below 5 ns that the TDC was designed to operate in, the 

resolution of the DCDL is ~13 ps/code. This allows for the fine-tuning of the TDC 

resolution within the measurement range. 

 While the DCDL is capable of achieving delays with fine resolution within the desired 

range, it should be noted that the jitter of the delay line is still quite high since it is not 

locked by a DLL. Figure 3-13 shows the distribution of delay measurements for several 

input codes. The average jitter of the delay line was measured to be 62.3 ps. This is higher 

than the target resolution of 4 to 5 ps but could be reduced in the future if a DLL was used. 
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As such, the TDC can still achieve a high resolution but suffers from high jitter, which will 

be seen from the precision measurement results.  

 
Figure 3-12: Delay vs. bias code for the DCDL. 

 

 
Figure 3-13: Results of the DCDL jitter for several input codes. 
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The most fundamental measurement for the TDC’s performance is the statistical code 

density test, which determines: the resolution, dynamic range, and nonlinearity 

performance. The statistical code density test applies a large number of uniformly 

distributed inputs to the TDC. In this measurement, ~500000 measurements were taken, 

which gave a 97% confidence level and a 10% tolerance level [151]. Since the input time 

intervals to the TDC are uniformly distributed across the entire dynamic range, each output 

code should ideally occur with equal probability. Due to nonlinearity within the TDC, 

certain codes will occur more frequently during the measurement. Using equations (3-1) 

and (3-2), the step widths for each bin of the TDC can be computed and summed to give 

the cumulative distribution function (CDF). Here, tn is the ith step-width, DR is the dynamic 

range of the measurement, Ni is the number of counts observed for that code, Ntotal is the 

total number of counts, and H(n) is the CDF. From the CDF, we can plot the TDC’s full 

quantization characteristics where the average step width gives the resolution, and the 

difference between the first and last codes gives the dynamic range. The difference between 

each step width of the TDC response and the resolution gives the DNL, and its integral (i.e., 

the deviation of the TDC response from the best-fit line) gives the INL. 

 !! =
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The result of the statistical code density test is shown in Figure 3-14. The TDC achieves 

a resolution of 4.14 ps over a dynamic range of ~3.2 ns. Due to increased nonlinearity at 

the start and end of the response, the ends were slightly truncated before fitting the result 

to a best-fit line. The outcome is that the number of TDC codes is effectively reduced from 

10-bits to ~9.6 bits, degrading the dynamic range. Even with the correction at the endpoints, 

the TDC deviated significantly from the expected result due to high nonlinearity throughout 

the response. Figure 3-15 qualitatively shows the TDC’s nonlinearity. The DNL was 

determined to be 0.671 LSBrms, while the INL was determined to be 15.3 LSBrms.  
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Figure 3-14: Quantization characteristics of the 10-bit TDC, determined using a statistical code density test. 

 

 
Figure 3-15: Nonlinearity performance of the 10-bit TDC. 

 

Since the TDC computes the 10-bit output by combining the result of 3 separate 

measurements (i.e., 4-bits in the first conversion, and 3-bits in each of the second and third 
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conversions), the TDC response was also considered in the 4-bit and 7-bit cases in order to 

assess the functionality of the first two stages of operation. In the 4-bit case of Figure 3-16, 

it can clearly be seen how the TDC closely follows the expected response. The resolution 

(LSB) is reduced to 255 ps in this case. However, the nonlinearity near the start and end of 

the response is reduced, and the dynamic range is improved to ~4.1 ns as the ends of the 

response no longer need to be truncated due to excessive nonlinearity as in the 10-bit case. 

Specifically, the DNL and INL are improved to 0.231 LSBrms and 0.245 LSBrms, 

respectively.  

  
Figure 3-16: Response of the 4-bit TDC obtained by truncating the 6 LSBs. Effectively, this uses 1 of the 3 
available conversion results. 
 

In the 7-bit case of Figure 3-17, the TDC still achieves adequate results in terms of 

linearity, with a DNL of 0.352 LSBrms and an INL of 1.29 LSBrms. This indicates that the 

remainder generation logic of the TDC is functioning correctly, as it is capable of 

generating the first stage remainder for quantization in the second stage. Here, the TDC 

achieves a resolution of 38.8 ps with a dynamic range of 3.8 ns that is only slightly reduced 

by truncating the ends of the response to effectively achieve a ~6.6-bit response. Based on 

the results in the 4-bit, 7-bit, and 10-bit cases, it can be concluded that each component of 

the TDC proposed in the block diagram of Figure 3-1 is functioning properly but fails to 

maintain adequate nonlinearity performance when integrated together to form the complete 

10-bit TDC. Potential areas for improving the linearity in a subsequent iteration will be 

outlined in the conclusions section of this chapter. 
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Figure 3-17: Response of the 7-bit TDC obtained by truncating the 3 LSBs. Effectively, this uses 2 of the 3 
available conversion results. 

 

 The final measurement that was performed on the TDC was the single-shot precision 

test. Using the same setup illustrated in Figure 3-11, the distribution of TDC output codes 

for constant input times was generated for several inputs across the dynamic range, and 

2500 measurements were taken in each setting. The standard deviation of the distribution 

is then plotted for each delay setting in the 4-bit, 7-bit, and 10-bit cases to give Figure 3-

18. This result further confirms that the final 3-bits of the TDC are not reliable and suffer 

from large measurement errors. While changing the TDC from 4-bit to 7-bit operation 

improves the precision by a factor of 2, the 10-bit case shows no significant improvement 

over the 7-bit case. In addition to the delay line jitter that was illustrated in Figure 3-13, the 

TDC precision may be degraded by leakage of the gated delay line stages during the time 

in which they are disabled. Since the TDC start and stop signals arrive asynchronously, the 

first stage of the TDC conversion will have to hold the charge associated with the coarse 

measurement result in the gated delay line for varying amounts of time. The difference in 

hold time of this charge in the presence of leakage current manifests as variation in the 

remainder that is passed to the next stage and degrades the precision. As the second 

remainder is generated synchronously, this issue is only present in the initial stage of the 

operation when the conversion begins asynchronously.  
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Figure 3-18: Comparison of the TDC precision in the 4-bit, 7-bit, and 10-bit cases. 

 

3.4. Conclusions 

A summary of the TDC performance compared to similar works is provided in Table 

3-1. The proposed TDC achieves a resolution of 4.14 ps over a dynamic range of 3.2 ns. 

Due to a lack of I/O pins on the prototype chip, the TDC power consumption was estimated 

from the post-layout simulation as 1.87 mW at a 25 MHz sampling rate. Despite achieving 

fine resolution in a very compact area of 0.016 mm2 with relatively low power consumption, 

the fabricated TDC in the 10-bit case suffers from poor INL and single-shot precision 

performance of 15.3 LSBrms and 118 ps, respectively. By truncating the result to include 

only the first and second conversions, the TDC demonstrated a resolution of 38.8 ps over a 

3.8 ns dynamic range, with comparable precision to the 10-bit case of 122 ps. Here, the 

nonlinearity is improved with a measured DNL of 0.352 LSBrms and a measured INL of 

1.29 LSBrms.  
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Table 3-1: Comparison of TDC performance to published works. 
Ref. [115] [112] [110] [52] [113] This 

Type Two-step 
(GDL) 

Pipelined 
(GDL) 

DS 
(GDL) 

Feedback TA 
(VRO) 

Two-step  
(DL) 

Feedback TA (GDL) 
(7-bit/10-bit) 

Tech. 
(nm) 65 65 65 65 180 65 

LSB 
(ps) 3.75 1.12 5 0.98/6.01 5.3 38.8/4.14 

DR 
(ns) 0.476 0.578 0.7 5.76 1.3 3.8/3.2 

INL 
(LSB) 2.3 1.7 - 2.2 2.8 1.29/15.3 

FS 
(MHz) 200 250 50 10/250 30 33 

Power 
(mW) 3.6 15.4 3.5 3.0/17.5 1.1 1.87 

(25 MHz) 
Area 

(mm2) 0.02 0.14 0.09 0.02 0.05 0.016 

 
 

Due to some limitations of the initial design, the following improvements should be 

made to optimize TDC in terms of its nonlinearity performance and precision: 

• The current design aggressively targeted compact size and low power by using 

transistors very close to the minimum feature sizes. The trade-off of this design 

choice is that process variations in the fabrication process will have a relatively 

larger effect. As this TDC structure was implemented in a significantly smaller area 

than most works of similar resolution, sizing up the transistors in the design to 

minimize process variations may help in obtaining consistent results across the 

chips. Additionally, as most of the TDC is built from standard logic cells, if a 

standard cell library was utilized for a subsequent design, it would likely be possible 

to implement the design in a smaller area while still increasing the base transistor 

size.  

• The DCDL in the prototype TDC was measured to have a significant average jitter 

of 62.3 ps in comparison with the target resolution of 4-5 ps. For optimized single-

shot performance, the delay lines of both TDC stages would ideally be locked by a 

DLL to a reference clock. Since a 200 MHz clock is used for the control logic, the 

same clock could be used in the DLL to achieve the desired 5 ns range. If a DLL is 

not used, then increasing the aspect ratios of the transistors in the timing-sensitive 
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paths and minimizing any leakage in the delay elements while they are holding the 

remainder of previous conversions can help to minimize the jitter.  

• Further considerations should be made during the TDC layout to ensure optimal 

matching of all timing-sensitive signals. This is particularly important for the 

routing of both TDC stages to the shared time amplifier, and in the remainder 

generation logic. The accuracy of these circuit blocks is crucially important for 

optimizing the nonlinearity performance and maintaining consistent step-widths 

along the quantization characteristics. 

• To improve the resolution through time amplification, gated delay lines were used 

for the TDC stages to accumulate the replicated pulses from the time amplifier. Due 

to the gating of the delay cells, an effect that should be considered is the charge 

injection that occurs when the delay line is gated off. The charge that is within the 

channel of the gating transistors of the delay elements at the instant of switching 

cannot remain in the channel and will exit through either the drain or source. This 

excess charge modulates the phase of the delay line, resulting in errors in the 

amplified remainder from the previous stage. The delay element could be modified 

to include a switching mechanism that can minimize the effect of charge injection 

[152]. Another potential solution to the charge injection issue would be to use a 

time amplifier that does not rely on switching, such as an SR-latch based time 

amplifier. However, while this alleviates the charge injection error, SR-latch based 

time amplifiers frequently require calibration and tuning to achieve the desired 

amplification factor and may suffer from small input ranges.
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Chapter 4 

Design of Multi-Time-Gated SPAD Arrays 

4.1. Operating Principle 

Time gated (TG) SPAD pixels can be viewed as a subset of AQR SPADs that operate 

only within a specified time window (i.e., the time gate). A simplified schematic of a TG 

SPAD is shown in Figure 4-1. Initially, the quench switch is closed, and the SPAD bias is 

held below breakdown. Just prior to the start of the gate window, the quench switch is 

opened, and the precharge switch is momentarily closed to bring the SPAD bias beyond its 

breakdown voltage. When the precharge switch is opened, the SPAD bias is maintained by 

the capacitance at the SPAD’s cathode. To initiate the start of the gate window, the gate 

switch is closed, enabling any photon detections or dark noise from the SPAD to be passed 

to the output. At the end of the gate window, the gate switch is once again opened, and the 

quench switch will be closed such that the SPAD is below breakdown and unable to 

generate output pulses. A summary of the results achieved for time-gated SPAD arrays is 

shown in Table 4-1. 

 
Figure 4-1: Conceptual diagram of a SPAD pixel with time-gated front-end circuitry.  
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Table 4-1: Summary of the results of time-gated SPAD arrays. 

Year 
Ref. 

Tech. #SPADs FF PDP 
Median 

DCR 

System 
Timing 

Jitter 

Gate 
Window  

Gating Frequency/ 
Framerate 

Unit nm - % % Hz (@RT) ps (FWHM) ns  MHz/fps 

2014 
[153] 

350 8192 
([64x8]x[16x1]) 

44.3 21.7 @ 465nm 
Vex=3V 

5.7k 
Vex=3V 

- 0.7 FWHM 950 Hz/- 

2015 
[154] 350 

1024 
(2x4x128) 23 

~25 @ 532nm 
Vex=3.3V 

19.2k 
Vex=3.3V - 

1.1-4 
(4 gates) 0.1/- 

2015 
[155] 

350 60 
(60x1) 

52 50 @ 420nm 
Vex=5V 

2.5k 
Vex=5V 

~470 300 -/1.7M 

2016 
[156] 350 

19200 
(160x120) 21 - 

580 
Vex=3V - 0.75 50/486 

2018 
[157] 350 

4096 
(16x256) 12 - 

31.25k 
Vex=? 225 - -/400k 

2018 
[158] 

180 1024 
(32x32) 

9.6 - - - 10 -/360k 

2019 
[159] 350 

64 
(8x8) 12.5 

55 @ 450nm 
Vex=6V 

60 
Vex=5V >410 350 -/1M 

2019 
[160] 

350 2000 
([10x5]x[8x5]) 

32 4 @ 810nm 
Vex=3.3V 

200k 
Vex=3.3V 

~200 <1 -/1.2M 

2019 
[126] 180 

262144 
(512x512) 10.5 

50 @ 520nm 
Vex=7V 

7.5 
Vex=6.5 

97.2-139.5 
(SPAD) 5.75-100 2.5/97.7k 

2020 
[135] 

350 1728 
([12x36]x[2x2]) 

37 ~54 @ 400nm 
Vex=3.3V 

424 
Vex=3.3V 

300 4-8 100/- 
(Single channel) 

 

The time gating of SPADs was commonly used as a method of reducing the DCR and 

afterpulsing in applications where the photons’ arrivals are correlated with a reference 

clock. As the approximate arrival time of photon absorption is known, the SPAD can be 

enabled only during a specified window where the anticipated photon events are most likely 

to occur. During the time in which the SPAD is disabled, it is biased below its breakdown 

voltage, and impinging photons cannot initiate an avalanche. Also, excess free carriers 

captured by traps during the previous avalanche have the ability to recombine without 

initiating afterpulses. While time gating is primarily adopted to reduce the effects of noise, 

it has also shown the capabilities of obtaining timing information of the photon events by 

shifting the gate window with respect to a synchronous laser pulse to create histograms of 

the SPAD counts. 
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 In [153], an array containing 8192 SPADs utilized a combination of on-chip and off-

chip delay lines to shift a single gate window of the SPAD array in 250 ps increments over 

a range of 32 ns. By measuring the SPAD outputs for a large number of cycles in each gate 

delay setting, a histogram with 250 ps time bins was constructed by subtracting SPAD 

counts from adjacent gate delay settings. More recent works using a similar approach have 

demonstrated gate shifting capabilities as fine as 18 ps when generated from an FPGA clock 

generation block [126]. The main disadvantage of these approaches is that histograms need 

to be constructed sequentially in each gate delay setting, reducing the frame rate. In [154], 

four time gates of different widths, but starting at the same instant in time, were applied to 

a SPAD array using an off-chip delay generator. This approach allows for simultaneous 

acquisition of the data for different gate windows, which could reduce the time needed to 

produce a valid histogram. Acquisition speed is a key consideration in DOT, where fast 

images are required to avoid motion artifacts or tissue variations during the measurement.  

 A conceptual diagram of the proposed 1D multi-time-gated SPAD array is depicted in 

Figure 4-2, and the timing diagram is shown in Figure 4-3. The input clock to the circuit is 

synchronous with a pulsed laser. Delayed rising edges of the clock are tapped from a multi-

purpose delay line, which can be used to provide shifted gate windows that are overlapped 

by approximately half the gate width to adjacent SPADs. Therefore, each SPAD is 

responsible for constructing a small section of the histogram, which can later be 

recombined to give the final result. Since the delay line can be integrated using a chain of 

buffers, which is an identical structure to a delay line TDC, the multi-purpose delay line’s 

state at the time of a SPAD output can be stored in an array of DFFs to quantize the photon 

arrival time relative to the start of the gate window. The time to construct a full histogram 

can then be potentially reduced by a factor equal to the number of simultaneous gates 

applied to the SPAD array, compared to shifting a single gate window across the array. 

Additionally, as the circuitry for generating the delayed gates is shared, it can be fully 

integrated with the SPAD array while minimizing the impact on the fill factor. As a proof 

of concept, both a 1D design containing a 6 ´ 1 SPAD array and a 2D design with a 4 ´ 4 

SPAD array were designed in the TSMC 65 nm process utilizing this structure. The 2D 
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design, in particular, could serve as a repeatable structure to create a larger array due to the 

scalability of this structure as a result of using shared circuitry.  

 
Figure 4-2: Conceptual block diagram of the proposed 1D multi-time-gated SPAD array. 

 

 
Figure 4-3: Conceptual timing diagram of the proposed 1D multi-time-gated SPAD array. 

 

4.2. SPAD Pixel Design 

4.2.1. SPAD Structure 

For this design, a p+/n-well SPAD was used in both the 1D and 2D multi-time-gated 

arrays. The top view in Cadence Virtuoso and an illustration of the cross-sectional view are 

shown in Figure 4-4. The SPAD was designed conservatively to ensure correct 

functionality in a single design iteration; and consists of a ~10 µm diameter active area and 
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achieves a fill-factor of ~24.5%, which could be greatly improved with an optimized 

design. A silicide blocking layer was placed over the active area, and an upper metal layer 

was placed over the SPAD, with an opening only above the active area in order to ensure 

impinging photons are more likely to be absorbed in the active area of the SPAD. 

 
Figure 4-4: Top view of the SPAD layout in Cadence Virtuoso, and the cross-sectional view. The p+ region 
extends into the lesser doped p-well and pushes the STI away from the high field region. This mitigates 
premature edge breakdown of the junction. 

 

An octagonal shape was used for the SPAD active area as obtuse corners within the 

SPAD structure were demonstrated to reduce the PEB compared with using sharp 90-

degree corners [9]. An additional method of reducing the PEB is by using a p-well guard 

ring[161]. As the p+ region extends beyond the n-well and into the p-well, the lower doping 

of the p-well reduces the electric field strength near the edges. This ensures the strongest 

field is within the planar junction, which is verified by the electric field distribution TCAD 

simulation shown in Figure 4-5. The p+ region extending beyond the n-well had the added 

benefit of pushing the STI away from the active area, mitigating the effect of STI-generated 

carriers initiating avalanches and contributing to the dark noise of the SPAD [162]. 
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Figure 4-5: TCAD simulation of the proposed SPAD verifying the highest field being within the planar 
junction. 
 

4.2.2. Front-End Circuitry 

In order to obtain the gating operation, the SPAD front-end circuitry was designed as 

shown in Figure 4-6 with the active-low P1 and P3 pulses and the active-high P2 pulse 

being generated by the circuit shown in Figure 4-7. This front-end circuit is based on 

previous designs from our group as in [162]. A negative high voltage is applied to the anode 

of the SPAD, and in the initial state, P2 is high to ensure the SPAD cathode is discharged 

to ground, such that the SPAD is biased below its breakdown voltage. A short P1 pulse 

(i.e., a few hundred picoseconds) then turns on M1 at the same time that P2 turns off M2, 

which charges the SPAD cathode to VSPAD. The SPAD bias is then above its breakdown 

voltage. After the end of the P1 pulse, the P3 pulse transitions and enables the output branch 

of the SPAD front-end. Thus, when a photon allows conduction in the SPAD, the gate of 
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M4 will be discharged below its switching point, and M4 and M5 will form a low-resistance 

path to VDD that generates the output pulse.  

 

 
Figure 4-6: Schematic of the SPAD front-end circuit. P1, P2, and P3 are timing signals generated by the pulse 
generation circuitry within the SPAD pixel that produces the gate window. 
 

 In our previous designs, the P1, P2, and P3 pulses were generated using buffers with 

large capacitive loads in order to create the required delays [162]. In this design we use a 

tapped delay line to create the delays, such that taps from a single delay line can be used 

to: generate the gating pulses P1, P2, and P3 for each SPAD pixel in the array; perform 

shifting of the gate windows for adjacent pixels; and coarse time-to-digital conversion. The 

delay line is shared by each pixel of the design and will be discussed in detail in the next 

subsection, while the pulse generation logic is integrated directly with each pixel. 

Conceptually, the rising edge of the clock signal can be used to denote the start of the P1 

and P2 pulses, and the next tap of the delay line can quickly disable the P1 pulse such that 

the pre-charge of the SPAD occurs very quickly. After a number of buffers required to 

achieve the desired gate width, another tap of the delay line can then be passed to the in-

pixel pulse generation circuit in order to end the gate window. 
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Figure 4-7: Schematic of the SPAD pulse generation circuit. Delayed replicas of the clock are tapped from a 
shared multi-purpose delay line located outside the SPAD pixel. The in-pixel pulse generator uses 
combinational logic to generate the gating signals (i.e., P1, P2, and P3). 
 

A time-gated pixel consisting of a p+/n-well SPAD integrated with the time-gated 

front-end and pulse generation logic circuitry is shown in Figure 4-8. As mentioned 

previously, the SPAD itself was designed conservatively to ensure correct functionality 

(i.e., low dark noise with no edge breakdown) in a single design iteration. In an optimized 

design, the spacing between the SPAD and its front-end/pulse generation circuitry can be 

reduced for a more compact pixel. In the current design, the SPAD pixel achieves a fill 

factor of ~18%, compared to the ~24.5% fill factor of the SPAD itself. This fill factor can 

be improved primarily by optimization of the SPAD, as there is more area to be saved in 

the SPAD structure than in the optimization of the size of the front-end circuits.  

 
Figure 4-8: Layout of the SPAD with front-end and pulse generation circuits. 



M.A.Sc. Thesis - R. Scott               McMaster University - Electrical and Computer Engineering 

78 

4.3. Multi-Purpose Delay Line 

As delayed replicas of the input clock are required to: generate the P1, P2, and P3 

pulses; shift the gate windows of adjacent SPADs; and perform coarse timestamping of 

photon arrivals; we implemented a single multi-purpose delay line to simultaneously 

accomplish all these functions. By sharing the circuitry in this manner, the impact on the 

fill factor can be minimized. The general structure of the multi-purpose delay line is shown 

in Figure 4-9. An external clock signal is applied as the input for the first buffer of the delay 

line, which initiates the gating pulse generation for the first pixel. At the same time, the 

clock’s rising edge propagates through the series of buffers towards the delay taps 

associated with the next SPAD pixels. In order to overlap the gate windows of SPADs in 

adjacent columns by half, the delay taps used to generate the P1, P2, and P3 of the next 

pixel will start from a delay tap occurring halfway through the previous gate window. When 

a SPAD generates an output pulse, it will clock the DFFs whose data inputs are connected 

to the delay line taps within its respective gate window. 

 
Figure 4-9: Schematic of the shared multi-purpose delay line that drives the multi-time-gating and TDC 
operation.  
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A primary consideration when designing the delay line is to maintain equal capacitive 

loads for each delay buffer in order to reduce delay mismatches that contribute to 

nonlinearity in the timing performance. For this reason, each tap of the delay line is not 

directly connected to the pulse generation logic of the corresponding SPAD. Instead, the 

tapped delay is first passed through an intermediate buffer, such that the load on the actual 

delay cells is consistent regardless of the connections to the SPAD front-end. A similar 

approach is used on the DFFs that sample the delay line state for coarse time-to-digital 

conversion. As the gate windows overlap by half, this means that most delay line taps will 

need two DFFs clocked by two different SPADs. Dummy DFFs are used to ensure the same 

capacitive load at each stage, even when they are not clocked by a SPAD. This case mainly 

happens at the start and end of the multi-time-gated array, where only a single SPAD will 

cover that portion of the timing range. A robust implementation in the future should also 

aim to use a DLL to lock the delay line to a reference in order to ensure consistent 

performance across PVT variations and to minimize the jitter of the delay line. 

The final output of the circuit will consist of 4 bits for each SPAD that are buffered to 

the output through DFFs. The first bit is a status signal that indicates if a SPAD pulse 

occurred during the given time-gated period. This signal is generated from a DFF with the 

data input tied high and the associated SPAD serving as the clock input. The remaining 

three bits for the output of a given SPAD come from the 3-bit output code of the coarse 

TDC. The DFFs are then reset after the falling edge of the clock when the measurement 

interval is complete. Since in DOT experiments, the event rate is kept low to avoid pile-up, 

a single fine-interpolating TDC could be shared in future by a set of SPADs while missing 

a minimal number of events. This second-stage TDC would increase the resolution by 

quantizing the remainder of the coarse time-to-digital conversion to generate additional fine 

time resolution bits.  

 In the layout of the multi-purpose delay line, matching between the traces in the array 

was a key consideration. The delay line was designed such that the spacing of the buffers 

was evenly distributed along the bottom of the array of SPADs. Variations in routing are 

also a factor that contributes to the timing nonlinearity, as it impacts the capacitive load 
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seen by each stage. By designing the spacing of buffers to match the pitch of SPAD pixels 

within the array, the trace lengths can be more closely matched to avoid larger variations 

in the capacitance that degrade the timing performance. The multi-purpose delay line circuit 

occupies an area of 0.0017 mm2 for the 1D design, which can be easily scaled to match the 

length of a SPAD array of a different size, as in the implemented 2D array where the multi-

purpose delay occupies a reduced area of 0.001 mm2. 

 

4.4. A 2D Multi-Time-Gated SPAD Array 

The proposed 1D SPAD array can be easily extended to a 2D array. Here, the design 

was extended to a 4x4 2D multi-time-gated SPAD array within the same TSMC 65 nm 

process. A simplified illustration of a 2x2 array is depicted in Figure 4-10 for ease of 

understanding. In the 2D case, SPADs within each column will operate on the same gate 

window, and their outputs are ORed to give the output of that column. SPADs within 

separate columns will operate on shifted gate windows in the same manner as the 1D array.  

As previously mentioned, since the spacing of buffers within the multi-purpose delay 

line was designed to align with the pixel pitch of the SPAD array, the delay line was easily 

modified to fit the shortened length of the 4x4 array. In the 2D design, the additional feature 

was added that each SPAD pixel could be disabled by externally configurable mask bits. 

The mask bits control the select input of MUXs that are placed within each SPAD pixel. 

The MUXs will either connect the taps from the multi-purpose delay line that initiate the 

gating pulses to the SPAD front-end, or tie the P1, P2, and P3 inputs of the SPAD front-

end circuit to GND such that the SPAD is constantly disabled. This allows for the disabling 

of “hot-pixels” that have a much higher DCR than the majority of the pixels within the 

array. For the purposes of testing, it allows us to easily assess the performance of individual 

SPADs. 
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Figure 4-10: Conceptual block diagram of the proposed 2D multi-time-gated SPAD array. 

 

4.5. Layout and Simulation Results 

The final layouts of the 1D and 2D multi-time-gated SPAD arrays are shown in Figure 

4-11 and Figure 4-12, respectively. For the 1D case, the total area of the design, including 

the output buffers and readout electronics is ~0.008 mm2, for a total fill factor of ~7.7%. 

Note that in the 1D case, the output buffers and readout electronics largely contribute to the 

inactive area. The 2D array fill-factor is improved, as the 4 SPADs within a column are 

ORed together, and therefore can share the same channel of the multi-purpose delay line 

and readout circuitry. The limitation here is that the counts from different SPADs within 

the same column are indistinguishable from each other due to the spatial compression when  
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Figure 4-11: Layout of the 1D multi-time-gated SPAD array. 

 

 
Figure 4-12: Layout of the 2D multi-time-gated SPAD array. 

 

ORing their outputs. The 2D design occupies a total area of 0.017 mm2 for a fill factor of 

~9.6%. The SPAD pixels themselves largely limit the fill factor due to the conservative 

design choices made to ensure correct functionality on the first fabrication attempt. For an 
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optimized design, the fill-factor of each SPAD pixel should be optimized, and approaches 

such as well sharing or guard ring sharing could be used to minimize the pitch between 

adjacent SPADs [163]. 

Based on the layouts shown previously, we conducted a post-layout simulation to 

verify the functionality of both multi-time-gated designs. Here, the post-layout simulation 

of the 2D design is presented. As shown in Figure 4-13, a 20 MHz clock was applied at the 

input of the array. A simulation model for the SPAD was used according to [164], and the 

photon arrival time was increased with respect to the clock by 1.5 ns in each cycle in order 

to validate the functionality across the sensor's dynamic range.  

 
Figure 4-13: Post layout simulation verifying the correct operation of the 2D multi-time-gated SPAD array. 
 

It can be seen that after a delay from the rising edge of the clock, the SPAD pixel’s 

cathode voltage is pre-charged by its front-end circuitry to arm the SPAD for 

photodetection. In the first clock cycle, the photon arrives at the very start of the gate 

window, causing the cathode voltage to discharge and the SPAD to generate an output 

pulse. The resulting TDC code (i.e., read as B2B1B0) is 000, as the photon arrives at the 

very start of the gate window opening, and the clock’s rising edge has propagated a minimal 

distance through the delay line. As the photon arrives 1.5 ns later in each cycle, it can be 

seen that the TDC code gradually increases to 011 and 110 before the photon arrives outside 

the gate window in the fourth cycle and fails to generate an output pulse as expected. Note 
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that the displayed output waveforms are buffered through DFFs that are reset after a delay 

of the falling edge of the clock. This design choice was made to ease in the testing of the 

physical chip, as the falling edge of the clock could be used as a trigger for sampling the 

result during a measurement cycle. 

 

4.6. Conclusions 

In this section, the operation and design of multi-time-gated SPAD arrays were 

discussed. Common downfalls of current time-gated designs are that a single gate window 

is often shifted over an entire SPAD array in order to produce a histogram. As the gate 

window must be shifted and have a large number of measurement cycles in each setting, 

this significantly reduces the maximum achievable imaging rate. The multi-time-gated 

method is capable of allowing groups of SPADs to operate on separate gate windows, with 

each SPAD being responsible for covering only a portion of the total histogram. This could 

allow different sections of the histogram to be recorded simultaneously, improving the 

imaging rate of the detector. 

 As a proof of concept, both a 6 ´ 1 1D array and a 4 ´ 4 2D multi-time-gated SPAD 

array were designed in the TSMC 65 nm process with the shifted gate windows being 

generated on-chip by circuitry closely integrated with the SPAD array. While this structure 

would generally add more circuitry to the design, which reduces the fill factor, the proposed 

design shares a single delay line to create the timing pulses for the time-gated front-end 

circuits of the SPADs, the shifting of the gate windows, and coarse time-to-digital 

conversion. Therefore, the proposed structure adds minimal circuitry per SPAD compared 

to a standard time-gated pixel of the same form. 

Lastly, while it was not implemented in this work, it should be noted that due to the 

shared circuitry that implements the multi-time-gated operation and coarse time-to-digital 

conversion, the 2D array, in particular, is highly scalable. Any example of a potential 

implementation for a larger SPAD array is shown in Figure 4-14. Several small arrays of 

the proposed design could be tiled and share a single fine interpolating TDC to improve the 
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timing resolution. Since in DOT, the event rate is kept low to avoid pile-up distortion, 

minimal events could be missed by the TDC. This structure could therefore help to mitigate 

the degradation of the fill factor in order to maximize the PDE of the total array while 

achieving high timing performance and fast operation through the multi-time-gated 

operation. 

 
Figure 4-14: A scalable multi-time-gated architecture that shares a fine interpolating TDC between several 
smaller arrays.   

 

  



M.A.Sc. Thesis - R. Scott               McMaster University - Electrical and Computer Engineering 

86 

Chapter 5 

Measurement Results of CMOS SPADs 

5.1. Fabricated Test Chip and Printed Circuit Board 

In this chapter, the measurement results are presented for SPAD designs in the TSMC 

65 nm CMOS process. The top-level layout of the fabricated chip is shown in Figure 5-1 

and consists of several test structures. Here, we perform a detailed performance 

characterization of the p+/n-well SPAD in a passive quench configuration. The p+/n-well 

SPAD structure was additionally used on the same chip to form the initial prototype of a 

1D multi-time-gated SPAD array. Due to shortcomings with the current design, several 

time-gated pixels were generating a SPAD output in every gate window. As such, the full 

1D array could not be characterized. The potential explanations for this error will be 

discussed later, based on the performance results of individual pixels within the array that 

were functional. The total chip area was 1.5 mm x 1.5 mm and was bonded to a 68 pin PGA 

package. 

 
Figure 5-1: Chip-level layout that was fabricated in the TSMC 65 nm CMOS process. 

 

 For all experiments pertaining to the passive quench p+/n-well SPAD and the 1D 

multi-time-gated SPAD array, the printed circuit board (PCB) shown in Figure 5-2 was 
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used. The test PCB consisted of DC barrel jacks for connecting to a 3.3 V supply voltage, 

as well as for the DC biasing of the SPADs. The 3.3 V supply was used as the IO voltage 

for the test chip, and the 1 V core voltage was generated from a low-dropout regulator. 

Aside from the DC voltages, edge-mounted SMA connectors were used for sending signals 

in and out of the board. The input clock to the chip comes from an SMA connector on the 

left-hand side of the board, terminated by a 50 W resistor to minimize reflections from an 

impedance mismatch. Also, since there are several other test structures on this chip, 

jumpers were used to select which test structures to route each connector, to reduce the 

number of connectors required on the PCB. 

 
Figure 5-2: Photograph of the test PCB used to assess the functionality and performance of the design. 

 

5.2. Passive-Quench SPADs 

The first results that will be shown are from the p+/n-well SPAD in a passive quench 

configuration, as shown in Figure 5-3. In this circuit, the quench resistor is placed on the 

anode of the SPAD, and the output is an active-high pulse whose amplitude is equal to the 

excess bias above the breakdown voltage. While it leads to a longer dead-time of the SPAD, 

a large 50 kW resistor was used to ensure that the current through the SPAD during an 
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avalanche is reduced enough to ensure proper quenching. While this is acceptable for 

determining the general performance characteristics of the SPAD, it should be noted that a 

smaller quench resistor may be a more optimal choice for real applications, or an active 

quench configuration could be used.  

 
Figure 5-3: Schematic and layout of the passively quenched p+/n-well SPAD in the TSMC 65 nm process. 

 

5.2.1. Breakdown Voltage 

The first and most fundamental step to evaluating the performance of a SPAD is to 

accurately determine the breakdown voltage. As aspects of the SPAD performance such as 

dark noise and afterpulsing are often measured in different temperatures, the temperature 

dependence of the SPAD breakdown voltage should be measured. In this way, a constant 

excess bias can be maintained during the temperature-dependent measurements. Due to the 

increased phonon scattering at higher temperatures, electrons and holes are less likely to 

have the required energy for impact ionization [165]. Therefore, it is generally expected 

that the breakdown voltage should increase with temperature and have an approximately 

linear relationship within our measurement range. As such, the SPAD bias can be easily 

compensated through a linear decrease or increase in the bias voltage when measuring at 

low or high temperatures, respectively. 
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To measure the temperature dependence of the breakdown voltage, the test PCB was 

placed inside an Espec thermal chamber and connected to an external Agilent B1500A 

semiconductor device analyzer, as shown in Figure 5-4. The semiconductor device analyzer 

was responsible for applying a bias voltage to the SPAD which increased in small steps, 

and measuring the DC current. The IV relationship was saved to a spreadsheet, and the 

breakdown voltage was taken as the point where the current increased by at least 10 times 

between two adjacent steps. For the complete measurement, 4 SPADs were used and 

measured at temperatures ranging from -30 °C to 30 °C in 15 °C increments. For each point 

on the graph, 10 measurements of the IV characteristics were averaged to avoid the impact 

of any variation during the measurement.  

 
Figure 5-4: Diagram of the experimental setup for the breakdown voltage measurements. 

 

 Room temperature within our lab setting was ~25 °C, at which the average breakdown 

voltage for these 4 SPADs was measured to be 9.88 V. The results of the breakdown voltage 

measurement against temperature are presented in Figure 5-5. By performing a best linear 

fit to the data points for each of the 4 SPADs, the average slope was taken as the 

temperature coefficient of 4.9 mV/°C. The magnitude of this breakdown voltage is only 
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slightly higher, and the temperature coefficient is very consistent with a previous n+/p-well 

SPAD we have designed in the same process [162]. The reason for the slightly higher 

breakdown voltage could be from 2 likely sources. Firstly, the p+/n-well junction may be 

purposefully less doped than the n+/p-well equivalent in this process; or secondly, the lower 

doping on this set of chips could be attributed to process variations.  

 
Figure 5-5: Results of the breakdown voltage measurement at different temperatures for 4 SPADs. 

 

Due to the slightly higher breakdown voltage, it is expected that the p+/n-well junction 

has a wider depletion width in this TSMC 65 nm process. As such, it is expected that the 

PDP of the SPAD should be larger due to the increased size of the depletion region in which 

photons can be absorbed. Additionally, as the junction would appear to be slightly less 

doped, the contribution to the dark noise from band-to-band tunneling may be slightly 

reduced and will be assessed with an Arrhenius plot in the next subsection. 
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5.2.2. Dark Count Rate 

Although the PDP and timing jitter performance of a SPAD are improved when we 

increase the excess bias, the DCR will also increase exponentially [27]. As such, the excess 

voltage dependence of the DCR for the p+/n-well passive quench SPAD was measured 

using the setup shown in Figure 5-6. The test PCB was placed within an Espec thermal 

chamber, where the bias was supplied by an Agilent E3646A DC power supply, and the 

SPAD output was connected to a Lecroy Waverunner 625Zi mixed-signal oscilloscope. 

The SPAD excess bias voltage was increased from 0.3 V to 0.7 V in 0.1 V increments. For 

each setting, ~105 samples were taken such that the tail of the exponential interarrival time 

(IAT) histogram was stable. Although this SPAD was anticipated to be operated at room 

temperature for the remaining measurements, the thermal chamber was used for this 

experiment such that the excess voltage dependence was measured for temperatures 

between -30 °C to 30 °C in 15 °C increments. In doing so, the activation energy for the 

SPADs was later extracted to identify the dominant mechanism contributing to the dark 

noise of the SPAD. 

 
Figure 5-6: Diagram of the experimental setup for the excess voltage and temperature-dependent dark count 
rate measurements. 
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 By plotting the DCR results on a semi-log scale as shown in Figure 5-7, the DCR was 

confirmed to follow an exponential relationship with excess voltage. In the worst case, with 

the highest temperature of 30 °C and the highest excess voltage of 0.7 V, the SPAD 

exhibited a dark count rate of 44.92 kHz. This is comparable with results published in recent 

literature for the same CMOS process. In [166], the same p+-n-well junction exhibited a 

DCR of almost 1 MHz with an excess voltage of 1.5 V. However, the focus of that design 

was on obtaining low timing jitter with optimized front-end circuitry. Additionally, the 

DCR performance of this SPAD is greatly improved from our previous n+/p-well design 

that obtained a DCR of ~13.8 MHz at a 0.3 V excess bias [162]. Previously, to create a 

triple junction SPAD for wavelength distinction, the top junction was formed from an n+/p-

well SPAD with an STI guard ring. While the STI can effectively act as a guard ring for 

preventing premature edge breakdown, it introduced defects near the depletion region of 

the SPAD, which acted as generation-recombination centers for charge carriers, and greatly 

increased the DCR. The disadvantage of the p-well guard ring in this design is that it 

occupies greater space within the SPAD pixel that reduces the fill factor. However, when 

designing SPADs in standard processes that are not optimized for low noise photodetection, 

it is a necessary trade-off to ensure a functional device. 

 Another important result that was extracted from the DCR measurement is the 

afterpulsing behaviour of the SPAD. During an avalanche generated from either the 

detection of a photon or from dark noise, the carriers moving through the SPAD’s depletion 

region may fill traps resulting from crystal impurities or defects. These traps have finite 

lifetimes and may probabilistically release carriers after a period related to the trap lifetime. 

If the SPAD is biased above breakdown when the carrier is released, then a correlated pulse 

known as an afterpulse may occur. Afterpulsing is an undesirable phenomenon as these 

counts are either from dark noise or from photons that were already detected, and will 

distort single-photon timing measurements. Additionally, if the afterpulsing exhibited is 

large, it will effectively lower the count rate of the SPAD to real photon events. 
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Figure 5-7: Dark count rate vs. excess voltage for different temperatures. 

 

 The first order IATs of primary dark counts resulting from band-to-band and trap 

assisted tunneling and thermal generation follow a Poisson process as follows [167]: 

 .(!) = / exp(−/!),	 (5-1) 

where / is the mean IAT, being the inverse of the primary DCR. As such, by applying an 

exponential fit to the IAT distribution, afterpulses are observed as an increase in the total 

DCR at low interarrival times since afterpulses occur very shortly after the original pulse 

due to the short lifetimes of the traps. Therefore, the afterpulsing can be determined by 

integrating the difference between the exponential fit and the measured IAT histogram. 

Figure 5-8 shows the IAT distributions for a SPAD with a 0.3 V excess voltage at -30 °C, 

0 °C, and 30 °C. In these measurements, afterpulsing was only observed at very low 

temperatures, being 0.616% in the -30 °C case. The afterpulsing is therefore considered 

negligible for these SPADs within the temperature range of these measurements.  
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While the SPAD exhibited negligible afterpulsing, another effect that should be noted 

in the 0 °C and 30 °C cases is the saturation of the SPAD due to its finite dead time. When 

the DCR is low, the chance of another dark count occurring within the recharge time of the 

SPAD is low. However, as the DCR increases at higher temperatures and excess voltages, 

the recharge time of the SPAD takes up a larger percentage of the total time. Therefore, the 

probability of other dark counts occurring within the recharge time is increased. The result 

is that the dark counts occurring within the recharge time may have smaller amplitude or 

not be registered as counts by the measurement setup. This will cause the apparent dead 

time of the SPAD to be increased as these dark counts are not measured as counts, but reset 

the dead time of the SPAD [25]. This effect was observed as a small decrease of the counts 

in the 0 °C and 30 °C cases at short IATs but was removed to apply the primary DCR fit. 

 

  
Figure 5-8: A sample of the interarrival time distributions for a 0.3 V excess bias at -30 °C, 0 °C, and 30 °C. 



M.A.Sc. Thesis - R. Scott               McMaster University - Electrical and Computer Engineering 

95 

As mentioned previously, measuring the DCR of the SPAD in different temperatures 

can give insight into the primary dark noise mechanism of the SPAD through the Arrhenius 

relationship [27]: 

 #6$ ∝ 8*exp	('+!,- ), (5-2) 

where T is the temperature in Kelvin, 9.  is the activation energy in eV, and k is 

Boltzmann’s constant. If the DCR of the SPAD was dominated by direct thermal generation 

or diffusion, the activation energy should be approximately equal to the 1.1 eV band-gap 

of silicon. Since the defects at the exact midpoint between the conduction and valence 

bands are the most efficient generation-recombination centres for trap-assisted thermal 

generation, an activation energy of ~0.55 eV (~Egap/2) would be expected if trap-assisted 

thermal generation were the dominant mechanism [168], [169]. An activation energy below 

the mid-gap energy indicates that the dominant noise mechanism is from field-assisted 

generation mechanisms and band-to-band and trap-assisted tunnelling due to defects 

outside the mid-gap. Under a high-electric field, the field-assisted generation mechanisms 

such as Poole-Frenkel effects are dominated by tunnelling effects [27]. 

 Figure 5-9 shows the Arrhenius plot for a SPAD at the 5 measured excess voltages. 

The plot shows two distinct regions for the activation energy. At low temperatures, the 

tunnelling effects were seen to be quite dominant, with all excess voltages giving an 

activation energy of ~ 0.17 eV. At higher temperatures, the activation energy was observed 

to slightly increase, to ~0.24 eV – 0.25 eV. This indicated that tunnelling is still dominant 

even at higher temperatures, albeit less so than in our previous n+/p-well SPAD that 

exhibited an activation energy of 0.11 eV at a 0.4 V excess bias. Typically, with tunnelling 

dominated noise mechanisms, it should be observed that the SPADs activation energy will 

decrease with an increasing excess voltage. Here, it was observed that the 0.3 V excess bias 

SPAD gives slightly lower activation energy. However, this can be attributed to the 

counting loss of the SPAD due to its long dead time in the passive quench configuration, 

which is worsened particularly at high temperatures and high excess voltages. 
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Figure 5-9: The Arrhenius plot obtained from the temperature dependent DCR measurement. 

 

5.2.3. Timing Jitter 

To measure the timing jitter of the passive-quench SPAD, it is required to illuminate 

the SPAD with a periodic pulsed laser and measure the delay for the SPAD to generate an 

output pulse. The relative delay of the SPAD output with respect to the laser pulse can then 

be collected for a large number of counts and plotted on a histogram where the FWHM 

gives the jitter of the complete measurement setup. The setup used for this experiment is 

shown in Figure 5-10. 

 The SPAD bias was supplied by an Agilent E3646A DC power supply, and the delay 

between SPAD counts and the laser sync was collected by using a 50% comparison 

threshold on a Lecroy Waverunner 625Zi mixed-signal oscilloscope. To provide the trigger 

for the pulsed laser, a Hewlett Packard 3325B function generator provided a 10 MHz clock 

to a PicoQuant PDL 800-B laser driver connected to an LDH-P-C-690 laser head with a 

center wavelength of 685 nm. An important consideration for this measurement is that the 
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SPAD is ensured to operate in a photon starved regime. When performing a measurement 

of this type, if the laser power is increased to be too high, the SPAD can be nearly 

guaranteed to start avalanching near the very beginning of the laser pulse due to the high 

flux of incoming photons. This will not accurately measure the single-photon timing jitter 

of the SPAD as it may be significantly underestimated. Normally, it is desired to keep the 

count rate of the SPAD at less than 1% of the laser repetition rate to avoid pile-up distortion 

in TCSPC measurements. However, when measuring a standard CMOS SPAD at higher 

excess voltages, the DCR can become quite large and create a large noise floor to overcome 

in the timing jitter histogram. Therefore, the laser power in this experiment was increased 

until the count rate of the SPAD was ~2.5% in order to ensure the SPAD pulses from photon 

events were at least 10 times larger than the DCR in the worst case (i.e., high excess 

voltage). 

 
Figure 5-10: Experimental setup used for the timing jitter measurement of the passively quenched SPAD. 

 

The results of the timing jitter measurement for excess voltages of 0.3 V, 0.5 V, and 

0.7 V are shown in Figure 5-11. It should be noted that these histograms represent the 

timing jitter of not just the SPAD, but the complete measurement setup. However, as the 

jitter in the period of the 10 MHz laser sync signal was ~ 25 ps and the laser pulse is ~ 30 

ps wide, the jitter is dominated by the SPAD. As expected, the timing jitter of the SPAD  
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Figure 5-11: Timing jitter histograms for excess biases of 0.3 V, 0.5 V, and 0.7 V. 

 

reduces with increasing excess voltage from 1.18 ns at 0.3 V excess bias, to 0.82 ns at 0.7 

V excess bias. This is because a higher excess bias on the SPAD will increase the electric 

field in the depletion region, reducing the statistical variations in the avalanche build-up 

time [34]. One point to be noted is the slight difference in shape that is observed in the 

distribution as the excess bias increases. While the variation of the avalanche build-up time 

from photons absorbed in the depletion region is Gaussian, the effect of avalanches 

generated by the diffusion of photogenerated carriers outside the depletion region causes 

the histogram to have an exponential tail. In the cases of low excess bias, as shown in detail 

in Figure 5-12, the contribution to the timing jitter from diffused carriers is much larger 

than at high excess bias. Since the laser wavelength of 685 nm does not align with the peak 

PDP wavelength of the SPAD, 31 % of the total SPAD counts from photons are a result of 

diffused carriers. This was obtained by integrating the difference between the exponential 
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tail of the timing jitter distribution and the total histogram. As the excess bias increases 

however, the contribution to the timing jitter from depletion region generated carriers 

becomes more dominant. Since our previous passive quenched n+/p-well SPAD exhibited 

high DCR, it was only measurable in a time-gated configuration and is thus not directly 

comparable [162]. In the time-gated mode, it obtained < 200 ps FWHM timing jitter at a 

0.3 V excess bias, being much less than this p+/n-well passive quench design. However, 

the timing jitter of this SPAD was anticipated to be quite large due to the long rise time of 

the SPAD’s output pulse in the unbuffered passive quench configuration, particularly when 

connected to the large capacitive load of the oscilloscope probe and when using a large 

quench resistor. With the optimized choice of quench resistor and smaller load capacitance, 

the fast rise time of the SPAD output can result in increased timing accuracy during 

sampling, and thus lower jitter. 

 
Figure 5-12: Illustration of the timing jitter histogram components obtained with 0.3 V excess bias. 
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5.2.4. Photon Detection Probability 

To measure the PDP of the SPAD with respect to wavelength for different excess 

voltages, the setup depicted in Figure 5-13 was used. The SPAD bias was supplied by the 

Agilent E3646A DC power supply, and the SPAD counts were measured by a Lecroy 

Waverunner 625Zi oscilloscope. As narrow beam pulsed lasers with known optical power 

were not available for the various wavelengths we intended to measure, the SPAD was 

illuminated by continuous light from a xenon lamp that was passed through optical 

bandpass filters and neutral density filters. In this way, we assume the illumination from 

the lamp is constant on the area of the SPAD, with controlled optical power and 

wavelength. As the SPAD output is a digital pulse corresponding to the detection of a single 

photon, it was necessary to determine the number of incident photons on the SPAD. Using 

a Newport 818-SL wavelength calibrated silicon photodetector (SiPD) coupled to a 

Newport 1830-C optical power meter, the number of incident photons on the SPAD area 

per unit of time could be estimated by the following equation: 

 Φ/0 = ;1!23 <
λ
ℎ?@ <

A12.3
A1!23

@ (5-3) 

where ;1!23  is the power measured by the wavelength calibrated SiPD, λ  is the 

wavelength of the light, ℎ is Planck’s constant, ? is the speed of light, A12.3  is the 

active area of the SPAD (~90 BC*), and A1!23 is the active area of the SiPD (~1 ?C*). 

The units of the 4
56 term is in [ (

7#8%9:], and when multiplied by the power, give the number 

of photons per second that are incident on the SiPD. Since the SPAD active area is smaller 

than the SiPD, the ."#!$."%#$
 term corrects for the size mismatch. After the total number of 

photons incident on the SPAD is estimated, the DCR at that excess voltage is subtracted 

from the total counts, and the ratio of SPAD pulses from photons to the total number of 

incident photons gives the PDP. 

 Although this method of measurement can give an estimation of the PDP for the SPAD, 

it should be noted that there are some limitations, particularly in the passive quench 

configuration. Ideally, a pulsed laser with known optical power should be used, where the 
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chance of the SPAD generating an output for a given laser pulse is very small. In this way, 

there is a negligible probability that a second photon that would have generated an output 

pulse is missed during the quench and reset of the SPAD. However, under the condition of 

constant light incident on the SPAD, and with a long dead-time in the passive quench 

configuration, this probability can be increased and results in the PDP of the SPAD being 

underestimated, particularly at high excess bias when the DCR and PDP are higher, and the 

SPAD dead-time occupies a greater proportion of the total time. This is another benefit in 

operating the SPAD in a fast active quench or time-gated mode, where saturation effects 

are greatly reduced. 

 
Figure 5-13: Experimental setup for the PDE measurement. 

 

The results of the PDP measurement for several wavelengths between 400 nm and 940 

nm are shown in Figure 5-14. Note that the lower range of the wavelengths that could be 

tested was limited by the wavelength calibrated range of our SiPD, and the upper 
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wavelength is limited by the cut-off wavelength of silicon, as silicon becomes transparent 

above 1100 nm [170], with negligible PDP at our maximum optical BPF wavelength of 

940 nm. The PDP of the SPAD was tested under 0.3 V, 0.5 V, and 0.7 V excess voltages, 

with peak PDPs of 13.23%, 16.47%, and 18.13%, respectively. In all cases, the peak PDP 

occurred at a wavelength of 420 nm. The preferential absorption of photons with a lower 

wavelength was anticipated, as the p+/n-well junction is close to the surface of the chip. 

This additionally is consistent with our previous n+/p-well design that exhibited a peak 

PDP at 440 nm [162]. Another p+/n-well junction in the same TSMC 65 nm process 

achieved a peak PDP at 470 nm of almost 50% with a 1.5 V excess bias [166]. Due to the 

short 10 ns deadtime in that work, it was possible to extract the PDP from the SPAD at 

higher excess voltages while minimizing saturation effects. 

 
Figure 5-14: Results of the PDE measurement for a range of wavelengths. 

 

To verify the underestimation of the PDP at increased excess bias in the passive quench 

configuration, the PDP was estimated for the SPAD at the 420 nm peak PDP wavelength 

for excess voltages between 0.1 V and 1 V in 0.1 V steps. The results of the estimated PDP 

and DCR are shown in Figure 5-15. The results show that even though the PDP of the 

SPAD should typically increase with excess voltage, at ~0.8 V the PDP stopped increasing 

due to the saturation effects. Above this point, not only does the increased dead time from 

the high DCR effectively prevent the SPAD from detecting photons, but the increased PDP 
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will mean that photons that may have been detected can be missed during the recharge time 

of the SPAD from a previous photon detection. One option to reduce the saturation effects 

is to lower the optical power of the xenon lamp for higher excess voltages. However, in 

these cases, the photon counts would no longer be 5-10 times larger than the dark counts, 

and the SPAD could not effectively operate as a TCSPC device. Also, changing the optical 

power for different excess voltages may introduce additional uncertainty to the 

measurement as the xenon lamp exhibited “hot-spots” due to the light intensity not being 

truly constant across its area when incident on the SPAD or calibrated SiPD. 

 
Figure 5-15: Measurement results for the peak PDP and DCR variation with excess voltage on a single plot. 
 

5.3. Multi-Time-Gated SPADs 

5.3.1. Time-Gate Window 

When assessing the performance of a time-gated SPAD, it is important that the width 

of the time-gate is experimentally verified. Due to process variations when fabricating a 

design in CMOS technology, particularly in more advanced nodes, the time-gate window 

can vary significantly compared to the final post-layout simulation. To verify the time-gate 

windows, the setup shown in Figure 5-16 was used.  
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Figure 5-16: Experimental setup used to determine the time-gate windows and the system timing 
performance. 

 

The SPAD bias and supply voltages for the chip core and IO ring were supplied from 

an Agilent E3646A DC power supply. The gate clock with a 1 MHz repetition rate was 

generated by the first channel of a Berkeley Nucleonics Model 745 digital delay generator. 

To vary the arrival time of the photons within the gate window, the second channel of the 

delay generator sent delayed replicas of the clock, in 200 ps steps, to the PicoQuant PDL 

800-B laser driver connected to an LDH-P-C-690 laser head with a center wavelength of 

685 nm. To avoid pile-up distortion in the measurements, the optical power was adjusted 

such that the total pixel counts were less than 1% of the laser repetition rate at an excess 

voltage of 0.5 V. Additionally, it was verified that the total counts from photons were more 

than 10 times larger than the DCR to reduce the influence of the dark counts on the timing 

measurement results. The counts were recorded by a Lecroy Waverunner 625Zi 

oscilloscope for 10 million gate windows per point. The number of counts for each point 

was then used to generate the following plot of the gate windows for several SPADs shown 

in Figure 5-17. 
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Figure 5-17: Results of the time-gate window measurement for 3 time-gated pixels  

  

For the gate windows shown in Figure 5-17, the SPADs that were tested were in the 

first, third, and fifth position of the array. Therefore, the gate windows would be shifted 

from each other for multi-time-gated operation but are centred about 0 ns to illustrate the 

variation across pixels. The FWHM gate windows for SPAD 1, SPAD 2, and SPAD 3 were 

2.01 ns, 4.26 ns, and 3.25 ns, respectively. This level of variation is outside of what was 

observed from the post-layout process corner simulations. This could be due to the SPAD 

simulation model, which was kept constant in the corner simulation, but would also have a 

variation on the physical chip. The shortest gate window shown of 2.01 ns gives an 

indication of the potential reason for certain pixels generating an output during every gate 

window. If the gate window is short, then the precharge time of the SPAD is reduced, which 

may not allow enough time for the SPAD cathode to be charged above the switching point 

of the time-gated readout circuit. This issue will be discussed in detail in Section 5-4. 
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 From the results in Figure 5-17, it can also be concluded that a future design iteration 

should ideally implement a DLL. As the multi-purpose delay line in the multi-time-gated 

design serves the function of generating the gate windows for the SPADs, as well as 

performing the coarse time-to-digital conversion, the performance of the pixels is highly 

dependent on the delay. A DLL could lock the delay across the multi-purpose delay line to 

a reference clock period to achieve the desired gate window widths across PVT variations. 

To use a DLL, the delay elements within the multi-purpose delay line would have to be 

converted from standard buffers to delay controlled buffers by using a method such as 

current starving as used in the TDC in Chapter 3 but without the gating MOSFETs. 

 

5.3.2. Dark Count Probability 

To measure the dark noise of the SPAD in a time-gated configuration, the dark count 

probability (DCP) is measured as opposed to the DCR. The DCP of a time-gated SPAD 

indicates the probability that a pulse will be measured during a gate window with no 

incident light on the SPAD. The measurement setup is shown in Figure 5-18. The SPAD 

bias, and supply voltages for the chip core and IO ring were provided by an Agilent E3646A 

DC power supply, and SPAD outputs were counted by a Lecroy Waverunner 625Zi 

oscilloscope. A 1 MHZ clock for the gate windows was generated from a Berkeley 

Nucleonics Model 745 digital delay generator. The oscilloscope collected 100 ms frames 

of the SPAD output data, during which time the total counts of the SPAD output for 100,000 

gate windows were measured. Two thousand such frames were recorded and histogrammed 

on the oscilloscope, and the mean value of the ratio of SPAD counts to the total gate 

windows per frame was taken as the DCP. 
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Figure 5-18: Experimental setup for the dark count probability per gate window measurement. 

 

The results of the gate window measurement are shown in Figure 5-19 for 5 SPADs. 

The main result that is required from this measurement is that the DCP is low enough that 

SPAD counts from actual photons are dominant in practical TCSPC measurements. As an 

example, if the laser power in a TCSPC experiment was adjusted such that the total count 

rate was 1% of the gate windows, then even in the worst case (SPAD 2 at Vex = 0.7 V), our 

SPAD counts from actual photons could be > 20 times the DCR. From the DCP, it is also 

possible to estimate the effective DCR (i.e., #6$9;;) of the SPAD if the gate window is 

known by the following expression: 

 #6$9;; =
#6;
8<0

 (5-4) 

where 8<0 is the width of the gate window. Given the median gate window width from 

the measured pixels of 3.25 ns and the median DCP of 2.238 x 10-4, the effective DCR can 

be estimated as 68.87 kHz for a 0.7 V excess bias. The increased DCR compared to the 

passive quench case is likely due to the insufficient precharge of the SPAD before the gate 

window is opened or the leakage of the SPAD’s cathode voltage during the gate window 

through the reset MOSFET in its front-end circuitry leading to excess counts. 
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Figure 5-19: Experimental results of the dark count probability per gate window. 

 

5.3.3. Quantization Performance and Jitter 

To measure the timing performance of a pixel within the 1D-MTG SPAD array, the 

same setup was used for the time-gate window measurement. However, 100 ps steps were 

used for the delay of the gate clock to ensure that several points could be measured for each 

step on the TDC quantization characteristics. For each of these delay settings, 200 TDC 

results were sampled, and the average value was used to determine the TDC code associated 

with that delay. Additionally, the pixel precision for each of the steps was determined as 

the standard deviation of the TDC output code. This precision includes the effect of the 

TDC and SPAD jitter, as well as the jitter of the measurement setup.  

The results of TDC quantization characteristics and system timing jitter are shown in 

Figure 5-20 for the pixel whose gate window was 4.26 ns in Figure 5-17 (i.e., Figure 5-20 

shows the timing performance within the FWHM gate window of that pixel). The first point 

that should be noted is, for small delays, the TDC code 000 is never achieved. The reason 
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for this is due to the fact that during the 000 phase of the delay line, the SPAD is still in the 

process of being pre-charged above the breakdown voltage and cannot yet generate pulses. 

This was expected based on previous implementations of this time-gated front-end circuit. 

The next point that can be noted is the large variation in the step-widths of the quantization 

characteristics. For a resolution of 440 ps, the TDC achieved a 0.33 LSBrms DNL within 

the stable region of the gate window. For low-resolution TDCs, as shown in the 4-bit result 

of Chapter 3, the delay variation should be a smaller fraction of the step width when dummy 

elements are used to maintain equal capacitive loads at each stage of the delay line. This 

indicated there were large local variations in the delay elements for the design. A future 

iteration could use delay elements such as those used in the feedback time amplification 

TDC of Chapter 3, as they demonstrated much lower local variations. 

 
Figure 5-20: Illustration of the achieved timing performance for individual pixels in the multi-time-gated 
array of SPADs. 

 

The results show that the TDC and SPAD achieve a precision of 1.12 LSBrms. This 

precision is expected to be dominated by the SPAD based on the results shown for the jitter 
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of the TDC in Chapter 3, although it cannot be verified as the SPAD and TDC in this design 

are integrated directly on the chip. This also shows how the jitter of the SPAD is reduced 

in the time-gated configuration compared to the passive quench approach due to the lower 

capacitive load on the SPAD, which gives a sharper rise time of the pulse, and the quick 

detection of the avalanche by the time-gated readout circuitry. The achieved jitter in the 

current design iteration is additionally limited by the quantization error of the coarse TDC. 

It should be noted that in addition to reducing the jitter of the SPAD, the system jitter can 

be improved by reducing the dark noise of the SPAD. Dark counts have an equal probability 

of occurring within any point of the gate window, leading to additional variation of the 

system output for a fixed delay. Increasing the ratio of photon counts to dark counts can 

help to mitigate this issue, but it must be ensured that the total count rate stays below ~1% 

of the gate windows to mitigate pile-up distortion in TCSPC measurements. 

5.4. Conclusions 

In this chapter, the measurement results were presented for a p+/n-well SPAD in the 

TSMC 65 nm process. The SPAD was tested in both a passive quench and time-gated 

configuration. The SPAD was first characterized in terms of its breakdown voltage, which 

was determined to be 9.88 V at room temperature with a 4.9 mV/°C temperature coefficient. 

The passive quench design achieved a maximum DCR of 44.92 kHz at 30 °C with a 0.7 V 

excess bias, with negligible afterpulsing and the main contributor to the DCR being from 

tunneling. In the passive quench configuration, the SPAD achieved a timing jitter of 0.82 

ns at a 0.7 V excess bias, being quite large due to the large quench resistor and the large 

capacitive load of the oscilloscope probe, which greatly lengthens the rise time of the SPAD 

pulse. The SPAD also demonstrated a peak PDP of 18.13% at 420 nm for a 0.7 V excess 

bias. The preferential detection of shorter wavelengths was expected and consistent with 

other works due to the closeness of the p+/n-well junction to the surface of the chip.  

The same p+/n-well SPAD was also assessed in the multi-time-gated array. Due to 

issues in the current prototype where certain pixels were giving output at the start of every 

gate window, the complete multi-time-gated array could not be measured. However, we 
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were able to extract performance parameters from several pixels. The time-gated pixels 

exhibited a 3.25 ns median gate window, being smaller than anticipated from the post-

layout simulation and with a larger variation than expected from the process corner 

simulation. This could indicate the possibility of certain pixels generating a constant output 

due to the insufficient pre-charge of the SPAD cathode, which would additionally explain 

the increased median DCR of 68.87 kHz compared to the passive quench configuration. 

Lastly, the quantization and timing jitter performance of the time-gated pixel was extracted. 

The pixel demonstrated a 440 ps timing resolution with a 0.33 LSBrms DNL. The jitter of 

the pixel was determined to be 1.12 LSBrms and dominated mainly by the SPAD. From 

these results, it can be recommended for a future design iteration to lock the multi-purpose 

delay line within the multi-time-gated array to a reference clock in order to maintain 

consistent time-gate window widths, consistent resolution, and to ensure the TDC jitter is 

minimized. 

In the current prototype of the multi-time-gated SPAD array, a large number of the 

pixels exhibited constant output on every clock cycle. As such, those pixels are unable to 

detect impinging photons and timestamp their arrival as each pixel can only have a single 

output pulse per gate. For the improvement of a future design iteration, we have identified 

two possible causes of this behaviour which are illustrated in Figure 5-21.  

 First, the multi-time-gated pixel could generate an output pulse on every clock edge if 

the SPAD bias is not sufficiently pre-charged through the MOSFET M1. In the ideal case, 

the SPAD cathode should be fully charged during the period in which P1 is low. However, 

if the cathode is not charged to within a threshold voltage of VDD, then as soon as P3 goes 

low, the MOSFETs M3 and M4 will turn on, and an output pulse will be generated. After 

this, even if a photon is detected later in the gate window, since the voltage was already 

below the switching point of M4, no additional pulse will be generated. Second, the pixel 

could produce an output in every gate window if the leakage of the SPAD’s cathode through 

the reset MOSFET M2 during the gate window is larger than a threshold voltage (i.e., the 

leakage reduces the cathode voltage below the switching point of M4).   
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 In the current prototype, it was determined the most likely cause of the constant output 

of certain pixels was the insufficient pre-charge of the SPAD’s cathode. This is more likely 

since, in these pixels, the SPAD output occurred near the very start of the gate window. 

Additionally, the large variation in the gate window measurement with gates approaching 

2 ns would also make the insufficient pre-charge appear more likely as the P1 pulse duration 

would be reduced. However, a combination of the two mechanisms is also a possibility. 

The SPAD cathode could be charged only slightly above the M4 switching point, after 

which only a small amount of leakage is required to generate a false output.  

 
Figure 5-21: Illustration of the constant time-gated pixel output resulting from the insufficient pre-charge 
during the P1 phase of the gate window or leakage through the reset MOSFET during the gate window. 
 

To solve these design issues, a few steps can be taken. First, this design aimed to make 

the P1 pulse short to reduce the probability of avalanches building up before the gate 

window is opened, which would cause a larger power consumption if the photon was 
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detected while M1 is on. However, the width of the P1 pulse can be increased to further 

ensure the SPAD cathode is fully charged, or the width of the M1 MOSFET can be 

increased. Second, if we wish to minimize the leakage of the SPAD’s cathode voltage, the 

MOSFET M2 can be made narrow and long to maximize its resistance in the off state. 

Third, the aspect ratio of the MOSFET M4 can be reduced to lower its switching point. In 

this way, the pre-charge and leakage constraints are slightly relaxed, and even if these issues 

persist, the front-end may not generate an output pulse until a photon is detected by the 

SPAD. However, reducing the switching threshold may increase the timing jitter of the 

SPAD, as the avalanche is not detected as early when the rise time is sharpest. In all these 

potential solutions, it should be ensured that the MOSFET sizes are not increased too much, 

as the increased capacitance may worsen the timing jitter of the SPAD pixel. Additionally, 

a larger parasitic capacitance on the SPAD’s cathode can result in increased afterpulsing 

due to the larger amount of charge that will pass through the SPAD to create the same 

voltage difference during an avalanche, which may become trapped in defects and later 

released to cause afterpulses if the gating frequency is high. 
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Chapter 6 

Conclusions and Future Work 

6.1. Conclusions 

This thesis research focussed on the design and measurement of SPADs and TDCs in 

standard CMOS technology for biomedical imaging applications. When integrated together 

to form dSiPMs and SPAD imagers, SPADs and TDCs are capable of detecting individual 

photons and timestamping them with resolution on the order of picoseconds. The high level 

of performance achieved when SPADs and TDC are closely integrated on the same chip, 

and their performance advantages over previous detector technologies such as avalanche 

photodiodes and photomultiplier tubes have led SPAD-based sensors to be a heavily 

researched topic in recent years. Specifically, the application of SPAD-based sensors to 

biomedical imaging such as PET, FLIM, and DOT was a key research stream as it provides 

the potential for developing next-generation high-performance medical imaging systems at 

a low cost and in a compact size.  

Prior to creating our original designs, the thesis first provided a detailed review of 

fundamental concepts, performance metrics, and state-of-the-art results of recently 

published TDCs in Chapter 2. It was concluded that while the highest performance TDCs 

use methods such as Vernier ring oscillators, pulse shrinking ring oscillators, multipath ring 

oscillators, DS modulation, and time amplification; TDCs integrated with SPAD arrays 

generally opt for the use of simpler structures such as the delay line interpolation of a DLL 

or basic ring oscillators. This is partly because high-performance TDCs often require too 

large of an area to be effectively integrated with a SPAD array without comprising the fill 

factor. 

The TDC design presented in Chapter 3 aimed to obtain high resolution within a small 

silicon area using feedback time amplification. By performing the conversion in three 

*Part of this work was accepted for publication in IEEE Reviews in Biomedical Engineering as: R. Scott, 
W. Jiang, M. J. Deen, CMOS Time-to-Digital Converters for Biomedical Imaging Applications. 
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stages, the quantization error from an initial coarse measurement can be time amplified and 

passed to a second identical TDC stage to improve the resolution by a factor equal to the 

time amplification factor. In this design, the first stage of the TDC is reused for the third 

conversion, and the time amplifier is shared through a multiplexing scheme to reduce the 

TDC’s area. While the TDC fabricated in a standard TSMC 65 nm CMOS process achieves 

a fine resolution of 4.14 ps over a 3.2 ns dynamic range within a small silicon area of 0.016 

mm2, the measured results of the current prototype had a high INL of 15.3 LSBrms. Future 

iterations of this TDC should focus on improving the linearity and reducing the jitter 

through methods such as incorporating a DLL, using larger transistor sizes for the delay 

cells to minimize the effect of process variations, taking extra care to ensure matching 

between timing-sensitive signals, and modifying the delay elements to minimize error from 

charge injection in the gated delay lines. 

Following this, the design is presented for a multi-time-gated SPAD array using a 

custom p+/n-well SPAD in the same TSMC 65 nm CMOS process in Chapter 4. Previous 

works on time-gated SPADs have proposed shifting a gate window over an array of SPADs 

with small steps in order to generate histograms for TCSPC measurements. However, as 

only one event can be measured by a SPAD per gate window, to generate a histogram with 

a large number of bins, many measurements must be taken for each step of the gate window, 

which limits the measurement speed. The multi-time-gated design aims to simultaneously 

provide shifted gate windows to an array of SPADs such that each bin of the histogram can 

be generated at the same time for high-speed imaging. Also, it was noted that the delay line 

used for generating the delayed gate windows and for generating the gating signals for each 

individual SPAD pixel has an identical structure of a basic delay line TDC. As such, the 

multi-purpose delay line was also used to achieve coarse time-to-digital conversion.  

Due to the current implementation of the multi-time-gated array not being fully 

functional, the p+/n-well SPAD was first characterized in a basic passive quench 

configuration in Chapter 5. In the passive quench configuration, the SPAD demonstrated a 

breakdown voltage of 9.88 V at room temperature with a 4.9 mV/ ºC temperature 

coefficient. This low breakdown voltage, and the low activation energy estimated from our 
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Arrhenius plot, indicate that the main contributor to the SPADs dark noise is from 

tunnelling due to the thinner depletion region in more advanced technology nodes where 

the doping concentrations are higher. The maximum DCR of the SPAD was measured as 

44.9 kHz at 30 ºC for a 0.7 V excess bias. At the 0.7 V excess bias, the SPAD also 

demonstrated a peak PDP of 18.1 % at a 420 nm wavelength and a 0.82 ns timing jitter. 

For individual pixels of the multi-time-gated design, the median gate window was then 

determined to be 3.25 ns, over which a median DCP of 2.2 x 10-4 was observed for a 0.7 V 

excess bias. The multi-time-gated pixel was also characterized in terms of its timing 

performance, demonstrating a 440 ps timing resolution with ~ 1 LSBrms timing jitter. Based 

on these results, it was concluded that the likely cause of the faulty pixels is due to the 

insufficient pre-charge of the SPAD cathode at the start of the gate window or the leakage 

of the SPAD’s cathode voltage through the reset MOSFET in the time-gated front-end 

circuitry. Based on these conclusions, we provided possibilities for improvement in a future 

design iteration. 

Based on these results and the parameters summarized in Table 1-1, the p+/n-well 

SPAD used in this thesis would be most suitable to the PET application, as its peak PDP 

aligns with the peak emission of typical LYSO scintillators at 420 nm. However, due to 

requirements of PET imaging, time-gating is not generally supported, and the multi-time-

gated topology would be most suitable to an application such as DOT/NIROT. If a deeper 

junction was used, such as the p-well/deep n-well or deep n-well/p-substrate, then the peak 

PDP could be designed to be at a longer wavelength more suitable to DOT. Using separate 

SPADs within the array to cover different portions of the timing range can also help in 

reducing the measurement time, which is important in DOT since it can minimize motion 

artifacts from the patient. Additionally, the feedback time amplification TDC could in 

future be integrated as a fine interpolator for the multi-time-gated array to achieve 

resolutions below 10 ps while maintaining a compact size, which is desirable to the DOT 

application. 
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6.2. Future Work 

The ability to timestamp events with picosecond resolution and high throughput using 

miniaturized circuits has led TDCs to be integrated with the most sensitive photodetectors 

known as SPADs in dSiPMs and SPAD imagers. In recent years, we have seen vast 

improvements in SPAD-based sensor technology. However, we have identified several 

research challenges for TDCs and SPADs that we foresee for the coming years, so that 

SPAD-based sensor performance can continue to be optimized and the technology can be 

further embraced in the commercial market. 

A. Application Targeted Designs 

Although it is desirable for SPAD-based sensors to be diverse and applicable to various 

applications, many of the recent works have yet to achieve the desired level of performance 

for their targeted application. As such, before high-performance general dSiPMs and SPAD 

imagers are possible, we expect to see more specialized sensor structures designed for 

specific applications. Specifically, for PET imaging, we expect to see TDCs targeting 

higher resolutions. In both FLIM and NIROT, we expect to see SPAD arrays with a larger 

number of TDCs in order to increase throughput for high-speed operation. Common across 

many applications, designers will attempt to keep pushing the area and power lower to 

provide high fill factors and minimize the TDC’s impact on the system power consumption. 

B. SPAD Dark Noise 

Even under conditions with no light, SPADs may produce output pulses known as dark 

counts. Dark noise in SPADs primarily results from avalanches resulting from: thermally 

generated carriers described by Shockley-Read-Hall recombination theory; and trap-

assisted and band-to-band tunneling through the depletion region. Much work in recent 

years has investigated the physical modelling of the dark noise phenomena (e.g. [27]), and 

minimizing of dark noise in CMOS SPADs through the design of efficient guard ring 

structures [28], [171]–[173]. While the timing performance of TDCs is improved in 

advanced CMOS processes, the main limitation in advanced standard CMOS is the large 

increase in the SPAD’s dark noise. In addition to narrower depletion regions, the PDE of 
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SPADs in advanced CMOS processes is often reduced since the SPADs must operate from 

lower excess voltages in order to minimize the dark noise. Therefore, the PDE may be 

reduced despite the improvements in fill-factor. In addition to optimizing SPADs for 

reduced dark noise in advanced processes, approaches such as differential sensing SPADs 

can be used to mitigate common-mode noise [135]. 

C. Detector Level Models 

Sharing TDCs between a group of SPADs was commonly implemented in many works, 

but the impact of these design choices often goes unjustified as there was a lack of 

modelling on the effects of TDC sharing. In recent years, this topic was addressed by groups 

encouraging modelling early in the system design process such that power consumption 

can be minimized and fill factor can be maximized while ensuring high-performance. In 

[11], simulations were performed to assess the effectiveness of the best linear unbiased 

estimator (BLUE) at calculating the ToF for a dSiPM coupled to a scintillator. In the case 

of typical LYSO scintillators, it was shown that only the first two photon timestamps were 

required in order to achieve the best possible BLUE timing estimate. This indicated that for 

standard LYSO crystals, it is more important to focus on having high-resolution TDCs with 

low jitter than to integrate a large number of TDCs into the system. However, if employing 

the use of next-generation scintillators with prompt photon generation, a greater number of 

TDCs provides a larger benefit. 

Although the aforementioned work takes into account the effect of all the main jitter 

sources of the system, it does not include any impact of the detector’s dead time, which 

increases with a lower number of TDCs. In [174], the effect of the TDC dead times was 

included in order to provide an analytical approach for finding the optimal number of TDCs 

to maximize the SNR of the ToF estimation. Using numerical Monte Carlo simulations, the 

approach was verified. The results show that for an array of 64 SPADs, 95% of the 

maximum SNR can be achieved using only 15 TDCs, lowering the total TDC contribution 

to the detector’s power consumption by more than 75%.  

While these analyses show promise, they have yet to be embraced in the majority of 

detector designs that were published and verified extensively on physical implementations. 
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Additionally, further models need to be developed that are more comprehensive. Expanding 

on these works to include effects such as dark noise, afterpulsing, PVT variations, and chip 

timing skew will lead to more robust dSiPM pixel architectures.  

D. System-Level Models 

While the aforementioned models have focused on optimizing pixel structure at the 

detector level, these models have not yet considered the loss of spatial resolution that results 

from TDC sharing at the system level. For example, in [2] groups of 720 SPADs share a 

pair of interleaved TDCs, resulting in a 720:1 spatial compression loss. As SPAD-based 

sensors will often either operate in a photon starved mode or only require the first photons 

of gamma events, sharing TDCs has shown great benefits as it allows for more complex 

TDC structures to improve timing resolution. As designs continue to increase in 

complexity, factors such as the sharing of TDCs may show consequences at the system 

level (e.g., in a complete PET ring) due to spatial compression losses when grouping many 

SPADs. Factors such as this may be considered so that designs can be optimized for not 

only the individual detectors, but for system-level imaging. Potential solutions to this issue 

also include encoding the address of the first conducting SPAD into the data that is output 

from the TDC. In this way, many SPADs may share a single TDC, but the spatial 

information is retained. However, this would require additional circuit area and bandwidth 

compared to pure spatial compression. 

E. 3D-Stacked Sensors 

Regardless of whether TDCs are integrated with each SPAD or shared between groups, 

3D dSiPMs still appear promising to improve performance (see Figure 6-1). With TDCs 

being integrated in a separate tier than the SPADs, it is possible to achieve fill factors above 

70% [20]. This would greatly improve the detector PDE, allowing weaker photon events to 

be detected. With extra silicon area being available, more advanced TDC structures can be 

used that offer improved timing resolution. The 3D structure with a large number of TDCs 

also yields the ability to minimize timing skew from routing the SPADs to TDCs by 

replicating the exact same 3D structure for each individual SPAD or miniature SPAD array. 

It should be noted that with 3D stacking, SPADs and TDCs no longer need to be 
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implemented in the same process. SPADs could be implemented in a technology optimized 

for photodetection, while the TDCs could be implemented in an advanced high-speed 

digital process that can obtain fine timing resolution in a smaller area.  

Additionally, sensors with a 3D structure allow other digital circuits to be integrated in 

the system to offer real-time embedded processing or compression. In the recent LiDAR 

work in [144], a large 256 ´ 256 SPAD array was integrated in the top tier in a 90 nm 

process. Every 4 ´ 4 group of SPADs was connected to a photon processing unit in a 40 

nm process bottom tier. Due to the extra silicon area available, a high fill factor of 51% was 

achieved in the photodetection tier, while also allowing the sensor to operate in 6 different 

modes. This work has demonstrated that in the 3D structure, a high-fill factor can be 

achieved even with additional circuitry for multi-mode operation. Therefore, it allows the 

possibility for the design of SPAD-based sensors that are more generalized and able to meet 

the requirements for various applications. However, this comes at an increased cost due to 

3D integration and the potential use of specialized processes. 

 
Figure 6-1: Illustration of a 3D pixel structure for a SPAD-based sensor. (© 2021 IEEE) 

 

F. Readout Optimization 

In future SPAD-based sensors aiming for high throughput operation, large numbers of 

TDCs may be implemented on chip to quickly construct a full frame; but these designs have 
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to consider optimized readout approaches. Since the start signal normally comes from a 

SPAD pulse, and the system clock serves as the stop signal, in the worst case, a large 

number of TDCs will have data available at the system clock edge. This can lead to system-

level pile-ups as the data is sent off-chip. Some previous works, such as [129], have opted 

for the use of embedded memories to store conversion results. This allows the system to 

continue operation as data will be addressed and read off-chip by interfacing with the 

RAMs rather than the detection circuitry [20]. If a full-frame image is not needed from each 

pixel of the detector, the event-driven operation has shown to be more effective in reducing 

the required bandwidth and providing higher frequency operation.  

G. Embedded Processing 

In addition to event-driven readout circuitry, embedded processing is an approach for 

maintaining scalability and reducing bandwidth requirements in larger systems. Current 

embedded processing has included the creation of histograms from the measured TDC data 

[4], [175]. Accumulating TDC timestamps in bins associated with specific time intervals is 

highly useful if it is desired to fit the photon ToF data to a distribution, and also reduces 

the amount of data to be transferred. In recent years, a new TDC topology was developed 

that is capable of quickly building histograms while mitigating pile-up distortion by 

allowing multiple events to be timestamped at the same time by using an XOR tree to 

encode SPAD pulses into rising and falling edges along a delay line [144], [176]. In [175], 

the detector’s histogram mode was reported to increase the count rate to 85 times higher 

than the standard TCSPC mode.  

Recently, a new approach known as partial histogramming (PH) was applied in the design 

of [177] that targeted LiDAR applications. By noticing that in this application, the 

histogram normally has a single dominant peak and very few counts as we move further 

from the peak, the full histogram does not need to be stored. Using this approach, 3 

exposure periods are used where the peak of the TDC timestamps are found with greater 

precision on each iteration. After the peak is found, a histogram with fewer bins and higher 

resolution can be formed by taking a series of bins that are centered around the peak. A 

14.9:1 compression ratio was achieved using this method compared to the traditional 
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histogram readout. Beyond only data compression, motion detection triggered LiDAR was 

implemented in [178] that reduced the system power consumption by 70%. Further work 

on embedded processing such as gamma event detection for PET imaging or embedded 

fluorescence lifetime estimation for FLIM would greatly benefit the applications of 

biomedical imaging in the future, as they provide a way to remove the readout bottleneck 

and allow for high-speed imagers with a larger number of high-resolution timing elements. 

H. FPGA-Based TDCs 

Due to the quickly evolving modern FPGA technologies, TDCs implemented in FPGAs 

are likely to become more common approaches for dSiPM and SPAD imager applications. 
Shorter development cycles, lower costs, and ease of integration with complex digital 

systems are key advantages that would arise from FPGA TDCs [120]. Tapped delay line 

TDCs were the most common approach in FPGAs, achieving resolutions in the range of 
several picoseconds with implementations in more advanced technologies at a lower cost, 

compared to most of the ASIC-based works [179]–[183].  

While FPGA-based TDCs are capable of achieving resolutions comparable to that of 

ASIC TDCs, much of the research was based on linearization techniques, as FPGA delay 
elements are based on standard cells that were not custom-designed for equal delays. Post-

conversion calibration is very common in FPGA TDCs, and while it was proven to be 

effective, it can add to the TDC dead time and reduce the throughput [120]. As such, 

linearizing TDCs while having minimal impact on the throughout would appear to be a 
valuable stream of research. Also, most modern FPGAs include a microprocessor, so the 

potential for automatically generated TDCs becomes possible [120]. Analyzing the current 

linearity performance of a delay line and then subsequently rerouting and reassessing the 
performance could be done iteratively until the desired performance is reached.  

I. Artificial Intelligence 

As we have seen large advancements in AI in recent years, and its adoption into many 

areas of engineering, it is natural that we expect to see it being used to advance SPAD-

based sensor technology. Typically, in a design cycle for an IC, the schematic design, 

layout, post-layout simulation, fabrication, and verification lead to lengthy design cycles 

that normally will require multiple iterations to reach the desired level of performance. 
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Commercially viable fabrications on the first attempt could be achievable through design 

optimization using AI and machine learning techniques, while providing a method of 

obtaining optimal performance, shorter development time, and lower costs.  

In [184], the voltage-to-time converter (VTC) and TDC nonlinearities were calibrated 

out in post-processing from a coarse-fine ADC that employed a TDC-based fine stage. The 

machine learning based calibration was capable of correcting the VTC gain errors and TDC 

delay line nonlinearities. It was shown in [185] that a backpropagation machine learning 

algorithm could be used to calibrate the digitally-controlled delay lines to optimize the 

TDC’s linearity. Aside from the optimization of circuits, we expect that as detector 

performance improves, more AI-based models will be used on the software side after 

detector data was collected. Recently, an artificial neural network was used to extract the 

fluorescence lifetimes from each pixel of the SPAD array in [186]. With higher quality 

data, more accurate biological images can be reconstructed, leading to earlier and more 

precise diagnoses. 
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