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Abstract 

The ever-growing demand for cyber-physical infrastructures has significantly affected 

worldwide energy consumption and environmental sustainability over the past two 

decades. Although the average heat load of the computing infrastructures has increased, 

the supportive capacity of cooling infrastructures requires further improvement. 

Consequently, energy-efficient cooling architectures, real-time load management, and 

waste heat utilization strategies have gained attention in the data center (DC) industry. In 

this dissertation, essential aspects of cooling system modularization, workload 

management, and waste-heat utilization were addressed. At first, benefits of several legacy 

and modular DCs were assessed from the viewpoint of the first and second laws of 

thermodynamics. A computational fluid dynamics simulation-informed thermodynamic 

energy-exergy formulation captured equipment-level inefficiencies for various cooling 

architectures and scenarios. Furthermore, underlying reasons and possible strategies to 

reduce dominant exergy loss components were suggested. Subsequently, strategies to 

manage cooling parameters and IT workload were developed for the DCs with rack-based 

and row-based cooling systems. The goal of these management schemes was to fulfill 

either single or multiple objectives such as energy, exergy, and computing efficiencies. 

Thermal models coupled to optimization problems revealed the non-trivial tradeoffs across 

various objective functions and operation parameters. Furthermore, the scalability of the 

proposed approach for a larger DC was demonstrated. Finally, a waste heat management 

strategy was developed for new-age infrastructures containing both air- and liquid-cooled 
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servers, one of the critical issues in the DC industry. Exhaust hot water from liquid-cooled 

servers was used to drive an adsorption chiller, which in turn produced chilled water 

required for the air-handler units of the air-cooled system. This strategy significantly 

reduced the energy consumption of existing compression chillers. Furthermore, economic 

and environmental assessments were performed to discuss the feasibility of this solution 

for the DC community. The work also investigated the potential tradeoffs between waste 

heat recovery and computing efficiencies. 

 

Keywords: data center, thermal management, workload management, waste heat recovery, 

thermodynamic analysis, multi-objective optimization.  
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1 Introduction 

1.1 Background 

Energy consumption of the cyber-physical infrastructures which support our daily 

computing need have risen to 4% of the global electricity demand [1]. These cyber-physical 

infrastructures or data centers (DCs) comprise several mission-critical equipment such as 

servers, data storage devices, network switches, power distribution units, and uninterrupted 

power supply (UPS) units. Recently, during the COVID-19 pandemic, the average load on 

DCs has increased by nearly 30% due to the rapid virtualization of the industrial, 

communication, and education sectors, resulting in a significant increment in energy 

consumption [2]. High-capacity computing equipment is deployed to support the 

computing need, which generates a substantial amount of heat. Such high heat-dissipating 

scenarios often cause self-shutdown and decrease thermal reliability of the chip due to 

steady-state and transient temperature fluctuations [3]. Such issues can cause significant 

loss of sensitive end-user data, exacerbate energy consumption, degrade computing 

equipment lifetime, or induce cascading infrastructure failure. Therefore, the DCs are 

equipped with a closed-loop cooling system that dissipates heat generated by the server to 

the surroundings. The two most popular coolants used for server heat dissipation are air 

and water [4]. While there have been attempts of using phase-change refrigerants, dielectric 

fluids, mineral oils, etc., its applicability is sparse and often questionable [4, 5]. In the 

subsequent sections, an overview of the air- and liquid-cooled infrastructures are presented. 
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1.2 Air-cooled infrastructures 

One of the most widespread DC cooling techniques utilizes air as the working fluid. 95% 

of the commercially available computing equipment is suitable for air-cooled 

infrastructures. For such systems, the heat dissipated by the electronic chip is transported 

to the environment through the following stages [6, 7]. Cold air drawn by the server fans 

picks up heat rejected by the heat sink mounted on the electronics component, becoming 

warmer at the server exhaust. The inlet and outlet airstreams of thousands of such servers 

share common airspace cooled by computer room air handler (CRAH) units. Several such 

CRAH units collectively reject heat to the facility level cooling system, which finally 

releases it to the ambient. Figure 1.1 shows a generalized heat flow path from the electronic 

chip to the ambient and different system resistances [8]. 

 
Figure 1.1: Generalized heat flow diagram and associated temperatures at different stages 

of a DC showing heat dissipation from computing chip to the facility level through a series 

of resistances [8]. 



Ph.D. Thesis — Rohit Gupta — McMaster University — Mechanical Engineering 

 

3 

 

An essential aspect of air-cooled DCs is the air distribution strategy. Broadly, there 

are three approaches reported in the literature, (1) room-based cooling, (2) row-based 

cooling, and (3) rack cooling [6, 7, 9]. The primary difference between strategies is the 

distance between the servers and the location of the CRAH unit. Further, there are different 

types of room cooling techniques, such as (a) perforated tile system, (b) overhead cooling 

units, (c) ducted return to CRAH, (d) room return to CRAH, (e) contained hot and cold 

aisles, (f) rear-door cooling, etc. Popular air-cooling geometries are shown in  

 

Figure 1.2: Different types of air distribution strategies and cooling geometries popularly 

used in air-cooled DCs. (a) perforated tiled-based uncontained system, (b) in-row cooling, 

(c) rack-mounted cooling, (d) overhead cooling unit based uncontained system, and (e) 

rear-door cooling [6, 7, 9]. 
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1.3 Liquid-cooled infrastructures 

Liquid-cooled infrastructures are adopted for DCs when the heat load of the server rack is 

significantly high (above 40 kW), where air-cooling cannot ensure thermally reliable 

operation. These systems utilize servers with liquid-cooled cold plates, microchannel heat 

sinks, or jet impingement heat-sinks mounted on the heat-generating electronic 

components. Figure 1.3 shows a representative schematic of a liquid-cooled DC 

infrastructure taken from [10]. 

In many cases, liquid-cooled DCs have proven to be much more energy-efficient 

than their air-cooled infrastructures [8] due to ~25% low thermal resistance of the liquid-

cooled systems. Despite its potential, deploying such infrastructures require significantly 

high capital expenditure associated with (a) liquid-cooled server chassis, (b) rack-level 

coolant distribution units, (c) facility-level coolant distribution system. Moreover, the 

complete replacement of existing air-cooled DCs with their liquid-cooled counterpart is an 

impractical proposition to the DC administrator from a business perspective. In this realm, 

it is essential to note that several DCs administrators have partly replaced several of the 

existing air-cooled racks with liquid-cooled racks towards equipment upgradation. Such a 

transitional phase gives rise to the problem of air- and liquid- cooling hybridity inside a 

server room that has not been addressed to date [11]. Researchers have also leveraged the 

concept of phase-change cooling for DCs due to the enhanced heat transfer coefficient 

achieved by boiling several lab-engineered coolants [5]. 
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Figure 1.3: System-level schematic of a liquid-cooled cooled DC. (a) and (b) arrangement 

of components and cooling pipes inside the server, (c) supportive infrastructure by which 

the server-generated heat is rejected to the environment using water cooling [10].  
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1.4 Workload management 

Despite having a pre-optimized cooling infrastructure at the design stage, DCs require a 

computing workload and cooling cycle manager during operation. The workload managers 

are pre-specified strategies that distribute the total incoming workload across hundreds of 

servers housed in the DC. Spatial heat re-distribution in DC racks can be achieved with the 

aid of the workload management system [12]. Besides, these are informed with additional 

information of the DC such as (a) temperatures at salient airspace locations, (b) coolant 

temperature and flowrates, (c) temperature of the central processing units (CPUs), (d) 

energy consumption of the cooling equipment, or (e) delay in workload processing [4] to 

facilitate intelligent decision making. In particular, thermally-aware workload management 

schemes optimizes specific goals related to thermal and energy aspects of DC 

infrastructures [13]. 

1.5 Efficiency metrics 

Previously discussed cooling infrastructures, thermal management strategies, and 

workload managers require a common basis for comparison during both the design and 

operation stages. For such cases, several metrics have been reported in the DC literature 

are as follows [14], 

The metric power usage effectiveness (PUE) represents the ratio of total power 

consumption of the DC facility to the power consumed by the computing equipment. The 

range of this metric is 1 ≤ 𝑃𝑈𝐸 < ∞. An ideal but unrealistic 𝑃𝑈𝐸 = 1 signifies that the 

DC does not consume any cooling and auxiliary power. 
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𝑃𝑈𝐸 =
�̇�𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦

�̇�𝐼𝑇
=

�̇�𝐼𝑇+�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔+�̇�𝑎𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦

�̇�𝐼𝑇
. (1.1) 

The coefficient of performance in a DC is defined to characterize the energy 

efficiency of the cooling infrastructure use to reject the heat generated by the computing 

servers �̇�𝐼𝑇. 

𝐶𝑂𝑃 =
�̇�𝐼𝑇

�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔
, (1.2) 

Data center workload power efficiency (DWPE) is a facility-level metric that 

quantifies the ratio of total computing performance supplied to the end-user to the overall 

power consumption of the entire DC. The computing performance of servers is often 

quantified by evaluating the equivalent floating-point operations per second (FLOPs). 

Therefore DWPE can also be expressed in terms of FLOPs per unit power consumption. 

𝐷𝑊𝑃𝐸 =
𝐶𝑜𝑚𝑝𝑢𝑡𝑖𝑛𝑔 𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒

�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔+�̇�𝐼𝑇+�̇�𝑎𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦
. (1.3) 

Since DCs reject a significant amount of heat to the environment, which is 

eventually wasted, researchers have harness waste heat from DCs using different 

techniques. For such cases, energy reuse effectiveness (ERE) becomes an effective metric, 

a modified version of PUE. 

𝐸𝑅𝐸 =
�̇�𝐼𝑇+�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔+�̇�𝑎𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦−�̇�𝑟𝑒𝑢𝑠𝑒

�̇�𝐼𝑇
= 𝑃𝑈𝐸 −

�̇�𝑟𝑒𝑢𝑠𝑒

�̇�𝐼𝑇
. (1.4) 
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2 Literature Review 

2.1 Cooling infrastructure management 

The energy-efficient operation of DCs and airflow management is one of the critical 

concerns among researchers and industrial practitioners. Almost 33% of the energy 

consumption is attributed to the entire cooling support system, which indicates the area of 

potential savings [15]. The critical components of the cooling cycle, such as fans/blowers, 

heat exchangers, pumps, valves, chillers, and cooling towers, must be regulated in a 

coordinated manner to support the incoming heat load [16]. Conventionally, thermal 

efficiency is achieved at two stages in DCs: (a) design and (b) operation.  

Researchers have investigated the influence of salient geometric parameters for 

perforated tile-based underfloor air delivery systems. Nada et al. [17] recommended that 

higher plenum heights within the range of 600 to 1080 mm and ceiling height within the 

range of 2000 to 3000 mm can offer more uniform airflow distribution. Additionally, 

cabling obstruction in the underfloor plenum can significantly reduce the air delivered to 

the room [6]. Later, Nada et al. [18] and Arghode et al. [19, 20] investigated the influence 

of perforated tile opening area, showing that perforated tile with a 25% opening area can 

offer a significant improvement in airflow distribution. However, using such low porosity 

perforated tile has its drawback. The pressure resistance will be significantly high for such 

cases and will prevent the CRAH supplied air from reaching the server racks [7]. This 

drawback of low porosity perforated tile was one of the key motivations for fan-assisted 

active perforated tiles proposed by Athavale et al. [21]. Additional fans are installed at the 
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bottom of each perforated tile, which helps overcome the pressure resistance. However, 

this strategy significantly increases both the capital and operational expenditure of the 

cooling system [9]. 

Another segment of the thermal management literature focuses on investigating the 

influence of long-distance and short-distance cooling strategies [22-24]. Long-distance 

cooling methods are equipped with the server racks within 10 to 20 m of the CRAH units, 

whereas short-distance cooling places the CRAH units with a 1 to 2 m distance of the server 

racks. Perforated tile-based configuration is an example of long-distance cooling [19], 

while row-based [23, 25] and rack-based [24, 26] cooling systems are short-distance 

strategies. The benefits of different cooling architecture from an energy-efficiency 

standpoint have been investigated by Moazamigooarzi et al. [22], which showed the 

benefits of row- and rack-based cooling over perforated tile systems. 

Prior works show that installing aisle containment can offer significant airflow and 

energy efficiencies [27-29]. Aisle containments are partitions that separate the cold and hot 

air streams in the DC airspace. There are two possible ways in which the hot and cold air 

streams can mix, (1) hot air recirculation and (2) cold air bypass. The former occurs when 

the air supplied by CRAH airflow is significantly lower than the total suction of the server 

fans, while the latter occurs when the scenario is reversed. Containments can be added to 

different air-cooled DCs to decrease the probability of these two airspace inefficiencies. 

Moazamigooarzi et al. [22, 30] correlated the physics of recirculation and bypass with 

room-, row, and rack-based cooling architecture. This showed that row- and rack-based 
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systems could offer up to 29% energy savings due to reduced recirculation and bypass 

effects. 

Researchers have examined the influence of various leakage airflow in DCs. 

Several possible sources of leakage are (a) backflow through air-blocking brushes [26, 31, 

32], (b) reverse flow through passive servers, i.e., the servers which have their internal fans 

in OFF state [24, 33], (c) leakage flow through gaps under the racks [22], and (d) leakage 

of hot air from room to the underfloor plenum due to the venturi effect [34]. Several metrics 

have been reported in the literature to quantify suitable air delivery schemes, optimal 

geometric parameters, uniformity of airflow [35, 36]. However, most of these works do not 

translate the temperature-based metrics in terms of energy consumption. 

A pool of literature has focused on thermodynamic analyses at a system level to 

improve the overall performance. Such methodology can directly quantify savings 

obtained from both capital and operational expenditure perspectives. Iyengar and Schmidt 

[37] developed an analytical thermodynamic model to investigate the energy efficiency of 

cooling cycle components such as blowers, pumps, chiller, and cooling tower for raised-

floor DC cooling architecture. The sensitivity of the approach towards different systems 

parameters was also identified. Khalid et al. [38] performed equipment level 

thermodynamic analysis for modular DCs located at different climatic conditions. The 

study highlights the contribution of environmental temperature and humidity conditions 

towards DC energy efficiency. Patterson et al. [39] presented a comprehensive study 

providing perspectives on DC energy efficiency as a function of different operating 

temperatures.  
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In parallel, Shah et al. [40-43] first pointed out that energy analysis based on 

equipment datasheets and airflow management metrics cannot solely capture system 

inefficiencies in a DC cooling system. This paved a path towards the exergy destruction 

assessments of DC cooling systems. Early works on exergy analysis of DCs have 

determined component level and overall exergy losses as functions of system operating 

parameters [40-43]. Subsequently, exergy destruction was utilized for selecting optimal 

geometric parameters and operating scenarios for DCs with raised floor cooling systems 

[16]. Influence of rack operating conditions, load density, ambient condition, and cooling 

system parameters were also identified based on exergy analysis [44-46].  

Recently, Silva-Llanca et al. [47-49] used computational fluid dynamics (CFD) 

simulation-informed exergy analysis to directly quantify the loss of available cooling 

energy (or exergy loss) for a real DC with raised floor and overhead configurations. This 

study also showed granular exergy destruction in the airspace due to hot air recirculation 

and cold air bypass in the DC airspace. However, exergy analysis has not yet been adopted 

to investigate component-level inefficiencies for a range of popular cooling infrastructures 

such as underfloor air delivery, overhead air delivery, row-based, and rack-based cooling 

systems. This gap in the literature motivates the first phase of the research work. 

2.2 Workload management 

Once a pre-optimized cooling infrastructure and related equipment are selected, the 

associated capital expenditure can be estimated. However, the related operational cost is 

strongly influenced by choosing cooling parameters to support specific computing loads. 



Ph.D. Thesis — Rohit Gupta — McMaster University — Mechanical Engineering 

 

12 

 

Previously discussed works related to the thermodynamic analysis of DC cooling system 

mostly assumes a total heat load on DC and provides optimal cooling parameters. However, 

it was shown that the strategy by which the incoming computing workload (or the heat 

load) is assigned to different servers within the DCs has a strong influence on the thermal 

performance and energy efficiency of DCs [13, 50]. Therefore jointly managing cooling 

and server workload is an essential aspect of air-cooled DCs. 

A large segment of the workload management literature couples thermal and energy 

models to distribute workload across different servers. These approaches adopt several 

goals such as energy efficiency [51, 52], computing performance [53], latency [54], and 

thermal reliability of the DC [55, 56]. The most straightforward strategy to assign workload 

across severs is by adopting the uniform workload management scheme, which is efficient 

from a computing performance perspective [57]. However, adopting this approach can 

drastically diminish energy efficiency and thermal reliability. CPU temperature-aware and 

cold air temperature-aware workload management were proposed to address the thermal 

reliability concerns [55, 56, 58, 59]. Since heat recirculation is also a critical inefficiency 

to be addressed, Tang et al. [60] developed an approach to minimize the mixing of hot and 

cold air in air-cooled DCs by regulating server workload. A comprehensive table is 

presented in the Introduction section of Chapter 6 that includes state-of-the-art work in 

workload management literature. 

Although the approaches above somewhat reduce cooling energy expenditure while 

ensuring thermal safety of the servers, they do not implicitly provide a global minimum of 

energy consumption. To address this, energy-aware workload management schemes have 



Ph.D. Thesis — Rohit Gupta — McMaster University — Mechanical Engineering 

 

13 

 

been developed. These approaches jointly regulate cooling system operating parameters 

and the server-level utilization distributions while minimizing the total energy expenditure. 

Since these schemes solve optimization problems for workload management, thermal 

reliability functions can be added as additional constraints.  

Despite the existing workload management strategies minimize energy 

expenditure, they do not necessarily (1) reduce the loss of available cooling energy due to 

thermodynamic irreversibility, (2) fulfill multiple objectives, (3) adopt accurate thermal 

models for workload management, (4) develop scalable strategies for larger DCs, (5) 

explain the alternation of thermal field caused by choice of workload scheme, (6) advocate 

for the benefits of modular DCs and (7) provide operational trade-offs across different 

objectives. 
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3 Problem statement and research objectives 

Out of the various cooling configurations discussed in the literature review section, the 

perforated tile, rear-door cooling, and overhead cooling systems are popular in room-based 

configurations. While the in-row cooling (IRC) and rack-mounted cooling (RMC) are 

becoming more popular in recently deployed high load density DCs up to 30 kW of heat 

load per rack. Although the literature provides several temperature-based and energy-based 

metrics for assessing the relative benefits of these configurations, the reason for the cooling 

inefficiency of these geometries is not well understood. A second-law-based assessment 

can offer important granular information of cooling inefficiency (or exergy destruction) in 

the DC airspaces and various equipment in this realm. Therefore, the first objective 

(Chapter 4) is to quantify exergy destruction and exergy efficiencies of different DC 

components such as servers, airspace, heat exchanger, and chillers. The proposed 

methodology combined turbulent computational fluid dynamics simulation of various DC 

cooling geometries and informed thermodynamic energy-exergy balance formulation. 

Exergy efficient modular geometries obtained from the first objective, i.e., IRC and 

RMC, require further optimization during operation to fulfill multiple goals of a DC 

administrator. Conventionally, the industrial DCs adopt joint workload and cooling 

management (JWCM) strategies to meet the load demand providing a thermally reliable 

environment to the IT equipment. However, for IRC and RMC geometries, such JWCM 

approaches addressing essential objectives such as energy, exergy, and computing 

efficiencies have not yet been developed. This motivates the second and third objectives 
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(Chapters 5 and 6) in which the thermally-aware, multi-objective JWCM strategies for 

RMC and IRC architecture were proposed. The methodology combines reduced-order 

spatiotemporal temperature prediction models with formulations of energy exergy and 

computing efficiencies. In this objective, the essential tradeoffs across different objective 

functions, workload distribution, IT load factor, and thermal reliability guidelines were 

investigated to enhance overall DC performance. 

Finally, in the fourth stage (Chapter 7), a crucial cooling heterogeneity discussed 

in Section 1.2 has been addressed in newly retrofitted DCs that contains a fraction of racks 

with IRC configuration, whereas the other racks are water-cooled. A waste heat 

management strategy to couple these racks using thermally driven adsorption chilled was 

developed in this stage. The waste heat extracted from liquid-cooled racks was used to 

drive the adsorption chiller, which, in turn, produced chilled water for the IRC units for the 

air-cooled racks. The case study adopted energy, exergy, economic, and environmental 

impact analysis to examine the feasibility of the proposed solution. Additionally, the work 

revealed non-trivial tradeoffs between waste heat recovery and computing efficiency. To 

aid the reader, Figure 3.1 shows a comprehensive flow of information in this thesis. 

 
Figure 3.1: Connection and information flow between different chapters in this 

dissertation.



Ph.D. Thesis — Rohit Gupta — McMaster University — Mechanical Engineering 

 

25 

 

4 Cooling architecture selection for air-cooled data 

centers by minimizing exergy destruction 

This chapter is reproduced from Cooling architecture selection for air-cooled data centers 

by minimizing exergy destruction, Energy 201 (2020): 117625, Rohit Gupta, Sahar Asgari, 

Hosein Moazamigoodarzi, Souvik Pal, and Ishwar K. Puri, 

https://doi.org/10.1016/j.energy.2020.117625, Copyright © 2021, with permission from 

Elsevier. The author of this thesis is the first author and the primary contributor to this 

publication. 

4.1 Abstract 

Air-cooled Data Centers (DCs) require effective thermal management of the servers. This 

can be accomplished by implementing new cooling architectures. Nearly 33% of overall 

energy consumption is attributed to the cooling infrastructure, which indicates the 

importance of the specific cooling configuration. Our objective is to compare four 

emerging and traditional DC cooling architectures, (a) in-row cooling, (b) rack-mountable 

cooling (RMC), (c) underfloor air delivery (UFAD), and (d) overhead air delivery. Since a 

first law-based energy analysis of a DC cooling architecture seldom considers 

irreversibility and component level inefficiency, an exergy-based analysis provides an 

alternate basis for assessment. We propose a methodology that combines Computational 

Fluid Dynamics simulations with thermodynamic energy and exergy balances to determine 

the exergy loss in different components in DC. A dimensionless parameter is identified to 

characterize the exergy loss as a function of the Peclet number and the dimensionless dead 

https://doi.org/10.1016/j.energy.2020.117625
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state temperature ratio. The architecture containing RMC units has the lowest exergy loss. 

The chiller loss constitutes up to 55% of the overall exergy loss. This analysis facilitates 

better decision-making and design choices for air-cooled DCs on the basis of minimization 

of thermodynamic irreversibility with the purpose of lowering energy waste. 

4.2 Introduction 

Data Centers (DC) are meticulously designed facilities that house complex IT equipment 

(ITE), which includes servers, network switches, routers, storage systems, and network 

firewalls. Due to the essential services that they enable, e.g., banking, healthcare, and 

defense, DCs are often referred to as mission-critical facilities [1]. With hardware and 

software advances, the computational power of ITE is rapidly increasing, necessitating 

improvements in the cooling provided to it during runtime. Almost one-third of the total 

power consumption in a DC is associated with cooling, which provides an opportunity to 

identify potential areas for savings [2, 3]. Although liquid-cooled DCs are much more 

energy-efficient, they require a complex plumbing loop and impose reliability concerns [4, 

5]. Hence, most DCs are designed to house air-breathing servers. These servers draw in 

cold air for cooling and exhaust the heated air. The turbulent airflow in a DC is a 

dynamically changing vector field. Consequently, the choice of cooling architecture has a 

significant influence on the system energy efficiency [6, 7]. 

Broadly, four cooling architectures are employed, (1) underfloor air delivery 

(UFAD), (2) overhead air delivery (OHAD), (3) in-row cooling (IRC), and (4) rack-

mountable cooling units (RMCU). The first two systems are more common, while the latter 

two are relatively new. There are two primary air distribution inefficiencies in a DC, hot 
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air recirculation and cold air bypass [8]. A poorly managed DC airspace has a cascading 

detrimental effect on other cooling components, such as the computer room air handler 

(CRAH) unit, chillers, and cooling towers, increasing overall cooling energy consumption 

in a DC for a specific IT load. 

The literature provides energy assessments of DC cooling architectures based on 

the first law of thermodynamics [6, 7] and uses temperature-based metrics, such as supply 

heat index SHI, return heat index RHI, rack temperature index RTI, rack cooling index RCI, 

negative pressure ratio NP, recirculation ratio R, bypass ratio BP, and balance ratio BAL to 

characterize airspace inefficiencies [9-11]. Analyses based on the first law of 

thermodynamics only account for the amount of energy spent and not the irreversibility 

due to entropy generation. Since they cannot quantify the waste of available energy, these 

first law methods are insufficient for developing designs for effective thermal management 

of air-cooled DCs. To better understand cooling inefficiencies, an analysis based on the 

second law of thermodynamics that characterizes exergy destruction in a DC becomes 

essential. 

The transport of heat in an air-cooled DC occurs across multiple components, e.g., 

the CPU, copper heat sink on the CPU, airflow through the heat sink, air to liquid heat 

exchanger, and heat transfer from the liquid to refrigerant and refrigerant to ambient air. 

Since exergy destruction during these stages is associated with the additional power 

consumed for cooling, it becomes possible to identify system design features that lead to 

cooling inefficiencies. 
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The literature on exergy-based assessments that can guide improvements in DC 

design is sparse. It includes full system modeling of the exergy loss in a DC for a 

conventional UFAD configuration using a thermodynamic energy and exergy balance 

methodology known as the indirect method [12-17]. These investigations identify how 

exergy destruction occurs in each DC component due to varying rack operation conditions, 

IT load density, cooling unit operating parameters, and chiller and cooling tower operation. 

The direct method to determine exergy destruction requires fluid dynamics solutions. Here, 

computational fluid dynamics (CFD) based solutions of Reynolds averaged Navier Stokes 

(RANS) equations can be used to resolve the flow inside a DC airspace, e.g., to determine 

the exergy loss in the UFAD and OHAD architectures that are popular in legacy DCs [18-

20]. The former type of architecture is an underfloor perforated tile-based cooling system, 

whereas the latter type employs an overhead cooling system. For these architectures, since 

the volume of air handled is prodigious and occurs over large flow path lengths, the 

corresponding pressure drops introduce inefficiencies in the system. Both architectures are 

also prone to hot air recirculation and cold air bypass. 

Although legacy architectures employ room-based cooling architectures, the 

RMCU is promising for high-density computing infrastructure [21-23]. Such a scheme 

consists of a rack-mountable cooling system placed inside each rack that has separated hot 

and cold chambers. A version of the RMCU suitable for a high density scalable modular 

DC is the IRC that simultaneously delivers cooling air to several racks to reduce hot-spots 

[24, 25]. The IRC architecture is an enclosed row-based cooling solution that provides cold 

air to several IT racks stacked beside one another. Placing the cooling units nearer to the 
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heat sources, i.e., the servers, reduces the airflow path length, which in turn reduces the 

adverse effects due to pressure drops. Doing so also reduces hot and cold air mixing. An 

exergy-based assessment of the improvement in energy consumption by a modular (i.e., 

RMCU and IRC) DC as compared to a legacy DC is yet unavailable. Hence, there is a lack 

of guidance for DC designers for selecting a suitable cooling architecture. This leads to 

cooling overdesign, often by a factor greater than two, producing energy waste and 

considerably increasing the total cost of ownership (TCO).  

We develop a methodology that compares different cooling architectures based on 

their contributions to exergy destruction. The airspace exergy loss parameters are obtained 

with a direct method, whereas an indirect method was applied to quantify exergy losses in 

servers, CRAH units, and the chiller. This hybrid approach provides full system exergy 

modeling, i.e., extending from servers to chillers while reducing computational expense. 

The method is used to compare four different cooling schemes (UFAD, OHAD, IRC, and 

RMCU). For each geometry, seven different scenarios are considered by varying the 

operation of the DC cooling unit, and the resulting impact on component level exergy loss 

is identified. Finally, a dimensionless parameter to characterize overall exergy destruction 

in DC is identified. 

The novelty of the study lies in the development of a hybrid method that 

characterizes exergy destruction in a DC and thus comparing different cooling 

architectures. A dimensionless parameter is a facile tool that provides designers with 

guidance on how to minimize overall exergy loss in a DC. The method identifies (a) designs 

for optimal cooling, (b) component level inefficiencies, (c) favorable air delivery schemes, 
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(d) the impact of operating conditions on cooling energy wastage, and (e) it also minimizes 

exergy destruction. 

Our objectives are to (1) demonstrate that the exergy destruction minimization 

approach is suitable for comparing the performance of DC cooling systems, (2) investigate 

the component level irreversibility in servers, DC airspace, CRAH unit, and chillers, (3) 

compare different cooling architectures for which we have selected the UFAD, OHAD, 

IRC, and RMCU configurations, (4) investigate the influence of cooling unit airflow on 

the exergy destruction that occurs in different DC components, (5) propose strategies to 

minimize exergy loss in each component, and (6) identify a dimensionless parameter that 

characterizes the overall exergy loss in a DC. 

4.3 Methodology 

We consider a 63 kW air-cooled DC that uses CRAH units and air-cooled chillers to reject 

the heat from the DC airspace. Figure 4.1 presents the thermal interactions across the DC 

components. Servers generate heat that is removed by cold air supply, and the warmer 

server exhaust is returned to the CRAH units, which employ air to water heat exchanger to 

remove heat from the airside and transfer it to the waterside. A pump-driven chilled water 

circulation loop connects the waterside of the CRAH units to an air-cooled chiller that 

rejects heat to the ambient. The chiller has a nominal design capacity of 88 kW [26]. While 

other options for the chiller are available for DCs with higher capacities, such as a water-

cooled chiller that rejects heat to the cooling tower [17], our selection is nevertheless 

representative for comparing component level losses (e.g., in servers, airspace, CRAH, 
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pumps, and chillers) and the overall exergy destruction due to changes in the cooling 

architecture. 

 
Figure 4.1: Thermal interactions during heat removal from the rack to the ambient. 

In an air-cooled DC, exergy destruction depends on the (1) cooling architecture, (2) 

flowrate of cold air delivery, and (3) the mismatch between server suction temperature and 

cooling unit setpoint. By decomposing the overall exergy destruction for its principal 

components, we obtain the exergy destruction in the (1) servers, (2) heat exchanger inside 

the CRAH unit, (3) fans inside the CRAH unit, (4) DC airspace, (5) chilled water pumps, 

and (6) chillers. Items 3 and 5 consume 4% and 7% of the total cooling power, respectively. 

The efficiencies of the pumps and fans used in DC are assumed to be 75% [7, 17, 27], i.e., 

exergy destruction in pumps and fans is negligible (of the order of 2 to 3 %) compared to 

the magnitude of overall exergy loss. Therefore, we only determine the exergy loss 

components associated with the (a) servers, (b) airspace, (c) heat exchanger inside CRAH 

units, and (d) chillers for different cooling schemes.  
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To determine the exergy destruction for these components, the following conditions 

must be determined or assumed, (1) thermodynamic dead state temperature (assumed at a 

constant value of 295.15 K), (2) total IT load, which is 63 kW in our case, (3) airspace field 

variables, i.e., pressure, temperature, velocities, and turbulence parameters, (4) CRAH 

airflow, (5) CRAH setpoint, (6) airside return temperature to CRAH units, (7) supply 

chilled water temperature to CRAH, (8) return water temperature from CRAH, (9) chilled 

water flow rate, (10) ambient air temperature supplied to the chiller (assumed to equal to 

the thermodynamic dead state temperature), (11) heat rejection temperature to the ambient 

from chiller, and (12) airflows of chiller fans. 

To compare operation over a range of operating parameters for different cooling 

architectures, the airflow through the CRAH unit is varied, as shown in Table 4.1. 

Following the appropriate ASHRAE guideline for the safe operation of servers, the 

maximum server intake temperatures are held below 26.5 °C [28, 29] for all the scenarios 

simulated. Since the cooling unit supply temperature is specified, the resulting airflow and 

return temperatures are determined using CFD for different air delivery schemes. The 

airside and waterside parameters are coupled by using the ε – NTU method [6, 17, 30] for 

heat exchangers within the CRAH units for different cooling architectures. 
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Table 4.1: Details of different cooling geometries and parameters 

IT load  

(kW) 
Geometry 

Cold air supply 

temperature (°C) 

Total volume flow 

rate of air (m3 s-1) 

Maximum 

temperature in the 

cold aisle (°C) 

63 

UFAD 

OHAD 

IRC 

RMCU 

18 

2.53 

26.5 

3.04 

3.54 

4.05 

4.56 

5.06 

5.57 

 

4.3.1 Geometries and physical considerations for CFD simulation 

The turbulent flow field in the DC airspace is resolved through CFD simulations using 

ANSYS Fluent 18.0 software. The RANS equations are coupled with the energy equation 

and a standard k – ε model [6, 18-20, 31-33] for steady-state, incompressible flow, and a 

Boussinesq approximated body force to determine the velocity, temperature, and 

turbulence fields. Figure 4.2 provides a schematic representation of the different air 

delivery schemes considered, which are (a) UFAD, (b) OHAD, (c) IRC, and (d) RMCU. 

For all architectures, we consider 6 IT racks of standard dimensions (2×1×0.6 m3), each 

consisting of 40 1U (Model: HP ProLiant DL360 G5) servers. Each rack has an IT load of 

10.5 kW distributed over 40 servers and an airflow of 0.57 m3 s-1, where each server has 

an airflow of 0.01415 m3 s-1 [21]. 
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Figure 4.2: Schematic representation of the geometries used to simulate four cooling 

architectures: (a)-(b) UFAD, (c)-(d) OHAD, (e)-(f) IRC, (g)-(h) RMCU. Blue and red 

dotted lines depict cold and hot airflows through the racks, respectively. 

Based on the sizes of the CRAH units available for the different configurations, 

e.g., the internal heat exchanger size, number, and capacity of fans, a cooling architecture 

requires a specific number of cooling units to handle the heat load of Table 4.1. For UFAD 

cooling (Figures 4.2a and 4.2b), a room-based cooling system is used that consists of a 

CRAH unit, underfloor plenum, perforated tiles, and a ceiling return to the CRAH. Cold 

air from the CRAH unit passing through the underfloor plenum is delivered into the cold 

aisle through perforated tiles. The perforated tiles are modeled through an additional 

momentum source using the modified body force (MBF) model [32, 33]. Racks are 

arranged in two rows, where each row consists of 3 racks. The server intakes are placed in 

the cold aisle, and hot air from the exhaust is guided to the ceiling return using two 

overhead ducts. 

For OHAD cooling (Figures 4.2c and 4.2d), we consider a contained hot aisle [19, 

20] and three overhead CRAH units, where each unit handles two racks. The cold air is 

delivered to the room from the overhead CRAH unit, whereupon it passes through the 

server, is exhausted into the hot aisle, and then drawn back into the CRAH unit.  

For IRC cooling (Figures 4.2e and 4.2f), two CRAH units are employed, where 

each unit handles 3 IT racks. All the six racks and two cooling units are arranged in a single 

row within a container, as shown in Figure 4.2e. Cold air delivered by in-row cooling units 

passes through the servers and is released into the hot aisle (or back chamber).  
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The RMCU cooling scheme utilizes a rack-mountable CRAH unit of 2U size for 

each rack, resulting in 6 CRAH units for our case. These cooling units are placed at the 

midway height of the rack and deliver cold air vertically (Figures 4.2g and 4.2h). 

The IT racks are represented by the recirculation boundary condition available in 

ANSYS Fluent that uses a thermodynamic energy balance to determine the rack exhaust 

temperature for a specified heat load and flowrates through servers. The flowrate and 

power consumption for the servers are known for a specific DC utilization. The CRAH unit 

inlet and exhaust zones are emulated using the inlet mass flow at a certain temperature 

(which is the cooling unit setpoint) and outlet pressure for a target mass flow rate, 

respectively. Table 4.2 shows the specifications of cooling units used for different 

architectures. 

A steady-state assumption is imposed, which results in temporally invariant airflow 

through the racks and cooling units, the heat loads through the servers, and the air delivery 

temperature from the cooling units. In commercial DCs, the gaps between the racks or 

those between a rack and its containment walls produce mixing of the hot and cold 

airstreams, but this is usually minimized by inserting high-density air blocking brushes at 

these locations [6, 31]. The brushes provide flow resistance and minimize momentum and 

energy transport across aisles. To represent the effect of brushes in the CFD simulation, 

they are modeled as porous media using a power-law resistance so that [6], 

∆𝑝 = −𝐶0|𝑣|
𝐶1, (4.1) 

where, 𝐶0= 11 and 𝐶1=1.15 are determined from experiments. 
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Table 4.2: Geometric considerations for CFD simulation 

Architecture 

Maximum 

cooling 

capacity of 

each unit (kW) 

Size of each 

cooling unit 

(m3) 

Maximum 

volume flow 

rate of air 

through each 

unit (m3 s-1) 

Number of 

cooling units 

used for the 

present study 

IRC 33 1.2 × 0.3 × 2.0 2.01 2 

UFAD 66 1.2 × 2.4 × 3.0 4.02 1 

RMCU 11 0.6 × 0.1 × 1.0 0.67 6 

OHAD 22 0.6 × 0.3 × 1.2 1.34 3 

 

4.3.2 Exergy loss: server/rack component 

The electrical power consumption of each server is assumed to be fully converted into heat, 

𝑄�̇�, resulting in a server exhaust temperature, 

𝑇𝑜 = 𝑇𝑖 +
�̇�𝑠

�̇�𝑠𝐶𝑝𝑎
, (4.2) 

where 𝑇𝑖 denotes the inlet temperature to the server, and �̇�𝑠 the mass flow of air through 

servers. For each server, the effective surface temperature 𝑇𝑠 is calculated using a lumped 

thermal resistance approximation [17, 34], 

𝑇𝑠 = 𝑇𝑖 +
�̇�𝑠

�̇�𝑠𝐶𝑝𝑎[exp(−
1

�̇�𝑠𝐶𝑝𝑎𝑅𝑠
)−1]

, (4.3) 

where 𝑅𝑠 denotes the thermal resistance for the 1U server, which is 0.065 K/W [17]. 

With 𝑇𝑠, 𝑇𝑖 and 𝑇𝑜 known, the total exergy destruction with N servers �̇�𝑑,𝑠 (see Figure 4.1), 

�̇�𝑑,𝑠 = 𝑁 {�̇�𝑠𝐶𝑝𝑎 [(𝑇𝑖 − 𝑇𝑜) − 𝑇0ln (
𝑇𝑖

𝑇𝑜
)] + �̇�𝑠 [1 −

𝑇0

𝑇𝑠
]}. (4.4) 
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We consider a DC with six racks, each rack having 40 1U servers with identical exergy 

destruction. Since the rack load is constant, the exergy destruction attributed to the server 

is also constant. The salient characteristics of the servers and IT racks are listed in Table 

4.3. 

Table 4.3: Server and IT rack parameter specifications. 

Parameter Value 

Model HP ProLiant DL360 G5 

Server chassis size  1U  

Power Consumption 262.5 W 

Airflow rate 0.01415 m3 s-1 

Thermal resistance 0.65 K W-1 

Number of servers 40 

Rack type Standard 42U racks (1U = 1.75 inch) 

Number of racks 6 

 

4.3.3 Exergy loss: airspace component 

The exergy destruction associated with the airspace helps identify inefficiencies, cooling 

air maldistribution, and mismanagement of cooling architectures. This term is important 

for assessing the impact of different geometries, airflow management strategies, and 

cooling unit operating conditions on the exergy loss.  

The airflow velocity, pressure, temperature, and turbulence in each control volume 

are determined through CFD simulations for different cooling architectures and operating 

parameters, as described in Table 4.2. The exergy destruction formulation for turbulent 

flows utilizing the k – ε model is as follows [18, 35-38]. 
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�̇�𝑉𝐷
′′′ =

𝜇

�̅�
{2 [(

𝜕�̅�

𝜕𝑥
)
2

+ (
𝜕�̅�

𝜕𝑦
)
2

+ (
𝜕�̅�

𝜕𝑧
)
2

] + (
𝜕�̅�

𝜕𝑦
+
𝜕�̅�

𝜕𝑥
)
2

+ (
𝜕�̅�

𝜕𝑧
+
𝜕𝑤

𝜕𝑥
)
2

+ (
𝜕�̅�

𝜕𝑧
+
𝜕�̅�

𝜕𝑦
)
2

} +
𝜌𝜀

�̅�
, 

(4.5) 

�̇�𝐻𝑇
′′′ =

𝜆

�̅�2
(1 +

𝐶𝜇

𝛼Pr𝑡

𝑘2

𝜀
) [(

𝜕�̅�

𝜕𝑥
)

2

+ (
𝜕�̅�

𝜕𝑦
)

2

+ (
𝜕�̅�

𝜕𝑧
)

2

], (4.6) 

�̇�𝐻𝑇
′′′ = 𝑇0�̇�𝐻𝑇

′′′ , (4.7) 

�̇�𝑉𝐷
′′′ = 𝑇0�̇�𝑉𝐷

′′′ , (4.8) 

�̇�𝑑
′′′ = �̇�𝐻𝑇

′′′ + �̇�𝑉𝐷
′′′ , and (4.9) 

�̇�𝑑,𝑎 =∰�̇�𝑑
′′′𝑑𝑥𝑑𝑦𝑑𝑧. (4.10) 

Airspace exergy loss in a DC consists of two components, (a) exergy destruction 

due to unwanted heat transfer between the cold and hot air streams and (b) exergy 

destruction due to pressure drop or turbulent velocity fluctuations. The heat transfer is 

determined using Eq. 4.6, and the velocity gradient component is determined using Eq. 4.5. 

Once the CFD solution converges, Eqs. (4.5)-(4.9) are solved using a user-defined function 

(UDF) code in ANSYS Fluent 18.0 to obtain the exergy destruction inside each control 

volume. Subsequently, the volume integral of exergy destruction is determined using Eq. 

4.10, which represents the loss of available energy. 

4.3.4 Exergy loss: CRAH unit component 

The air-water heat exchanger within the CRAH unit is the major exergy loss component. 

For the heat exchanger, the velocity gradient and turbulent exergy loss components have 

been shown to be insignificant [17, 18, 39]. Additional assumptions include (a) no 
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boundary heat transfer between the system and its surroundings and (b) negligible kinetic 

and potential energy changes. Thus, the exergy loss within the CRAH unit can be 

represented through the exergy balance across control volume (see Figure 4.1), 

�̇�𝑎 = �̇�𝑎𝐶𝑝𝑎 [(𝑇ℎ𝑎 − 𝑇𝑐𝑎) − 𝑇0ln (
𝑇ℎ𝑎
𝑇𝑐𝑎

)], (4.11) 

�̇�𝑤 = �̇�𝑤𝐶𝑝𝑤 [(𝑇𝑐𝑤 − 𝑇ℎ𝑤) − 𝑇0ln (
𝑇𝑐𝑤

𝑇ℎ𝑤
)], and (4.12) 

�̇�𝑑,ℎ = �̇�𝑎 + �̇�𝑤 , (4.13) 

where �̇�𝑎 denotes the exergy lost by the airside and �̇�𝑤 that gained by the waterside. 

From Eqs. (4.11)-(4.13), we note that the exergy loss associated with the heat 

exchanger is a function of the air mass flowrate �̇�𝑎, return temperature of air to CRAH 

𝑇ℎ𝑎, supply air temperature from CRAH 𝑇𝑐𝑎, mass flowrate of water �̇�𝑤, inlet water 

temperature to CRAH 𝑇𝑐𝑤, and outlet water temperature from CRAH 𝑇ℎ𝑤. For a prescribed 

airflow and supply temperature from the CRAH, the return temperature to the CRAH unit 

is determined from the CFD simulations using the UDF in Fluent. 

The airside parameters available from the CFD simulation are coupled with the 

waterside parameters using a code is written in MATLAB 2015 that models the heat 

exchangers within the CRAH. The code employs the ε – NTU method [6, 17, 30] for 

coupling the waterside and airside parameters by specifying the type and size of the heat 

exchanger inside the CRAH. The dimensions and types of heat exchangers selected for the 

IRC, UFAD, RMCU, and OHAD cooling configurations are shown in Table 4.4. The water 

flowrates for different heat exchangers are based on commercially available CRAH units. 
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Table 4.4: Heat exchanger characteristics [19, 40, 41] 

Architecture 
Heat 

exchanger type 

Heat exchanger 

size (m3) 

Maximum 

volume flow 

rate of water 

(m3 s-1) 

Number of heat 

exchangers used  

IRC Fin-tube 0.20 × 0.70 × 2.00 0.0009 2 

UFAD Fin-tube 0.20 × 1.50 × 2.25 0.0050 1 

RMCU Plate-fin 0.30 × 0.35 × 0.12 0.0004 6 

OHAD Fin-tube 0.30 × 1.20 × 0.60 0.0007 3 

 

4.3.5 Exergy loss: chiller component 

We consider an 88 kW chiller [26], which consists of a vapor compression refrigeration 

cycle and an ambient air-cooled condenser that supplies the required chilled water to the 

CRAH unit. Considering the chiller boundary as the control volume for energy interactions 

with the surroundings, the energy balance requires the electrical energy input into the 

chiller, energy transport through the chilled waterside, and energy interactions in the 

ambient airside. The chiller is assumed to be insulated. Thus the boundary heat transfer 

component is absent. 

For the abovementioned conditions, the exergy destruction for the chiller (see 

Figure 4.1), 

�̇�𝑑,𝑐 = �̇� + �̇�𝑤𝐶𝑝𝑤 [(𝑇ℎ𝑤 − 𝑇𝑐𝑤) − 𝑇0ln (
𝑇ℎ𝑤
𝑇𝑐𝑤

)]

+ �̇�𝑓𝐶𝑝𝑎 [(𝑇0 − 𝑇ℎ𝑎,0) − 𝑇0ln (
𝑇0
𝑇ℎ𝑎,0

)]. 

(4.14) 

Imposing an energy balance across the chiller boundary control volume, 
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�̇� + �̇�𝑤𝐶𝑝𝑤(𝑇ℎ𝑤 − 𝑇𝑐𝑤) + �̇�𝑓𝐶𝑝𝑎(𝑇0 − 𝑇ℎ𝑎,0). (4.15) 

Combining Eqs. (4.14) and (4.15), the chiller exergy loss, 

�̇�𝑑,𝑐 = �̇�𝑤𝐶𝑝𝑤𝑇0ln (
𝑇𝑐𝑤
𝑇ℎ𝑤

) + �̇�𝑓𝐶𝑝𝑎𝑇0ln (
𝑇ℎ𝑎,0
𝑇0

). (4.16) 

To determine the exergy destruction associated with the chiller, the waterside, 

ambient airside, and the electric power consumption of the chiller must be determined. The 

total power consumption of the chiller is determined through the universal Ng-Gordon 

chiller model [42]. This model correlates the cooling load of the chiller evaporator, the air 

temperature entering the condenser, the desired setpoint of the chilled water leaving the 

evaporator, and the coefficient of performance (COP) as follows. 

332211 xaxaxay  , (4.17) 

ccw QTx 1 , (4.18) 

   ccw QTTTx  002 , (4.19) 

    03 11 TQCOPx c , and (4.20) 

      111 0  TTCOPy cw . (4.21) 

The coefficient of performance, COP, is the ratio of chiller evaporator heat load, 

𝑄𝑐, to the total electrical power consumption by the chiller �̇�, and 𝑇𝑐𝑤 denotes the chilled 

water temperature leaving the evaporator. Air entering the condenser is assumed to have a 

temperature equal to 𝑇0. All temperatures are expressed in K and 𝑄𝑐 in kW. Data for 𝑄𝑐, 

COP, 𝑇𝑐𝑤, and 𝑇0 are obtained from an 88kW chiller datasheet [26], Fitting that data to 

Eqs. (4.17)-(4.21) using a multivariate regression solver, the chiller model is, 
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321 241.0872.28026.0 xxxy  . (4.22) 

The waterside parameters (chilled water temperature supplied to CRAH, return 

water from CRAH, and water flowrate) are determined through the ε – NTU method for 

the heat exchanger. Since the ambient air supply temperature is assumed to be equal to the 

thermodynamic dead state temperature (295.15 K), it is at zero exergy with respect to the 

ambient. The hot air temperature 𝑇ℎ𝑎,0 returned to the ambient depends on the cooling load 

on the chiller and is determined from Eq. (4.15). The flow velocity of the chiller condenser 

fan �̇�𝑓 is obtained from the datasheet of the chiller [26]. The characteristics of the chiller 

are provided in Table 4.5. 

Table 4.5: Chiller parameter and specifications. 

Parameter Value 

Model TRANE CGAF C25 

Rated maximum capacity  25 ton of refrigeration (88 kW) 

Airflow of condenser fans 10.22 m3 s-1 

Condenser air supply temperature 22 °C 

Maximum chilled water flowrate 0.0019 m3 s-1 

Maximum chilled water flowrate 0.0057 m3 s-1 

 

4.4 Numerical procedure 

The turbulent airflow field inside the DC is obtained by iteratively solving the RANS 

equations using the standard k – ε model with ANSYS Fluent 18.0. The governing 

equations for mass, momentum, energy are solved for turbulence flow. Once convergence 

is obtained, the airspace exergy loss and the other components of exergy loss are calculated 

using thermodynamic energy-exergy balance equations. The simulation process is 

described in the appendix of Chapter 4.  
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4.4.1 Mesh independence study 

A mesh independence analysis provides the minimum number of nodes required for 

accurately representing the flow physics. Four meshes with 106, 1.7 × 106, 2.3 × 106, and 

4 × 106 nodes provide different mesh geometries. The geometry with 2.3 × 106 nodes is 

selected for all cases due to its faster computation time while adequately determining the 

flow field. The RMSE for 60 different monitored nodes in the domain is lower than 1.5 ºC 

for this grid [43]. Table 4.6 provides mesh independence results for the average rack inlet 

temperature, hot air return temperature to the cooling unit, and volume integral of the 

airspace exergy loss. These are the primary quantities of interest determined from the CFD 

simulations. 

Table 4.6: Mesh independence results. 

Number 

of cells 

Average rack inlet 

temperature (K) 

Return temperature of air 

to cooling unit (K) 

Volume integral of 

airspace exergy loss (W) 

1.0 × 106 295.2 310.7 480.3 

1.7 × 106 295.9 311.3 495.7 

2.3 × 106 296.5 311.9 510.1 

4.0 × 106 296.5 311.9 510.1 

 

4.4.2 Experimental validation 

The experimental configuration consists of five operating racks and two in-row CRAH 

units that use chilled water for extracting heat from racks. Figure 4.3 provides a schematic 

representation of the experimental DC facility. The widths of the cold and hot aisles are 

0.14 m and 0.20 m, respectively, which are separated from one another by brushes to 

prevent energy and momentum transport across them. The numerical model is for a steady-
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state since the air temperature and power measurements demonstrate negligible temporal 

variations. The experimental operating conditions for racks and cooling units are provided 

in Tables 4.7 and 4.8, respectively. 

 

 

Figure 4.3: (a) Schematic representation of the experimental DC that has separated hot and 

cold chambers with 5 IT racks and 2 IRC units contained between them. In the aisle 
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chamber, cold air exits the IRC and is drawn through the servers. Hot air exits the servers 

in the back aisle and is drawn into the IRC. Leakage airflow occurs through the brushes (or 

separators) across the aisles. Red dots indicate positions identifying the locations of 

temperature probes that are placed along the halfway plane of the width of the cold (Z = 

0.06 m) and hot (Z = 1.22 m) aisles. (b) top cross-sectional view showing salient airflows. 

The direction of leakage airflow depends on the pressure difference across the front and 

back chambers. 

Table 4.7: Rack operating conditions. 

Rack Volume flow rate of air (m3 s-1) It load (kW) 

1 0.22 3.5 

2 0.20 3.9 

3 0.24 4.1 

4 0.20 3.7 

5 0.22 3.9 

 

Table 4.8: Cooling unit operating conditions. 

Case Cooling unit 
Volume flow rate 

of air (m3 s-1) 

Cooling unit 

setpoint (°C) 

1 
Left 

0.41 + 0.41 

18 
Right 

2 
Left 

0.51 + 0.51 
Right 

 

The heat transfer and fluid flow are simulated following the methodology described 

earlier. The model assumes a complete conversion of the total IT load referred to in Table 

4.7 into heat. The in-row cooling geometry shown in Figure 4.3 consists of a hot chamber, 

a cold chamber, and brushes that separate hot and cold chambers. Temperature 

measurements within the hot and cold chamber are performed with DS1820 temperature 

sensors that have an accuracy of ± 0.5 °C and are connected to an Arduino Mega 

development board that logs the data from 25 equidistant positions within each chamber. 

This provides the two-dimensional temperature distribution within each aisle along a plane 
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halfway through the depth of aisles at Z = 0.06 m for the cold aisle and Z = 1.22 m for the 

hot aisle and represented by the red dots in  Figure 4.3a. The percentage of error between 

CFD and experiments relative to the experimentally measured temperatures at each 

location is defined as follows, 

Δ =
𝑇𝐶𝐹𝐷 − 𝑇𝐸𝑋𝑃

𝑇𝐸𝑋𝑃
× 100. (4.23) 

Figure 4.4 shows contours of the distribution of the relative percentage error ∆ 

between the CFD simulations and experiments for the scenarios presented in Table 4.8. For 

both cases in the cold aisle, eight locations show a 9% deviation from the experiments, 

while the remainder show ∆ values of 5% or lower. For the hot aisle, there are only four 

positions for case 2 where ∆ = 8%, whereas 11 locations show a deviation of 7.5% or lower. 

The primary reasons for differences between the experiments and CFD simulations are as 

follows. First, the power and network cable bundles placed in the hot aisle are not 

considered in the CFD simulations. This simplification is the primary source of error for 

temperature predictions in the hot aisle. Second, when the airflow into the server suction 

is lowered, the probability of hot air recirculating to the cold aisle increases, which 

diminishes the accuracy of predicted temperatures. However, a 10% temperature prediction 

deviation is considered acceptable for operational DCs [18, 25, 31]. 
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Figure 4.4: Distribution of percentage of relative error in predicted temperature Δ in cold 

and hot aisles for two different validation cases presented in Table 4.8. 

4.5 Results and discussion 

4.5.1 Airspace exergy loss 

Airspace exergy destruction is caused by pressure drops, premature mixing of hot and cold 

airstreams, and turbulent fluctuations of energy and velocities. These effects are functions 

of (1) airflow path length, (2) cooling unit operating parameters, (3) number of cooling 

units, and (4) specific cooling architecture. The volume integral of the airspace exergy loss 

is determined for the scenarios and geometries depicted in Table 4.1. 

Figure 4.5a shows the airspace exergy loss for different cooling architectures as a 

function of the CRAH unit airflow rate. The UFAD architecture has the highest exergy loss 
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(up to 4 kW), which is caused by several factors [8]. They include the (1) uncontained 

geometry that leads to higher recirculation and bypass, which in turn increase the exergy 

loss due to heat transfer, (2) use of perforated tiles that produce a pressure drop in the 

underfloor plenum, increasing exergy destruction due to velocity gradients, and (3) higher 

flow rates that cause the air to bypass the perforated tile closest to the cooling unit, forming 

a flow void inside certain regions in the underfloor plenum, resulting in air ingress back 

from the room to the underfloor. The heat transfer exergy loss contributes ~67% of the total 

exergy destruction, while 33% of overall loss is due to the velocity gradients [18]. 

Compared with the UFAD architecture, the other geometries (OHAD, IRC, and 

RMCU) show up to 80% percent lower overall exergy loss in the airspace. This exergetic 

improvement is made possible by the corresponding localized air delivery schemes that 

reduce recirculation and bypass while also eliminate pressure drop in the underfloor 

plenum [6, 18, 19]. 
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Figure 4.5: (a) airspace exergy loss, and  (b) 𝑇ℎ𝑎 − 𝑇𝑐𝑎 as a function of cooling unit airflow 

for different geometries. 

For all geometries, increasing the airflow above a certain minimum (~3.5 m3 s-1) 

increases the airspace exergy loss. This flowrate corresponding to the minimum exergy 

loss is the critical airflow for the DC, which occurs when the cooling unit airflow matches 

the total server air suction. Lower airflows lead to hot air recirculation occurs while higher 

values lead to server bypass. Hence, it is essential to identify the critical airflow when new 

servers are installed or the idle servers are turned off [6, 21, 23]. Figure 4.5b shows that 

increasing airflow monotonically decreases the difference between the supply and return 

temperatures (𝑇ℎ𝑎 − 𝑇𝑐𝑎). Since the airflow drawn by the servers is constant for all cases, 

the excess cold air is bypassed to the hot aisle through the porous brushes, lowering the 

mean air temperature in the hot aisle and the CRAH return. 

Thus, several methods can be adopted to minimize airspace exergy loss, including 

(1) reducing the airflow path length by switching to a localized cooling architecture, (2) 
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implementing a contained air delivery scheme, (3) matching the total server suction with 

the cooling unit airflow using a predictive control algorithm, (4) decreasing the interaction 

between hot and cold aisles by using denser air-blocking brushes, and (5) hindering leakage 

across racks. 

4.5.2 Heat exchanger exergy loss 

Figure 4.6 presents the effect of cooling unit airflow variations on the CRAH exergy loss 

for different cooling architectures. The same fin-tube heat exchangers are used in the 

CRAH units for the UFAD and IRC architectures. In both cases, similar exergy loss 

variations are observed as the cooling unit airflow increases, where the loss first increases 

with increasing airflow and then decreases. However, the magnitude of exergy loss for the 

UFAD is 30% lower than for the IRC due to the higher effectiveness of the heat exchanger 

and the number of cooling units employed (one for UFAD and two for IRC). The OHAD 

architecture has nearly invariant exergy loss for all cases, but that for the RMCU 

progressively decreases by 33% as the volumetric flow rate is changed by 55%. We observe 

similar exergy destruction behaviors for UFAD and IRC heat exchangers and hence 

consider only one, the IRC, for additional comparison. However, the behaviors of RMCU 

and OHAD heat exchangers are very different, and both architectures must be considered. 

Thus, we examine the airside and waterside exergy destruction components of the IRC, 

RMCU, and OHAD architectures. 
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Figure 4.6: Heat exchanger exergy loss as a function of cooling unit airflow for different 

geometries. 

The overall heat exchanger exergy loss is separated into (1) exergy gained by the 

waterside and (2) that lost by the air inside the heat exchanger. Figure 4.7a shows that 

exergy destruction for the OHAD heat exchanger has similar gradients on its waterside and 

airside, producing a nearly invariant total exergy loss with varying airflow. For the IRC 

architecture, the waterside exergy loss has a smaller gradient than on the airside (Figure 

4.7b), but the overall exergy loss is again relatively invariant to changing airflow through 

the cooling unit. The RMCU heat exchanger is of plate-fin type, which has nearly invariant 

waterside exergy destruction with varying airflow (Figure 4.7c). However, due to the larger 

cold air bypass at elevated airflow, the return temperature to the heat exchanger decreases 

significantly (Figure 4.5b), decreasing (𝑇ℎ𝑎 − 𝑇𝑐𝑎) across it, resulting in a reduction of 

overall exergy loss. 
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Figure 4.7: Airside and waterside components of the heat exchanger exergy loss for 

different geometries: (a) OHAD, (b) IRC, (c) RMCU 

The exergetic efficiency for different heat exchangers [44], 
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𝜂𝑒,𝐻 =
�̇�𝑎

�̇�𝑤
× 100. 

(4.24) 

For the OHAD, IRC, RMCU, and UFAD architectures, the influence of cooling unit 

airflow on exergy efficiency is presented in Figure 4.8. When the airflow increases, the 

return temperature to the CRAH unit decreases due to the higher cold air bypass, which 

reduces the airside exergy destruction. This makes it more difficult to transfer heat from 

the airside to the waterside and reduces the exergetic performance of the heat exchanger. 

The fin-tube heat exchanger for the IRC has the lowest exergetic efficiency due to its lowest 

value of (𝑇ℎ𝑎 − 𝑇𝑐𝑎) as compared to the heat exchangers for RMCU and OHAD 

architectures (Figure 4.5b). 

 
Figure 4.8: Influence of cooling unit airflow on the exergetic efficiencies of the heat 

exchangers used in the different architectures. 

Although DCs typically employ additional cooling capacity in practice to support high 

network traffic loads, from an exergetic perspective, this increases exergy loss since the 

coolant temperature can have values below 𝑇0. Using a heat exchanger with greater 
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effectiveness reduces irreversibility, decreasing the additional provisioning for cooling that 

is required [39]. 

4.5.3 Chiller exergy loss 

Figure 4.9 presents the variation in chiller exergy loss for the different architectures as the 

airflow through the cooling unit is increased. By increasing the cold airflow within a DC 

for a constant cold air delivery setpoint (see Table 4.1), the power consumption required 

for cooling also increases because this requires chilled water at lower temperatures. Hence, 

the temperature difference across the condenser side of the chiller increases since the chiller 

fans rotate at a constant speed and draw in air at a constant ambient temperature. This leads 

to an increment in the chiller exergy loss. 

 

Figure 4.9: Influence of cooling unit airflow on the chiller exergy loss for different 

geometries. 

The maximum exergy loss (~ 12.7 kW) inside the chiller occurs for the OHAD 

architecture when a 5.6 m3 s-1 airflow is supplied through the cooling units. At higher 
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flowrates (~ 4.1-5.6 m3 s-1), the OHAD architecture again provides the highest chiller 

exergy destruction followed by the UFAD, IRC, and RMCU systems. The chiller exergy 

loss for the RMCU is nearly invariant with changing airflow, while for the UFAD, OHAD, 

and IRC architectures, it increases due to the different characteristics of the heat exchangers 

that are used. The plate-fin heat exchanger used for the RMCU has a nearly invariant 

waterside exergy loss as the cooling unit airflow is increased (Figure 4.7c). Consequently, 

the changes in chiller exergy loss are not significant with increasing airflow.  

Designers should be careful while implementing algorithms for fan speed control 

in response to temperature increments in the cold aisle since, in addition to fan power 

consumption, the chiller exergy loss increases significantly as the fans inside CRAH are 

rotated at faster speeds. For proper control that minimizes exergy loss, it is therefore 

essential to simultaneously monitor CRAH fans and chillers. 

The chiller exergy destruction is made dimensionless to compare the chiller exergy 

efficiencies for different cooling configurations as follows [45]. 

𝜂𝑒,𝑐 = {1 −
�̇�𝑑,𝑐

�̇� + �̇�𝑤𝐶𝑝𝑤 [(𝑇ℎ𝑤 − 𝑇0) − 𝑇0ln (
𝑇ℎ𝑤
𝑇0

)]
} × 100. (4.25) 

Figure 4.10 shows the exergy efficiency of the chiller, which depends on the exergy 

loss and the exergy input to the chiller, as a function of the volumetric airflow through the 

cooling units of four different geometries. Except for the RMCU architecture, the exergy 

efficiency of a chiller improves with increasing airflow through a cooling unit. For the 

RMCU, the chiller exergy efficiency is independent of airflow. The IRC has the highest 
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exergy chiller efficiency for the range of flowrates investigated. With increasing cooling 

unit airflow, the chiller heat load also increases and approaches its nominal design capacity. 

Near this heat load, the chiller works at higher COP and is, therefore, exergetically more 

efficient.  

 
Figure 4.10: Influence of cooling unit airflow on the chiller exergy loss for different 

geometries. 

4.5.4 Exergetic comparison of geometries under different scenarios 

The exergy losses for the different components for the four architectures are compared in 

Figure 4.11 for three cooling unit flowrates, 3.04, 4.57, and 5.57 m3s-1, and a specified cold 

air supply setpoint (see Table 4.1). The IRC and RMCU architectures outperform the room-

based UFAD and OHAD legacy cooling by reducing hot air recirculation and cold air 

bypass. The rack exergy loss is the same for all cases due to the constant IT load imposed 

on the servers. The chiller exergy loss provides the highest contribution (~ 55% of the 

overall loss) to overall system inefficiency, followed by contributions from the rack and 

the heat exchanger. 
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Figure 4.11: Contributions of different exergy loss components for the different cooling 

architectures with three different CRAH flowrates: (a) 3.04, (b) 4.57, and (c) 5.57 m3 s-1. 

For the UFAD architecture, the airspace exergy loss is significant (~ 3-4 kW) as 

compared to that of other schemes. This is predominantly due to the uncontained UFAD 

geometry, which leads to premature cold and hot air mixing. For the RMCU, the single 

rack cooling produces the minimum exergy loss due to locally effective air delivery for all 

air flowrates investigated, as shown in Figure 4.11. Changing from the UFAD to the 

OHAD, IRC, or RMCU architectures can be represented by the parameter,  

Ω𝑔 =
�̇�𝑈𝐹𝐴𝐷 − �̇�𝑔

�̇�𝑈𝐹𝐴𝐷

× 100 (4.26) 

Specifying the UFAD architecture as the base case, the overall exergy destruction 

for the OHAD, IRC, and RMCU architectures are compared in Table 4.9. For a 5.57 m3s-1 

airflow, the IRC and RMCU have 21.3% and 22.7% reductions in exergy loss, respectively, 

and the same trend holds for the 4.57 m3 s-1 flowrate. The OHAD architecture provides 

nearly constant exergetic savings (~12% to 14%) for the three flowrates. As the flowrates 

are reduced to 3.04 m3 s-1, the exergy loss is reduced to ~11-14%. 

Table 4.9: Decrease in exergy loss for different architectures with respect to UFAD 

cooling. 

Cooling unit 

airflow (m3s-1) 
Ω𝑈𝐹𝐴𝐷 Ω𝑂𝐻𝐴𝐷 Ω𝐼𝑅𝐶 Ω𝑅𝑀𝐶𝑈 

5.57 ---- 14.8 21.3 22.7 

4.57 ---- 12.2 14.6 17.0 

3.04 ---- 14.5 11.1 14.1 

Figure 4.12 provides a schematic of the exergy behaviors along with different 

components of an air-cooled DC, where arrow widths signify the relative magnitudes of 
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exergy transfers. Ambient air entering the condenser corresponds to zero exergy since the 

condenser inlet air temperature is assumed to be equal to the dead state temperature. 

 

Figure 4.12: Schematic representation of exergy interactions in an air-cooled DC. 

4.5.5 Dimensionless representation of exergy destruction 

The overall exergy loss in the DC consists of four components, (1) in the racks due to heat 

dissipation, (2) in the airspace due to hot air recirculation and cold air bypass, (3) in the 

air-water heat exchanger, and (4) in the chiller. Because the cooling cycle exergy 

destruction is a function of total IT load �̇�𝐼𝑇 on a DC, the exergy loss is made dimensionless 

with respect to it. A higher IT load leads to a significant increment in the overall exergy 

destruction. The dimensionless exergy destruction is expressed using Eq. (4.27). 

𝜂 =
�̇�𝑑,𝑡

�̇�𝐼𝑇
=
�̇�𝑑,𝑠 + �̇�𝑑,𝑎 + �̇�𝑑,ℎ + �̇�𝑑,𝑐

�̇�𝐼𝑇
. (4.27) 
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The second dimensionless parameter is the Peclet number, which is the ratio of 

advective to the diffusive heat transport in a DC, where 

𝑃𝑒 =
𝑈𝑐𝐿𝑐
𝛼

. (4.28) 

Here, 𝛼 denotes the thermal diffusivity of air. The characteristic CRAH velocity 𝑈𝑐 

represents the effect of flow, and a characteristic length 𝐿𝑐 accounts for the influence of 

geometry, where the length is taken as the maximum distance traveled by air within a 

specific architecture. Both 𝑈𝑐 and 𝐿𝑐  are unique to cooling architecture and CRAH airflow. 

Thus, two central phenomena, (1) hot air recirculation and (2) cold air bypass, are 

addressed through Pe. Minimizing the two airspace inefficiencies associated with flow and 

geometry reduces the cascading exergy losses that occur in the CRAH and chiller. For the 

UFAD and IRC architectures, Lc is measured horizontally since air travels in that direction, 

whereas for OHAD and RMCU, it is taken along the vertical direction of air travel. 

The third ratio is the dimensionless dead-state temperature ratio [18, 35, 39], 

𝜁 =
𝑇0

𝑇ℎ𝑎 − 𝑇𝑐𝑎
. (4.29) 

which compares the ambient dead state temperature 𝑇0 to the difference in hot and cold 

aisle temperatures ∆𝑇 = 𝑇ℎ𝑎 − 𝑇𝑐𝑎. Flow recirculation and bypass indirectly influence ∆𝑇 

by either increasing or decreasing the return air temperature to CRAH. A higher value 

increases hot air recirculation, producing a greater temperature nonuniformity in the 

airspace, which increases exergy loss. Further, raising the dead state temperature increases 

heat transfer irreversibility between the system and its surroundings, influencing the overall 
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system irreversibility. Therefore, ζ is an essential parameter for comparing the enthalpy of 

the dead state the enthalpy rise across the hot and cold aisles in a DC. 

Since the literature does not contain a specific dimensionless relation to express 

exergy loss as a function of the working parameters inside a DC, we correlate 𝜂 with Pe 

and ζ. Figure 4.13 shows that the exergy loss per unit IT load η decreases with increasing 

(Pe × ζ), i.e., increasing either Pe or ζ reduces exergy destruction in a DC, for which the 

best fit obtained from Figure 4.13 is, 

𝜂 = 0.3[𝑃𝑒 × 𝜁]−0.1. (4.30) 

 

 

Figure 4.13: Dimensionless exergy loss η as a function of the dimensionless product (Pe 

× ζ). 
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a DC closer to ambient temperature decreases exergy destruction due to the reduction in 

exergy transfer to the ambient. 

4.6 Conclusion 

We provide an exergy destruction method to compare the performance of legacy DCs with 

emerging modular DCs. By employing the first and second laws of thermodynamics, 

system inefficiencies are represented as energy and exergy losses in a manner that can be 

used by DC designers and operators. Simulated airflows inform the thermodynamic energy 

and exergy balances used to determine the exergy loss in the different components of an 

air-cooled DC. The effects of cooling geometry and operating parameters on the exergy 

loss in these components are investigated. Salient findings include: 

 The airspace exergy loss constitutes up to 20% of the total exergy loss for the UFAD 

architecture due to premature hot and cold air mixing and an underfloor pressure drop. 

For the other three architectures, the airspace contributes a much smaller ∼5% of the 

total system exergy loss. Thereby, for DCs with UFAD architecture, the recirculation 

and bypass must be reduced by dynamically regulating airflows in real-time. 

  The chiller exergy loss has the highest contribution (~ 55 to 60%) towards the total 

exergy loss for all geometries and scenarios investigated. We have considered a vapor 

compression refrigeration chiller, which is widely used in DCs. This exergy loss can 

be minimized by recovering waste heat if thermally driven chillers, i.e., absorption 

chillers and adsorption chillers, are used instead. 

 Increasing the volumetric airflow of the cooling unit increases the chiller exergy loss 

progressively for all air delivery schemes. Hence, increasing the fan speed not only 
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increases fan power consumption but also leads to higher chiller power consumption, 

which increases the exergy loss in the chiller. Thus, an exergy-aware coordinated 

control of CRAH fans and chillers should be implemented to minimize exergy and 

energy losses simultaneously. 

 For high cooling unit airflow, the exergy efficiency of the heat exchangers inside the 

CRAH decreases, whereas the chiller becomes exergetically efficient.  

 The UFAD configuration produces the highest exergy loss, while DCs with the 

modular RMCU has the lowest exergy destruction among the four architectures. The 

RMCU has up to 23% lower overall exergy loss than the UFAD scheme. 

 The dimensionless exergy destruction η decreases monotonically with increasing (Pe 

× ζ). 

Overall, we demonstrate the potential of second law analysis to improve air-cooled DC 

design, particularly to optimize its cooling and operation while reducing energy costs. 

4.7 Appendix: Process for exergy loss calculation 

The RANS equations are used in combination with the widely used k – ε model to represent 

turbulence, and to resolve the characteristic airflow in DC. Governing equations for mass, 

momentum, energy, and turbulence, i.e., Eqs. (4.1A) through (4.8A) are numerically solved 

for each geometry and parametric test case using the commercial ANSYS Fluent 18.0 

software. For a steady-state assumption adopted in this study, the continuity and RANS 

equations are, 

∇̅ ⋅ �̅� = 0 (4.1A) 
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∇̅ ⋅ (�̅��̅�) =
1

𝜌
∇̅ ⋅ (�̿� − 𝜌�̅�′�̅�′) +

1

𝜌
𝑆̅ 

(4.2A) 

𝜎 = −𝑃𝐼 + 𝜇{∇̅(�̅�) + [∇̅(�̅�)]𝑇} (4.3A) 

Where, 𝜎 is the Newtonian stress tensor, 𝜇 is the dynamic viscosity of air, 𝜌 is the density 

of air defined using an ideal gas equation of state, �̅� and �̅�′ are the mean and turbulent 

velocity vectors, respectively, 𝑃 is the pressure and 𝐼 is the unit tensor. The momentum 

source term 𝑆̅ of the RANS equation is only valid for the zones that contain the air blocking 

brushes in DC. The source term is calculated in FLUENT using a power-law approximation 

model as described using Eq. (4.1). The governing equations for the utilized standard 𝑘 −

𝜀 turbulence model are as follows, 

∇̅ ⋅ (𝑘�̅�) =
1

𝜌
∇̅ ⋅ (

𝜇𝑡
𝜌𝑘
∇̅(𝑘)) +

2𝜇𝑡
𝜌

𝑆𝑖𝑗 ⋅ 𝑆𝑖𝑗 − 𝜀 
(4.4A) 

∇̅ ⋅ (𝜀�̅�) =
1

𝜌
∇̅ ⋅ (

𝜇𝑡
𝜌𝜀
∇̅(𝜀)) + 𝐶1𝜀

𝜀

𝑘𝜌
2𝜇𝑡𝑆𝑖𝑗 ⋅ 𝑆𝑖𝑗 − 𝐶2𝜀

𝜀2

𝑘
 

(4.5A) 

𝜇𝑡 = 𝜌𝐶𝜇
𝑘2

𝜀
 

(4.6A) 

where, 𝑘 is the turbulent kinetic energy, 𝜀 is the viscous dissipation rate, 𝑆𝑖𝑗 is the 

deformation tensor, and 𝜇𝑡 is the turbulent viscosity represented using Eq. A6. The model 

constants for the standard 𝑘 − 𝜀 model are, 𝐶𝜇 = 0.09, 𝜌𝑘 = 1.0, 𝜌𝜀 = 1.3, 𝐶1𝜀 = 1.44, and 

𝐶2𝜀 = 1.92. 

The energy equation utilizing 𝑘 − 𝜀 model can be written as,  

∇̅ ⋅ (𝑇�̅�) = ∇̅ ⋅ ([
𝜐

𝑃𝑟
+

𝜐𝑡

𝑃𝑟𝑡
] ∇̅(𝑇)), 

(4.7A) 
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𝑃𝑟 =
𝜐

𝛼
 and 𝛼 =

𝜆

𝜌𝐶𝑝
, (4.8A) 

where, 𝑃𝑟 is the Prandtl number represented using Eq. 4.8A, 𝑃𝑟𝑡 is the turbulent Prandtl 

number, 𝜆 is the thermal conductivity of air, and 𝐶𝑝 is the specific heat of air. For standard 

𝑘 − 𝜀 model the value of 𝑃𝑟𝑡 is 0.85. 

The momentum and energy equations are discretized within the solution domain 

using a second-order upwind scheme, and first-order upwind is used to discretize the 

turbulent equations. The SIMPLE algorithm is used for pressure-velocity coupling. Exergy 

destruction within the airspace is calculated using Eqs. (4.5) – (4.9). Once the solver meets 

a specified convergence criterion when the residuals of all field variables reach 10-5, the 

local exergy destruction within each control volume and subsequently its volume integral 

within the whole domain is computed using UDF in Fluent.  

Once airspace convergence is obtained, the ad hoc heat exchanger model implemented in 

MATLAB determines the airside and waterside parameters required to calculate the exergy 

loss for the specific heat exchanger type (see Table 4.4). Further, the chiller power 

consumption and exergy destruction models are also used to determine the exergy loss in 

the chiller. A schematic representation of the numerical methodology is provided in Figure 

4.14. 
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Figure 4.14: Schematic representation of the numerical procedure for computing exergy 

loss in the airspace, heat exchanger and chillers. 
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5 Energy and exergy based workload management for 

single-rack data centers 

This chapter is reproduced from Workload management for air-cooled data centers: An 

energy and exergy based approach, Energy 209 (2020): 118484, Rohit Gupta, Hosein 

Moazamigoodarzi, SeyedMorteza MirhoseiniNejad, Douglas G. Down, and Ishwar K. 

Puri, https://doi.org/10.1016/j.energy.2020.118485, Copyright © 2021, with permission 

from Elsevier. The author of this thesis is the first author and the primary contributor to 

this publication. 

5.1 Abstract 

The energy required to cool an air-cooled data center (DC) contributes significantly to the 

cost of operation, which is further exacerbated due to a poor choice of cooling architecture 

and ineffective IT workload management. Although existing algorithms reduce energy 

consumption, they do not minimize thermodynamic irreversibility by design. We provide 

a tradeoff approach that simultaneously minimizes power usage effectiveness 𝑃𝑈𝐸 and 

maximizes the exergy efficiency 𝜂2𝑛𝑑. The temperature field is predicted inside a contained 

single-rack DC that is equipped with a rack-mountable cooling unit (RMCU) based on a 

mechanical resistance model for the fluid flow. This thermal model informs a multi-

objective optimization framework based on a genetic algorithm to determine the optimal 

decision variables and tradeoffs for 𝑃𝑈𝐸 and 𝜂2𝑛𝑑. We investigate the interrelated effects 

of (1) guidelines that ensure the reliability of the IT equipment, (2) overall network traffic 

load, (3) spatial IT load distribution, (4) changes in cooling system variables, and (5) multi-

https://doi.org/10.1016/j.energy.2020.118485
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objective optimization. Results for the single rack system are presented in a scalable 

dimensionless form that is applicable for a multi-rack DC containing RMCUs. By 

considering the first and second laws of thermodynamics, this novel approach improves 

workload scheduling from both energy and exergy perspectives. 

5.2 Introduction 

Rapidly increasing computing demand has resulted in data centers (DCs) that are hyper-

scale cloud facilities running at several petaFLOPS (floating-point operations per second), 

which now account for nearly 2-2.5% of the world’s electricity demand [1], making them 

environmentally unsustainable and fiscally expensive. From chip to the chiller, a variety of 

thermal management and energy minimization strategies are employed to more effectively 

use the cooling energy consumed by a DC [2]. At the chip level, the thermal stress that 

degrades the chip and its energy consumption is managed through approaches such as 

dynamic voltage and frequency scaling (DVFS) [3], thread migration [4], frequency 

capping [5], and dynamic power management (DPM) [6]. At the server level, the most 

widely used strategy is to dynamically turn off unutilized servers, e.g., through server 

consolidation [7]. At the rack level, strategies to decrease cooling energy consumption 

include shortened air paths [8], intelligent workload assignment to servers [9], and 

switching to liquid-cooled servers [10]. At the facility level, overall energy reduction is 

typically based on renewable energy sources and harvesting waste DC heat [11]. 

Workload scheduling is a key tool for reducing DC operating costs while assuring 

IT equipment reliability. Algorithms assign the IT load to specific servers based on 

predefined criteria while adhering to thermal reliability guidelines. A strategy should 
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consider (1) cost, (2) computing efficiency, and (3) resilience. Workload scheduling and 

cooling system control can also use chip temperature-aware approaches [12, 13], where 

incoming compute loads are assigned to servers with the lowest chip temperatures, 

maintaining CPU temperatures below 75 °C, which also somewhat reduces the energy 

budget of a DC. 

Another approach is to maintain a uniform temperature at the server exhaust 

through workload scheduling [14, 15], but this does not consider the cooling energy 

consumption a priori.  The workload can be assigned based on the server inlet temperature 

and the IT load of neighboring servers [9] or to minimize hot air recirculation inside the 

DC [16]. These approaches consider a static heat-recirculation matrix based on the 

pressure-flow characteristics obtained from a computational fluid dynamics (CFD) 

simulation but often lead to erroneous dynamic temperature predictions. Since thermal-

aware methods attempt to optimize energy through indirect strategies that reduce 

overcooling, they do not directly consider energy consumption in their objective functions. 

Energy consumption can also be placed within the objective function of an 

algorithm. Energy-aware algorithms that depend on the first law of thermodynamics to 

minimize the overall DC energy budget [17-20] are effective in reducing cost and carbon 

footprint. An example is the joint cooling and workload management that simultaneously 

regulates the workload distribution and setpoint of the cooling equipment [21]. While the 

approach minimizes energy optimization, it does not address spatial overcooling since it 

does not account for the loss of available input cooling energy or irreversibility. Lowering 
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the irreversibility in a DC increases its exergetic efficiency and reduces overprovisioning 

of the cooling capacity. 

The literature on irreversibility-based assessments of DCs is sparse. Component 

level exergy destruction has been considered for an open aisle room-based DC with 

perforated tiles [22-25]. The role of the number of active racks and hot and cold air mixing 

on energy and exergy efficiency has been identified [26], as well as the influence of hot air 

recirculation and cold air bypass [27, 28]. Computationally inexpensive reduced-order 

exergy models are available [29], for example, through flow network modeling (FNM) 

[30]. Although these exergy analyses consider the DC design, variations in operating 

parameters, and architecture-based thermal management [31], it is unclear how they can 

be used to explicitly assign server workload. 

Therefore, we propose a novel approach for allocating workload that reduces both 

energy consumption and thermodynamic irreversibility inside air-cooled DCs. The proof 

of concept is demonstrated for a single rack DC with a rack-mountable cooling unit 

(RMCU). Workload distribution and cooling parameters are varied simultaneously, based 

on which a multi-objective genetic algorithm (MOGA) minimizes both energy and 

irreversibility and diminishes spatial overcooling. While existing workload scheduling 

algorithms use CFD and data-driven models, we employ an experimentally validated 

physics-based transient zonal model to characterize the flow and temperature field [32]. 

This improves the predictive extrapolation accuracy to determine a coarse-grained 

temperature distribution, which is the basis for simultaneously optimizing workload 

distribution and cooling. 
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Here, we (1) present a methodology to couple temperature predictions with a 

MOGA framework that optimizes energy and exergy efficiency, (2) examine the tradeoffs 

among energy consumption, irreversibility, cooling characteristics, and workload 

distribution, (3) compare decision variables from two single-objective optimization 

problems that either minimize energy consumption or irreversibility, (4) identify the 

benefits of solving a multi-objective optimization problem for different DC IT loads, (5) 

show the effect of overall IT load on the scheduling algorithm, and (6) generalize the results 

for the single rack DC architecture to multi-rack homogeneous DCs with RMCUs. 

5.3 Methodology 

5.3.1 Thermal model of the rack-based cooling infrastructure 

We utilize a low complexity, spatiotemporal zonal model [32] to predict the temperature 

inside an enclosed single-rack micro DC with an RMCU [33]. The model provides spatial 

temperature predictions of an intermediate resolution, lying between a lumped-parameter 

thermal model and a complete CFD simulation. An enclosed rack with separated hot and 

cold aisles is considered, where the RMCU installed at the bottom of the rack supplies cold 

air to the IT equipment, as shown in Figure 5.1. 
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Figure 5.1: Schematic of the DC rack considered for the case study. The figure on the left 

depicts a three-dimensional view of the rack, while that on the right describes the salient 

airflows inside the enclosure. The IT rack consists of 30 1U (1U = 4.4 cm) servers and an 

RMCU. 

The model predicts temperatures based on a zonal approach, where temperature, 

pressure, and flow rates are considered uniform within each zone. The zonal approach 

simplifies the spatial dependence of field variables and decreases the time required to 

execute the algorithm as compared to that required for full-field CFD simulations. Servers 

are considered to be variable heat sources with magnitudes that depend on their utilizations. 

Neglecting momentum and energy transfer to the ambient, six types of control volumes are 

identified, i.e., (1) zones lying in the fronts of servers, 2) zones at the backs of servers, 3) 

zones adjacent to the RMCU air supply, 4) zones adjacent to the RMCU air return, 5) each 
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server by itself, and 6) the RMCU. The cooling system, which consists of fans and a plate-

fin air-water heat exchanger, utilizes chilled water from an external circulation loop. A 

vapor compression refrigeration (VCR) chiller with an ambient air-cooled condenser 

produces the required chilled water for the RMCU. Figure 5.2 is a schematic of the process 

flow. Temperature prediction in the architecture occurs through a two-step process, where 

an FNM based on the mechanical resistance provides the pressure and airflow in each zone 

inside the enclosure for use in the energy balance equations to obtain the zonal 

temperatures. 

 
Figure 5.2: The process flow across different components for the DC case study. The IT 

rack shown in Figure 5.1 is situated within the server room interior block. 

5.3.1.1 Step 1: Determination of the flowrates using mechanical resistances 

Since the flow inside an enclosed DC is pressure-driven [32], the mechanical resistance 

circuit illustrated in Figure 5.3 is employed to calculate the flowrates and pressures. The 

RMCU is equivalent to a current source that is an airflow of magnitude �̇�𝑎. Each active 
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server, either idle or utilized, is represented as a current source for an airflow �̇�𝑖
𝑠. 

Unpowered passive servers behave as porous separating media connecting the hot and cold 

chambers [32, 34] and are represented using a flow resistance 𝑅𝑠. The separators or brushes 

that prevent leakage airflow and energy transport across the chambers are represented by 

another resistance 𝑅𝑏𝑟. Since the principal direction of air travel inside the rack is the 

vertical direction, the flow resistance in the front chamber is denoted as 𝑅𝑓,𝑉 and the 

corresponding resistance in the back chamber by 𝑅𝑏,𝑉. The magnitudes of these resistances 

are obtained from our previous work [35]. The model assumes a large flow resistance 

across the IT rack and the ambient so that the air infiltration from the rack to ambient and 

in reverse is minimized [32]. This is readily ensured in practice by hindering leakages 

through the doors that enclose the IT rack by using sealing gaskets. 

 

Figure 5.3: A flow resistance network representation for a server enclosure equipped with 

thirty servers and an RMCU. For simplification, the dotted red lines represent identical 

sequences of servers and mechanical resistances inside the enclosure. 

The server flow rate is a function of the inlet air temperature of ith server 𝑇𝑖
𝑓
 [32], 
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�̇�𝑖
𝑠 = {

0.01415                                                   if    𝑇𝑖
𝑓
< 25°C 

0.01415 + (𝑇𝑖
𝑓
− 25) × 0.00142                  if    25°C < 𝑇𝑖

𝑓
< 35°C

. (5.1) 

Once the resistances and server flow rates are known, the mass balance equation for each 

server and its interacting zones can be constructed. Considering the mass balance in the 

front of an active server, 

[
𝑃𝑖+1
𝑓

− 𝑃𝑖
𝑓

𝑅𝑓,𝑉
]

𝑚

+ [
𝑃𝑖−1
𝑓

− 𝑃𝑖
𝑓

𝑅𝑓,𝑉
]

𝑚

+ [
𝑃𝑖
𝑏 − 𝑃𝑖

𝑓

𝑅𝑏𝑟
]

𝑚

− �̇�𝑖
𝑠 = 0, (5.2) 

where 𝑚 denotes the relationship between the flow rate and pressure, 𝑃 pressure,   the 

vertical index of a server, 𝑓 the front of a server, and 𝑏 the back of that server. 

The mass balance for the front zones of passive servers,  

[
𝑃𝑖+1
𝑓

− 𝑃𝑖
𝑓

𝑅𝑓,𝑉
]

𝑚

+ [
𝑃𝑖−1
𝑓

− 𝑃𝑖
𝑓

𝑅𝑓,𝑉
]

𝑚

+ [
𝑃𝑖
𝑏 − 𝑃𝑖

𝑓

𝑅𝑏𝑟
]

𝑚

+ [
𝑃𝑖
𝑏 − 𝑃𝑖

𝑓

𝑅𝑠
]

𝑚

= 0, (5.3) 

and for the zones at the backs of active servers,  

[
𝑃𝑖+1
𝑏 − 𝑃𝑖

𝑏

𝑅𝑏,𝑉
]

𝑚

+ [
𝑃𝑖−1
𝑏 − 𝑃𝑖

𝑏

𝑅𝑏,𝑉
]

𝑚

+ [
𝑃𝑖
𝑓
− 𝑃𝑖

𝑏

𝑅𝑏𝑟
]

𝑚

+ �̇�𝑖
𝑠 = 0. (5.4) 

The mass balance for the back zone of the passive server provides the relation, 

[
𝑃𝑖+1
𝑏 − 𝑃𝑖

𝑏

𝑅𝑏,𝑉
]

𝑚

+ [
𝑃𝑖−1
𝑏 − 𝑃𝑖

𝑏

𝑅𝑏,𝑉
]

𝑚

+ [
𝑃𝑖
𝑓
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𝑏

𝑅𝑏𝑟
]

𝑚

+ [
𝑃𝑖
𝑓
− 𝑃𝑖

𝑏

𝑅𝑠
]

𝑚

= 0, (5.5) 

and for zones in the front of the RMCU in the cold chamber, 

[
𝑃𝑖+1
𝑓

− 𝑃𝑖
𝑓

𝑅𝑓,𝑉
]

𝑚

= �̇�𝑎. (5.6) 

Utilizing the mass balance for zones in front of the RMCU in the hot chamber, 

[
𝑃𝑖+1
𝑏 − 𝑃𝑖

𝑏

𝑅𝑏,𝑉
]

𝑚

= �̇�𝑎. (5.7) 
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Applying Eqs. (5.1)-(5.7) with 𝑚 = 1 [35], leads to a linear relationship between the flow 

and pressure for each zone and results in a system of linear algebraic equations that provide 

the pressure corresponding to each zone. 

5.3.1.2 Step 2: Zonal energy balance 

Once the airflows and pressure for each zone are determined by solving the above set of 

linear equations, the energy balance formulations provide the zonal temperatures. The 

transient zonal energy balance equation for an active server is [32, 36], 

𝑋𝑠
2
(
𝑑𝑇𝑖

𝑒

𝑑𝑡
+
𝑑𝑇𝑖

𝑓

𝑑𝑡
) = 𝜌𝑎𝐶𝑝,𝑎�̇�𝑖

𝑠(𝑇𝑖
𝑓
− 𝑇𝑖

𝑒) + �̇�𝑖
𝑠, (5.8) 

where 𝑇𝑖
𝑒 denotes the exhaust temperature of the ith server, 𝑇𝑖

𝑓
 the front zone temperature 

of the ith server, 𝜌𝑎 the density of air, 𝐶𝑝,𝑎 the specific heat of air, 𝑋𝑠 the thermal mass of a 

server obtained from the literature [37], and �̇�𝑖
𝑠 the power consumption of the ith server, 

which depends on its utilization [38-40]. 

An energy balance for the waterside within the RMCU results in [32], 

𝜌𝑤𝐶𝑝,𝑤𝑉𝑤 (
𝑑𝑇𝑐,𝑤
𝑑𝑡

+
𝑑𝑇ℎ,𝑤
𝑑𝑡

) = 𝜌𝑤�̇�𝑤𝐶𝑝,𝑤(𝑇𝑐,𝑤 − 𝑇ℎ,𝑤) +
𝑈𝐴

2
(𝑇ℎ,𝑎 + 𝑇𝑐,𝑎 − 𝑇𝑐,𝑤 − 𝑇ℎ,𝑤), (5.9) 

and for the airside within the RMCU, 

𝜌𝑎𝐶𝑝,𝑎𝑉𝑎 (
𝑑𝑇𝑐,𝑎
𝑑𝑡

+
𝑑𝑇ℎ,𝑎
𝑑𝑡

) = 𝜌𝑎�̇�𝑎𝐶𝑝,𝑎(𝑇ℎ,𝑎 − 𝑇𝑐,𝑎) −
𝑈𝐴

2
(𝑇ℎ,𝑎 + 𝑇𝑐,𝑎 − 𝑇𝑐,𝑤 − 𝑇ℎ,𝑤), (5.10) 

where  𝑇𝑐,𝑎 and 𝑇ℎ,𝑎 denote the cold side and hot side air temperatures of the heat exchanger 

inside the RMCU, �̇�𝑎 and �̇�𝑤 the air and water flow respectively, 𝑇ℎ,𝑤 and 𝑇𝑐,𝑤 the hot 

water outlet and chilled water inlet temperature, respectively, 𝜌𝑤 the density of water, 𝐶𝑝,𝑤 

the specific heat of water, 𝑈 the overall heat transfer coefficient of the heat exchanger as a 
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function of �̇�𝑤 and �̇�𝑎 [32], 𝐴 the contact surface area responsible for heat transfer, and 𝑉𝑤 

and 𝑉𝑎 the volumes of the water and air inside the heat exchanger, respectively.  

Table 5.1: Expressions for 𝜑1 through 𝜑5 in Eq. (5.11) 

Zones in front of the servers Zones at the back of the servers 

ɸ1 (Flow transport in front chamber) ɸ1 (Flow transport in back chamber) 

[𝑃𝑖+1
𝑓

− 𝑃𝑖
𝑓
] ≥ 0 

𝜌𝑎𝐶𝑝,𝑎 [
𝑃𝑖+1
𝑓

− 𝑃𝑖
𝑓

𝑅𝑓,𝑉
] 𝑇𝑖+1

𝑓
 

[𝑃𝑖+1
𝑏 − 𝑃𝑖

𝑏] ≥ 0 
𝜌𝑎𝐶𝑝,𝑎 [

𝑃𝑖+1
𝑏 − 𝑃𝑖

𝑏

𝑅𝑏,𝑉
] 𝑇𝑖+1

𝑏  

[𝑃𝑖+1
𝑓

− 𝑃𝑖
𝑓
] < 0 

𝜌𝑎𝐶𝑝,𝑎 [
𝑃𝑖+1
𝑓

− 𝑃𝑖
𝑓

𝑅𝑓,𝑉
] 𝑇𝑖

𝑓
 

[𝑃𝑖+1
𝑏 − 𝑃𝑖

𝑏] < 0 
𝜌𝑎𝐶𝑝,𝑎 [

𝑃𝑖+1
𝑏 − 𝑃𝑖

𝑏

𝑅𝑏,𝑉
] 𝑇𝑖

𝑏 

ɸ2 (Flow transport in front chamber) ɸ2 (Flow transport in back chamber) 

[𝑃𝑖−1
𝑓

− 𝑃𝑖
𝑓
] ≥ 0 

𝜌𝑎𝐶𝑝,𝑎 [
𝑃𝑖−1
𝑓

− 𝑃𝑖
𝑓

𝑅𝑓,𝑉
] 𝑇𝑖−1

𝑓
 

[𝑃𝑖−1
𝑏 − 𝑃𝑖

𝑏] ≥ 0 
𝜌𝑎𝐶𝑝,𝑎 [

𝑃𝑖−1
𝑏 − 𝑃𝑖

𝑏

𝑅𝑏,𝑉
] 𝑇𝑖−1

𝑏  

[𝑃𝑖−1
𝑓

− 𝑃𝑖
𝑓
] < 0 

𝜌𝑎𝐶𝑝,𝑎 [
𝑃𝑖−1
𝑓

− 𝑃𝑖
𝑓

𝑅𝑓,𝑉
] 𝑇𝑖

𝑓
 

[𝑃𝑖−1
𝑏 − 𝑃𝑖

𝑏] < 0 
𝜌𝑎𝐶𝑝,𝑎 [

𝑃𝑖−1
𝑏 − 𝑃𝑖

𝑏

𝑅𝑏,𝑉
] 𝑇𝑖

𝑏 

ɸ3 (Flow transport through brushes in front chamber) ɸ3 (Flow transport through brushes in back chamber) 

[𝑃𝑖
𝑏 − 𝑃𝑖

𝑓
] ≥ 0 

𝜌𝑎𝐶𝑝,𝑎 [
𝑃𝑖
𝑏 − 𝑃𝑖

𝑓

𝑅𝑏𝑟
] 𝑇𝑖

𝑏 
[𝑃𝑖

𝑓
− 𝑃𝑖

𝑏] ≥ 0 

 
𝜌𝑎𝐶𝑝,𝑎 [

𝑃𝑖
𝑓
− 𝑃𝑖

𝑏

𝑅𝑏𝑟
] 𝑇𝑖

𝑓
 

[𝑃𝑖
𝑏 − 𝑃𝑖

𝑓
] < 0 

𝜌𝑎𝐶𝑝,𝑎 [
𝑃𝑖
𝑏 − 𝑃𝑖

𝑓

𝑅𝑏𝑟
] 𝑇𝑖

𝑓
 

[𝑃𝑖
𝑓
− 𝑃𝑖

𝑏] < 0 
𝜌𝑎𝐶𝑝,𝑎 [

𝑃𝑖
𝑓
− 𝑃𝑖

𝑏

𝑅𝑏𝑟
] 𝑇𝑖

𝑏 

ɸ4 (Flow through passive servers) ɸ4 (Flow through passive servers) 

[𝑃𝑖
𝑏 − 𝑃𝑖

𝑓
] ≥ 0 

𝜌𝑎𝐶𝑝,𝑎 [
𝑃𝑖
𝑏 − 𝑃𝑖

𝑓

𝑅𝑠
] 𝑇𝑖

𝑏 
[𝑃𝑖

𝑓
− 𝑃𝑖

𝑏] ≥ 0 
𝜌𝑎𝐶𝑝,𝑎 [

𝑃𝑖
𝑓
− 𝑃𝑖

𝑏

𝑅𝑠
] 𝑇𝑖

𝑓
 

[𝑃𝑖
𝑏 − 𝑃𝑖

𝑓
] < 0 

𝜌𝑎𝐶𝑝,𝑎 [
𝑃𝑖
𝑏 − 𝑃𝑖

𝑓

𝑅𝑠
] 𝑇𝑖

𝑓
 

[𝑃𝑖
𝑓
− 𝑃𝑖

𝑏] < 0 

 
𝜌𝑎𝐶𝑝,𝑎 [

𝑃𝑖
𝑓
− 𝑃𝑖

𝑏

𝑅𝑠
] 𝑇𝑖

𝑏 

ɸ5 (Flow through active servers) ɸ5 (Flow through active servers) 

−𝜌𝑎𝐶𝑝,𝑎�̇�𝑖
𝑠𝑇𝑖

𝑓
 𝜌𝑎𝐶𝑝,𝑎�̇�𝑖

𝑠𝑇𝑖
𝑒 

Applying the energy balance to the cold and hot chamber zones inside the 

enclosure,  

𝜌𝑎𝐶𝑝,𝑎𝑉𝑧𝛼 (
𝑑𝑇𝑖
𝑑𝑡

) = 𝜑1 + 𝜑2 + 𝜑3 + 𝜑4 + 𝜑5, (5.11) 
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where 𝛼 denotes the thermal mass correction factor, 𝑉𝑧 the volume of a zone, and 𝑇𝑖 the 

temperature of a zone. The expressions for 𝜑1 through 𝜑5 are reported in Table 5.1. 

5.3.2 Energy consumption and power usage effectiveness 

The server power consumption is a major contributor to the overall energy consumed by a 

DC. It consists of the energy consumed by the (1) CPUs and (2) server fans, where the 

second makes a small 0.95% contribution towards the overall power consumed by a server. 

Changing the server inlet temperature from 15 °C to 27 °C has been shown to increase the 

energy consumption of a server by only 0.48% [41]. Therefore, the power consumed by a 

server is solely a function of its utilization, i.e., the magnitude to which it is stressed [38-

40]. The total IT power consumption, 

�̇�𝐼𝑇 =∑�̇�𝑖
𝑠

𝑁

𝑖=1

=∑[𝐶1 + 𝐶2𝑢𝑖
𝑠]

𝑁

𝑗=1

, 
(5.12) 

where �̇�𝐼𝑇 represents the overall power consumption of the servers, 𝑢𝑖
𝑠 and �̇�𝑖

𝑠 the 

utilization level and power consumption of a server with the vertical index  , and 𝐶1 and 

𝐶2 are constants that depend on the type and model of the server. We assume homogeneous 

server types within a DC rack so that 𝐶1 and 𝐶2 are constant throughout. For an HP ProLiant 

DL360 G5 server, their values are obtained from a datasheet 𝐶1 = 223.41 and 𝐶2 = 154.5 

[42]. For an idle server, 𝑢𝑖
𝑠 = 0, �̇�𝑖

𝑠 = 𝐶1 is the static power. For a passive server, �̇�𝑖
𝑠 = 0. 

The overall power consumption in the cooling system, 

�̇�𝑐𝑜𝑜𝑙 = �̇�𝑐ℎ + �̇�𝐹 , (5.13) 
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where, �̇�𝑐ℎ and �̇�𝐹 denote the power consumed by the VCR chiller and the fans inside the 

RMCU, respectively. These two components of power consumption are calculated using 

Eqs. (5.16) and (5.17) below. 

𝑦 = 𝐴1𝑥1 + 𝐴2𝑥2 + 𝐴3𝑥3, (5.14) 

𝑦 = [(1 +
1

𝐶𝑂𝑃
)
𝑇𝑐,𝑤
𝑇𝑎𝑚𝑏

] , 𝑥1 =
𝑇𝑐,𝑤
𝑄𝑐ℎ

, 𝑥2 =
𝑇𝑎𝑚𝑏 − 𝑇𝑐,𝑤
𝑄𝑐ℎ𝑇𝑎𝑚𝑏

, 𝑥3 =
(1 +

1
𝐶𝑂𝑃

)𝑄𝑐ℎ

𝑇𝑎𝑚𝑏

. (5.15) 

�̇�𝑐ℎ =
[𝑄𝑐ℎ + 𝐴1𝑇𝑐,𝑤𝑇𝑎𝑚𝑏 + 𝐴2(𝑇𝑎𝑚𝑏 − 𝑇𝑐,𝑤)]

𝑇𝑐,𝑤 − (𝐴3𝑄𝑐ℎ)
− 𝑄𝑐ℎ . (5.16) 

Eqs. (5.14) and (5.15) are from the Ng-Gordon universal chiller model [43], where 𝑇𝑐,𝑤 

represents the chilled water temperature leaving the evaporator, 𝑇𝑎𝑚𝑏 the ambient air 

temperature entering the condenser, 𝑄𝑐ℎ the heat load on the chiller, i.e., the IT load, and 

COP the coefficient of performance of the chiller based on the cooling load per unit power 

consumption. In this model, all temperatures are in K and 𝑄𝑐ℎ is in kW. The constants 𝐴1 

through 𝐴3 are determined from the performance of a commercially available chiller [44], 

where multivariate linear regression results in 𝐴1 = 0.0092, 𝐴2 = 8.953, and 𝐴3 = 0.649. 

The value of 𝑇𝑎𝑚𝑏 is set to 297.039 K as per the chiller performance data. Eq. (5.16) 

describes the power consumption of the chiller by combining Eqs. (5.14) and (5.15). 

The total power consumption of the fans inside the RMCU, 

�̇�𝐹 = 𝑁𝐹 [𝐵1 + 𝐵2 (
�̇�𝑎
𝑁𝐹
)], (5.17) 

where 𝑁𝐹 denotes the number of fans and �̇�𝑎 the total airflow through RMCU. For our 

case, 𝑁𝐹 = 5. The constants 𝐵1 and 𝐵2 are determined through experiments for the counter-

rotating axial fan San Ace 80 9CRB [45], resulting in 𝐵1 = −0.268 and 𝐵2 = 4.12 ×
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10−3.  While fan models can be based on linear, parabolic, and cubic relations between the 

flowrate and power consumption, the linear relationship between airflow and energy 

consumption holds for our operational range of 350 ≤ �̇�𝑎 ≤ 850 CFM. 

The IT and cooling power consumption are combined together using the widely 

accepted energy-based metric, power usage effectiveness 𝑃𝑈𝐸 [46-49], 

𝑃𝑈𝐸 = 1 +
�̇�𝑐𝑜𝑜𝑙

�̇�𝐼𝑇
, (5.18) 

where 1 ≤ 𝑃𝑈𝐸 < ∞. The 𝑃𝑈𝐸 must be minimized, where the ideal but unrealistic value 

𝑃𝑈𝐸 = 1 implies that the DC consumes none of the total energy consumption for cooling 

purposes. 

5.3.3 Exergy destruction and the 2nd law efficiency 

The components of overall exergy destruction are the exergy losses (1) �̇�𝐹 in fans due to 

work transfer, (2) �̇�ℎ𝑥 due to heat transfer inside the RMCU, (3) �̇�𝑐ℎ in the chiller, and (4) 

�̇�𝑠 in the servers due to heat dissipation. Here, �̇�𝑠 depends on the IT load imposed on the 

rack and end-user computing demand, which the DC administrator has no control over. 

Hence, overall exergy destruction in the optimization framework considers only the first 

three components that represent cooling cycle inefficiency [31], 

�̇�𝑐𝑜𝑜𝑙 = �̇�𝐹 + �̇�𝑐ℎ + �̇�ℎ𝑥. (5.19) 

The exergy loss associated with the fan is solely a function of airflow [30], i.e., 

�̇�𝐹 = (1 − 𝜂𝐹)𝑁𝐹 [𝐵1 + 𝐵2 (
�̇�𝑎
𝑁𝐹
)], (5.20) 

where the efficiency of the fan, 𝜂𝐹 = 0.7, is obtained from a datasheet [45]. 

The exergy loss due to heat transfer inside the RMCU is determined using the relation [31], 
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�̇�ℎ𝑥 = 𝜌𝑎�̇�𝑎𝐶𝑝,𝑎 [(𝑇ℎ,𝑎 − 𝑇𝑐,𝑎) − 𝑇𝑎𝑚𝑏ln (
𝑇ℎ,𝑎
𝑇𝑐,𝑎

)]

+ 𝜌𝑤�̇�𝑤𝐶𝑝𝑤 [(𝑇𝑐,𝑤 − 𝑇ℎ,𝑤) − 𝑇𝑎𝑚𝑏ln (
𝑇𝑐,𝑤
𝑇ℎ,𝑤

)], 

(5.21) 

where 𝑇ℎ,𝑎 and 𝑇𝑐,𝑎 denote the average hot air return temperature and cold air supply 

temperature of the RMCU, 𝑇𝑐,𝑤 and 𝑇ℎ,𝑤 are the chilled water supply and hot water return 

temperatures to the RMCU. 

The exergy destruction in the chiller [31], 

�̇�𝑐ℎ = 𝜌𝑤�̇�𝑤𝐶𝑝,𝑤𝑇𝑎𝑚𝑏ln (
𝑇𝑐,𝑤
𝑇ℎ,𝑤

) + 𝜌𝑎�̇�𝑐𝑓𝐶𝑝,𝑎𝑇𝑎𝑚𝑏ln (
𝑇ℎ,𝑎𝑚𝑏

𝑇𝑎𝑚𝑏

), (5.22) 

where 𝑇ℎ,𝑎𝑚𝑏 denotes the warm air temperature at the exhaust of the VCR chiller 

condenser, 𝑇𝑎𝑚𝑏 the ambient air temperature supplied to the condenser, �̇�𝑤 the total 

volume flow rate through the chilled water loop, and �̇�𝑐𝑓 the airflow of the condenser fans. 

The value of �̇�𝑐𝑓 is obtained from the datasheet for the chiller [44]. 

The second law efficiency 𝜂2𝑛𝑑 is the exergy efficiency, which is the extent of 

irreversibility in the system as a fraction of total input exergy, i.e., 

𝜂2𝑛𝑑 = (1 −
�̇�𝑐𝑜𝑜𝑙

�̇�𝑖𝑛

) × 100. (5.23) 

The exergy input �̇�𝑖𝑛 to the cooling system [31], 

�̇�𝑖𝑛 = �̇�𝑐ℎ + �̇�𝐹 + 𝜌𝑎�̇�𝑎𝐶𝑝,𝑎 [(𝑇ℎ,𝑎 − 𝑇𝑎𝑚𝑏) − 𝑇𝑎𝑚𝑏ln (
𝑇ℎ,𝑎
𝑇𝑎𝑚𝑏

)]. (5.24) 

From a thermodynamic perspective, system irreversibilities must be reduced so that as 

much of the available input energy can be used as is possible. This can be monitored by 

comparing 𝜂2𝑛𝑑 for different scenarios. 



Ph.D. Thesis — Rohit Gupta — McMaster University — Mechanical Engineering 

 

89 

 

5.3.4 Optimization problem formulation 

Using the models in Sections 5.3.2 and 5.3.3, our objectives are to (1) minimize 𝑃𝑈𝐸 and 

(2) maximize 𝜂2𝑛𝑑 for the specific DC configuration considered. To examine the interplay 

between these two objectives, we consider three different optimization problems that are 

described in Table 5.2, where (1) the first problem minimizes 𝑃𝑈𝐸, (2) the second 

maximizes 𝜂2𝑛𝑑, and (3) the third simultaneously minimizes 𝑃𝑈𝐸 and maximizes 𝜂2𝑛𝑑. 

The primary deciding factors that regulate 𝑃𝑈𝐸 and 𝜂2𝑛𝑑 are (1) 𝑇𝑐,𝑤, (2) �̇�𝑎 and (3) the 

server utilizations 𝑢𝑖
𝑠 values for which are optimized. Two classes of servers are considered 

here, (1) active servers with 0 < 𝑢𝑖
𝑠 ≤ 1 and (2) idle servers with 𝑢𝑖

𝑠 = 0. Turning OFF an 

idle server, i.e., making it a passive server to save energy, changes the thermal and 

optimization framework significantly [21, 32, 35]. We maintain the maximum server inlet 

temperature below the ASHRAE guideline temperature 𝑇𝑔 = 27 ℃ [50]. 

Table 5.2: Mathematical structure of three different optimization problems 

Optimization 1 Optimization 2 Optimization 3 

minimize
𝑢𝑖
𝑠,𝑇𝑐𝑤, �̇�𝑎

  𝑃𝑈𝐸 = 1 +
�̇�𝑐𝑜𝑜𝑙

�̇�𝐼𝑇
 maximize

𝑢𝑖
𝑠,𝑇𝑐𝑤, �̇�𝑎

  𝜂2𝑛𝑑 = (1 −
�̇�𝑐𝑜𝑜𝑙

�̇�𝑖𝑛

) 
minimize
𝑢𝑖
𝑠,𝑇𝑐𝑤, �̇�𝑎

  𝑃𝑈𝐸  

maximize
𝑢𝑖
𝑠,𝑇𝑐𝑤, �̇�𝑐𝑢

  𝜂2𝑛𝑑 

s.t.      ∑ 𝑢𝑖
𝑠 = 𝐷𝑛

𝑖=1  s.t.      ∑ 𝑢𝑖
𝑠 = 𝐷𝑛

𝑖=1  s.t.      ∑ 𝑢𝑖
𝑠 = 𝐷𝑛

𝑖=1  

           𝑚𝑎𝑥(𝑇𝑖
𝑓
) ≤ 𝑇𝑔            𝑚𝑎𝑥(𝑇𝑖

𝑓
) ≤ 𝑇𝑔            𝑚𝑎𝑥(𝑇𝑖

𝑓
) ≤ 𝑇𝑔 

           10 ≤ 𝑇𝑐,𝑤(℃) ≤ 22℃            10 ≤ 𝑇𝑐,𝑤(℃) ≤ 22℃            10 ≤ 𝑇𝑐,𝑤(℃) ≤ 22℃ 

           350 ≤ �̇�𝑎(𝐶𝐹𝑀) ≤ 850            350 ≤ �̇�𝑎(𝐶𝐹𝑀) ≤ 850            350 ≤ �̇�𝑎(𝐶𝐹𝑀) ≤ 850 

           0 ≤ 𝑢𝑖
𝑠 ≤ 1,   = 1,… ,  𝑛            0 ≤ 𝑢𝑖

𝑠 ≤ 1,   = 1,… ,  𝑛            0 ≤ 𝑢𝑖
𝑠 ≤ 1,   = 1,… ,  𝑛 

Optimization problems 1 and 2 are single objectives and multi-dimensional with both linear 

and nonlinear constraints, whereas the third optimization problem is multi-objective. The 
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primary constraint is a linear constraint that signifies that the sum of all 𝑢𝑖
𝑠 in the DC should 

equal the total offered workload 𝐷. The secondary constraint is non-linear, which maintains 

the ASHRAE thermal reliability guideline temperature of 27°C within the cold chamber. 

Evaluating the maximum temperature in the cold aisle requires the use of the coupled FNM 

and thermal model. The first two problems are solved using the MATLAB fmincon 

function with a sequential quadratic programming solver, whereas a genetic algorithm-

based multi-objective solver gamultiobj is used to solve the third problem. Both functions 

support linear and nonlinear constraints. The lower and upper bounds for each decision 

variable (see Table 5.2) are obtained from the component datasheets of the RMCU [33] 

and the VCR chiller [44]. The convergence criterion for the objective functions is set to 10-

6 for all three optimization problems. 

5.4 Results and discussion 

5.4.1 Temperature nonuniformity in the cold aisle 

In an air-cooled DC, altering the cooling parameters such as 𝑇𝑐,𝑤, �̇�𝑎, and �̇�𝑤 significantly 

change the (1) flow-field, (2) temperature distribution, (3) energy consumption, and (4) 

system irreversibility, which leads to tradeoffs across different decision variables. 

Therefore, we examine the influence of these parameters on the cold aisle temperature 

distribution. Table 5.3 lists different cases for a specific workload distribution inside the 

contained single-rack DC. The two primary decision variables 𝑇𝑐,𝑤 and �̇�𝑎 influence the 

energy consumptions of the chiller and fans, respectively. The effect of altering the water 

flow is neglected because the pumping power is only 2-3% of the overall cooling power 



Ph.D. Thesis — Rohit Gupta — McMaster University — Mechanical Engineering 

 

91 

 

[8, 47, 51, 52]. For instance, changing the water flow by ~10% alters the air temperature 

by 3% [32, 35]. The model considers a fixed speed pump with an adequate valve 

mechanism-based flowrate control that delivers �̇�𝑤 = 20 GPM. As an alternative, a 

variable speed pump with a variable frequency drive can be used to control the energy 

consumption of the pump by regulating �̇�𝑤. 

Table 5.3: Case study parameters for the results presented in Figure 5.4, where variables 

𝑇𝑐,𝑤 and �̇�𝑎 are changed to constrain the maximum temperature in the cold aisle below 

27 ℃.  

Case 𝑇𝑐,𝑤 (℃) �̇�𝑎 (𝐶𝐹𝑀) 

Workload 

assignment 

with 𝐷 = 15 

Maximum 

allowable 

temperature 

in the cold 

chamber 

(℃) 

Variance in 

temperature 

distribution 

Water 

flowrate 

(𝐺𝑃𝑀) 

1 10 578 

Each server 

has 50% 

utilization 

27 

11.6 

20 

2 12 609 8.6 

3 14 643 6.1 

4 16 682 3.9 

5 18 726 2.2 

6 20 776 1.0 

7 22 834 0.2 

Figure 5.4 presents the cold aisle temperature distributions corresponding to the 

cases listed in Table 5.3, where 𝑇𝑐,𝑤 and �̇�𝑎 are varied to constrain the maximum 

temperature in the cold aisle below 27 ℃. For a fixed workload distribution with all servers 

at 50% utilization, increasing both  𝑇𝑐,𝑤 and �̇�𝑎, increases the temperature uniformity in 

the cold aisle as reflected by the temperature variance reported in Table 5.3. 
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The relative magnitudes of natural and forced convection in the DC are 

characterized through the Richardson number 𝑅 = 𝑔𝛽𝑎(𝑇𝑚𝑎𝑥
𝑓

− 𝑇𝑚𝑖𝑛
𝑓

)𝐻 𝑉𝑐
2⁄  [53]. Natural 

convection is negligible compared to forced convection when 𝑅 ≤ 0.1. For the DC, 

0.004 ≤ 𝑅 ≤ 0.07, implying that buoyancy can be neglected for the pressure-driven flow 

with forced convection. 

The maximum air temperature in the cold chamber is observed in front of the server 

located furthest from the RMCU. This observation is consistent with the FNM depicted in 

Figure 5.3. The flow resistance in the front and back chambers at the  th zone in the 

chamber is a function of its distance from the RMCU. An increase in the airflow path 

produces a higher flow resistance and increases the pressure drop [8], which decreases the 

transport of cold air that proceeds towards the top of the enclosed rack. Therefore, the 

server located furthest from the RMCU now has the highest intake air temperature. 

Comparison of cases 1 through 7, shows that the extent of overcooling decreases when 𝑇𝑐,𝑤 

and �̇�𝑎 are simultaneously increased. 
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Figure 5.4: Nonuniformity in the cold aisle temperature due to changes in 𝑇𝑐𝑤 and �̇�𝑎 for 

a fixed workload distribution with all servers at 50% utilization for the cases listed in Table 

5.3. 

The impact of redistributing IT load is also investigated, where Table 5.4 lists three 

cases that are considered. The overall offered workload, 𝐷 is set to 15, which can be 

achieved through numerous possible combinations of server utilizations. A fixed speed 

pump delivers �̇�𝑤 = 20 GPM and with 𝑇𝑐,𝑤 fixed at 16 ℃. 

Table 5.4: Case study parameters for the results presented in Figure 5.5, where �̇�𝑎 and 

workload distributions are changed to constrain the maximum temperature in the cold aisle 

below 27 ℃. 

Case 
𝑇𝑐,𝑤  

(℃) 

�̇�𝑎 

(𝐶𝐹𝑀) 

Workload distribution with 

𝐷 = 15 

Maximum 

allowable 

temperature 

in the cold 

chamber 

(℃) 

Variance 

in 

temperat

ure 

distributi

on 

Water 

flowra

te 

(𝐺𝑃𝑀) 

1 16 605 

Workload assigned 

towards RMCU 

(𝑢𝑖=1→15
𝑠 = 1 and 

𝑢𝑖=16→30
𝑠 = 0) 

27 

3.0 

20 
2 16 682 

Uniform workload 

assignment 

(𝑢𝑖=1→30
𝑠 = 0.5) 

3.9 

3 16 727 

Workload assigned far 

from RMCU (𝑢𝑖=1→15
𝑠 = 0 

and 𝑢𝑖=16→30
𝑠 = 1) 

4.4 

For the three IT load distributions, �̇�𝑎 is regulated to always maintain the maximum 

temperature in the cold aisle below 27 ℃ to ensure safe IT equipment operation. Figure 5.5 
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presents cold temperature distributions for three workload assignments. Server utilization 

for these cases are (1) 𝑢𝑖=1→15
𝑠 = 1 and 𝑢𝑖=16→30

𝑠 = 0, (2) 𝑢𝑖=1→30
𝑠 = 0.5, and (3) 

𝑢𝑖=1→15
𝑠 = 0 and 𝑢𝑖=16→30

𝑠 = 1. In practice, the workload distribution (or server utilization) 

is controlled through workload manager software. Assigning the IT workload towards the 

RMCU (Case 1) results in a more uniform temperature distribution for even lower �̇�𝑎. 

Displacing the workload to servers that lie further away from the RMCU (Case 3) results 

in a higher variance (Table 5.4) in the temperature distribution across the rack and increases 

�̇�𝑎. Consequently, the power consumption of the fans for Case 3 also increases. Therefore, 

displacing the workload towards the RMCU offers the potential to reduce overcooling and 

lower fan power consumption.  

 

Figure 5.5: Non-uniformity in the cold aisle temperature due to simultaneous change in 

cooling parameter and workload distribution. The figure is to be interpreted in accordance 

with Table 5.4. 
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5.4.2 Impact on  𝑼𝑬 and 𝜼𝟐𝒏  of changing   , ,  ̇ , and workload distribution 

To investigate the extent of overcooling when 𝑇𝑐,𝑤, �̇�𝑎, and the IT load distributions are 

changed, we consider two dimensionless metrics. The first 𝑃𝑈𝐸, defined in Eq. (18), is the 

overall power consumption as a fraction of the IT equipment power consumption. The 

exergy efficiency of the cooling system, based on the second law of thermodynamics, is 

expressed by Eq. (23) and accounts for the loss of available cooling energy due to inherent 

system irreversibilities.  

We define a non-dimensional number 𝜃 × 𝛽 where, 

𝜃 =
𝑇𝑐,𝑤
𝑇𝑎𝑚𝑏

, 𝛽 =
�̇�𝑎

�̇�𝐼𝑇
=

�̇�𝑎

125 × �̇�𝐼𝑇
. (5.25) 

Here, 𝜃 is the ratio of chilled water temperature to the ambient dead state temperature, and 

𝛽 compares the RMCU airflow �̇�𝑎 with the total airflow requirement for all servers �̇�𝐼𝑇. A 

large value of 𝜃 lowers the chiller power consumption and decreases heat transfer 

irreversibility between the cold water and the ambient dead state. Although the total airflow 

through the servers as a function of inlet air temperature is provided by Eq. (1), we utilize 

a standard DC guideline that prescribes 125 CFM airflow to be provided for each kW IT 

load increment [54], i.e., �̇�𝐼𝑇 = 125 × �̇�𝐼𝑇, to ensure the thermal reliability of servers. A 

larger 𝛽 results in higher fan power consumption and lowers system irreversibility by 

diminishing the temperature gradients in the airspace. The impact of changing 𝜃 × 𝛽 on 

the 𝑃𝑈𝐸 and 𝜂2𝑛𝑑 for different maximum allowable air temperatures in the cold aisle, i.e., 

26, 27, and 28 ℃ is illustrated in Figure 5.6. For all cases, the total workload assignment 

𝐷 = ∑ 𝑢𝑖
30
𝑖=1  is set to 15, where each of the 30 servers inside the rack is 50% utilized.  
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Examination of Figure 5.6 shows that increasing 𝜃 × 𝛽 increases 𝑃𝑈𝐸 and also 

improves 𝜂2𝑛𝑑. If 𝑇𝑐,𝑤 is increased, �̇�𝑎 must also be simultaneously increased to satisfy the 

maximum allowable cold aisle temperature 𝑇𝑐𝑟. As a result, the chiller power consumption 

decreases, and that of the fans increases. Since fan operation is costlier than chiller 

operation for modular DCs [44, 45], increasing 𝜃 × 𝛽 increases 𝑃𝑈𝐸. On the other hand, 

from a second law perspective, increasing 𝜃 reduces the heat transfer irreversibility in the 

chilled water stream, and higher 𝛽 reduces the irreversibility due to spatial air temperature 

gradients. Therefore, with an increase in 𝜃 × 𝛽 the 𝜂2𝑛𝑑 improves. Hence, larger values of 

𝜂2𝑛𝑑 are desirable for minimizing the system irreversibility, but this increases 𝑃𝑈𝐸, 

increasing the cooling power consumption, which is undesirable. 

 
Figure 5.6: Effect of cooling system operating parameters on 𝑃𝑈𝐸 and 𝜂2𝑛𝑑 for different 

maximum allowable temperatures in the cold aisle. The solid lines with circles represent 

variations in 𝑃𝑈𝐸, whereas the dashed lines with square symbols represent changing 𝜂2𝑛𝑑. 
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Figure 5.7 presents the tradeoffs in 𝑃𝑈𝐸 and 𝜂2𝑛𝑑 as a function of 𝜃 × 𝛽 for 

different workload distributions when the maximum air temperature in the cold aisle is 

maintained below 27 ℃. The total offered workload 𝐷 = ∑ 𝑢𝑖
30
𝑖=1 = 15. Increasing 𝜃 × 𝛽 

increases both 𝜂2𝑛𝑑 and 𝑃𝑈𝐸. This can be addressed by changing the workload 

distribution, where three cases are considered, i.e., (1) the workload is displaced towards 

the RMCU (𝑢𝑖=1→15
𝑠 = 1 and 𝑢𝑖=16→30

𝑠 = 0), (2) there is uniform workload distribution 

with 50% utilization (𝑢𝑖=1→30
𝑠 = 0.5), and (3) the workload is displaced away from the 

RMCU (𝑢𝑖=1→15
𝑠 = 0 and 𝑢𝑖=16→30

𝑠 = 1). The lowest 𝑃𝑈𝐸 is obtained for the first case 

when the workload is displaced towards the RMCU, but this also leads to the lowest 𝜂2𝑛𝑑 

since system irreversibility increases. When the workload is displaced away from the 

RMCU for Case 3, 𝑃𝑈𝐸 increases by ~5% as compared to Case 1 since the flow path 

resistance between the heat source and cooling unit increases. This increases the pressure 

drop, which resists the incoming cold air from the RMCU, a resistance that increases as 

𝜃 × 𝛽 is increased. As a result, Case 3 alters the temperature distribution inside the DC 

slightly, leading to a small increase in 𝑃𝑈𝐸. Increasing 𝜃 × 𝛽 for this case reduces 

irreversibility within the DC airspace and chilled water stream, improving 𝜂2𝑛𝑑. The 

tradeoff between increasing 𝑃𝑈𝐸 and decreasing 𝜂2𝑛𝑑 implies that minimization of power 

consumption and irreversibility cannot be achieved simultaneously for all operational 

cases. Therefore, we solve three nonlinear optimization problems in the subsequent 

sections that (1) minimize 𝑃𝑈𝐸, (2) maximize 𝜂2𝑛𝑑, and (3) simultaneously minimize 𝑃𝑈𝐸 

and maximize 𝜂2𝑛𝑑 through a tradeoff. 
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Figure 5.7: Effect of cooling system operation parameters on 𝑃𝑈𝐸 and 𝜂2𝑛𝑑 for different 

workload distributions. The solid lines with circles represent variations of 𝑃𝑈𝐸 whereas 

dashed lines with square symbols represent changes in 𝜂2𝑛𝑑. 

5.4.3 Energy optimization by minimizing PUE 

The first optimization problem from Table 5.2 is the 𝑃𝑈𝐸 minimization problem, which 

intrinsically minimizes cooling energy consumption. A thermal reliability constraint is 

imposed to limit the maximum temperature in the cold chamber to below 27 ℃. Table 5.5 

shows results for different 𝐷 following the methodology presented in Section 2.4. Optimal 

values of 𝑃𝑈𝐸 and the cooling decision variables 𝑇𝑐,𝑤 and �̇�𝑎 are also presented in Table 

5.5. 
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Table 5.5: Optimal solutions for the different 𝑃𝑈𝐸 minimization cases presented in Figure 

5.8. 

Case 

Total 

offered 

workload 

(𝐷) 

Airflow 

of 

RMCU 

�̇�𝑎 

(𝐶𝐹𝑀) 

Chilled 

water 

temperature 

𝑇𝑐,𝑤 (℃) 

Minimized 

𝑃𝑈𝐸 

Variance in 

cold aisle 

temperature 

distribution 

Corresponding 

value of 𝜂2𝑛𝑑 

1 6.0 498 10 1.57 11.5 11.1 

2 10.5 493 10 1.52 10.0 10.8 

3 15.0 488 10 1.49 8.1 10.4 

4 19.5 483 10 1.46 7.0 10.0 

5 24.0 550 13.7 1.44 5.0 14.3 

Figure 5.8 represents the optimal workload assignments and resulting cold aisle 

temperature distributions across the rack. As 𝐷 increases, the additional servers that lie 

towards the top of the rack become utilized. The maximum achievable computing load 

𝐷𝑚𝑎𝑥 = 30 for this case. For the smallest value investigated, 𝐷 = 6, servers adjacent to 

the RMCU are utilized since allocating workload closest to the cooling unit results in the 

lowest flow path resistance. This improves advective transport of the cold air in the front 

chamber, reducing overcooling of air by simultaneously regulating 𝑇𝑐,𝑤 and �̇�𝑎. 

Consequently, 𝑃𝑈𝐸 is lowered across a wide range of 𝐷 values. Since fan operation in the 

RMCU is more expensive than operating the chiller, low values of 𝑇𝑐,𝑤 and �̇�𝑎 are favored 

to minimize overall energy consumption. An increase in 𝐷 improves 𝑃𝑈𝐸 since the load 

factor, 𝐿𝐹 = 𝐷 𝐷𝑚𝑎𝑥⁄  increases. As 𝐿𝐹 increases, the coefficient of performance (COP) of 

the chiller reaches its designed nominal capacity, and the energy efficiency of the cooling 

system improves. A higher 𝐿𝐹 also increases the uniformity in the cold aisle, increasing 

the mean air temperature. This increase in the average temperature results in a lower value 
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for 𝑇𝑎𝑚𝑏 − 𝑇𝑚𝑒𝑎𝑛
𝑓

, reducing the system irreversibility due to heat transfer. Therefore, for 

the highest 𝐷, 𝜂2𝑛𝑑 improves by ~ 4%, as shown in Table 5.5. Since the goal is to minimize 

𝑃𝑈𝐸, the solution does not optimize exergy efficiency. The resulting tradeoffs in 𝑃𝑈𝐸 and 

𝜂2𝑛𝑑 are illustrated in Figures 5.6 and 5.7. 

 
Figure 5.8: 𝑃𝑈𝐸 minimized workload assignment and resultant cold aisle temperature 

distributions across the rack for different offered workloads D. The red dotted line 

corresponds to the maximum allowable server inlet air temperature, 27 ℃. The figure 

should be interpreted in accordance with Table 5.5. 

5.4.4 Exergy optimization by maximizing 𝜼𝟐𝒏  

The second optimization problem (see Table 5.2) is the 𝜂2𝑛𝑑 maximization problem, which 

reduces the system irreversibility. A nonlinear thermal reliability constraint is imposed that 

limits the maximum temperature in the cold chamber to below 27 ℃. The optimization 

problem is solved for the different 𝐷 listed in Table 5.6 using the methodology in Section 

2.4. The optimal values of 𝜂2𝑛𝑑 and cooling decision variables 𝑇𝑐,𝑤 and �̇�𝑎, are also 
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provided in Table 5.6. Figure 5.9 represents the optimal workload assignment obtained by 

solving the maximization problem and resulting cold aisle temperature distribution across 

the rack. 

Table 5.6: Optimized solutions for different 𝜂2𝑛𝑑 maximization cases presented in Figure 

5.9. 

Case 

Total 

offered 

workload 

𝐷 

�̇�𝑎 

(𝐶𝐹𝑀) 

𝑇𝑐,𝑤 

(℃) 

Maximized 

𝜂2𝑛𝑑 

Variance in 

cold aisle 

temperature 

distribution 

Corresponding 

value of 𝑃𝑈𝐸 

1 6.0 850 22 30.05 0.066 1.68 

2 10.5 850 22 29.92 0.057 1.63 

3 15.0 850 22 29.75 0.048 1.59 

4 19.5 850 22 29.50 0.043 1.55 

5 24.0 850 22 29.13 0.052 1.52 

Similar to the 𝑃𝑈𝐸 minimization problem, 𝜂2𝑛𝑑 maximization also assigns 

workload closest to the cooling unit for the wide range of 𝐷 values. However, optimal 

values of the cooling decision variables 𝑇𝑐,𝑤 and �̇�𝑎 are different from those obtained from 

the 𝑃𝑈𝐸 minimization problem. Maximizing 𝜂2𝑛𝑑 increases 𝑇𝑐,𝑤 and �̇�𝑎, which reduces 

the (1) exergy destruction for the chilled water stream and (2) results in a uniform 

temperature distribution, as shown in Figure 5.9. Therefore, two major heat transfer 

irreversibilities in the system, i.e., 𝑇𝑎𝑚𝑏 − 𝑇𝑚𝑒𝑎𝑛
𝑓

 and 𝑇𝑎𝑚𝑏 − 𝑇𝑐,𝑤 are minimized. By 

minimizing the 𝑇𝑎𝑚𝑏 − 𝑇𝑚𝑒𝑎𝑛
𝑓

, the irreversibility due to thermal gradients in the airspace 

is lowered. On the other hand, minimizing 𝑇𝑎𝑚𝑏 − 𝑇𝑐,𝑤 reduces the irreversibility 

associated with the chilled water stream. 
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Figure 5.9: 𝜂2𝑛𝑑 maximized workload assignment and resulting cold aisle temperature 

distributions across the rack for different offered workloads D. The red dotted line 

corresponds to the maximum allowable server inlet air temperature, 27 ℃. The figure 

should be interpreted in accordance with Table 5.6. 

5.4.5 Multi-objective optimization 

Figure 5.10 presents results from two different single-objective optimization problems as 

a function of 𝐿𝐹 for the DC. By minimizing 𝑃𝑈𝐸, the exergy efficiency of the system 

decreases by approximately 19%, which leads to a significant loss of available input 

cooling energy. To achieve maximum exergy efficiency, 𝑃𝑈𝐸 increases by 7%, leading to 

higher energy consumption. The value of 𝜂2𝑛𝑑 for the PUE minimization problem 

increases by ≈ 4% for LF = 0.8, as shown by the black dashed line in Figure 5.10. This 

improvement is attributed to the irreversibility decrease in the chilled water stream and a 

smaller spatial air temperature gradient shown in Table 5.5. 
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Figure 5.10: 𝑃𝑈𝐸 and 𝜂2𝑛𝑑 as a function of 𝐿𝐹 for 𝑃𝑈𝐸 minimization and 𝜂2𝑛𝑑 

maximization problems. Solid lines with circles represent variations of 𝑃𝑈𝐸, whereas 

dashed lines with square symbols represent those for 𝜂2𝑛𝑑. The optimization details for the 

figure are provided in Sections 5.3.3 and 5.3.4. 

To address the tradeoff between 𝑃𝑈𝐸 and 𝜂2𝑛𝑑, a multi-objective optimization 

problem subject to the same set of constraints is considered. The structure of the third 

optimization problem is provided in Table 5.2. The solution is obtained using a genetic 

algorithm-based multi-objective solver where 𝑃𝑈𝐸 is minimized and 𝜂2𝑛𝑑 is maximized 

simultaneously. The multi-objective problem is solved for the 𝐿𝐹 values specified in 

Tables 5.5 and 5.6. Figure 5.11 shows the Pareto optimal front of 𝑃𝑈𝐸 vs. 𝜂2𝑛𝑑 obtained 

by solving the multi-objective optimization problem for five different LF values, 0.2, 0.35, 

0.5, 0.65, and 0.8. Generally, the trends suggest that for all 𝐿𝐹 𝜂2𝑛𝑑 improves at the cost 

of 𝑃𝑈𝐸. For a higher 𝐿𝐹 (marked as the desired region in Figure 5.11), 𝑃𝑈𝐸 decreases 

while 𝜂2𝑛𝑑 improves so that increasing the network traffic load is a promising method to 

reduce the overcooling of a DC rack. 
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Figure 5.11: Pareto front of 𝑃𝑈𝐸 and 𝜂2𝑛𝑑 obtained by solving the multi-objective 

optimization problem for five different LFs imposed on the DC. The symbols in the figure 

should be interpreted in accordance with Table 5.7 and Figure 5.12. 

To gain better insight into the cooling characteristics and workload distribution in 

the Pareto front, nine points are marked (using red dotted circles) on the 𝐿𝐹 curves of 0.2, 

0.5, and 0.8. in Figure 5.11. The corresponding cooling parameters, workload assignments, 

and temperature distributions are shown in Figure 5.12 and Table 5.7. For different LFs, 

optimizations 1 and 2 results in a utilization distribution that places the workloads closest 

to the RMCU (Figures 5.8 and 5.9). In contrast, the workload distribution obtained from 

optimization 3 (Figure 5.12) distributes the IT load across the rack in a nonuniform manner. 

Figure 5.8 shows that Optimization 1 overcools several servers in the vicinity of the 

RMCU. Therefore, distributing servers with high and low utilizations across the rack and 

thus regulating the cooling parameters should result in the desired tradeoff across the two 

objectives. By comparing three points for the same LF from Figure 5.12, we infer that 

moving across the Pareto front for a specific LF does not influence the spatial workload 
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distribution. The tradeoff in the Pareto front is a result of the synchronized regulation of 

�̇�𝑎 and 𝑇𝑐,𝑤, which alters the extent of reduction in overcooling and changes the variance 

in the cold aisle temperature distribution (Table 5.7). Moving from left to right on the 

Pareto front for each LF curve results in a lower variance in temperature, which 

consequently improves 𝜂2𝑛𝑑. However, such an improvement leads to additional 

expenditure from a 𝑃𝑈𝐸 perspective.  

 

Figure 5.12: Utilization and temperature distributions for 𝑃𝑈𝐸 and 𝜂2𝑛𝑑 aware multi-

objective workload assignments. Nine salient points for the different 𝐿𝐹 marked in Figure 

5.11 are considered for this diagram. The red dotted line corresponds to the maximum 

allowable server inlet temperature of 27 ℃. The figure should be interpreted in accordance 

with Table 5.7. 

By comparing point P2 marked on different LF curves in Figure 5.12, increasing 

LF does not significantly change the temperature distribution but significantly alters the 

workload assignment. Points P1 and P3 correspond to extrema where 𝑃𝑈𝐸 is minimized 

and 𝜂2𝑛𝑑 is maximized, respectively. Optimizations 1 and 2 concentrate the IT load near 
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the RMCU for all values of LF. In contrast, the third optimization problem distributes the 

workload across the rack in a non-uniform manner so that a specific vertical temperature 

gradient is maintained while accounting for the tradeoff for two different objectives. 

Obtaining such a Pareto optimal front for a wide range of LF values provides an operational 

regime diagram (Figure 5.11) and helps realize potential savings across the objectives. 

Table 5.7: Salient points for LF =  0.2, 0.5 and 0.8 obtained from Figure 5.11 

LF  Point 
�̇�𝑎 

(CFM) 
𝑇𝑐,𝑤 (℃) 𝜂2𝑛𝑑 𝑃𝑈𝐸 

Variance in cold 

aisle temperature 

distribution 

0.2 

1 515 10.1 12.0 1.58 12.8 

2 685 18.5 21.8 1.67 2.4 

3 839 21.5 28.5 1.78 0.1 

0.5 

1 531 10.6 12.9 1.51 10.3 

2 689 18.0 21.5 1.58 2.2 

3 850 22.0 28.3 1.68 0.1 

0.8 

1 611 10.8 16.9 1.49 8.9 

2 725 17.1 22.4 1.53 2.4 

3 850 22.0 27.5 1.60 0.1 

 

5.4.6 Normalization of the Pareto front 

To generalize the results for a single rack DC and demonstrate their applicability for multi-

rack systems, the solutions obtained from multi-objective optimization are normalized. The 

baseline results obtained by solving single-objective problems at different LF are described 

in Figure 5.10. By fitting trend lines to each curve, the minima and maxima for 𝑃𝑈𝐸 and 

𝜂2𝑛𝑑 are obtained as functions of 0 ≤ 𝐿𝐹 ≤ 1. The empirically obtained equations are as 

follows. 

[𝑃𝑈𝐸]𝑚𝑖𝑛 = 1.64 − 0.39(𝐿𝐹) + 0.18(𝐿𝐹)2, (5.26) 
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[𝑃𝑈𝐸]𝑚𝑎𝑥 = 1.77 − 0.43(𝐿𝐹) + 0. .15(𝐿𝐹)2, (5.27) 

[𝜂2𝑛𝑑]𝑚𝑖𝑛 = 5.27 + 53.41(𝐿𝐹) − 146.66(𝐿𝐹)2 + 117.28(𝐿𝐹)3, and (5.28) 

[𝜂2𝑛𝑑]𝑚𝑎𝑥 = 30.43 − 1.52(𝐿𝐹). (5.29) 

Therefore, the horizontal axis of the dimensionless Pareto front can be represented as,  

𝑃𝑈𝐸∗ =
[𝑃𝑈𝐸]𝑖−[𝑃𝑈𝐸]𝑚𝑖𝑛

[𝑃𝑈𝐸]𝑚𝑎𝑥−[𝑃𝑈𝐸]𝑚𝑖𝑛
, (5.30) 

and the vertical axis is normalized as,  

𝜂2𝑛𝑑
∗ =

[𝜂2𝑛𝑑]𝑖−[𝜂2𝑛𝑑]𝑚𝑖𝑛

[𝜂2𝑛𝑑]𝑚𝑎𝑥−[𝜂2𝑛𝑑]𝑚𝑖𝑛
, (5.31) 

where [𝑃𝑈𝐸]𝑖 and [𝜂2𝑛𝑑]𝑖 represents the ith point of the Pareto front. 

Figure 5.13 represents the dimensionless variation of 𝑃𝑈𝐸 vs. 𝜂2𝑛𝑑 where the effect 

of 𝐿𝐹 is normalized using Eqs. (5.26)-(5.31). There is a proportionality tradeoff across 

𝑃𝑈𝐸∗ and 𝜂2𝑛𝑑
∗  where maximizing 𝜂2𝑛𝑑

∗  leads to a detrimental effect on 𝑃𝑈𝐸∗. Thus, an 

intermediate value lying on the dimensionless Pareto front should be maintained during 

operation as per the choice of the DC administrator. The proposed normalization approach 

enhances the applicability of the results obtained for a single-rack system for a generalized 

multi-rack homogeneous DC providing better control over cooling-aware workload 

scheduling while ensuring the thermal reliability of the system. 
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Figure 5.13: Dimensionless Pareto front of 𝑃𝑈𝐸 and 𝜂2𝑛𝑑 obtained by adopting the 

proposed normalization procedure. The normalization procedure nullifies the effect of LF. 

5.5 Conclusion 

We have developed a novel approach to perform energy- and exergy-aware workload 

scheduling for air-cooled DCs with RMCUs. The methodology combines (1) a low 

complexity zonal temperature prediction model, (2) energy and exergy formulation, and 

(3) an optimization solver resulting in a facile tool for DC workload assignment. In contrast 

to existing thermal- and energy-aware IT load approaches, the irreversibility-based method 

opens up avenues for future research. The approach simultaneously regulates salient 

decision variables of the cooling system and the spatial workload distribution.  

Important aspects of the investigation include elucidation of the impact on the 

algorithm of (1) altering cooling system variables and workload distribution on the energy 

and exergy efficiencies, (2) additional benefits obtained by considering the exergy 

efficiency, (3) tradeoffs across the three optimization problems, and (4) the influence of 
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the thermal reliability constraint, IT load factor and workload distribution. Salient findings 

are: 

 Simultaneously increasing 𝑇𝑐,𝑤 and �̇�𝑎 while maintaining 𝑇𝑔 ≤ 27℃ increases the 

temperature uniformity and mean air temperature in the cold aisle. 

 Populating the workload closer to the cooling unit lowers the value of �̇�𝑎 and reduces 

the power consumption of the fans. 

 An increment in the dimensionless cooling parameter 𝜃 × 𝛽 improves the exergy 

efficiency at the cost of increasing the 𝑃𝑈𝐸. Therefore, the two desired values of the 

objectives cannot be achieved simultaneously.  

 The 𝑃𝑈𝐸 minimization problem does not necessarily minimize the overcooling of the 

servers in the vicinity of the RMCU. On the other hand, the exergy optimization 

problem lowers the extent of overcooling by increasing both 𝑇𝑐,𝑤 and �̇�𝑎. 

 The 𝜂2𝑛𝑑 maximization problem results in an exergy efficiency of approximately 30% 

with a ~7% sacrifice on the optimal 𝑃𝑈𝐸.  

 The multi-objective optimization problem distributes the workload across the IT rack, 

whereas the single-objective optimization problem assigns workload closest to the 

cooling unit. 

The dimensionless Pareto front enhances the applicability of the results obtained for a 

single rack modular DC towards a multi-rack system. 
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6 Energy, exergy, and computing efficiency based 

workload and cooling management for multi-rack 

data centers 

This chapter is reproduced from Energy, exergy, and computing efficiency based data 

center workload and cooling management, Applied Energy (2021): 117050 (In press), 

Rohit Gupta, Sahar Asgari, Hosein Moazamigoodarzi, Douglas G. Down, and Ishwar K. 

Puri, https://doi.org/10.1016/j.apenergy.2021.117050, Copyright © 2021, with permission 

from Elsevier. The author of this thesis is the first author and the primary contributor to 

this manuscript. 

6.1 Abstract 

The rapidly rising computing workloads in data centers (DCs) have necessitated new 

approaches to ensure effective performance and resilience that minimize the associated 

cooling energy. The literature on thermally-aware workload management provides 

strategies to reduce this energy cost while typically ignoring the reduction in cooling 

capacity due to thermodynamic irreversibility and computing performance per unit energy 

consumption. Hence, we provide an approach that considers coefficient of performance 

COPc, exergy efficiency ηex, and a new metric, computing performance ratio CPR. In 

contrast to existing methods that consider one-dimensional workload distributions, the 

temperature predictions from a physics-based zonal model are used to optimize cooling for 

two-dimensional workload distributions in a multi-rack DC. The investigation reveals 

https://doi.org/10.1016/j.apenergy.2021.117050
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physics associated with two-dimensional workload management for multi-rack DCs, 

provides a framework for trade-offs between COPc,  ηex, and CPR, explains the influence 

of IT load factor LF on different objectives and describes how parameters obtained from 

single- and multi-objective problems can vary. Our findings show that COPc, and ηex can 

be improved by up to 20% and 8% by regulating the chilled water temperature and airflow 

setpoints while increasing the LF degrades the CPR by 7.5%. These results enable an 

extended approach for heterogeneous LF management in large-scale DCs. 

6.2 Introduction 

Data centers (DCs) and high-performance computing (HPC) clusters nowadays routinely 

process workloads associated with analytics and machine learning applications. For 

actionable use, high-performance computing infrastructure with low latencies is necessary. 

Since heat dissipation from DCs and HPC clusters has increased significantly with the use 

of multi-core processors and three-dimensional chip stacking, thermal and workload 

management requires adequate cooling at low cost. There are several thermal and workload 

management strategies to address operational expenditure [1, 2], chip thermal reliability 

[3], computing performance [4], latency [5], cooling architecture [6, 7], and waste heat 

harnessing [8-10]. 

Thermally-aware workload management and cooling is an integrated approach that 

considers interrelated issues, such as DC operational cost, chip thermal reliability, 

computing performance, and cooling architecture. The thermal reliability of computing 

chips is degraded because of (1) transient temperature fluctuations that diminish their 

lifetimes and (2) steady-state operating temperatures that rise above the critical allowable 
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chip temperature and induce thermal shutdown. These thermal issues can be addressed by 

utilizing chip temperature-aware and cold aisle temperature-aware workload management 

approaches [11]. Other workload scheduling approaches address thermal guidelines and 

operational expenditure by minimizing heat recirculation across the cold and hot air 

streams in a DC [12], diminishing hot spots among neighboring servers [13], and lowering 

temperature nonuniformities in server exhausts [14, 15] (see Table 6.1). 

Although it is possible to ensure thermal reliability while minimizing DC 

operational expenditure, existing temperature-based methodologies do not address the 

reduction in cooling capacity due to thermodynamic irreversibilities that result from 

uneven workload distributions and cooling parameters. This deficiency can be addressed 

by approaches for exergy-based cooling management that minimize heat recirculation and 

bypass [16, 17], identify component level inefficiencies [6, 18], and optimize cooling 

parameters [19, 20]. However, there are few similar applications for workload 

management. 

Recent investigations demonstrate the benefits of an exergy-based approach to 

select cooling architecture [6] and manage workload in air-cooled DCs [21]. The former 

advocates for the benefits of a modular DC cooling architecture over legacy raised-floor 

DCs, showing a 23% increase in the effective cooling capacity. The latter optimizes energy 

and exergy efficiency jointly for a single-rack modular air-cooled DC equipped with a rack-

mountable cooling unit while simultaneously performing one-dimensional workload 

management and regulating cooling parameter setpoints. A comprehensive review of state 

of the art in thermal-aware workload management literature is presented in Table 6.1. Some 
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important aspects highlighted in this table are the number and type of objectives considered 

in the workload management framework, choice of the thermal model, type of the DC 

cooling architecture investigated, and whether the approach is multi-objective in nature to 

examine trade-offs between metrics. 

Scaling up from a single-rack DC to a multi-rack system dramatically alters the 

airflow and cooling characteristics. Because there are shared hot and cold airspaces in a 

multi-rack infrastructure, one-dimensional workload distributions obtained for a single-

rack system cannot be scaled up for multi-rack DCs [21, 22]. Thus, workload distributions 

that vary in two dimensions must be obtained.  Previous investigations have also not 

considered computing performance, i.e., Floating Point Operations Per Second (FLOPs) 

per Watt of energy consumption [23, 24], simultaneously with energy and exergy 

efficiency. If an air-cooled DC is managed solely based on energy and exergy efficiencies, 

computing performance can be drastically degraded as electronic chips become overheated. 

The actual FLOPs per Watt 𝜂𝑐,𝑎 is determined by performing LINPACK benchmark tests 

on a processor of interest [23]. Further, this quantity can be normalized using the maximum 

achievable FLOPs per Watt 𝜂𝑐,𝑖, which helps to define the dimensionless metric computing 

performance ratio CPR. The value of 𝜂𝑐,𝑎 is regulated by changing the (1) CPU frequency 

through over- or under- clocking, (2) voltage, and (3) temperature [25, 26]. Although 

simultaneous optimization of these parameters results in a global optimal value of CPR, 

we only focus on thermal performance as per our objective. 

We address the shortcomings of prior workload management approaches by 

proposing a novel methodology to maximize (1) energy, (2) exergy, and (3) computing 
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efficiencies for a five-rack air-cooled DC equipped with two in-row cooling (IRC) units 

[22]. Energy and flow interactions are considered across DC racks to obtain spatially two-

dimensional temperature distributions, which are used to solve a multi-objective genetic 

algorithm (MOGA)-based optimization problem to optimize two-dimensional workload 

distributions and cooling parameters, such as chilled water temperature and airflows of the 

IRC units. 

 

Table 6.1: Relevant state-of-the-art works in the area of thermal-aware workload and 

cooling management in DCs. 

Ref 
Actual 

DC  

Objectives or 

goals 

Type of 

thermal model 

Auxiliary sub-

models 
Optimization 

[27] No 
 Maximizing 

utilization of 

solar energy 

Heat 

recirculation 

matrix (HRM) 

 Regression-

based non-

linear cooling 

energy model 

 Linear server 

energy model 

 Neural 

network-based 

solar energy 

model 

Single-

objective 

optimization 

with linear 

constraints 

[11] 

Raised-

floor 

DC 

 Minimizing 

total energy 

consumption 

(including 

servers) 

HRM 

 Regression-

based non-

linear cooling 

energy model 

 Non-linear 

server energy 

model 

 Non-linear 

CPU 

temperature 

model 

 Proper 

orthogonal 

decomposition 

(POD) based 

Single-

objective 

optimization 

with non-

linear 

constraints 
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cold chamber 

temperature 

model 

[13] 

Raised-

floor 

DC 

 Minimizing 

heat 

recirculation 

by assigning 

workloads 

according to 

cold 

chamber 

temperature 

and load of 

neighboring 

servers  

Computational 

fluid 

dynamics 

(CFD) 

simulation 

 Linear server 

energy model 

 Regression-

based cold 

chamber 

temperature 

model 

No 

[28] No 
 Minimize 

hotspot 

temperature 

HRM 

 Linear server 

energy model 

 Regression-

based cooling 

energy model 

 Job 

processing 

time models 

Single-

objective 

optimization 

with non-

linear 

constraints 

[29] 

Raised-

floor 

DC 

 Minimizing 

peak 

temperature 

of servers 

 Minimizing 

job 

processing 

time of 

servers 

 Minimizing 

CO2 

emission 

CFD 

simulation 

 Thermal 

resistance 

capacitance-

based CPU 

temperature 

model 

 CFD data-

driven cold 

aisle 

temperature 

predictor 

 Job 

processing 

time models 

Single-

objective 

optimization 

with non-

linear 

constraints 

[12] 

Raised-

floor 

DC 

 Minimizing 

hot spot air 

temperature 

in cold 

chamber 

HRM 

 Linear server 

energy model 

 Non-linear 

regression-

based cooling 

energy model 

Single-

objective 

optimization 

with non-

linear 

constraints 
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[29] 

Raised-

floor 

DC 

 Minimizing 

total cooling 

energy 

 Minimize 

CPU 

temperature 

CFD 

simulation 

 Regression-

based CRAC 

energy model 

 Thermal 

resistance 

capacitance-

based CPU 

temperature 

model 

 CFD data-

driven cold 

aisle 

temperature 

predictor 

Single-

objective 

optimization 

with non-

linear 

constraints 

[15] No 

 Minimizing 

hotspot 

temperature 

in cold 

chamber 

Regression-

based 

 Server 

thermal stress 

model 

No 

[30] 

Raised-

floor 

DC 

 Minimizing 

total energy 

consumption 

(including 

servers) 

Regression-

based 

 Non-linear 

regression-

based server 

energy model  

 Non-linear 

regression-

based cooling 

energy model 

Single-

objective 

optimization-

based model 

predictive 

control 

[31] 

Raised-

floor 

DC 

 Maximizing 

utilization of 

solar 

photovoltaic 

energy 

 Maximizing 

utilization of 

free cooling 

Regression-

based 

 Regression-

based cooling 

energy model 

 Solar 

photovoltaic 

power 

forecasting 

model 

 Free cooling 

system model 

 Operational 

cost model 

Single-

objective 

optimization 

with linear 

and non-linear 

constraints 

[14] 

Raised-

floor 

DC 

 Maintain 

uniformity 

in the server 

No No No 
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exhaust 

temperatures 

 Reduce 

overcooling 

of the cold 

aisle 

[20] 

Raised-

floor 

DC 

 Minimizing 

energy 

consumption 

of cooling 

cycle 

 Minimizing 

exergy 

destruction 

in DC 

(including 

servers) 

CFD 

simulation 

data-driven 

POD model 

 Energy 

consumption 

and exergy 

destruction 

models of 

cooling cycle 

components 

(server, heat 

exchanger, 

fan, pump, 

chiller, and 

cooling tower) 

Unconstrained 

single-

objective 

optimization 

[1] 

single-

rack 

DC 

with 

RMCU 

 Minimizing 

cooling 

energy 

consumption 

FNR-based 

zonal model 

 Linear server 

energy model 

 Non-linear 

chiller power 

model 

 Non-linear fan 

power model 

Single-

objective 

optimization 

problem with 

both linear 

and non-linear 

constraints 

[21] 

single-

rack 

DC 

with 

RMCU 

 Minimizing 

cooling 

energy 

consumption 

 Maximizing 

exergy 

efficiency of 

cooling 

cycle 

FNR-based 

zonal model 

 Linear server 

energy model 

 Non-linear 

chiller power 

model 

 Linear fan 

model 

 Exergy 

destruction 

model of each 

component 

Dual-

objective 

optimization 

problem with 

both linear 

and non-linear 

constraints 

Present 

work 

Multi-

rack 

DC 

with 

IRC 

units 

 Minimize 

cooling 

energy 

consumption 

 Maximize 

exergy 

efficiency of 

FNR-based 

zonal model 

 Linear server 

energy model 

 Non-linear 

CPU 

temperature 

model 

Tri-objective 

optimization 

problem with 

linear and 

non-linear 

constraints 



Ph.D. Thesis — Rohit Gupta — McMaster University — Mechanical Engineering 

 

126 

 

cooling 

cycle 

 Maximize 

computing 

performance 

per unit 

energy 

consumption 

 Non-linear 

chiller power 

model 

 Non-linear fan 

power model 

 Exergy 

destruction 

model of each 

DC 

component 

 Non-linear 

computing 

performance 

per watt 

model 

As observed from Table 6.1, thermally-aware workload distribution algorithms 

require an accurate dynamic thermal model for the DC. Several options are available, such 

as (a) data-driven black-box models [32] , (b) data-driven hybrid gray-box models [33, 34], 

(c) computational fluid dynamics (CFD) simulation-based heat recirculation matrix (HRM) 

approaches [12], and (d) physics-based zonal models [22, 35]. The first three require 

significant training data and computational resources and are the basis of prior workload 

scheduling algorithms. To circumvent this problem, our framework utilizes an 

experimentally validated, training-free, physics-based, spatiotemporal zonal model to 

predict temperatures in a five-rack DC [22]. This physics-based approach eliminates 

extrapolative temperature predictions, reduces computational time, and improves the 

accuracy of temperature predictions for new scenarios. 

To the best of our knowledge, this is the first work that develops a comprehensive 

workload and cooling management framework for multi-rack DCs cooled by IRC units. 

Considering the energy, exergy, and computing efficiency along with thermal reliability 
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constraints allows for the exploration of insightful operational trade-offs. The proposed 

multi-objective optimization problem not only reveals the cooling and spatial workload 

dynamics but also provides multi-objective trade-off diagrams applicable for real-world 

DC applications. 

With this background information, our sixfold contributions are:  

 Proposing a new metric to describe computing performance degradation with rising 

CPU temperatures or thermal throttling. It has been observed in this work that with an 

elevation of CPU temperatures, the computing performance ratio can degrade by up to 

7.5%. 

 Explaining the trade-offs between energy and exergy-based cooling metrics and the 

computing performance metric. We solve three single- and one multi-objective 

optimization problems to better understand the nature of the objective function in 

decision making. 

 Deriving a comprehensive formulation that couples our previous flow network-based 

temperature prediction model [22] for a five-rack air-cooled DC equipped with IRC 

units with energy, exergy, and computing efficiency models. 

 Understanding of the relationship between workload distribution, cooling cycle 

operation, and thermal characteristics of a DC with shared hot and cold chambers.  

 Explaining the influence of the IT load factor for different optimization scenarios. We 

find that the load factor significantly alters the energy and computing efficiencies while 

the optimal value of exergy efficiency remains nearly unaltered by changing load 

factor. 
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 Utilizing the results for the five-rack case study to develop an extended scalable 

workload management approach for larger DCs.  

The remaining sections are organized as follows. Section 2 develops a series of 

optimization problems with different objectives informed by the flow network-based 

temperature prediction model. Section 3 includes the results and physical insights obtained 

by solving the optimization problems. Finally, Section 4 provides concluding remarks and 

highlights salient findings. 

6.3 Methodology 

6.3.1 Physical layout and thermal model of the row-based cooling infrastructure 

The multi-rack DC architectural layout with IRC units is described in Figure 6.1 [22]. The 

DC cooling infrastructure consists of five IT racks, each of them containing 15 2U servers 

(where 1U = 4.4 cm). The racks are stacked within an enclosure and share a common cold 

and hot chamber at the front and back of the IT racks, respectively. The cold chamber and 

hot chamber are separated by high-density air blocking brushes to prevent air from mixing. 

Two IRC units manufactured by RITTAL [36] supply the required cold air from two sides 

of the IT enclosure. Each IRC unit consists of an air-water fin-tube heat exchanger, three 

centrifugal fans, and valve-based water flow control mechanism. A vapor compression 

refrigeration (VCR) chiller, equipped with an ambient air-cooled condenser [37], supplies 

the required chilled water to the IRC heat exchangers. 

The thermal model adopts a zonal approach, which assumes that physical quantities 

inside each zone are spatially uniform [22]. This is a faster and reasonably accurate 

alternative to a full-field CFD simulation. A zone containing servers is modelled as a heat 
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source whose magnitude depends on the IT stress level or utilization. Cooling unit fan 

zones supply predefined airflows at a specified temperature. 

There are several types of zones inside the DC enclosure: (1) zones in front of the 

IRC units, i.e., the cold air supply zone, (2) zones at the back of the IRC units, i.e., warm 

air return zone, (3) cold air intake zones in front of the servers, (4) hot air exhaust zones at 

the back of servers, (5) each server itself, and (6) the IRC units. The cold chamber and hot 

chamber are partitioned into 25 zones of equal volume so that each consists of three 2U 

servers. The rationale for filling the IT racks in this manner is provided by the temperature 

prediction model, where each rack of 30U height must be filled (30U per rack = 5 zones 

per rack × 3 servers per zone × 2U server) [22, 35]. Additionally, there are five cold air 

supply and return zones on each side of the enclosure, as shown in Figure 6.1b. 

Temperature prediction using the zonal framework is a two-step process, where a flow 

network representation (FNR) is used to calculate the pressures and airflows of all the 

zones. Thereafter, the pressure-flow data are used in energy balance equations to determine 

the zonal temperatures. 
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Figure 6.1: (a) Process flow layout across different components for the DC case study, and 

(b) representative schematic of the DC infrastructure equipped with five server racks and 
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two IRC units. The diagram on the left shows a three-dimensional representation of the 

DC, whereas the one on the right shows a sectional view representing salient airflows. A 

server rack is divided into five zones, where each zone consists of three 2U servers (1U = 

4.4 cm). There are 35 zones (25 zones in front of servers and 5 zones in front of each IRC 

unit) in each of the front and back chambers. 

6.3.1.1 Airflow estimation of front (cold) and back (hot) chambers 

The flow-field inside an enclosed DC is pressure-driven [22, 38], enabling an FNR to 

calculate the pressure-flow characteristics. The FNR is based on our previous work for a 

five-rack DC with two IRC units, as shown in Figure 6.2 [22]. IRC zones are represented 

as sources of airflow �̇�𝑎, whereas the server airflows are denoted by �̇�𝑖,𝑗
𝑧 . The horizontal 

flow transport resistances in the front and back chambers are 𝑅𝐻
𝑓

 and 𝑅𝐻
𝑏 , respectively, 

whereas the vertical flow transport resistances for the front and back chambers are 𝑅𝑉
𝑓
 and 

𝑅𝑉
𝑏. The high-density air blocking brushes are porous separation media enabling 

momentum and energy flux transport across the two chambers, which can be represented 

by a flow resistance 𝑅𝑏𝑟, values for which have been reported [22]. Since the enclosure is 

air-tight, there are no flow interactions across the rack and the room (ambient). 
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Figure 6.2: Generalized flow network representation (FNR) of the DC infrastructure for 

the case study with a total of 75 2U servers and 2 IRC units. The orange dotted lines 

represent identical sequences of flow resistances and servers in a simplified manner. 

Reproduced with permission from Ref. [22]. 

As a function of inlet air temperature, 𝑇𝑖,𝑗
𝑓

, the airflow through a zone with 𝑁𝑠 2U servers 

are [35], 

�̇�𝑖,𝑗
𝑧 = {

𝑁𝑠 × 0.01415                                                if    𝑇𝑖,𝑗
𝑓
≤ 25 ℃ 

𝑁𝑠 × [0.01415 + (𝑇𝑖,𝑗
𝑓
− 25) × 0.00142]        if    25 < 𝑇𝑖,𝑗

𝑓
< 35 ℃

. (6.1) 

For our system 𝑁𝑠 = 3 as there are three 2U servers in each zone of an IT rack. 

With flow resistances known, mass balance equations for the front chamber, back 

chamber, and heat-generating server zones can be formulated. The mass balances for zones 

in contact with active servers in the front and back chambers are expressed by Eqs. (6.2) 
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and (6.3). The mass balances for the zones in an IRC cooling unit supply and return are 

calculated using Eqs. (6.4) and (6.5). 

𝛼𝑓[𝑃𝑖+1,𝑗
𝑓

+ 𝑃𝑖−1,𝑗
𝑓

] + 𝛽𝑓[𝑃𝑖,𝑗+1
𝑓

+ 𝑃𝑖,𝑗−1
𝑓

] + 𝛾𝑃𝑖,𝑗
𝑏 − (2𝛼𝑓 + 2𝛽𝑓 + 𝛾)𝑃𝑖,𝑗

𝑓
− �̇�𝑖,𝑗

𝑧 = 0, (6.2) 

𝛼𝑏[𝑃𝑖+1,𝑗
𝑏 + 𝑃𝑖−1,𝑗

𝑏 ] + 𝛽𝑏[𝑃𝑖,𝑗+1
𝑏 + 𝑃𝑖,𝑗−1

𝑏 ] + 𝛾𝑃𝑖,𝑗
𝑓
− (2𝛼𝑏 + 2𝛽𝑏 + 𝛾)𝑃𝑖,𝑗

𝑏 + �̇�𝑖,𝑗
𝑧 = 0, (6.3) 

𝛼𝑓[𝑃𝑖+1,𝑗
𝑓

− 𝑃𝑖,𝑗
𝑓
] −

�̇�𝑎
𝑁𝑧𝑁𝑐𝑢

= 0, (6.4) 

𝛼𝑏[𝑃𝑖+1,𝑗
𝑏 − 𝑃𝑖,𝑗

𝑏 ] +
�̇�𝑎

𝑁𝑧𝑁𝑐𝑢
= 0, (6.5) 

where 𝛼𝑓 = 1 𝑅𝐻
𝑓⁄ , 𝛼𝑏 = 1 𝑅𝐻

𝑏⁄ , 𝛽𝑓 = 1 𝑅𝑉
𝑓⁄ , 𝛽𝑏 = 1 𝑅𝑉

𝑏⁄ , 𝛾 = 1 𝑅𝑏𝑟⁄  , �̇�𝑎 the total 

airflow setpoint prescribed by the DC control system (split equally across two IRC units), 

𝑁𝑐𝑢 = 2 is the number of IRC units, 𝑁𝑧 = 5 the number of zones inside a rack, and P the 

pressure corresponding to the zone of interest. Equations (6.2)-(6.5) constitute a system of 

linear equations whose solution yields the spatial pressure distribution across different 

zones in the front and back chambers (see Appendix of Chapter 6 for a detailed 

description). 

6.3.1.2 Temperature estimation of front (cold) and back (hot) chambers 

With the pressure distribution determined using FNR, the temperatures in the front and 

back chambers can be calculated. The transient energy balance for a server zone based on 

the forward time-marching method is, 

𝑋𝑠
2
(
𝑇𝑖,𝑗
𝑒 |

𝑡
− 𝑇𝑖,𝑗

𝑒 |
𝑡−∆𝑡

∆𝑡
+
𝑇𝑖,𝑗
𝑓
|
𝑡
− 𝑇𝑖,𝑗

𝑓
|
𝑡−∆𝑡

∆𝑡
) = 𝜌𝑎𝐶𝑝,𝑎�̇�𝑖,𝑗

𝑧 (𝑇𝑖,𝑗
𝑓
|
𝑡−∆𝑡

− 𝑇𝑖,𝑗
𝑒 |

𝑡−∆𝑡
) + �̇�𝑖,𝑗

𝑧 , (6.6) 
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where 𝑋𝑠 is the thermal mass of a 2U server (available from the literature) [39], 𝑇𝑖,𝑗
𝑒  and 

𝑇𝑖,𝑗
𝑓

 are the server exhaust and inlet air temperatures, 𝜌𝑎 the density of air, 𝐶𝑝,𝑎 the specific 

heat capacity of air, ∆𝑡 the time step, and �̇�𝑖,𝑗
𝑧  the power consumption of the server zone 

with horizontal rack index i, and vertical zone index j. We note that a server's power 

consumption depends on its utilization, which is one of our decision variables for which 

the appropriate function is provided in Eq. (6.11). 

The energy balance equations for the waterside and airside of the heat exchanger 

inside each IRC unit are expressed by Eqs. (6.7) and (8), respectively. 

𝑋𝑤
2
(
𝑇ℎ,𝑤
𝑡 − 𝑇ℎ,𝑤

𝑡−∆𝑡

∆𝑡
) =

𝑈𝐴

2
(𝑇ℎ,𝑎

𝑡−∆𝑡 + 𝑇𝑐,𝑎
𝑡−∆𝑡 − 𝑇𝑐,𝑤 − 𝑇ℎ,𝑤

𝑡−∆𝑡) + 𝜌𝑤𝐶𝑝,𝑤
�̇�𝑤
𝑁𝑐𝑢

(𝑇𝑐,𝑤 − 𝑇ℎ,𝑤
𝑡−∆𝑡), (6.7) 

𝑋𝑎
2
(
𝑇ℎ,𝑎
𝑡 − 𝑇ℎ,𝑎

𝑡−∆𝑡

∆𝑡
+
𝑇𝑐,𝑎
𝑡 − 𝑇𝑐,𝑎

𝑡−∆𝑡

∆𝑡
)

= −
𝑈𝐴

2
(𝑇ℎ,𝑎

𝑡−∆𝑡 + 𝑇𝑐,𝑎
𝑡−∆𝑡 − 𝑇𝑐,𝑤 − 𝑇ℎ,𝑤

𝑡−∆𝑡) + 𝜌𝑎𝐶𝑝,𝑎
�̇�𝑎
𝑁𝑐𝑢

(𝑇ℎ,𝑎
𝑡−∆𝑡 − 𝑇𝑐,𝑎

𝑡−∆𝑡). 

(6.8) 

Here 𝑋𝑤 = 𝜌𝑤𝐶𝑝,𝑤𝑉𝑤 and 𝑋𝑎 = 𝜌𝑎𝐶𝑝,𝑎𝑉𝑎 are the thermal masses of water and air inside 

the IRC unit, �̇�𝑤 the total water flow prescribed by the DC control system (distributed 

equally across two IRC units), 𝑇ℎ,𝑤 and 𝑇𝑐,𝑤 the hot and chilled water temperatures, 𝑇ℎ,𝑎 

and 𝑇𝑐,𝑎 the hot air return and cold air supply temperatures, 𝑈𝐴 the product of the universal 

heat transfer coefficient and the contact area between the two interacting fluid media, i.e., 

air and water. The value of 𝑈𝐴 as a function of �̇�𝑎 and �̇�𝑤 is obtained from our previous 

work [22]. 
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Table 6.2: Expressions for the zonal flow interaction terms 𝛺1→6
𝑓

 and 𝛺1→6
𝑏  used in Eqs. 

(6.9) and (6.10), respectively. 

Ω1→6
𝑓

 Ω1→6
𝑏  

Ω1
𝑓

 (Horizontal flow transport in front chamber) Ω1
𝑏  (Horizontal flow transport in back chamber) 

[𝑃𝑖+1,𝑗
𝑓

− 𝑃𝑖,𝑗
𝑓
] ≥ 0 𝜌𝑎𝐶𝑝,𝑎𝛼

𝑓(𝑃𝑖+1,𝑗
𝑓

− 𝑃𝑖,𝑗
𝑓
)𝑇𝑖+1,𝑗

𝑓
 [𝑃𝑖+1,𝑗

𝑏 − 𝑃𝑖,𝑗
𝑏 ] ≥ 0 𝜌𝑎𝐶𝑝,𝑎𝛼

𝑏(𝑃𝑖+1,𝑗
𝑏 − 𝑃𝑖,𝑗

𝑏 )𝑇𝑖+1,𝑗
𝑏  

[𝑃𝑖+1,𝑗
𝑓

− 𝑃𝑖,𝑗
𝑓
] < 0 𝜌𝑎𝐶𝑝,𝑎𝛼

𝑓(𝑃𝑖+1,𝑗
𝑓

− 𝑃𝑖,𝑗
𝑓
)𝑇𝑖,𝑗

𝑓
 [𝑃𝑖+1,𝑗

𝑏 − 𝑃𝑖,𝑗
𝑏 ] < 0 𝜌𝑎𝐶𝑝,𝑎𝛼

𝑏(𝑃𝑖+1,𝑗
𝑏 − 𝑃𝑖,𝑗

𝑏 )𝑇𝑖,𝑗
𝑏  

Ω2
𝑓

 (Horizontal flow transport in front chamber) Ω2
𝑏  (Horizontal flow transport in back chamber) 

[𝑃𝑖−1,𝑗
𝑓

− 𝑃𝑖,𝑗
𝑓
] ≥ 0 𝜌𝑎𝐶𝑝,𝑎𝛼

𝑓(𝑃𝑖−1,𝑗
𝑓

− 𝑃𝑖,𝑗
𝑓
)𝑇𝑖−1,𝑗

𝑓
 [𝑃𝑖−1,𝑗

𝑏 − 𝑃𝑖,𝑗
𝑏 ] ≥ 0 𝜌𝑎𝐶𝑝,𝑎𝛼

𝑏(𝑃𝑖−1,𝑗
𝑏 − 𝑃𝑖,𝑗

𝑏 )𝑇𝑖−1,𝑗
𝑏  

[𝑃𝑖−1,𝑗
𝑓

− 𝑃𝑖,𝑗
𝑓
] < 0 𝜌𝑎𝐶𝑝,𝑎𝛼

𝑓(𝑃𝑖−1,𝑗
𝑓

− 𝑃𝑖,𝑗
𝑓
)𝑇𝑖,𝑗

𝑓
 [𝑃𝑖−1,𝑗

𝑏 − 𝑃𝑖,𝑗
𝑏 ] < 0 𝜌𝑎𝐶𝑝,𝑎𝛼

𝑏(𝑃𝑖−1,𝑗
𝑏 − 𝑃𝑖,𝑗

𝑏 )𝑇𝑖,𝑗
𝑏  

Ω3
𝑓

 (Vertical flow transport in front chamber) Ω3
𝑏  (Vertical flow transport in back chamber) 

[𝑃𝑖,𝑗+1
𝑓

− 𝑃𝑖,𝑗
𝑓
] ≥ 0 𝜌𝑎𝐶𝑝,𝑎𝛽

𝑓
(𝑃𝑖,𝑗+1

𝑓
− 𝑃𝑖,𝑗

𝑓
)𝑇𝑖,𝑗+1

𝑓
 [𝑃𝑖,𝑗+1

𝑏 − 𝑃𝑖,𝑗
𝑏 ] ≥ 0 𝜌𝑎𝐶𝑝,𝑎𝛽

𝑏
(𝑃𝑖,𝑗+1

𝑏 − 𝑃𝑖,𝑗
𝑏 )𝑇𝑖,𝑗+1

𝑏  

[𝑃𝑖,𝑗+1
𝑓

− 𝑃𝑖,𝑗
𝑓
] < 0 𝜌𝑎𝐶𝑝,𝑎𝛽

𝑓
(𝑃𝑖,𝑗+1

𝑓
− 𝑃𝑖,𝑗

𝑓
)𝑇𝑖,𝑗

𝑓
 [𝑃𝑖,𝑗+1

𝑏 − 𝑃𝑖,𝑗
𝑏 ] < 0 𝜌𝑎𝐶𝑝,𝑎𝛽

𝑏
(𝑃𝑖,𝑗+1

𝑏 − 𝑃𝑖,𝑗
𝑏 )𝑇𝑖,𝑗

𝑏  

Ω4
𝑓

 (Vertical flow transport in front chamber) Ω4
𝑏  (Vertical flow transport in back chamber) 

[𝑃𝑖,𝑗−1
𝑓

− 𝑃𝑖,𝑗
𝑓
] ≥ 0 𝜌𝑎𝐶𝑝,𝑎𝛽

𝑓
(𝑃𝑖,𝑗−1

𝑓
− 𝑃𝑖,𝑗

𝑓
)𝑇𝑖,𝑗−1

𝑓
 [𝑃𝑖,𝑗−1

𝑏 − 𝑃𝑖,𝑗
𝑏 ] ≥ 0 𝜌𝑎𝐶𝑝,𝑎𝛽

𝑏
(𝑃𝑖,𝑗−1

𝑏 − 𝑃𝑖,𝑗
𝑏 )𝑇𝑖,𝑗−1

𝑏  

[𝑃𝑖,𝑗−1
𝑓

− 𝑃𝑖,𝑗
𝑓
] < 0 𝜌𝑎𝐶𝑝,𝑎𝛽

𝑓
(𝑃𝑖,𝑗−1

𝑓
− 𝑃𝑖,𝑗

𝑓
)𝑇𝑖,𝑗

𝑓
 [𝑃𝑖,𝑗−1

𝑏 − 𝑃𝑖,𝑗
𝑏 ] < 0 𝜌𝑎𝐶𝑝,𝑎𝛽

𝑏
(𝑃𝑖,𝑗−1

𝑏 − 𝑃𝑖,𝑗
𝑏 )𝑇𝑖,𝑗

𝑏  

Ω5
𝑓

 (Flow transport through brushes in front chamber) Ω5
𝑏  (Flow transport through brushes in back chamber) 

[𝑃𝑖,𝑗
𝑏 − 𝑃𝑖,𝑗

𝑓
] ≥ 0 𝜌𝑎𝐶𝑝,𝑎𝛾(𝑃𝑖,𝑗

𝑏 − 𝑃𝑖,𝑗
𝑓
)𝑇𝑖,𝑗

𝑏  [𝑃𝑖,𝑗
𝑓
− 𝑃𝑖,𝑗

𝑏 ] ≥ 0 𝜌𝑎𝐶𝑝𝑎𝛾(𝑃𝑖,𝑗
𝑓
− 𝑃𝑖,𝑗

𝑏 )𝑇𝑖,𝑗
𝑓

 

[𝑃𝑖,𝑗
𝑏 − 𝑃𝑖,𝑗

𝑓
] < 0 𝜌𝑎𝐶𝑝,𝑎𝛾(𝑃𝑖,𝑗

𝑏 − 𝑃𝑖,𝑗
𝑓
)𝑇𝑖,𝑗

𝑓
 [𝑃𝑖,𝑗

𝑓
− 𝑃𝑖,𝑗

𝑏 ] < 0 𝜌𝑎𝐶𝑝𝑎𝛾(𝑃𝑖,𝑗
𝑓
− 𝑃𝑖,𝑗

𝑏 )𝑇𝑖,𝑗
𝑏  

Ω6
𝑓

 (Flow through active server) Ω6
𝑏  (Flow through active server) 

−𝜌𝑎𝐶𝑝𝑎�̇�𝑖,𝑗
𝑠 𝑇𝑖,𝑗

𝑓
 𝜌𝑎𝐶𝑝𝑎�̇�𝑖,𝑗

𝑠 𝑇𝑖,𝑗
𝑒  

For the zones considered within the front and back chambers, the energy balance 

equations are, 

𝑋𝑧 (
𝑇𝑖,𝑗
𝑓
|
𝑡
− 𝑇𝑖,𝑗

𝑓
|
𝑡−∆𝑡

∆𝑡
) = Ω1

𝑓
+ Ω2

𝑓
+ Ω3

𝑓
+ Ω4

𝑓
+ Ω5

𝑓
+ Ω6

𝑓
, (6.9) 

𝑋𝑧 (
𝑇𝑖,𝑗
𝑏 |

𝑡
− 𝑇𝑖,𝑗

𝑏 |
𝑡−∆𝑡

∆𝑡
) = Ω1

𝑏 + Ω2
𝑏 + Ω3

𝑏 + Ω4
𝑏 + Ω5

𝑏 + Ω6
𝑏 , (6.10) 
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where 𝑋𝑧 = 𝜌𝑎𝐶𝑝,𝑎𝑉𝑧 denotes the thermal mass of zones in the front and back chambers 

and Ω1 through Ω6 are zonal flow interaction terms calculated using the pressure 

distribution. The expressions of these terms for different types of zones are provided in 

Table 6.2. Equations (6.6)-(6.10) are solved by forward time marching to determine the 

temperature distributions for the zones in front and back chambers [22]. 

6.3.2 Objective 1: Energy consumption 

The energy consumption in a DC consists of two components: (1) the servers and (2) the 

cooling cycle. Intuitively, the power consumption of a server is a composite function of its 

utilization and the inlet air temperature [40]. However, since changing the inlet air 

temperature by 40% alters the server energy consumption by only 1% [41], we assume that 

the energy consumption attributed to a server is solely a function of its utilization. The total 

IT energy consumption inside the DC can therefore be expressed as, 

�̇�𝐼𝑇 =∑∑�̇�𝑖,𝑗
𝑧

𝑁𝑟

𝑖=1

𝑁𝑧

𝑗=1

=∑∑𝑁𝑠[𝐴1 + 𝐴2𝑢𝑖,𝑗
𝑧 ]

𝑁𝑟

𝑖=1

𝑁𝑧

𝑗=1

, (6.11) 

where the number of racks 𝑁𝑟 = 5, number of servers per zone 𝑁𝑠 = 3, and the number of 

zones in a rack 𝑁𝑧 = 5. The server power model constants 𝐴1 = 223.4 and 𝐴2 = 154.5 

are obtained from the datasheet of an HP ProLiant DL360 G5 server with two Intel Xeon 

E5-2697 v3 processors [42]. We assume this particular server to be employed solely 

throughout our DC. 

The energy consumption of the cooling cycle has three components: (1) fans, (2) 

VCR chiller, and (3) pumps. The DC architecture is equipped with a fixed speed pump 

with valve-based flowrate control. Since the third component is invariant across different 
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operational conditions and cannot be optimized, we only optimize the energy consumption 

of the fans inside the IRC units and the VCR chiller. The total energy consumption of the 

cooling cycle that can be optimized is, 

�̇�𝑐𝑜𝑜𝑙 = �̇�𝑓 + �̇�𝑐ℎ . (6.12) 

The fan energy consumption for the RITTAL IRC units can be expressed as [22], 

�̇�𝑓 = 𝑁𝑐𝑢 [𝐵1 + 𝐵2 (
�̇�𝑎
𝑁𝑐𝑢

) + 𝐵3 (
�̇�𝑎
𝑁𝑐𝑢

)

2

], (6.13) 

where 𝐵1 = 480, 𝐵2 = −3073, and 𝐵3 = 6031 are fan model constants [22]. We note 

that fan energy consumption models can be parabolic, cubic, or linear for different 

manufacturers and classes of fans. 

While there are several options for calculating the energy consumption of the VCR 

chiller, we utilize the well-known Gordon-Ng universal chiller model [43] for its ease of 

use and low computational requirement, and high accuracy across a wide range of heat 

loads. The model has the form, 

�̇�𝑐ℎ =
�̇�𝑐ℎ + 𝐶1𝑇𝑐,𝑤𝑇𝑎𝑚𝑏 + 𝐶2(𝑇𝑎𝑚𝑏 − 𝑇𝑐,𝑤)

𝑇𝑐,𝑤 − 𝐶3�̇�𝑐ℎ
− �̇�𝑐ℎ, (6.14) 

where �̇�𝑐ℎ is the heat load on the chiller evaporator, i.e., the server heat load, 𝑇𝑐,𝑤 the 

chilled water setpoint prescribed by the DC control system, 𝑇𝑎𝑚𝑏 the ambient air 

temperature entering the chiller condenser, and �̇�𝑐ℎ the power consumption of the chiller. 

All temperatures in Eq. (6.14) are expressed in units of K, whereas �̇�𝑐ℎ and �̇�𝑐ℎ are in kW. 

To evaluate the model constants 𝐶1 to 𝐶3, performance data of the commercially available 

TRANE CGA120 10 Tons chiller is used [37]. The constants evaluated using multivariate 
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linear regression are 𝐶1 = 0.0092, 𝐶2 = 8.953, and 𝐶3 = 0.649. The value of 𝑇𝑎𝑚𝑏 is 

taken as 297.04 K from the chiller performance datasheet. 

Finally, the performance of the DC cooling system from the 1st law of 

thermodynamics perspective can be represented by the coefficient of performance 𝐶𝑂𝑃𝑐, 

𝐶𝑂𝑃𝑐 =
�̇�𝐼𝑇

�̇�𝑐𝑜𝑜𝑙
. (6.15) 

Investigators have previously considered the energy-based objective function during joint 

workload management and cooling control [1, 2, 32, 44]. Our first goal is to maximize 

𝐶𝑂𝑃𝑐 by minimizing �̇�𝑐𝑜𝑜𝑙 for a prescribed IT load �̇�𝐼𝑇. 

6.3.3 Objective 2: Exergy efficiency 

In an air-cooled DC equipped with IRC units, the overall exergy loss can be separated into 

(1) �̇�𝑐ℎ in the VCR chiller, (2) �̇�ℎ𝑥 in the IRC air-water heat exchangers, (3) �̇�𝑓 in the 

fans, and (4) �̇�𝑠𝑒𝑟𝑣 in the servers. Since the server exergy loss component due to heat 

generation is determined by the total computing load, which we consider as input data, it 

cannot be optimized. Therefore, the controllable exergy loss �̇�𝑐𝑜𝑜𝑙 consists of the three 

cooling cycle components, 

�̇�𝑐𝑜𝑜𝑙 = �̇�𝑓 + �̇�ℎ𝑥 + �̇�𝑐ℎ. (6.16) 

The exergy loss in the chiller is [6, 20], 

�̇�𝑐ℎ = 𝜌𝑤𝐶𝑝,𝑤�̇�𝑤𝑇𝑎𝑚𝑏ln (
𝑇𝑐,𝑤
𝑇ℎ,𝑤

) + 𝜌𝑎𝐶𝑝,𝑎�̇�𝑐𝑓𝑇𝑎𝑚𝑏ln (
𝑇ℎ,𝑎𝑚𝑏

𝑇𝑎𝑚𝑏

). (6.17) 
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Here �̇�𝑐𝑓 is the airflow through the condenser fans obtained from the chiller datasheet [37] 

and 𝑇ℎ,𝑎𝑚𝑏 is the hot air temperature exhausted to the environment through the chiller 

condenser. 

The exergy loss in the IRC heat exchanger, 

�̇�ℎ𝑥 = 𝜌𝑎𝐶𝑝,𝑎�̇�𝑎 [(𝑇ℎ,𝑎 − 𝑇𝑐,𝑎) − 𝑇𝑎𝑚𝑏ln (
𝑇ℎ,𝑎
𝑇𝑐,𝑎

)]

+ 𝜌𝑤𝐶𝑝,𝑤�̇�𝑤 [(𝑇𝑐,𝑤 − 𝑇ℎ,𝑤) − 𝑇𝑎𝑚𝑏ln (
𝑇𝑐,𝑤
𝑇ℎ,𝑤

)]. 

(6.18) 

That in the fans inside the IRC units is a function of airflow, 

�̇�𝑓 = (1 − 𝜂𝑓)𝑁𝑐𝑢 [𝐵1 + 𝐵2 (
�̇�𝑎
𝑁𝑐𝑢

) + 𝐵3 (
�̇�𝑎
𝑁𝑐𝑢

)

2

], (6.19) 

where the fan efficiency 𝜂𝑓 = 0.604 is obtained from the datasheet of the IRC unit 

manufactured by RITTAL [36]. The exergy efficiency of the DC cooling system, 

𝜂𝑒𝑥 = (1 −
�̇�𝑐𝑜𝑜𝑙

�̇�𝑖𝑛

) × 100, (6.20) 

where the exergy input to the cooling cycle is further evaluated by, 

�̇�𝑖𝑛 = �̇�𝑓 + �̇�𝑐ℎ + 𝜌𝑎𝐶𝑝,𝑎�̇�𝑎 [(𝑇ℎ,𝑎 − 𝑇𝑎𝑚𝑏) − 𝑇𝑎𝑚𝑏ln (
𝑇ℎ,𝑎
𝑇𝑎𝑚𝑏

)]. (6.21) 

To reduce thermodynamic irreversibility during operation and maximize effective 

utilization of cooling capacity, 𝜂𝑒𝑥 should be maximized [20]. 

6.3.4 Objective 3: Computing efficiency 

The computing efficiency of a server or a processor can be defined in various ways, where 

we choose the performance per Watt [23, 24], i.e., 𝜂𝑐,𝑎 is calculated as GFLOPs (Giga 

Floating Point Operations per Second) per unit power consumption in Watts. Although 
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there are several possible ways of maximizing 𝜂𝑐,𝑎, we focus on the influence of CPU 

temperature 𝑇𝑖,𝑗
𝐶𝑃𝑈 on 𝜂𝑐,𝑎. Experimental evidence shows that 𝜂𝑐,𝑎 is linearly dependent on 

𝑇𝑖,𝑗
𝐶𝑃𝑈, i.e., 

𝜂𝑐,𝑎 = 𝐷1 + 𝐷2𝑇𝑖,𝑗
𝐶𝑃𝑈 , (6.22) 

where the constants 𝐷1 = 3.0 and 𝐷2 = −6.9 × 10−3 are obtained from a benchmark case 

study performed by Druzhinin et al. [24] for Intel Xeon E5-2697 v3 processors. 

The maximum achievable computing efficiency 𝜂𝑐,𝑖 of a DC depends on computing 

cores per CPU, maximum frequency in GHz, FLOPs/cycle of operation and thermal design 

power (TDP) of the computing processor, 

𝜂𝑐,𝑖 =
𝑟𝑎𝑐𝑘𝑠 ×

𝑠𝑒𝑟𝑣𝑒𝑟𝑠
𝑟𝑎𝑐𝑘

×
𝐶𝑃𝑈𝑠
𝑠𝑒𝑟𝑣𝑒𝑟

×
𝑐𝑜𝑟𝑒𝑠
𝐶𝑃𝑈

×
𝑐𝑦𝑐𝑙𝑒𝑠
𝑠𝑒𝑐𝑜𝑛𝑑

×
𝐹𝐿𝑂𝑃𝑠
𝑐𝑦𝑐𝑙𝑒

𝑟𝑎𝑐𝑘𝑠 ×
𝑠𝑒𝑟𝑣𝑒𝑟𝑠
𝑟𝑎𝑐𝑘

×
𝐶𝑃𝑈𝑠
𝑠𝑒𝑟𝑣𝑒𝑟

× 𝑇𝐷𝑃
, (6.23) 

A dimensionless metric, computing performance ratio 𝐶𝑃𝑅, can be calculated using the 

ratio of 𝜂𝑐,𝑎 to 𝜂𝑐,𝑖, 

𝐶𝑃𝑅 =
𝜂𝑐,𝑎
𝜂𝑐,𝑖

. (6.24) 

An increase in 𝑇𝑖,𝑗
𝐶𝑃𝑈 causes 𝜂𝑐,𝑎 to decrease which leads to a corresponding decrease in 

𝐶𝑃𝑅 (see Eqs. (6.22) and (6.24)). This reduction can be represented by linear, quadratic, 

or cubic polynomials that depend on the type and model of the CPU [25]. To deliver a fixed 

computing performance (in GFLOPs), a lower 𝐶𝑃𝑅 corresponds to higher computing 

power (in Watts). Hence, 𝐶𝑃𝑅 quantifies the loss in computing performance per unit power 

consumption due to CPU thermal throttling. Other means to optimize 𝐶𝑃𝑅 include 

changing the CPU clock speed (GHz) and supply voltage through dynamic voltage and 



Ph.D. Thesis — Rohit Gupta — McMaster University — Mechanical Engineering 

 

141 

 

frequency scaling (DVFS) [25, 26]. The metric 𝐶𝑃𝑅 is meaningful when the DC has an 

imposed IT workload, i.e.,  0 < 𝐿𝐹 ≤ 1, where 𝐿𝐹 =
∑ ∑ 𝑢𝑖,𝑗

𝑧𝑁𝑟
𝑖=1

𝑁𝑧
𝑗=1

∑ ∑ 𝑢𝑖,𝑗
𝑚𝑎𝑥𝑁𝑟

𝑖=1
𝑁𝑧
𝑗=1

. Although 𝐿𝐹 = 0, or 

zero IT load, provides the highest 𝐶𝑃𝑅, that condition is not realistic. 

To determine 𝐶𝑃𝑅, it is essential to know the mean CPU temperature of each zone 

𝑇𝑖,𝑗
𝐶𝑃𝑈 from the thermal model. We utilize a non-linear regression-based auxiliary equation 

for 𝑇𝑖,𝑗
𝐶𝑃𝑈 [44], 

𝑇𝑖,𝑗
𝐶𝑃𝑈 = 𝐸1 + 𝐸2𝑢𝑖,𝑗

𝑧 + 𝐸3𝑇𝑖,𝑗
𝑓
+ 𝐸4(𝑢𝑖,𝑗

𝑧 )
2
+ 𝐸5(𝑢𝑖,𝑗

𝑧 𝑇𝑖,𝑗
𝑓
), (6.25) 

where 𝑢𝑖,𝑗
𝑧  and 𝑇𝑖,𝑗

𝑓
 are available from the zonal thermal model. The constants in Eq. (6.25) 

are determined by performing a non-linear regression using the data obtained from the 

datasheet [42] for an HP ProLiant DL360 G5 server with two Intel Xeon E5-2697 v3 

processors. The resulting values are 𝐸1 = 20.2, 𝐸2 = 59.1, 𝐸3 = 0.76, 𝐸4 = −8.1, and 

𝐸5 = −0.56. 

Finally, the mean computing performance ratio 𝐶𝑃𝑅𝑚 of the five-rack DC is calculated by 

taking the average of the CPRs of all the zones, 

𝐶𝑃𝑅𝑚 = 𝐹1 + 𝐹2
∑ ∑ 𝑇𝑖,𝑗

𝐶𝑃𝑈𝑁𝑟
𝑖=1

𝑁𝑧
𝑗=1

𝑁𝑧𝑁𝑟
, (6.26) 

where the constants 𝐹1 = 0.75, and 𝐹2 = −1.72 × 10−3 are determined by performing 

regression using the data obtained from [24]. Intuitively, higher CPU temperatures should 

increase the leakage current of a computing chip and decrease 𝜂𝑐,𝑎 [23], resulting in lower 

𝐶𝑃𝑅𝑚. Therefore, the aim is to maximize the value of 𝐶𝑃𝑅𝑚 by jointly optimizing 

workload distribution and cooling system operating parameters. 
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6.3.5 Optimization problem formulation 

Our objectives are to maximize (1) 𝐶𝑂𝑃𝑐, (2) 𝜂𝑒𝑥, and (3) 𝐶𝑃𝑅𝑚 for the five-rack DC with 

two IRC units. To obtain the optimal cooling parameters and two-dimensional workload 

distributions, we solve four different optimization problems. The first three optimization 

problems employ three different objective functions, while in the fourth optimization 

problem, all three objectives are optimized simultaneously. The structures of the 

optimization problems are presented in Table 6.3. The essential decision variables that 

regulate the objective functions are (1) distribution of zonal workload 𝑢𝑖,𝑗
𝑧 , (2) chilled water 

temperature setpoint 𝑇𝑐,𝑤, and (3) IRC unit airflow setpoint �̇�𝑎. Two classes of servers are 

considered here, (1) active servers with 0 < 𝑢𝑖,𝑗
𝑧 ≤ 1 and (2) idle servers with 𝑢𝑖,𝑗

𝑧 = 0. 

Turning OFF an idle server, i.e., making it a passive server to save energy, changes the 

optimization framework significantly so that the continuous optimization problem 

becomes a combinatorial optimization problem [1]. Therefore, this consideration is beyond 

the scope of the present work. The total chilled water flow �̇�𝑤 is fixed to a constant value 

of 15 GPM, since the optimal values are not sensitive to the water flow [21]. 

The optimization problems are multi-dimensional with both linear and nonlinear 

constraints. The first three optimization problems have single objectives and are solved 

using the fmincon function of MATLAB with a sequential quadratic programming solver. 

The fourth optimization problem has three objective functions and is solved using the 

MOGA-based solver gamultiobj in MATLAB. The first constraint for all the optimization 

problems is linear, ensuring that the DC load factor (LF), i.e., the ratio of current IT load 
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to maximum capacity 𝑢𝑖,𝑗
𝑚𝑎𝑥, is set to a particular preset value. The second constraint 

ensures that the maximum air temperature in the cold (front) chamber is capped below the 

American society of Heating, Refrigeration, and Air-Conditioning Engineers (ASHRAE) 

guideline temperature 𝑇𝑔 = 27 ℃ [45], which prevents server overheating, ensuring 

thermally reliable operation. The working range of the decision variables is obtained from 

the component datasheets of the IRC unit [36] and VCR chiller [37]. For all the 

optimization problems, the convergence criterion is set to 10-6. 

Table 6.3: The four different optimization problems considered. 

Optimization 1 Optimization 2 

maximize
𝑢𝑖,𝑗
𝑧 ,𝑇𝑐,𝑤, �̇�𝑎

  [𝐶𝑂𝑃𝑐] maximize
𝑢𝑖,𝑗
𝑧 ,𝑇𝑐,𝑤, �̇�𝑎

  [𝜂𝑒𝑥] 

s.t.    
∑ ∑ 𝑢𝑖,𝑗

𝑧𝑁𝑟
𝑖=1

𝑁𝑧
𝑗=1

∑ ∑ 𝑢𝑖,𝑗
𝑚𝑎𝑥𝑁𝑟

𝑖=1
𝑁𝑧
𝑗=1

= 𝐿𝐹 s.t.    
∑ ∑ 𝑢𝑖,𝑗

𝑧𝑁𝑟
𝑖=1

𝑁𝑧
𝑗=1

∑ ∑ 𝑢𝑖,𝑗
𝑚𝑎𝑥𝑁𝑟

𝑖=1
𝑁𝑧
𝑗=1

= 𝐿𝐹 

         max(𝑇𝑖,𝑗
𝑓
) ≤ 𝑇𝑔          max(𝑇𝑖,𝑗

𝑓
) ≤ 𝑇𝑔 

         10 ≤ 𝑇𝑐,𝑤(℃) ≤ 20          10 ≤ 𝑇𝑐,𝑤(℃) ≤ 20 

         1300 ≤ �̇�𝑎(CFM) ≤ 2300          1300 ≤ �̇�𝑎(CFM) ≤ 2300 

         0 ≤ 𝑢𝑖,𝑗
𝑧 ≤ 𝑢𝑖,𝑗

𝑚𝑎𝑥 ,   = 1,… ,  𝑁𝑟 , and 𝑗 = 1,… ,  𝑁𝑧           0 ≤ 𝑢𝑖,𝑗
𝑧 ≤ 𝑢𝑖,𝑗

𝑚𝑎𝑥 ,   = 1, … ,  𝑁𝑟 , and 𝑗 = 1,… ,  𝑁𝑧  

Optimization 3 Optimization 4 

maximize
𝑢𝑖,𝑗
𝑧 ,𝑇𝑐,𝑤, �̇�𝑎

  [𝐶𝑃𝑅𝑚] maximize
𝑢𝑖,𝑗
𝑧 ,𝑇𝑐,𝑤, �̇�𝑎

  [𝐶𝑂𝑃𝑐 , 𝜂𝑒𝑥, 𝐶𝑃𝑅𝑚 ]   

s.t.    
∑ ∑ 𝑢𝑖,𝑗

𝑧𝑁𝑟
𝑖=1

𝑁𝑧
𝑗=1

∑ ∑ 𝑢𝑖,𝑗
𝑚𝑎𝑥𝑁𝑟

𝑖=1
𝑁𝑧
𝑗=1

= 𝐿𝐹 s.t.    
∑ ∑ 𝑢𝑖,𝑗

𝑧𝑁𝑟
𝑖=1

𝑁𝑧
𝑗=1

∑ ∑ 𝑢𝑖,𝑗
𝑚𝑎𝑥𝑁𝑟

𝑖=1
𝑁𝑧
𝑗=1

= 𝐿𝐹 

         max(𝑇𝑖,𝑗
𝑓
) ≤ 𝑇𝑔          max(𝑇𝑖,𝑗

𝑓
) ≤ 𝑇𝑔 

         10 ≤ 𝑇𝑐,𝑤(℃) ≤ 20          10 ≤ 𝑇𝑐,𝑤(℃) ≤ 20 

         1300 ≤ �̇�𝑎(CFM) ≤ 2300          1300 ≤ �̇�𝑎(CFM) ≤ 2300 

         0 ≤ 𝑢𝑖,𝑗
𝑧 ≤ 𝑢𝑖,𝑗

𝑚𝑎𝑥 ,   = 1,… ,  𝑁𝑟 , and 𝑗 = 1,… ,  𝑁𝑧           0 ≤ 𝑢𝑖,𝑗
𝑧 ≤ 𝑢𝑖,𝑗

𝑚𝑎𝑥 ,   = 1, … ,  𝑁𝑟 , and 𝑗 = 1,… ,  𝑁𝑧  
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6.4 Results and discussion 

6.4.1 Impact of workload distribution and cooling parameters on front (cold) 

chamber temperature distribution 

The temperature distribution in the cold chamber of an air-cooled DC is an essential feature 

of the cooling infrastructure. The thermal reliability of a server depends on the cold air 

intake temperature, which is very sensitive to the zonal utilization levels of servers 𝑢𝑖,𝑗
𝑧  and 

cooling parameters 𝑇𝑐,𝑤 and �̇�𝑎 [21]. Instead of examining the entire cold chamber 

temperature to assess thermal characteristics, we consider the metric active server 

temperature distribution (ASTD) [38], 

𝐴𝑆𝑇𝐷 = mean(𝑇𝑖,𝑗
𝑓
) + stdev(𝑇𝑖,𝑗

𝑓
). (6.27) 

The cold air temperature 𝑇𝑖,𝑗
𝑓

 supplied by the IRC units depends on both 𝑇𝑐,𝑤 and �̇�𝑎 for a 

fixed �̇�𝑤, whereas the spatial variance of 𝑇𝑖,𝑗
𝑓

 is regulated by �̇�𝑎 only. Therefore, we note 

that 𝐴𝑆𝑇𝐷 can be regulated by altering 𝑇𝑐,𝑤, �̇�𝑎, and the distribution of 𝑢𝑖,𝑗
𝑧 .  

Table 6.4 and Figure 6.3 show the influence of jointly varying 𝑇𝑐,𝑤, �̇�𝑎, and the 

distribution of 𝑢𝑖,𝑗
𝑧  on the 𝐴𝑆𝑇𝐷 and rack-height averaged cold chamber temperature 

distributions. Comparing cases A, B, and C reveals that simultaneously increasing 𝑇𝑐,𝑤 and 

�̇�𝑎 raises 𝐴𝑆𝑇𝐷, bringing it closer to the maximum allowable cold chamber temperature 

of 27 °C [45]. This, in turn, minimizes the overcooling of servers in the vicinity of IRC 

units, as shown in Figure 6.3 (Cases A and C).  Comparing cases C, D, and E shows that 

workload distribution has an insignificant effect on the 𝐴𝑆𝑇𝐷 and temperature distribution. 
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Table 6.4: Parametric details of the cases presented in Figure 6.3 with 𝐿𝐹 = 0.5 and 

𝑚𝑎𝑥(𝑇𝑖,𝑗
𝑓
) ≤ 27 ℃. Red and dark green colors are mapped for two extreme values of 𝑢𝑖,𝑗

𝑧 , 

1 and 0, respectively. 

Case Distribution of 𝑢𝑖,𝑗
𝑧  across zones 

𝑇𝑐,𝑤 

(℃) 

�̇�𝑎 

(CFM) 

𝐴𝑆𝑇𝐷 

(℃) 

A 

Uniform workload assignment 

 

20 2153 26.04 

B 

Uniform workload assignment 

 

10 1754 23.08 

C 

Uniform workload assignment 

 

15 1930 24.53 

D 

Workload assigned away from IRC units 

 

15 1978 24.36 

E 

Workload assigned close to IRC units 

 

15 1867 24.77 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0 0.75 1 0.75 0 

0 0.75 1 0.75 0 

0 0.75 1 0.75 0 

0 0.75 1 0.75 0 

0 0.75 1 0.75 0 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

1 0.25 0 0.25 1 

1 0.25 0 0.25 1 

1 0.25 0 0.25 1 

1 0.25 0 0.25 1 

1 0.25 0 0.25 1 
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To identify local hotspots in the multi-rack DC, we provide rack-height averaged 

temperature distributions for the cases presented in Table 6.4. The red dotted line in Figure 

6.3 corresponds to the maximum allowable temperatures in each rack [45]. Since the 3rd 

rack (R3) is located farthest from both the IRC units, it experiences the highest cold air 

temperature. Two physical phenomena are identified as primary causes for the hotspot in 

rack R3: (1) this hotspot has a higher airflow path resistance being farthest from the IRC 

units (see Figure 6.2), which increases the temperature, and (2) the lower air supply from 

the IRC units towards R3 increases the possibility of hot-air recirculation from the back 

(hot) chamber to the front (cold) chamber, thus increasing the local temperature. Overall, 

the cold chamber temperature is an essential feature of the DC optimization framework 

since the maximum cold chamber temperature influences thermal reliability. 

 

Figure 6.3: Influence of (a) cooling parameters 𝑇𝑐,𝑤 and �̇�𝑎 and (b) workload assignment 

on the rack height averaged cold chamber temperature distribution for the different cases 

listed in Table 6.4. The red dotted line in the figures denotes the maximum allowable 

temperature in the cold chamber. 

6.4.2 Trade-offs in energy, exergy, and computing efficiency 

To account for the interplay among different decision variables and objective functions, 

we first examine the parametric trade-offs across essential quantities such as (1) 𝑢𝑖,𝑗
𝑧 , (2) 
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𝑇𝑐,𝑤, (3) �̇�𝑎, (4) LF, (5) 𝐶𝑂𝑃𝑐, (6) 𝜂𝑒𝑥, and (7) 𝐶𝑃𝑅𝑚, presented in Tables 6.5 and 6.6. For 

all cases, the maximum cold air temperature at the server inlets is maintained below 27 °C 

and �̇�𝑤 = 15 GPM. Table 6.5 shows the influence of coordinated regulation of 𝑢𝑖,𝑗
𝑧 , 𝑇𝑐,𝑤, 

and �̇�𝑎 for LF = 0.5. For a constant LF, raising 𝑇𝑐,𝑤 from 10 °C to 20 °C requires 

approximately 26% higher �̇�𝑎 to maintain the maximum server inlet temperature below 

27 °C. Doing so reduces the spatial air temperature variances in the cold chamber and 

improves 𝜂𝑒𝑥 by up to 3.5%. Although raising 𝑇𝑐,𝑤 requires larger �̇�𝑎, the overall 𝐶𝑂𝑃𝑐 of 

the DC improves by approximately 14% when 𝑇𝑐,𝑤 is increased from 10 °C to 20 °C. This 

can be attributed to the fact that the energy savings obtained by operating the VCR chiller 

at a higher 𝑇𝑐,𝑤 is significantly larger than what is required to drive the IRC fans [36, 37]. 

Assigning the server workloads closer to the IRC units (racks R1 and R5) requires 

up to 4.5% less �̇�𝑎 due to the corresponding reduction in flow path resistance, which 

slightly improves 𝐶𝑂𝑃𝑐 (by approximately 1.5%), although 𝜂𝑒𝑥 is virtually unaltered when 

the distribution of 𝑢𝑖,𝑗
𝑧  changes. The mean computing performance ratio 𝐶𝑃𝑅𝑚 is not 

significantly affected by jointly regulating the cooling parameters and workload 

distribution for a specific LF. Since the server inlet air temperature 𝑇𝑖,𝑗
𝑓

 weakly influences 

𝑇𝑖,𝑗
𝐶𝑃𝑈, 𝐶𝑃𝑅𝑚 is unaltered [41]. Therefore, only two objectives, 𝐶𝑂𝑃𝑐 and 𝜂𝑒𝑥, are controlled 

by altering the three decision variables 𝑢𝑖,𝑗
𝑧 , 𝑇𝑐,𝑤, and �̇�𝑎. 
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Table 6.5: Influence of zonal workload assignments and cooling cycle decision variables 

on the three objectives for 𝐿𝐹 = 0.5 while satisfying the constraint 𝑚𝑎𝑥(𝑇𝑖,𝑗
𝑓
) ≤ 27 ℃. For 

all the cases �̇�𝑤 = 15 𝐺𝑃𝑀. Red and dark green colors are mapped for the extreme values 

of 𝑢𝑖,𝑗
𝑧 , 1 and 0, respectively. 

Distribution of 𝑢𝑖,𝑗
𝑧  across zones 𝑇𝑐,𝑤 (℃) �̇�𝑎 (CFM) 𝐶𝑂𝑃𝑐 𝜂ex(%) 𝐶𝑃𝑅𝑚 

Case1: Uniformly distributed 

workload 

 

10 1754 3.62 11.0 0.650 

12 1820 3.74 11.1 0.650 

14 1891 3.85 11.5 0.649 

16 1970 3.95 12.0 0.648 

18 2057 4.05 12.9 0.647 

20 2153 4.13 14.2 0.646 

Case2: Workload assigned close to 

IRC units 

 

10 1674 3.66 10.1 0.651 

12 1745 3.78 10.3 0.651 

14 1824 3.89 10.7 0.650 

16 1912 4.00 11.4 0.650 

18 2010 4.09 12.4 0.649 

20 2121 4.17 13.9 0.649 

Case 3: Workload assigned away 

from IRC units 

 

10 1816 3.59 11.7 0.655 

12 1877 3.70 11.8 0.654 

14 1943 3.81 12.1 0.652 

16 2014 3.92 12.6 0.652 

18 2092 4.02 13.4 0.650 

20 2179 4.11 14.5 0.650 

The influence of 𝐿𝐹 on the different objectives and decision variables is examined 

in Table 6.6. For all cases, the maximum temperature in the front chamber is maintained 

below 27 °C and �̇�𝑤 is maintained at 15 GPM. Increasing LF from 0.2 to 0.8 shows that 

𝐶𝑂𝑃𝑐 and 𝜂𝑒𝑥 improve by 23% and 6%, respectively, while the 𝐶𝑃𝑅𝑚 degrades by 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

1 0.25 0 0.25 1 

1 0.25 0 0.25 1 

1 0.25 0 0.25 1 

1 0.25 0 0.25 1 

1 0.25 0 0.25 1 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0 0.75 1 0.75 0 

0 0.75 1 0.75 0 

0 0.75 1 0.75 0 

0 0.75 1 0.75 0 

0 0.75 1 0.75 0 
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approximately 6%. The degradation in the computing performance ratio 𝐶𝑃𝑅𝑚 can be 

attributed to the elevated CPU temperature at higher LFs. As the VCR chiller operates 

efficiently from both energy and exergy perspectives at high LFs, both the 1st and 2nd law 

efficiencies improve, which improves overall 𝐶𝑂𝑃𝑐 and 𝜂𝑒𝑥. Since LF is not under the 

control of the DC operator, 𝐶𝑃𝑅𝑚 cannot be regulated by homogenous workload 

management across DC racks. Therefore, heterogeneous LF management across multi-rack 

DC systems should be adopted.  

Tables 6.5 and 6.6 show that the three objectives are predominantly functions of 

𝑇𝑐,𝑤, �̇�𝑎, and the distribution of 𝑢𝑖,𝑗
𝑧 . Therefore, instead of adopting a brute force parametric 

variation approach, in subsequent sections, we solve non-linear single- and multi-objective 

optimization problems to determine the optimum decision variables. 
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Table 6.6: Influence of 𝐿𝐹 on decision variables and objectives while satisfying the 

constraint 𝑚𝑎𝑥(𝑇𝑖,𝑗
𝑓
) ≤ 27 ℃. For all cases �̇�𝑤 = 15 𝐺𝑃𝑀. 

Distribution of 𝑢𝑖,𝑗
𝑧  across zones 𝑇𝑐,𝑤(℃) �̇�𝑎(CFM) 𝐶𝑂𝑃c 𝜂ex(%) 𝐶𝑃𝑅𝑚 

Case 1: 𝑳𝑭 =  . 𝟐 

 

10 1661 3.42 10.2 0.673 

12 1730 3.53 10.3 0.672 

14 1807 3.63 10.7 0.671 

16 1891 3.72 11.3 0.669 

18 1985 3.80 12.3 0.668 

20 2091 3.86 13.7 0.667 

Case 2: 𝑳𝑭 =  . 𝟓 

 

10 1754 3.62 11.0 0.651 

12 1820 3.74 11.1 0.650 

14 1891 3.85 11.5 0.649 

16 1970 3.96 12.1 0.648 

18 2057 4.05 12.9 0.647 

20 2153 4.14 14.2 0.647 

Case 3: 𝑳𝑭 =  . 𝟖 

 

10 1829 3.75 11.5 0.632 

12 1891 3.88 11.6 0.631 

14 1959 4.00 12.0 0.631 

16 2033 4.12 12.5 0.630 

18 2113 4.23 13.4 0.629 

20 2211 4.32 14.6 0.629 

 

6.4.3 Single-objective optimization 

6.4.3.1 Maximization of 𝑪𝑶   

The energy-based metric 𝐶𝑂𝑃𝑐 can be optimized by altering the cooling parameters, 𝑇𝑐,𝑤 

and �̇�𝑎, and the zonal workload distribution 𝑢𝑖,𝑗
𝑧 . The explicit optimization problem is 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0.2 0.2 0.2 0.2 0.2 

0.2 0.2 0.2 0.2 0.2 

0.2 0.2 0.2 0.2 0.2 

0.2 0.2 0.2 0.2 0.2 

0.2 0.2 0.2 0.2 0.2 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

0.5 0.5 0.5 0.5 0.5 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0.8 0.8 0.8 0.8 0.8 

0.8 0.8 0.8 0.8 0.8 

0.8 0.8 0.8 0.8 0.8 

0.8 0.8 0.8 0.8 0.8 

0.8 0.8 0.8 0.8 0.8 
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shown in Table 6.3. The total chilled water flowrate �̇�𝑤 is fixed at 15 GPM. The aim of the 

𝐶𝑂𝑃𝑐 maximization problem is to find optimal values of 𝑇𝑐,𝑤, �̇�𝑎, and 𝑢𝑖,𝑗
𝑧  while 

maintaining the cold chamber temperature below 27 °C. Optimum values of decision 

variables and the objective are presented in Table 6.7 for five different LFs, 0.2, 0.35, 0.5, 

0.65, and 0.8. 

The 𝐶𝑂𝑃𝑐 maximization problem assigns the server workload closest to the IRC 

units for the entire range of LF values [1, 21]. As LF increases, the servers located near 

IRC units (in racks R1 and R5) are fully utilized, i.e., 𝑢𝑖,𝑗
𝑧 = 1, which necessitates assigning 

additional incoming workloads to racks away from the IRC units (R2, R4, and R3). This 

finding is in line with prior one-dimensional workload management algorithms that 

minimize the cooling energy consumption in air-cooled DCs [1]. However, we reveal the 

importance of the heterogeneity of 𝑢𝑖,𝑗
𝑧  inside a rack that creates a two-dimensional 

workload variation, which is essential for hotspot management. 𝐶𝑂𝑃𝑐 maximization results 

in a relatively high 𝑇𝑐,𝑤 = 20 ℃, which is invariant with changing LF. Raising 𝑇𝑐,𝑤 reduces 

the energy consumption component of the chiller and maximizes 𝐶𝑂𝑃𝑐. However, the total 

airflow �̇�𝑎 of the fans inside IRC units vary non-linearly (see Eq. 6.13) with changing LF. 

A higher LF results in higher heat generation from servers, when �̇�𝑎 must be raised to bring 

the maximum cold chamber temperature below 27 °C. A higher LF significantly improves 

𝐶𝑂𝑃𝑐 (by up to 12.5%), since the VCR chiller operates more effectively at higher LFs [33]. 

Although 𝐶𝑂𝑃𝑐 maximization reduces cooling energy consumption; it does not necessarily 

diminish thermodynamic irreversibility in the DC cooling system during operation. This 

often leads to loss of available cooling capacity and further reduces 𝜂𝑒𝑥 [6, 20, 21]. 
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Table 6.7: Optimal decision variables obtained from the 𝐶𝑂𝑃𝑐 maximization problem for 

different LF. Red and dark green colors are mapped for the extreme values of 𝑢𝑖,𝑗
𝑧 , 1 and 0, 

respectively. 

LF Distribution of 𝑢𝑖,𝑗
𝑧  across zones 

𝑇𝑐,𝑤 

(℃) 

�̇�𝑎 

(CFM) 
𝐶𝑂𝑃𝑐 

0.2 

 

20 2034 3.92 

0.3

5 

 

20 2054 4.08 

0.5 

 

20 2081 4.21 

0.6

5 

 

20 2107 4.32 

0.8 

 

20 2130 4.41 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0.55 0.00 0.00 0.00 0.55 

0.41 0.00 0.00 0.00 0.34 

0.68 0.00 0.00 0.00 0.42 

0.55 0.00 0.00 0.00 0.48 

0.55 0.00 0.00 0.00 0.46 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0.97 0.00 0.00 0.00 0.77 

1.00 0.00 0.00 0.00 0.00 

0.76 0.00 0.00 0.00 1.00 

0.88 0.00 0.00 0.00 0.88 

0.88 0.00 0.00 0.00 0.86 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

1.00 0.24 0.00 0.21 1.00 

1.00 0.29 0.00 0.30 1.00 

1.00 0.30 0.00 0.30 1.00 

1.00 0.13 0.00 0.14 1.00 

1.00 0.29 0.00 0.30 1.00 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

1.00 0.58 0.00 0.77 1.00 

1.00 0.68 0.00 0.66 1.00 

1.00 0.34 0.00 1.00 1.00 

1.00 0.66 0.00 0.69 1.00 

1.00 0.38 0.00 0.50 1.00 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

1.00 1.00 0.00 1.00 1.00 

1.00 1.00 0.00 1.00 1.00 

1.00 1.00 0.00 1.00 1.00 

1.00 1.00 0.00 1.00 1.00 

1.00 1.00 0.00 1.00 1.00 
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6.4.3.2 Maximization of 𝜼𝒆𝒙 

To address the drawback of 𝐶𝑂𝑃𝑐 maximization from the 2nd law of thermodynamics 

perspective, the second optimization problem (see Table 6.3) maximizes 𝜂𝑒𝑥. The 

nonlinear constrained optimization is solved using the methodology in Section 2.5. The 

resulting values of decision variables and optimized objective function values are presented 

in Table 6.8 for a wide range of LFs. In contrast to the conventional approach of assigning 

workloads to racks closest to the IRC units, the 𝜂𝑒𝑥 maximization problem partially 

distributes the server workload across the racks (see workload color maps in Table 6.8). A 

high value of �̇�𝑎 is preferred since raising the airflow diminishes �̇�𝑐𝑜𝑜𝑙 due to spatial air 

temperature gradients. Increasing �̇�𝑎 also reduces the probability of hot air recirculation 

and hotspot formation in the cold chamber [21]. A low value of 𝑇𝑐,𝑤 is preferred since, at 

lower chilled water temperatures, the 2nd law efficiency of the VCR chiller improves, and 

the heat transfer efficiency (or effectiveness) of the IRC heat exchanger is enhanced. As 

the LF changes, the cooling cycle variables �̇�𝑎 and 𝑇𝑐,𝑤 remain invariant while the 

workload distribution changes, resulting in 𝜂𝑒𝑥 maximization. The LF does not 

significantly affect (less than 2% difference) 𝜂𝑒𝑥 and the highest value of 𝜂𝑒𝑥 = 18.6% is 

observed for an LF = 0.2. 
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Table 6.8: Optimal decision variables obtained from the 𝜂𝑒𝑥 maximization problem for 

different LF. Red and dark green colors are mapped for the extreme values of 𝑢𝑖,𝑗
𝑧 , 1 and 0, 

respectively. 

LF Distribution of 𝑢𝑖,𝑗
𝑧  across zones 

𝑇𝑐,𝑤 

(℃) 

�̇�𝑎 

(CFM) 

𝜂𝑒𝑥 

(%) 

0.2 

 

10 2300 
18.

6 

0.3

5 

 

10 2300 
18.

1 

0.5 

 

10 2300 
17.

6 

0.6

5 

 

10 2300 
17.

1 

0.8 

 

10 2300 
16.

7 

The first two optimization problems maximize 𝐶𝑂𝑃𝑐 and 𝜂𝑒𝑥 of the cooling cycle 

from the perspective of the 1st and 2nd laws of thermodynamics, respectively. These two 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0.00 0.15 0.03 0.15 0.11 

0.86 0.15 0.03 0.15 1.00 

0.01 0.27 0.02 0.27 0.28 

0.27 0.27 0.02 0.27 0.01 

0.05 0.27 0.02 0.27 0.05 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0.15 0.51 0.06 0.55 0.96 

0.19 0.59 0.00 0.56 0.17 

0.19 0.25 0.00 0.42 0.97 

0.21 0.41 0.03 0.21 0.99 

0.22 0.43 0.05 0.41 0.22 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0.66 0.25 0.00 0.55 0.73 

0.70 0.83 0.00 0.49 0.64 

0.60 1.00 0.00 1.00 0.68 

0.46 0.11 0.00 0.12 0.60 

0.64 0.92 0.00 0.92 0.61 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

0.89 0.41 0.08 0.00 0.70 

0.69 0.71 0.03 0.01 0.75 

1.00 1.00 0.98 1.00 1.00 

1.00 1.00 0.69 1.00 1.00 

0.26 0.91 0.00 0.93 0.21 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

1.00 1.00 0.38 1.00 1.00 

1.00 1.00 0.07 1.00 1.00 

1.00 1.00 0.00 0.98 1.00 

1.00 0.00 0.48 0.15 1.00 

1.00 1.00 0.94 1.00 1.00 
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approaches reduce the cooling cycle operational expenditure and the loss of effective 

cooling capacity. However, they do not necessarily reduce overheating of the CPU, which 

degrades the value of the computing performance ratio 𝐶𝑃𝑅𝑚 (see Eqs. (6.22)-(6.26)). 

6.4.3.3 Maximization of 𝑪    

The third optimization problem maximizes the computing performance per unit energy 

consumption by maximizing 𝐶𝑃𝑅𝑚 (see Table 6.3). It is worth noting that 𝐶𝑃𝑅𝑚 only 

captures the effects of computing performance degradation at elevated chip temperature. 

This approach is somewhat similar to CPU temperature-aware workload scheduling and 

cooling control, where the idea is to keep the CPU die temperature below a certain value 

[11]. The objective function 𝐶𝑃𝑅𝑚 is represented as a function of the mean CPU 

temperatures of each zone 𝑇𝑖,𝑗
𝐶𝑃𝑈 (see Eqs. (6.22)-(6.26)).  From Tables 6.5 and 6.6, we note 

that 𝐶𝑃𝑅𝑚 is altered by changing 𝑇𝑐,𝑤, �̇�𝑎, the distribution of 𝑢𝑖,𝑗
𝑧 , and LF. Therefore, the 

aim is to find 𝑇𝑐,𝑤, �̇�𝑎, and 𝑢𝑖,𝑗
𝑧  for a wide range of LF while keeping the cold chamber air 

temperature below 27 °C. Table 6.9 shows the optimal values of the decision variables and 

the objective function for various LF scenarios.  
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Table 6.9: Optimal decision variables obtained from the 𝐶𝑃𝑅𝑚 maximization problem for 

different LF. Red and dark green colors are mapped for the extreme values of 𝑢𝑖,𝑗
𝑧 , 1 and 0, 

respectively. 

LF Distribution of 𝑢𝑖,𝑗
𝑧  across zones 

𝑇𝑐,𝑤 

(℃) 

�̇�𝑎 

(CFM) 
𝐶𝑃𝑅𝑚 

0.2 

 

10 2300 0.682 

0.3

5 

 

10 2300 0.671 

0.5 

 

10 2300 0.659 

0.6

5 

 

10 2300 0.648 

0.8 

 

10 2300 0.637 

A low 𝑇𝑐,𝑤 and high �̇�𝑎 are preferred since regulating these two variables reduces 

the cold air supply temperature to the servers 𝑇𝑖,𝑗
𝑓

. As a result of lower cold air temperature 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

1.00 0.00 1.00 0.00 0.00 

1.00 0.00 1.00 0.00 0.00 

0.00 0.00 1.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

1.00 0.00 0.00 0.00 0.00 

1.00 0.00 0.00 0.00 0.75 

1.00 1.00 0.00 1.00 1.00 

1.00 0.00 0.00 0.00 1.00 

0.00 0.00 0.00 0.00 0.00 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

1.00 0.00 0.00 1.00 1.00 

1.00 1.00 0.00 1.00 1.00 

0.50 0.00 0.00 0.00 1.00 

1.00 1.00 0.00 1.00 1.00 

0.00 0.00 0.00 0.00 0.00 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

1.00 1.00 0.00 1.00 1.00 

1.00 1.00 0.00 1.00 1.00 

0.00 0.00 0.25 0.00 0.00 

1.00 1.00 0.00 1.00 1.00 

1.00 1.00 0.00 1.00 1.00 

 

IRC 

unit 

(Left) 

R1 R2 R3 R4 R5 

IRC 

unit 

(Right) 

1.00 0.00 1.00 0.00 1.00 

1.00 1.00 1.00 0.00 1.00 

1.00 1.00 0.00 1.00 1.00 

1.00 1.00 1.00 1.00 1.00 

1.00 1.00 0.00 1.00 1.00 
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at the server inlet, the CPU temperature decreases and improves 𝐶𝑃𝑅𝑚 by less than 1%. 

The approach also distributes workload partially across the racks rather than assigning 

them closest to the IRC units for a wide range of LFs, as evident from the two-dimensional 

heatmaps of zonal utilization distribution (see Table 6.9). For the majority of zones, either 

𝑢𝑖,𝑗
𝑧 = 0 or 𝑢𝑖,𝑗

𝑧 = 1 is preferred. Raising LF degrades the maximum achievable 𝐶𝑃𝑅𝑚 

since a larger LF is associated with elevated CPU temperatures (> 65 °C). For example, 

increasing LF from 0.2 to 0.8 diminishes the 𝐶𝑃𝑅𝑚 by approximately 6.6% as CPU 

temperatures increase with higher LFs. Thus, 𝐶𝑃𝑅𝑚 is a weak function of 𝑇𝑐,𝑤 and �̇�𝑎, 

while it is strongly influenced by LF and the distribution of 𝑢𝑖,𝑗
𝑧  [41]. 

6.4.3.4 Summary of single-objective optimization results 

The results obtained by solving the 𝐶𝑂𝑃𝑐, 𝜂𝑒𝑥, and 𝐶𝑃𝑅𝑚 single-objective maximization 

problems for different values of LF are presented in Figure 6.4. As the LF for the DC 

increases, 𝐶𝑂𝑃𝑐 improvement is possible due to the higher energy efficiency of the VCR 

chiller [37]. An elevated LF raises the cooling load on the VCR chiller, moving it towards 

the designed cooling capacity of the chiller. On the other hand, changing LF has an 

insignificant effect (less than a 2% difference) on the maximum achievable 𝜂𝑒𝑥, i.e., the 

exergy efficiency from the single-objective optimization problem is essentially 

independent of LF. The third optimization problem, 𝐶𝑃𝑅𝑚 maximization, shows the 

influence of LF on the mean computing performance (see Figure 6.4a). Increasing LF from 

0.2 to 0.8 degrades the maximum achievable 𝐶𝑃𝑅𝑚 by approximately 7.5% as 𝑇𝑖,𝑗
𝐶𝑃𝑈 is 

elevated. The lower values of 𝐶𝑃𝑅𝑚 correspond to poor computing performance, i.e., lower 
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GFLOPs per unit power consumption, resulting in higher latencies and increased energy 

expenditure. The result is that the three different objectives cannot be achieved with similar 

combinations of decision variables and LFs. To address this problem, we solve a non-linear 

tri-objective optimization problem to address the trade-offs across objective functions and 

decision variables using a MOGA-based Pareto front approach. 

 

Figure 6.4: Effect of load factor LF on optimum values of three objective functions: (a) 

Variation of 𝐶𝑂𝑃𝑐 and 𝐶𝑃𝑅𝑚 as a function of LF, (b) Variation of 𝐶𝑂𝑃𝑐 and 𝜂𝑒𝑥 as a 

function of LF. 

6.4.4 Multi-objective optimization 

To address the trade-offs between the three different single-objective optimization 

problems, the fourth optimization problem is MOGA-based, incorporating knowledge of 

all the three objective functions simultaneously (see Table 6.3). The tri-objective 

optimization problem is solved for five different LFs, 0.2, 0.35, 0.5, 0.65, and 0.8 leading 

to a three-dimensional Pareto front (or trade-off diagram). To better represent the relation 

between different objectives, we separate the three-dimensional Pareto front in Figure 6.5 

into three different two-dimensional projections showing trends of (1) 𝜂𝑒𝑥 vs. 𝐶𝑂𝑃𝑐, (2)  

𝐶𝑃𝑅𝑚 vs. 𝐶𝑂𝑃𝑐, and (3) 𝐶𝑃𝑅𝑚 vs. 𝜂𝑒𝑥. In all trade-off diagrams, the “desired region” and 

the “undesired region” correspond to the regimes where both the objectives are 
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simultaneously maximized and minimized, respectively. For each LF, a separate Pareto 

front is obtained, as shown in Figures 6.5a, b, and c. Figure 6.5a reveals a trade-off between 

the energy-based metric 𝐶𝑂𝑃𝑐 and exergy-based metric 𝜂𝑒𝑥. High values for both 𝐶𝑂𝑃𝑐 and 

𝜂𝑒𝑥 can only be achieved with higher LF when the VCR chiller operates close to its 

designed cooling capacity. As LF is increased from 0.2 to 0.8, the Pareto front shifts 

towards the desired region. Figure 6.5b suggests that when the LF is increased from 0.2 to 

0.8, even though the 𝐶𝑂𝑃𝑐 improves by 20%, the 𝐶𝑃𝑅𝑚 lowers by approximately 7.5%. 

Operation at a lower LF (for example, LF = 0.2) stretches the Pareto optimal front of 𝐶𝑂𝑃𝑐 

so that the DC operator can make the desired choice across a wider range than for a higher 

LF. Figure 6.5c shows the proportionality trade-off between 𝐶𝑃𝑅𝑚 and. 𝜂𝑒𝑥. At a certain 

LF, a high value of 𝜂𝑒𝑥 (approximately 18%) is achievable by regulating the cooling cycle 

parameters 𝑇𝑐,𝑤 and �̇�𝑎, which slightly enhances the 𝐶𝑃𝑅𝑚 (up to 1%).  
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Figure 6.5: Pareto optimal fronts obtained by solving the multi-objective optimization 

problem while satisfying 𝑇𝑔 = 27 ℃ for different LFs. The tri-axis Pareto front is separated 

into three different two-dimensional Pareto fronts: (1) 𝜂𝑒𝑥 vs. 𝐶𝑂𝑃𝑐, (2)  𝐶𝑃𝑅𝑚 vs. 𝐶𝑂𝑃𝑐, 

and (3) 𝐶𝑃𝑅𝑚 vs. 𝜂𝑒𝑥 for better representing the trade-offs across different objectives. The 

“desired region” and the “undesired region” are the regimes where both the objectives are 

simultaneously maximized and minimized, respectively. 

To gain better insight into the interplay across decision variables and thermal 

behavior, we present the values of 𝑇𝑐,𝑤, �̇�𝑎, 𝐶𝑃𝑅𝑚, 𝐶𝑂𝑃𝑐, 𝜂𝑒𝑥, distributions of 𝑢𝑖,𝑗
𝑧 , 𝐴𝑆𝑇𝐷 

and rack-height averaged temperature distribution for salient points across the Pareto fronts 

in Table 6.10, and Figures 6.6 and 6.7. 
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Table 6.10: Decision variables and objective function values for nine salient points marked 

on the Pareto optimal fronts presented in Figure 6.5. 

LF Point 
𝑇𝑐,𝑤 

(℃) 
�̇�𝑎 

(CFM) 
𝐶𝑂𝑃𝑐 

𝜂𝑒𝑥 
(%) 

𝐶𝑃𝑅𝑚 
𝐴𝑆𝑇𝐷 
(℃) 

0.2 

P1 10.0 2300 3.0 18.6 0.680 13.9 

P2 10.7 2056 3.2 15.1 0.678 16.9 

P3 13.2 1804 3.6 10.9 0.672 23.2 

0.5 

P1 10.0 2300 3.2 17.6 0.656 14.7 

P2 11.0 2074 3.5 14.5 0.653 18.2 

P3 12.7 1855 3.8 11.4 0.650 23.6 

0.8 

P1 10.0 2300 3.4 16.7 0.635 15.4 

P2 10.4 2092 3.6 14.3 0.634 18.3 

P3 10.8 1877 3.8 11.8 0.632 22.8 

Moving from P1 towards P3 on a particular Pareto front slightly affects the 

distribution of 𝑢𝑖,𝑗
𝑧 , where P3 is associated with more server zones at 𝑢𝑖,𝑗

𝑧 = 1. However, 

changing LF entirely alters the workload distribution to support a higher IT load (see Figure 

6.6). Nevertheless, Table 6.10 shows that the cooling parameters 𝑇𝑐,𝑤 and �̇�𝑎 regulate the 

desired values of 𝐶𝑂𝑃𝑐 and 𝜂𝑒𝑥 for a specified LF. Moving from P1 towards P3 for a 

specific LF results in an increase in 𝑇𝑐,𝑤 while simultaneously decreasing �̇�𝑎. This raises 

the mean and variance of the cold chamber air temperature, as evident from the 𝐴𝑆𝑇𝐷 and 

the rack height average temperature distribution presented in Table 6.10 and Figure 6.7, 

respectively. Although raising the mean cold air temperature is beneficial from the 

perspective of maximizing 𝐶𝑂𝑃𝑐, increasing the spatial variance in the air temperature 

causes local hotspots, leading to a higher system irreversibility and reduced 𝜂𝑒𝑥. Therefore, 

an intermediate point on the Pareto front can yield a desirable trade-off across 𝐶𝑂𝑃𝑐 and 

𝜂𝑒𝑥. As the LF increases, the extent of variation for 𝑇𝑐,𝑤 and �̇�𝑎 decreases, consequently 

yielding higher values of 𝐶𝑂𝑃𝑐 and 𝜂𝑒𝑥. Although 𝐴𝑆𝑇𝐷 is altered upon moving from P1 
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to P3 on a Pareto front, it is nearly unaffected by changing LF. Therefore, we conclude that 

LF has an insignificant effect on the cold chamber temperature distribution (see Figure 

6.7). The third objective, 𝐶𝑃𝑅𝑚, changes only by 1% on a Pareto front for a given LF. 

However, increasing the LF degrades the value of 𝐶𝑃𝑅𝑚 by as much as 7%. 

 
Figure 6.6: Two-dimensional distributions of zonal utilizations 𝑢𝑖,𝑗

𝑧  for nine different 

points marked on the Pareto fronts shown in Figure 6.5. The color bars are scaled for the 

extreme values of 𝑢𝑖,𝑗
𝑧 , 0 and 1, respectively. This figure is to be interpreted in accordance 

with Table 6.10. 

Examining the rack-height averaged temperature distribution (see Figure 6.7) for 

salient points on the Pareto fronts shows that for all LFs considered, the regime where P1 

lies is associated with low cold chamber air temperature and lower variance of temperature 

across the racks. On the other hand, the P3 points for different LF curves show a high 

spatial variance of the cold air temperature. The maximum temperature is observed in rack 

R3 since it is located at the farthest distance from both the IRC units, resulting in a higher 

flow path resistance, as shown by the FNR (see Figure 6.2). Therefore, the largest pressure 
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drop is experienced by this rack, leading to an increased probability of hot air recirculation 

from the hot chamber to the cold chamber via the air-blocking brushes. 

 
Figure 6.7: Rack height averaged cold chamber temperature distributions for the nine 

salient points marked on the Pareto optimal fronts presented in Figure 6.5. The 

“redLineTemp” corresponds to the 27 °C maximum allowable cold air temperature for 

servers. This figure is to be interpreted in accordance with Table 6.10 and Figure 6.6. 

6.4.5 CPR improvement strategy for large-scale DCs 

Upon examining the Pareto fronts presented in Figure 6.5, it is evident that desired values 

of 𝜂𝑒𝑥 and 𝐶𝑂𝑃𝑐 are obtained by appropriately selecting the cooling parameters 𝑇𝑐,𝑤 and 

�̇�𝑎, reducing operational energy expenditure by maximizing 𝐶𝑂𝑃𝑐 and enhancing effective 

cooling capacity by maximizing 𝜂𝑒𝑥. However, at a higher DC workload (i.e., larger LF), 

there is up to 7.5% degradation in 𝐶𝑃𝑅𝑚 due to elevated CPU temperatures. Using an 

exhaustive search, we found that this degradation could not be avoided. Therefore, further 

effort is required to improve 𝐶𝑃𝑅𝑚 for large-scale DCs which, in turn, will improve 𝜂𝑐,𝑎. 

Fitting 𝐶𝑃𝑅𝑚 with respect to LF (Figure 6.4a), results in the following relation, 



Ph.D. Thesis — Rohit Gupta — McMaster University — Mechanical Engineering 

 

164 

 

𝐶𝑃𝑅𝑚 = −0.075(𝐿𝐹) + 0.697, 
(6.28) 

which is valid for the range 0 < 𝐿𝐹 ≤ 1. 

Next, we assume a large-scale DC infrastructure with a total number of IT racks 

𝑁𝑡𝑜𝑡𝑎𝑙 = 100 that can be constructed by several identical modular blocks of enclosures or 

“DC pods.” Each pod consists of (1) five air-cooled DC racks with a standalone enclosure, 

(2) two IRC units, (3) a water circulation pump, (4) a VCR chiller, and (5) a pod 

workload/cooling manager (see Figure 6.8). 

 

Figure 6.8: Illustration of the pod management strategy for the 100-rack DC considered. 

The components inside all the pods are identical and are detailed in Figure 6.1a. All pods 

are connected to a central load management system that presets the LF for each pod. 

Consequently, a 100-rack DC infrastructure requires 20 such pods, i.e., 𝑁𝑝 =

𝑁𝑡𝑜𝑡𝑎𝑙

𝑁𝑟
= 20. The maximum achievable computing load for this DC 𝐷𝑚𝑎𝑥 = 𝑁𝑝 × 𝑁𝑟 ×

𝑁𝑧 × 𝑁𝑠 × 𝑢𝑚𝑎𝑥 = 20 × 5 × 5 × 3 × 1 = 1500. We consider scenarios with 
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homogeneous and heterogeneous LFs and distribute the IT load 0 < 𝐷 ≤ 1500 across the 

DC pods to determine the influence on 𝐶𝑃𝑅𝑚. 

Table 6.11: Results from the heterogeneous vs. homogeneous LF assignment across DC 

pods to improve 𝐶𝑃𝑅𝑚. 

D 

Strategy 1 

(Heterogeneous 

LF) 

𝐶𝑃𝑅𝑚
ℎ𝑡 

Strategy 2 

(Homogenous 

LF) 

𝐶𝑃𝑅𝑚
ℎ𝑚 

Relative improvement 

(
𝐶𝑃𝑅𝑚

ℎ𝑚 − 𝐶𝑃𝑅𝑚
ℎ𝑡

𝐶𝑃𝑅𝑚
ℎ𝑡

) × 100 

 

75 
LF=1 (1 pod) 

LF=0 (19 pods) 
0.621 

LF=0.05 (20 

pods) 
0.693 11.6% 

150 
LF=1 (2 pods) 

LF=0 (18 pods) 
0.621 LF=0.1 (20 pods) 0.689 11.0% 

300 
LF=1 (4 pods) 

LF=0 (16 pods) 
0.621 LF=0.2 (20 pods) 0.682 9.7% 

450 
LF=1 (6 pods) 

LF=0 (14 pods) 
0.621 LF=0.3 (20 pods) 0.674 8.5% 

600 
LF=1 (8 pods) 

LF=0 (12 pods) 
0.621 LF=0.4 (20 pods) 0.667 7.3% 

750 
LF=1 (10 pods) 

LF=0 (10 pods) 
0.621 LF=0.5 (20 pods) 0.659 6.1% 

900 
LF=1 (12 pods) 

LF=0 (8 pods) 
0.621 LF=0.6 (20 pods) 0.652 4.9% 

1050 
LF=1 (14 pods) 

LF=0 (6 pods) 
0.621 LF=0.7 (20 pods) 0.644 3.6% 

1200 
LF=1 (16 pods) 

LF=0 (4 pods) 
0.621 LF=0.8 (20 pods) 0.637 2.4% 

1350 
LF=1 (18 pods) 

LF=0 (2 pods) 
0.621 LF=0.9 (20 pods) 0.629 1.2% 

1500 
LF=1 (20 pods) 

LF=0 (0 pods) 
0.621 LF=1 (20 pods) 0.622 0% 

The results presented in Table 6.11 reveal that homogeneous LF assignment by the 

central load manager provides up to 11% relative improvement in 𝐶𝑃𝑅𝑚. The 

heterogeneous LF management scheme (Strategy 1) only considers LF = 1 or 0 for the 
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pods. Pods with LF = 0 do not contribute to computing demand and therefore 𝐶𝑃𝑅𝑚 is not 

a valid metric for them. In contrast, pods with LF = 1 utilize the entire computing capacity 

of the pod, resulting in poor 𝐶𝑃𝑅𝑚. As the value of 𝐷 → 𝐷𝑚𝑎𝑥, the relative enhancement 

in 𝐶𝑃𝑅𝑚 using homogeneous LF management diminishes to 0%. 

6.5 Conclusion 

We have developed an advanced methodology to fulfill multiple objectives determining 

two-dimensional workload distributions and cooling cycle parameters in a five-rack DC 

equipped with two IRC units. The methodology combines a high-fidelity, spatiotemporal 

zonal temperature prediction model while quantifying (1) energy, (2) exergy, and (3) 

computing efficiencies. Several single- and multi-objective problems are solved, 

addressing three different objectives leading to joint workload and cooling management in 

a multi-rack DC. The approach reveals non-trivial trade-offs between cooling cycle 

efficiencies (energy and exergy) and computing efficiency for a wide range of LF. In 

contrast to prior investigations that only consider the cooling cycle efficiency for single-

rack DCs [1, 21], the present work offers additional benefits by quantifying the degradation 

(or augmentation) of computing efficiency (measured as in GFLOPs per Watt) for a multi-

rack DC. Salient findings include: 

 The cooling energy minimization problem populates workload close to the IRC 

units in a heterogeneous manner and uses a high chilled water temperature 𝑇𝑐,𝑤 =

20 ℃. 

 Increasing the LF from 0.2 to 0.8 improves the energy-based metric 𝐶𝑂𝑃𝑐 up to 

12.5% and offers significant energy savings. 
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 Trade-offs are observed across 𝐶𝑂𝑃𝑐 vs. 𝜂𝑒𝑥 and 𝐶𝑂𝑃𝑐 vs. 𝐶𝑃𝑅𝑚, where the desired 

values for all three objectives cannot be obtained by similar values of cooling 

parameters and workload distribution. 

 The 𝜂𝑒𝑥 and 𝐶𝑃𝑅𝑚 maximization strategy distributes the workload across all of the 

racks, whereas, the 𝐶𝑂𝑃𝑐 mediation problem assigns workload close to the IRC 

units. 

 The metric 𝐶𝑃𝑅𝑚 is a weak function of the cooling cycle parameters 𝑇𝑐,𝑤 and �̇�𝑎. 

It is predominantly regulated by altering the LF of the DC. Increasing the LF from 

0.2 to 0.8 degrades the 𝐶𝑃𝑅𝑚 by up to 7.5% resulting in a lower value of GFLOPs 

at a higher energy expenditure. 

 The three-dimensional Pareto fronts and corresponding decision variables help to 

determine detrimental effects on different objectives. 

 An extended approach to manage LF in a large-scale DC is presented to improve 

the overall 𝐶𝑃𝑅𝑚. 

The thermally aware, multi-objective workload management scheme for the five-rack, air-

cooled DC reveals essential physical insights and opens avenues for future research in joint 

thermal and workload management for multi-rack DCs. The above methodology is suitable 

for offline applications in the DC industry, such as investigating the influence of equipment 

changes and testing what-if scenarios. For implementation in real-time DC workload and 

thermal management, a data-driven methodology using a fully connected feedforward 

multi-layer perceptron (MLP) neural network can be utilized to capture the interplay 

between Pareto optimal solutions and corresponding decision variables. Given the inputs 
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(1) 𝑢𝑖,𝑗
𝑧 , (2) 𝑇𝑐,𝑤, (3) �̇�𝑎, and (4) LF, the MLP would be able to predict optimal solutions 

for (1) 𝐶𝑂𝑃𝑐, (2) 𝜂𝑒𝑥, and (3) 𝐶𝑃𝑅𝑚 within a few seconds. 

6.6 Appendix: Pressure-flow calculation strategy using the flow 

network model 

The airflow inside a DC enclosure with IRC units is pressure-driven and can be modeled 

using a flow resistance representation (see Figure 6.2). Our previous experiments 

demonstrate that the pressure-flow relationship is linear [22]. Hence, the flow resistance is 

expressed as 𝑅 = ∆𝑃 �̇�⁄ , where ∆𝑃 and �̇� are the characteristic pressure drop and flowrate, 

respectively. The experimentally determined values for different resistances 𝑅𝐻
𝑓

, 𝑅𝑉
𝑓
, 𝑅𝐻

𝑏 , 

𝑅𝑉
𝑏, and 𝑅𝑏𝑟 are available in [22]. Different flow interactions of a zone with its neighboring 

zones are, (1) right �̇�(𝑖+1,𝑗)→(𝑖,𝑗), (2) left �̇�(𝑖−1,𝑗)→(𝑖,𝑗), (3) top �̇�(𝑖,𝑗+1)→(𝑖,𝑗), (4) bottom 

�̇�(𝑖,𝑗−1)→(𝑖,𝑗), (5) leakage flow between front and back chambers through brushes, i.e., 

�̇�𝑖,𝑗
𝑏→𝑓

 or �̇�𝑖,𝑗
𝑓→𝑏

, and (6) flow induced by server fans �̇�𝑖,𝑗
𝑧 . A schematic of these neighboring 

flow resistances and pressures is provided in Figure 6.9 for a single server zone. 
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Figure 6.9: Schematic of neighboring flow resistances and pressures for a single server 

zone. The flow across a resistance depends on the magnitude and sign of the pressure 

difference. A combination of several such server zones and the IRC units results in the 

generalized flow network representation shown in Figure 6.2. 

Subsequently, the zonal flowrate balance in the front chamber for an active or idle 

server, 

�̇�(𝑖+1,𝑗)→(𝑖,𝑗)
𝑓

+ �̇�(𝑖−1,𝑗)→(𝑖,𝑗)
𝑓

+ �̇�(𝑖,𝑗+1)→(𝑖,𝑗)
𝑓

+ �̇�(𝑖,𝑗−1)→(𝑖,𝑗)
𝑓

+ �̇�𝑖,𝑗
𝑏→𝑓

− �̇�𝑖,𝑗
𝑧 = 0, (6.1A) 

⟹
𝑃𝑖+1,𝑗
𝑓

−𝑃𝑖,𝑗
𝑓

𝑅𝐻
𝑓 +

𝑃𝑖−1,𝑗
𝑓

−𝑃𝑖,𝑗
𝑓

𝑅𝐻
𝑓 +

𝑃𝑖,𝑗+1
𝑓

−𝑃𝑖,𝑗
𝑓

𝑅𝑉
𝑓 +

𝑃𝑖,𝑗−1
𝑓

−𝑃𝑖,𝑗
𝑓

𝑅𝑉
𝑓 +

𝑃𝑖,𝑗
𝑏 −𝑃𝑖,𝑗

𝑓

𝑅𝑏𝑟
− �̇�𝑖,𝑗

𝑧 = 0, (6.2A) 

⟹ 𝛼𝑓[𝑃𝑖+1,𝑗
𝑓

+ 𝑃𝑖−1,𝑗
𝑓

] + 𝛽𝑓[𝑃𝑖,𝑗+1
𝑓

+ 𝑃𝑖,𝑗−1
𝑓

] + 𝛾𝑃𝑖,𝑗
𝑏 − (2𝛼𝑓 + 2𝛽𝑓 + 𝛾)𝑃𝑖,𝑗

𝑓
− �̇�𝑖,𝑗

𝑧 = 0. (6.3A) 

While that in the back chamber is expressed as, 

�̇�(𝑖+1,𝑗)→(𝑖,𝑗)
𝑏 + �̇�(𝑖−1,𝑗)→(𝑖,𝑗)

𝑏 + �̇�(𝑖,𝑗+1)→(𝑖,𝑗)
𝑏 + �̇�(𝑖,𝑗−1)→(𝑖,𝑗)

𝑏 + �̇�𝑖,𝑗
𝑓→𝑏

+ �̇�𝑖,𝑗
𝑧 = 0, (6.4A) 

⟹
𝑃𝑖+1,𝑗
𝑏 −𝑃𝑖,𝑗

𝑏

𝑅𝐻
𝑓 +

𝑃𝑖−1,𝑗
𝑏 −𝑃𝑖,𝑗

𝑏

𝑅𝐻
𝑓 +

𝑃𝑖,𝑗+1
𝑏 −𝑃𝑖,𝑗

𝑏

𝑅𝑉
𝑓 +

𝑃𝑖,𝑗−1
𝑏 −𝑃𝑖,𝑗

𝑏

𝑅𝑉
𝑓 +

𝑃𝑖,𝑗
𝑏 −𝑃𝑖,𝑗

𝑓

𝑅𝑏𝑟
+ �̇�𝑖,𝑗

𝑧 = 0, (6.5A) 

⟹ 𝛼𝑏[𝑃𝑖+1,𝑗
𝑏 + 𝑃𝑖−1,𝑗

𝑏 ] + 𝛽𝑏[𝑃𝑖,𝑗+1
𝑏 + 𝑃𝑖,𝑗−1

𝑏 ] + 𝛾𝑃𝑖,𝑗
𝑓
− (2𝛼𝑏 + 2𝛽𝑏 + 𝛾)𝑃𝑖,𝑗

𝑏 + �̇�𝑖,𝑗
𝑧 = 0. (6.6A) 
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Likewise, the flowrate balance for the zones in the front chamber adjacent to the 

IRC units yields,  

�̇�(𝑖+1,𝑗)→(𝑖,𝑗)
𝑓

−
�̇�𝑎

𝑁𝑧𝑁𝑐𝑢
= 0, (6.7A) 

⟹
𝑃𝑖+1,𝑗
𝑓

−𝑃𝑖,𝑗
𝑓

𝑅𝐻
𝑓 −

�̇�𝑎

𝑁𝑧𝑁𝑐𝑢
= 0, (6.8A) 

⟹ 𝛼𝑓[𝑃𝑖+1,𝑗
𝑓

− 𝑃𝑖,𝑗
𝑓
] −

�̇�𝑎

𝑁𝑧𝑁𝑐𝑢
= 0, (6.9A) 

and that in the back chamber is expressed as, 

�̇�(𝑖+1,𝑗)→(𝑖,𝑗)
𝑏 +

�̇�𝑎

𝑁𝑧𝑁𝑐𝑢
= 0, (6.10A) 

⟹
𝑃𝑖+1,𝑗
𝑏 −𝑃𝑖,𝑗

𝑏

𝑅𝐻
𝑓 +

�̇�𝑎

𝑁𝑧𝑁𝑐𝑢
= 0, (6.11A) 

⟹ 𝛼𝑏[𝑃𝑖+1,𝑗
𝑏 − 𝑃𝑖,𝑗

𝑏 ] +
�̇�𝑎

𝑁𝑧𝑁𝑐𝑢
= 0. (6.12A) 

Equations (6.3A), (6.6A), (6.9A), and (6.12A) are the final forms of the pressure-

flow calculation, representing two sets of linear equations. The first results in a two-

dimensional pressure matrix in the front chamber [𝑃𝑖,𝑗
𝑓
], while the latter provides a pressure 

matrix in the back chamber [𝑃𝑖,𝑗
𝑏 ]. The pressure variation across the geometry is influenced 

by the following factors. 

 The distance between the IRC units and different racks offers a resistance, 

decreasing the cold air delivered to the racks at farther distances. 

 A mismatch between the total air suction of servers and supply by the IRC units 

creates a pressure difference between the front and back chambers (~10 Pa) [35, 

38]. According to the sign of the pressure difference, this produces a net leakage 

flow through the brushes across the two chambers. 
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 The combined effect of these two influences creates a larger pressure difference 

between front and back chamber zones which lie farthest from IRC units (R3 in this 

case). 
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7 Internal waste heat utilization from heterogeneous 

data centers using adsorption chillers 

This chapter is reproduced from “Waste heat recovery in a data center with an adsorption 

chiller: Technical and economic analysis”, Rohit Gupta and Ishwar K. Puri, Energy 

Conversion and Management (2021): 114576 (In press), Copyright © 2021, with 

permission from Elsevier. The author of this thesis is the first author and the primary 

contributor to this publication. 

7.1 Abstract 

Data center and high-performance computing cluster computing load have increased 

significantly over the past decade, resulting in higher energy consumption and a larger 

carbon footprint. We provide a method to utilize the waste heat from a data center room 

that contains both air- and water-cooled racks. Heat dissipated by the water-cooled racks 

drives a silica gel-H2O adsorption chiller, which produces chilled water required for in-row 

cooling units installed in the air-cooled racks. Hence, the cooling load of the existing vapor-

compression chiller is either partially or fully eliminated, offering significant energy 

savings. Thermodynamic, economic, and environmental benefits of the proposed strategy 

are compared against a baseline infrastructure without waste heat utilization. Parametric 

sensitivity analyses reveal that the load sharing factor, inlet temperature of water-cooled 

racks, chilled water setpoint, airflow of the in-row cooling units, and the re-cooled water 

temperature all influence the energy savings efficiency, annual variable costs, CO2 

emission reduction, and cost payback period. In this manner, energy savings efficiency is 
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enhanced by 22.5% and annual CO2 emissions reduced by 104 tons. The cost payback 

periods with 30 and 90 kW adsorption chiller retrofits are as low as 379 and 285 days. 

Raising the water-cooled inlet temperature enhances the energy savings efficiency by as 

much as 16% but that also degrades computing performance per watt by 6%. 

7.2 Introduction 

With increasingly intensive and ubiquitous computing, the data center (DC) and high-

performance cluster (HPC) have been significantly amplified, which account for ≈4% of 

worldwide electricity usage [1]. The COVID-19 pandemic has increased virtualization, 

raising the average load on DCs by 30% [2]. Based on the architecture employed, cooling 

consumes 30-40% of DC energy, which leads to significant energy waste and higher 

operational expenditure (OPEX) [3, 4]. 

Air-cooling is a popular and convenient choice for DC and HPC applications. 

Modular air-cooled systems, such as those employing in-row, rear-door, and rack-

mountable cooling, typically manage a maximum heat load of 20 kW heat per rack [5-9]. 

Since the heat transfer capacity of air is limited, improvements in heat transfer have been 

sought through liquid cooling. Newer liquid-cooled servers use water-cooled cold plates, 

micro-channel heat sinks, or enclosed spray-cooled heat sinks to cool CPUs and GPUs. 

Examples include commercially available servers such as IBM Power System AC922, 

Lenovo ThinkSystem SD650, DELL PowerEdge C6525 with CoolIT liquid-cooled heat 

sink, and HPE SGI 8600 [10-12]. However, liquid cooling for other heat-dissipating 

components, e.g., for dual-inline memory module (DIMM), solid-state drives (SSD), and 
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PCIe cards, in a server chassis is yet unavailable [13, 14]. Immersion cooling immerses the 

entire server chassis in an electrically non-conducting coolant, such as a dielectric fluid but 

has not been broadly adopted due to skepticism about its maintenance [15]. Hence, water-

cooled cold plates are preferred in liquid-cooled servers. 

The transition to liquid cooling poses two challenges. First, replacing an entire air-

cooled legacy server room with liquid-cooled racks requires a significantly high capital 

expenditure (CAPEX), necessitating an extended payback period [16, 17]. Second, since 

commercially available liquid-cooled servers utilize liquid-cooling only for CPUs and 

GPUs, additional air-cooling must take care of the remaining 30-35% of total heat 

dissipation [13, 14]. We consider this infrastructure heterogeneity and develop a solution 

to minimize overall OPEX for such systems. High-density liquid-cooled racks dissipate up 

to 50-60 kW of heat per rack through the water stream. In a closed-loop system, this heat 

is typically rejected by cooling towers and condensers. Waste heat can be extracted from 

the exhaust hot water of liquid-cooled servers, but this is challenging at relatively low 

temperatures of 40-70 °C [10]. 

Prior investigations of DC waste heat extraction include (a) hot water production 

for domestic and industrial applications [10, 18], (b) space heating in district energy 

networks [19-25], (c) an organic Rankine cycle (ORC) driven on-site electricity production 

[26-28], (d) preheating boiler feedwater for a DC-collocated power plant [29], and (e) 

producing chilled water with a LiBr-H2O absorption chiller [30-32]. However, these 

applications have drawbacks. 
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First, community water or space heating networks are typically located some 

distance away from the DC. Therefore, transporting low-quality waste heat (at 40-70 °C) 

to a district heating (DH) network without boosting the temperature, e.g., using heat pumps, 

is infeasible. Besides, the inclusion of the heat pumps increases the CAPEX and OPEX of 

the heat recovery system [19]. Second, the safe operating temperatures for computing chips 

lie below 85 °C [33], where the first-law efficiency of an ORC is approximately 5% with 

a prolonged payback period of 5-8 years [26-28]. This makes ORC-based waste heat 

recovery unattractive for DC administrators unless they are offered electricity price 

incentives. Finally, a LiBr-H2O or NH3-H2O based absorption refrigeration system with 

significantly high waste heat temperatures in the 65-100 °C range has been proposed [30-

32]. Below 65°C, this system shuts down and has a poor coefficient of performance (COP), 

making it infeasible for integration with a DC. Absorption chillers also have a low power 

to weight ratio, which is incompatible considering the constrained space in enterprise DCs. 

Moreover, the absorbents used in these systems are highly corrosive and environmentally 

unsustainable. 

Instead, we propose a strategy where an adsorption chiller, with silica gel as the 

adsorbent material extracts waste heat from the hot water streams produced by liquid-

cooled racks. The hot water drives the adsorption refrigeration process and produces chilled 

water. Our conceptual DC consists of both liquid-cooled and air-cooled racks. The air-

cooled racks have in-row cooling units (IRCUs) that use chilled water to extract heat. This 

is simulated using a benchmarked reduced-order model from our previous work [6]. Two 

sources of chilled water are considered for the air-cooled racks, one produced by an 
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adsorption chiller and the other with a vapor-compression refrigeration (VCR) chiller. The 

aim is to minimize overall OPEX by utilizing the adsorption chiller most of the time. 

Unlike ORC and DH networks, our approach utilizes waste heat internally within a DC,  

requiring minimal retrofit that results in a shorter payback period. 

With this waste heat utilization strategy, we (1) assess the energy, economic and 

environmental impact of our solution; (2) examine the sensitivity of key parameters that 

augment (or lower) system performance; (3) demonstrate the applicability of the solution 

for DCs with different heat-generation capacities; and (4) elucidate the tradeoffs between 

computing performance per watt of liquid-cooled racks and waste heat recovery efficiency. 

7.3 Description of the data center cooling infrastructure with waste heat 

recovery 

The technical and economic efficiency of a hybrid DC infrastructure that contains water-

cooled high-density and air-cooled low-density computing racks can be enhanced by the 

internal utilization of DC waste heat. The original system (OS) consists of water-cooled 

HPC racks and air-cooled server racks (see Figure 7.1a). Details of the heat load and 

cooling infrastructure of these systems are based on a DC located in Toronto, Canada. The 

maximum heat loads of the water-cooled and air-cooled racks are 350 kW and 50 kW, 

respectively. The water-cooled server racks are cooled with intermediate rack-based water-

water heat exchangers in the OS that has a chiller-less building water delivery system. The 

air-cooled racks utilize two IRCUs that receive cold water from a VCR chiller that has an 

ambient air-cooled condenser (see Figure 7.1a). 
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The new system (NS) that we design is shown in Figure 7.1b. It connects the two 

types of racks using a waste heat recovery system consisting of (1) an adsorption chiller, 

(2) a water-water waste heat recuperator, (3) a wet cooling tower, (4) cooling tower fans, 

and (5) circulating pumps. The inlet water stream to the liquid-cooled racks becomes 

warmer at the server exhaust due to heat transfer. Aggregated warm water streams from all 

server exhausts then reject a fraction of their heat, which would have been otherwise 

wasted, to the adsorption chiller through an intermediate heat exchanger. This drives 

adsorption in the chiller and produces the chilled water required by the IRCUs located in 

air-cooled racks. Thus, part of the cooling load previously handled by the VCR chiller is 

now moved to the adsorption chiller, reducing VCR chiller energy consumption. The 

performance of the adsorption chiller is degraded by lowering the temperature of the waste 

heat obtained from the liquid-cooled server exhausts. Since heat dissipation from both 

liquid- and air-cooled racks varies based on end-user computing demand, having both the 

adsorption and VCR chillers in the infrastructure is necessary.  

The following assumptions were incorporated to simplify the thermodynamic 

simulation of the data center: (1) Transient fluctuation of temperature, flowrates, and heat 

loads are neglected, (2) The effectiveness of the waste heat exchanger was assumed 

constant, (3) The part-load performance of the adsorption and vapor compression chillers 

was captured using a regression-based model, which neglected the internal refrigeration 

mechanisms, (4) Each of the equipment was treated as control volumes with energy 

balance, (5) Instead of detailed modelling of building chilled water system associated with 

liquid-cooled infrastructure, its performance is based on a constant coefficient of 
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performance (COP) obtained from the literature. Intricate system-level modelling of each 

liquid-cooled rack was not adopted. Instead, the liquid-cooled racks were considered as 

heat sources producing hot water at a certain temperature. 

 

Figure 7.1: System layout for a DC with both liquid-cooled and air-cooled racks. (a) The 

original system (OS), where the liquid-cooled and air-cooled systems are decoupled, and 

(a) 

(b) 
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(b) the new system (NS), where these two systems are coupled through an adsorption 

chiller. 

7.4 Mathematical models 

7.4.1 Liquid-cooled infrastructure 

The liquid-cooled racks contain servers that use water-cooled cold plates mounted on the 

central processing units (CPUs). Within the DC, there are 10 liquid-cooled racks, each 

having 40 servers and a rack-based water-water heat exchanger. The liquid-cooled cold 

plates reject heat to the inlet water supplied by a building cooling system. In the OS, the 

heat transported by the warm water is rejected to the environment through a chiller-less 

building cooling system (points 1 and 2 in Figure 7.1a). In the NS, this heat is partially 

recovered through an intermediate heat exchanger or recuperator (points 2 and 3 in Figure 

7.1b). We assume that the entire electrical energy input to a liquid-cooled server is rejected 

to water. Consequently, the following steady-state energy balance provides the exhaust 

warm water temperature, 

𝑇𝑤,𝑜
𝑙𝑐 = 𝑇𝑤,𝑖

𝑙𝑐 +
𝑄𝑙𝑐

𝜌𝑤𝐶𝑝,𝑤�̇�𝑙𝑐
, (7.1) 

where 𝑇𝑤,𝑖
𝑙𝑐  and 𝑇𝑤,𝑜

𝑙𝑐  water inlet and outlet temperatures, 𝑄𝑙𝑐 = ∑ ∑ 𝑄𝑗,𝑘
𝑙𝑐

𝑗𝑘  the sum of heat 

dissipation of all the liquid-cooled servers, �̇�𝑙𝑐 = ∑ ∑ �̇�𝑗,𝑘
𝑙𝑐

𝑗𝑘  the sum of waterflow for all 

servers [34], 𝜌𝑤 the density of water, and 𝐶𝑝,𝑤 the specific heat capacity of water. The 

average CPU temperature of the liquid-cooled servers as a function of 𝑇𝑤,𝑖
𝑙𝑐  is obtained from 

the literature as follows [35, 36], 

𝑇𝐶𝑃𝑈
𝑙𝑐 = 𝐴1 + 𝐴2𝑇𝑤,𝑖

𝑙𝑐 , (7.2) 
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where 𝐴1 = 28.81 and 𝐴2 = 0.88 are valid for server inlet water temperatures in the 20 ≤

𝑇𝑤,𝑖
𝑙𝑐 (℃) ≤ 70 range. 

To perform the technical and economic analysis, we calculate the power 

consumption and OPEX for a building cooling system consisting of (a) a building cooling 

tower, (b) fans, and (c) pumping system. Instead of a detailed analysis, the performance of 

a liquid-cooled DC located in Toronto is obtained from the literature [25]  (see Table 7.1). 

The total power consumption for the building cooling system is,  

�̇�𝑙𝑐 =
𝑄𝑙𝑐
COP𝑙𝑐

=
∑ ∑ 𝑄𝑗,𝑘

𝑙𝑐
𝑗𝑘

COP𝑙𝑐
. (7.3) 

Table 7.1: Performance and variable cost data for the building cooling tower used to 

extract heat generated by the liquid-cooled DC [25, 34]. 

Quantity Value 

Number of liquid-cooled racks (𝑘) 10 

Number of server in each rack (𝑗) 40 

Design water flowrate of servers (�̇�𝑗,𝑘
𝑙𝑐) 0.264 GPM (1.67 × 10-5 m3 s-1) 

Maximum total water flowrate of servers (�̇�𝑙𝑐) 105 GPM (6.68 × 10-3 m3 s-1) 

Coefficient of performance (COP𝑙𝑐)  17.5 

Water cost (𝑐𝑤𝑎𝑡𝑒𝑟) 0.008 CA$/Ton-h (2.27×10-3 

CA$/kW ref-h) 

Chemical cost (𝑐𝑐ℎ𝑒𝑚) 0.001 CA$/Ton-h (2.84×10-4 

CA$/kW ref-h) 

 

7.4.2 Air-cooled infrastructure 

7.4.2.1 Server racks with in-row cooling units 

The air-cooled infrastructure with five racks and two IRCUs (see Figure 7.2b) is simulated 

with a previously experimentally validated flow network model (FNM) [6]. The five-rack 

system houses 125 1U servers, which generate a maximum of 50 kW of heat. The FNM 
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adopts a zonal approach to predict temperatures at various locations within air-cooled DC. 

Essential inputs to the model are (1) total airflow �̇�𝑎
𝐼𝑅𝐶𝑈 and waterflow �̇�𝑤

𝐼𝑅𝐶𝑈 of IRCUs, 

(2) chilled water temperature entering the IRCUs 𝑇𝑤,𝑖
𝐼𝑅𝐶𝑈 and (3) total heat load distributed 

among all servers 𝑄𝑎𝑐 = ∑ ∑ 𝑄𝑗,𝑘
𝑎𝑐

𝑗𝑘 . Given these inputs, the model yields (1) cold (front) 

chamber 𝑇𝑗,𝑘
𝑓

 and hot (back) chamber 𝑇𝑗,𝑘
𝑏  air temperature distributions, (2) warm water 

temperature of IRCUs 𝑇𝑤,𝑜
𝐼𝑅𝐶𝑈, (3) mean cold air supply 𝑇𝑎,𝑜

𝐼𝑅𝐶𝑈 and hot air return 𝑇𝑎,𝑖
𝐼𝑅𝐶𝑈 

temperatures of the IRCUs, (4) power consumption of the fans inside IRCUs �̇�𝐼𝑅𝐶𝑈. Figure 

7.2a summarizes the input and output parameters of the FNM for the air-cooled racks [6]. 

 

Figure 7.2: (a) Input and output parameters of the FNM used for simulating the air-cooled 

infrastructure with five server racks and two in-row cooling units (IRCUs). (b) Rack 

geometry showing the arrangement of servers and IRCUs [6]. 

The heat 𝑄𝑎𝑐 generated by the air-cooled server racks in the NS is dissipated with 

chilled water at the specified temperature 𝑇𝑤,𝑖
𝐼𝑅𝐶𝑈 obtained from two sources, (1) the existing 

VCR chiller and (2) the newly added adsorption chiller, leading to the following energy 

balance, 
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𝑄𝑎𝑐 = (1 − 𝛼)𝑄𝑒
𝑎𝑑𝑠 + 𝛼𝑄𝑒

𝑣𝑐𝑟 , (7.4) 

where 𝑄𝑒
𝑎𝑑𝑠 and 𝑄𝑒

𝑣𝑐𝑟 are the cooling loads on the evaporators of adsorption and VCR 

chillers, respectively, and 𝛼 is the load sharing factor that varies between 0 to 1. Since the 

adsorption chiller is absent from the OS,  𝑄𝑎𝑐 = 𝑄𝑒
𝑣𝑐𝑟. 

7.4.2.2 Vapor compression chiller 

For both OS and NS, the air-cooled infrastructure is integrated with a VCR chiller, which 

supplies the chilled water required for the IRCUs (points 4 and 3 in Figure 7.1a, and points 

10 and 11 in Figure 7.1b). Since electrical power is required to drive the chiller compressor, 

the power consumption under part-load scenarios is required. Based on a previous 

application [6], the well-known Gordon-Ng single equation model for VCR chiller is used 

[37], 

[(
1

COP𝑣𝑐𝑟
+ 1) −

𝑇𝑐,𝑖
𝑣𝑐𝑟

𝑇𝑒,𝑜
𝑣𝑐𝑟] 𝑄𝑒

𝑣𝑐𝑟 = −𝐵1 + 𝐵2𝑇𝑐,𝑖
𝑣𝑐𝑟 − 𝐵3(𝑇𝑐,𝑖

𝑣𝑐𝑟 𝑇𝑒,𝑜
𝑣𝑐𝑟⁄ ), (7.5) 

where the coefficient of performance COP𝑣𝑐𝑟 = 𝑄𝑒
𝑣𝑐𝑟 �̇�𝑣𝑐𝑟⁄ , 𝑄𝑒

𝑣𝑐𝑟 the heat load on the chiller 

evaporator, i.e., the fraction of cooling load of air-cooled server racks, 𝑇𝑒,𝑜
𝑣𝑐𝑟 the chilled 

water temperature generated at the chiller evaporator, 𝑇𝑐,𝑖
𝑣𝑐𝑟 the ambient air temperature 

entering the VCR chiller condenser, and �̇�𝑣𝑐𝑟 the power consumption of the chiller in the 

compressor and water circulating pump. All temperatures are expressed in K, and �̇�𝑣𝑐𝑟 and 

𝑄𝑒
𝑣𝑐𝑟 are in kW. To evaluate the model constants 𝐵𝑖, the performance data of a 

commercially available VCR chiller is used [38]. The operating parameters and resulting 
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performance constants for VCR chillers with two different cooling capacities are presented 

in Table 7.2. An energy balance on the outer control volume of the VCR chiller yields, 

�̇�𝑣𝑐𝑟 + 𝜌𝑤𝐶𝑝.𝑤�̇�𝑒
𝑣𝑐𝑟(𝑇𝑒,𝑖

𝑣𝑐𝑟 − 𝑇𝑒,𝑜
𝑣𝑐𝑟) + 𝜌𝑎𝐶𝑝,𝑎�̇�𝑐

𝑣𝑐𝑟(𝑇𝑐,𝑖
𝑣𝑐𝑟 − 𝑇𝑐,𝑜

𝑣𝑐𝑟) = 0, (7.6) 

where 𝜌𝑎 denotes the density of air, 𝐶𝑝,𝑎 the specific heat capacity of air, �̇�𝑐
𝑣𝑐𝑟 the airflow 

of the VCR chiller condenser fans. 𝑇𝑒,𝑖
𝑣𝑐𝑟 the water temperature entering the chiller 

evaporator, and 𝑇𝑐,𝑜
𝑣𝑐𝑟 the exhaust air temperature of the chiller condenser. 

Table 7.2: Specifications and regression constants for VCR chillers with two different 

cooling capacities [38]. 

Model name Nominal cooling 

capacity (kW) 

Allowable range 

for �̇�𝑒
𝑣𝑐𝑟 

(GPM) 

�̇�𝑐
𝑣𝑐𝑟 

(CFM) 

Model constants 

𝐵1 𝐵2 𝐵3 

TRANE CGA-

120 (60 Hz) 

35.2 12 to 36 8120 26.16 0.2 24.9 

TRANE CGAF-

C25 (60 Hz) 

87.9 30 to 90 21650 64.38 0.5 66.0 

7.4.3 Heat recovery system 

7.4.3.1 Adsorption chiller 

In contrast to a conventional VCR chiller, an adsorption chiller utilizes low-temperature 

waste heat, which would have otherwise been wasted, to drive the refrigeration process. It 

consists of three coolant loops for (1) high, (2) medium, and (3) low -temperatures (see 

Figure 7.1b). The high-temperature (HT) loop connects the adsorption chiller generator to 

the waste heat source, i.e., the exhaust water stream of the liquid-cooled racks (points 4 

and 5 in Figure 7.1b). The medium-temperature (MT) loop couples the adsorption chiller 

condenser with a wet cooling tower, providing necessary heat rejection (points 8 and 9 in 

Figure 7.1b). The third loop is on the low temperature (LT) side at the chiller evaporator, 
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where chilled water is produced (points 6 and 7 in Figure 7.1b). In this case, the chilled 

water is supplied to the IRCUs installed in the air-cooled racks. 

The off-design performance for an adsorption chiller is simulated using the Gordon-

Ng single equation model for thermally-driven chillers [37], 

[
1

COP𝑎𝑑𝑠
− (

𝑇𝑐,𝑖
𝑎𝑑𝑠 − 𝑇𝑒,𝑜

𝑎𝑑𝑠

𝑇𝑒,𝑜
𝑎𝑑𝑠 )(

𝑇𝑔,𝑖
𝑎𝑑𝑠

𝑇𝑔,𝑖
𝑎𝑑𝑠 − 𝑇𝑐,𝑖

𝑎𝑑𝑠)] =

𝐶1 − 𝐶2
𝑇𝑐,𝑖
𝑎𝑑𝑠

𝑇𝑔,𝑖
𝑎𝑑𝑠

[𝑄𝑒
𝑎𝑑𝑠 (

𝑇𝑔,𝑖
𝑎𝑑𝑠 − 𝑇𝑒,𝑖

𝑎𝑑𝑠

𝑇𝑔,𝑖
𝑎𝑑𝑠 )]

, (7.7) 

where COP𝑎𝑑𝑠 = 𝑄𝑒
𝑎𝑑𝑠 𝑄𝑔

𝑎𝑑𝑠⁄ , 𝑄𝑒
𝑎𝑑𝑠 represents the cooling load on the chiller evaporator, 

𝑄𝑔
𝑎𝑑𝑠 the waste heat added to the generator side, 𝑇𝑔,𝑖

𝑎𝑑𝑠 the inlet temperature of hot water to 

HT side, 𝑇𝑒,𝑖
𝑎𝑑𝑠 and 𝑇𝑒,𝑜

𝑎𝑑𝑠 the inlet and outlet temperatures at the LT loop, and 𝑇𝑐,𝑖
𝑎𝑑𝑠 the inlet 

water temperature to the MT side supplied by the wet cooling tower. To calculate the 

performance constants 𝐶1 and 𝐶2, performance datasheets of the InvenSor adsorption are 

used [39, 40]. The adsorption chiller can only produce chilled water for generator inlet 

temperatures 𝑇𝑔,𝑖
𝑎𝑑𝑠 ≥ 40 ℃. Essential operating parameters and resulting performance 

constants for adsorption chillers with two different cooling capacities are shown in Table 

7.3. An energy balance on the outer boundary of the adsorption chiller yields, 

𝑄𝑐
𝑎𝑑𝑠 = 𝑄𝑔

𝑎𝑑𝑠 + 𝑄𝑒
𝑎𝑑𝑠 = 𝜌𝑤�̇�𝑤

𝑎𝑑𝑠𝐶𝑝,𝑤(𝑇𝑐,𝑜
𝑎𝑑𝑠 − 𝑇𝑐,𝑖

𝑎𝑑𝑠), (7.8) 

where 𝑇𝑐,𝑜
𝑎𝑑𝑠 denotes the water temperature leaving the adsorption chiller condenser, �̇�𝑤

𝑎𝑑𝑠 

the waterflow of condenser, and 𝑄𝑐
𝑎𝑑𝑠 the heat to be rejected by the cooling tower coupled 

to the adsorption chiller condenser. 
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Table 7.3: Specifications and regression constants for adsorption chiller with two different 

cooling capacities [39, 40]. 

Model 

Name 

Nominal 

cooling 

capacity 

(kW) 

Power 

consumption 

�̇�𝑎𝑑𝑠 (kW) 

�̇�𝑒
𝑎𝑑𝑠 

(GPM) 
�̇�𝑐
𝑎𝑑𝑠 

(GPM) 

 �̇�𝑔
𝑎𝑑𝑠 

(GPM) 

Model 

constants 

𝐶1 𝐶2 

InvenSor 

LTC30 e-

plus 

29.5 0.895 29.0 50.2 27.7 70.5 75.3 

InvenSor 

LTC90 e-

plus 

88.5 2.685 87.2 150.6 83.2 221.3 225.8 

 

7.4.3.2 Waste heat recuperator 

The waste heat rejected by the liquid-cooled racks at the temperature 𝑇𝑤,𝑜
𝑙𝑐  is provided to 

the water stream leaving the adsorption chiller generator at 𝑇𝑔,𝑜
𝑎𝑑𝑠 through an intermediate 

heat exchanger (points 2, 3, 4, and 5 in Figure 7.1b). This heat exchange upgrades the 

generator side temperature from 𝑇𝑔,𝑜
𝑎𝑑𝑠 to 𝑇𝑔,𝑖

𝑎𝑑𝑠 and drives adsorption cooling. The value of 

𝑇𝑔,𝑖
𝑎𝑑𝑠 is determined using the effectiveness 𝜀ℎ𝑒𝑥 for the heat exchanger, 

𝜀ℎ𝑒𝑥 =
�̇�𝑔
𝑎𝑑𝑠(𝑇𝑔,𝑖

𝑎𝑑𝑠 − 𝑇𝑔,𝑜
𝑎𝑑𝑠)

min[�̇�𝑔
𝑎𝑑𝑠, �̇�𝑙𝑐] × (𝑇𝑤,𝑜

𝑙𝑐 − 𝑇𝑔,𝑜
𝑎𝑑𝑠)

. (7.9) 

To simplify the thermodynamic analysis, we assume 𝜀ℎ𝑒𝑥 = 0.9 for the water-water waste 

heat recuperator [32]. Values for �̇�𝑔
𝑎𝑑𝑠 and �̇�𝑙𝑐 = ∑ ∑ �̇�𝑗,𝑘

𝑙𝑐
𝑗𝑘  are provided in Table 7.3 and 

Table 7.1, respectively. 
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7.4.3.3 Cooling tower and supporting systems 

To obtain the necessary heat rejection for the adsorption chiller condenser 𝑄𝑐
𝑎𝑑𝑠, consistent 

with the DC literature, a counter-flow mechanical draft wet cooling tower is modelled 

using the effectiveness-NTU method [41-43]. This approach considers the heat and mass 

transfers of the cooling tower similar to that of a single-phase heat exchanger. The heat 

rejected by the cooling tower, 

𝑄𝑐𝑡 = 𝜌𝑎�̇�𝑎
𝑐𝑡𝜀𝑐𝑡(ℎ𝑠𝑤𝑖 − ℎ𝑎,𝑖), (7.10) 

where �̇�𝑎
𝑐𝑡 denotes the airflow of cooling tower fans, ℎ𝑠𝑤𝑖 the specific enthalpy of saturated 

air at temperature 𝑇𝑐,𝑜
𝑎𝑑𝑠, and ℎ𝑎,𝑖 the specific enthalpy of air entering the cooling tower at 

a temperature 𝑇𝑎𝑚𝑏. The cooling tower effectiveness 𝜀𝑐𝑡, 

𝜀𝑐𝑡 =

1 − exp [𝑚 (
𝜌𝑤�̇�𝑤

𝑐𝑡

𝜌𝑎�̇�𝑎
𝑐𝑡)

𝑛

(
𝜌𝑎�̇�𝑎

𝑐𝑡𝐶𝑝,𝑎
𝜌𝑤�̇�𝑤

𝑐𝑡𝐶𝑝,𝑤
)]

1 − (
𝜌𝑎�̇�𝑎

𝑐𝑡𝐶𝑝,𝑎
𝜌𝑤�̇�𝑤

𝑐𝑡𝐶𝑝,𝑤
) . exp [𝑚 (

𝜌𝑤�̇�𝑤
𝑐𝑡

𝜌𝑎�̇�𝑎
𝑐𝑡)

𝑛

(
𝜌𝑎�̇�𝑎

𝑐𝑡𝐶𝑝,𝑎
𝜌𝑤�̇�𝑤

𝑐𝑡𝐶𝑝,𝑤
− 1)]

, (7.11) 

where �̇�𝑤
𝑐𝑡 is the waterflow in the cooling tower and equal to �̇�𝑤

𝑎𝑑𝑠, 𝑚 = 3 and 𝑛 = 0.4 are 

model constants obtained from [41, 42]. Various parameters used for modelling the thermal 

performance of the cooling tower are provided in Table 7.4. 

The power consumed by the fans and pump used in the cooling tower air and water 

loops, respectively, are given by Eqs. (7.12) and (7.13), 

�̇�𝑓𝑎𝑛
𝑐𝑡 =

(𝐾𝑎
𝑐𝑡�̇�𝑎

𝑐𝑡)
2
× �̇�𝑎

𝑐𝑡

𝜂𝑓𝑎𝑛
𝑐𝑡 , (7.12) 
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�̇�𝑝𝑢𝑚𝑝
𝑐𝑡 =

(𝐾𝑤
𝑐𝑡�̇�𝑤

𝑐𝑡)
2
× �̇�𝑤

𝑐𝑡

𝜂𝑝𝑢𝑚𝑝
𝑐𝑡 , (7.13) 

where 𝐾𝑎
𝑐𝑡 and 𝐾𝑤

𝑐𝑡 are the pressure loss coefficients of airside and waterside, 𝜂𝑓𝑎𝑛
𝑐𝑡  and 

𝜂𝑝𝑢𝑚𝑝
𝑐𝑡  are the efficiencies of the fans and pump (see Table 7.4). 

Table 7.4: Parameters for the cooling tower and supporting systems used to extract heat 

from the adsorption chiller condenser [41-43]. 

Quantity and symbol Value 

Efficiency of cooling tower fans (𝜂𝑓𝑎𝑛
𝑐𝑡 ) 0.8 

Efficiency of cooling tower pump (𝜂𝑝𝑢𝑚𝑝
𝑐𝑡 ) 0.8 

Pressure loss coefficient for cooling tower air path (𝐾𝑎
𝑐𝑡) 0.12 Pa0.5 m-3 s 

Pressure loss coefficient for cooling tower water loop 

(𝐾𝑤
𝑐𝑡) 

1311 Pa0.5 m-3 s 

Airflow of cooling tower fans (�̇�𝑎
𝑐𝑡) 8000 CFM (3.78 m3 s-1) 

Waterflow in cooling tower loop (�̇�𝑤
𝑐𝑡 = �̇�𝑐

𝑎𝑑𝑠) 50.2 GPM (3.167 × 10-3 

m3 s-1) 

Dew point of air entering the cooling tower 20 °C 

Relative humidity of air entering the cooling tower 0.88 

Atmospheric pressure at the air inlet of the cooling tower 101.3 kPa 

Cooling tower parameter (𝑚) 3 

Cooling tower parameter (𝑛) 0.4 

 

7.4.4 Energy analysis 

The total power consumption for the two DC cooling solutions OS and NS, is obtained 

from Eqs. (7.14) and (7.15). For OS, the total cooling power consumption is from the 

liquid- and air-cooled racks, while for the NS, there is additional power consumption in the 

adsorption chiller �̇�𝑎𝑑𝑠, cooling tower fans �̇�𝑓𝑎𝑛
𝑐𝑡  and pumps �̇�𝑝𝑢𝑚𝑝

𝑐𝑡 , i.e., 

�̇�𝑂𝑆 = �̇�𝑙𝑐
′ + (�̇�𝐼𝑅𝐶𝑈

′ + �̇�𝑣𝑐𝑟
′ ), (7.14) 

�̇�𝑁𝑆 = �̇�𝑙𝑐
′′ + (�̇�𝐼𝑅𝐶𝑈

′′ + �̇�𝑣𝑐𝑟
′′ ) + (�̇�𝑎𝑑𝑠 + �̇�𝑓𝑎𝑛

𝑐𝑡 + �̇�𝑝𝑢𝑚𝑝
𝑐𝑡 ), (7.15) 
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where �̇�𝑙𝑐 denotes the power consumption that provides cooling for the liquid-cooled racks, 

�̇�𝐼𝑅𝐶𝑈 the consumption of IRCU fans obtained from the model of air-cooled racks, �̇�𝑣𝑐𝑟 the 

consumption of VCR chiller, �̇�𝑎𝑑𝑠 power consumption of internal pumps of adsorption 

chiller. To realize the energy benefits of the NS over the existing infrastructure OS, the 

energy savings efficiency (ESE), 

ESE = (
�̇�𝑂𝑆 − �̇�𝑁𝑆

�̇�𝑂𝑆
) × 100. (7.16) 

7.4.5 Economic and environmental assessment 

The liquid- and air-cooled racks are coupled through an adsorption chiller and associated 

subsystems, for which a cost-benefit analysis must be performed. The life cycle cost (LCC) 

of a DC cooling system has three components, (1) capital expenditure 𝐶𝑐𝑎𝑝, (2) operational 

expenditure associated with electricity costs 𝐶𝑜𝑝, and (3) penalty costs due to CO2 

emissions 𝐶𝑒𝑛𝑣. The NS contains additional components compared to the OS, such as a 

silica gel-H2O adsorption chiller, a pumping system for MT loop of adsorption chiller, 

cooling tower, and fans, which significantly increments 𝐶𝑐𝑎𝑝. The total cost of ownership 

𝐶𝑡𝑜𝑡𝑎𝑙 [41], 

𝐶𝑡𝑜𝑡𝑎𝑙 =∑𝐶𝑐𝑎𝑝
𝑙

𝑙

+ 𝐶𝑜𝑝 + 𝐶𝑒𝑛𝑣, (7.17) 

The first component, 𝐶𝑐𝑎𝑝
𝑙  is the capital expenditure of the lth equipment added to the 

existing system OS. 𝐶𝑐𝑎𝑝
𝑙  depends on the sizing and capacity of the constituent equipment, 

for which the cost functions are listed in Table 7.5 [41, 44]. In Table 7.5, 𝑄𝑎𝑑𝑠 and 𝑄𝑐𝑡 are 

the cooling capacities of the adsorption chiller and cooling tower, respectively, �̇�𝑓𝑎𝑛 and 
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�̇�𝑝𝑢𝑚𝑝 are the rated power consumptions of fan and pump associated to the cooling tower, 

and 𝜂𝑝𝑢𝑚𝑝 is the efficiency of the pump. 

Table 7.5: Capital expenditure (in CA$) for the newly added equipment for waste heat 

recovery [41, 44]. 

Component Capital cost function 
CAPEX 

(LTC 30) 

CAPEX 

(LTC 90) 

Adsorption 

chiller 
𝐶𝑐𝑎𝑝
𝑎𝑑𝑠 = 1590𝑄𝑒

𝑎𝑑𝑠 ≈ 46905 US$ ≈ 112706 US$ 

Cooling 

tower 
𝐶𝑐𝑎𝑝
𝑐𝑡 = 8815ln(𝑄𝑐𝑡) − 1749 ≈ 38845 Euro ≈ 44956 Euro 

Fan 𝐶𝑐𝑎𝑝
𝑓𝑎𝑛

= (21.5644 + 20.1544�̇�𝑓𝑎𝑛
0.5 )

2
 ≈ 3000 Euro ≈ 3000 Euro 

Pump 𝐶𝑐𝑎𝑝
𝑝𝑢𝑚𝑝

= 705.48�̇�𝑝𝑢𝑚𝑝
0.5 (1 +

0.2

1 − 𝜂𝑝𝑢𝑚𝑝
) ≈ 5000 US$ ≈ 5000 US$ 

∆𝐶𝑐𝑎𝑝 = 𝐶𝑐𝑎𝑝
𝑎𝑑𝑠 + 𝐶𝑐𝑎𝑝

𝑐𝑡 + 𝐶𝑐𝑎𝑝
𝑓𝑎𝑛

+ 𝐶𝑐𝑎𝑝
𝑝𝑢𝑚𝑝

 ≈ 124211 CA$ ≈ 216492 CA$ 

The variable electricity tariff for Ontario, Canada, during different periods of the 

day is considered to calculate the OPEX component (see Table 7.6) [45]. 

Table 7.6: Variable electricity pricing in Ontario for on-peak, mid-peak, and off-peak 

hours [45]. 

Period Price (CA$/kWh) Duration (h) 

On-peak 0.176 6 

Mid-peak 0.119 6 

Off-peak 0.085 12 

The annual OPEX for NS 𝐶𝑜𝑝
𝑁𝑆 and OS 𝐶𝑜𝑝

𝑂𝑆 based on the variable electricity tariff 

and other operational costs (including chemical and water costs for liquid-cooled DC), 

𝐶𝑜𝑝
𝑁𝑆 = [{�̇�𝑁𝑆 × (𝑐𝑜𝑛𝑡𝑜𝑛 + 𝑐𝑚𝑖𝑑𝑡𝑚𝑖𝑑 + 𝑐𝑜𝑓𝑓𝑡𝑜𝑓𝑓)}

+ {𝑄𝑙𝑐 × (𝑐𝑐ℎ𝑒𝑚 + 𝑐𝑤𝑎𝑡𝑒𝑟) × 24}] × 365, 

(7.18) 



Ph.D. Thesis — Rohit Gupta — McMaster University — Mechanical Engineering 

 

196 

 

𝐶𝑜𝑝
𝑂𝑆 = [{�̇�𝑂𝑆 × (𝑐𝑜𝑛𝑡𝑜𝑛 + 𝑐𝑚𝑖𝑑𝑡𝑚𝑖𝑑 + 𝑐𝑜𝑓𝑓𝑡𝑜𝑓𝑓)}

+ {𝑄𝑙𝑐 × (𝑐𝑐ℎ𝑒𝑚 + 𝑐𝑤𝑎𝑡𝑒𝑟) × 24}] × 365, 

(7.19) 

where 𝑐𝑜𝑛, 𝑐𝑜𝑓𝑓, and 𝑐𝑚𝑖𝑑 are the electricity tariffs during on-peak 𝑡𝑜𝑛, off-peak 𝑡𝑜𝑓𝑓, and 

mid-peak 𝑡𝑚𝑖𝑑 periods, respectively (see Table 7.6). The values for the chemical 𝑐𝑐ℎ𝑒𝑚 and 

water 𝑐𝑤𝑎𝑡𝑒𝑟 costs per kW of refrigeration-hour are provided in Table 7.1. 

The third component, penalty cost associated with CO2 emission 𝐶𝑒𝑛𝑣 is considered 

within the total cost for the system NS and OS as follows [41]. 

𝐶𝑒𝑛𝑣
𝑁𝑆 =

𝜇𝐶𝑂2 × 𝑐𝐶𝑂2 × �̇�𝑁𝑆 × 8760

1000
, (7.20) 

𝐶𝑒𝑛𝑣
𝑂𝑆 =

𝜇𝐶𝑂2 × 𝑐𝐶𝑂2 × �̇�𝑂𝑆 × 8760

1000
, (7.21) 

where 𝜇𝐶𝑂2 = 0.968 kg/kWh is the emission conversion factor of grid electricity utilized 

for powering the DC cooling systems and 𝑐𝐶𝑂2 = 112.5 CA$/ton of CO2 is the penalty cost 

factor for electricity-associated CO2 emission [41]. 

Another essential economic metric is the cost payback period CPP, which signifies 

the minimum time required to break even the capital expenditure from savings in 

operational expenditure. For this study, the reduction in OPEX and penalty costs is due to 

the profit obtained by utilizing the adsorption chiller. An increase in CAPEX ∆𝐶𝑐𝑎𝑝 

corresponds to the initial investment, as shown in Table 7.5. Thus, the payback period for 

the proposed waste heat recovery solution is, 

CPP =
Investment

Annual Savings
=

∆𝐶𝑐𝑎𝑝

(𝐶𝑜𝑝
𝑂𝑆 + 𝐶𝑒𝑛𝑣

𝑂𝑆 ) − (𝐶𝑜𝑝
𝑁𝑆 + 𝐶𝑒𝑛𝑣

𝑁𝑆 )
. (7.22) 



Ph.D. Thesis — Rohit Gupta — McMaster University — Mechanical Engineering 

 

197 

 

7.5 Results and discussion 

7.5.1 Parametric sensitivity analysis 

The choice of systems parameters significantly impacts the ESE and annual running costs 

(including operational and CO2 emission penalty costs). Four important parameters are 

considered here, (1) inlet water temperature to the liquid-cooled racks 𝑇𝑤,𝑖
𝑙𝑐 , (2) chilled 

water temperature supplied to the IRCUs of air-cooled racks 𝑇𝑤,𝑖
𝐼𝑅𝐶𝑈, (3) total airflow of 

IRCUs �̇�𝑎
𝐼𝑅𝐶𝑈, and (4) re-cooling water temperature 𝑇𝑐,𝑖

𝑎𝑑𝑠 supplied to the adsorption chiller 

condenser by the wet cooling tower. Out of the two choices of chillers in Tables 2 and 3, 

the results here are for a system with a TRANE CGA-120 VCR chiller and an InvenSor 

LTC30 e-plus adsorption chiller. 

7.5.1.1 Influence of water inlet temperature of liquid-cooled infrastructure 

In the NS, the inlet water to the liquid-cooled racks at 𝑇𝑤,𝑖
𝑙𝑐  is heated with the server-

generated heat and produces warmer water to drive the adsorption chiller. The heat added 

to the generator of the adsorption chiller depends on its exergy value or associated 

temperature. Table 7.7 and Figure 7.3 show the effect of raising the 𝑇𝑤,𝑖
𝑙𝑐  on the ESE and 

annual operational expenditures for different (1) liquid-cooled rack heat dissipation 𝑄𝑙𝑐 

and (2) load sharing factor α. 
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Table 7.7: Parameters for the sensitivity analysis results, shown in Figure 7.3. 

Parameter Value 

Inlet water temperature to liquid-cooled racks 𝑇𝑤,𝑖
𝑙𝑐  (°C) 40 to 65 (with 2.5 °C 

intervals) 

Heat dissipation of liquid-cooled racks 𝑄𝑙𝑐 (kW) 150 and 300 

Waterflow of liquid-cooled racks �̇�𝑙𝑐 (GPM) 50 (for 150 kW), 100 (for 

300 kW) 

Chilled water setpoint temperature 𝑇𝑤,𝑖
𝐼𝑅𝐶𝑈 (°C) 15 

Setpoint airflow of IRCUs �̇�𝑎
𝐼𝑅𝐶𝑈 (CFM) 3290 

Heat dissipation of air-cooled racks 𝑄𝑎𝑐 (kW) 47 

Re-cooling inlet water temperature 𝑇𝑐,𝑖
𝑎𝑑𝑠(°C) 24 

Ambient dry bulb temperature 𝑇𝑎𝑚𝑏 (°C) 24 

Load sharing factor 𝛼 0.2, 0.5, and 0.8 

Allowable temperature of liquid-cooled CPUs (°C) 85 

Allowable cold chamber air temperature (°C) 27 

A high-level inspection of Figure 7.3a and b reveals that the ESE improves 

monotonically with increasing 𝑇𝑤,𝑖
𝑙𝑐 , due to improvement in COP𝑎𝑑𝑠 at elevated generator 

input temperatures [39]. However, raising 𝑇𝑤,𝑖
𝑙𝑐 ≥ 65 °C violates the reliability constraint 

max[𝑇𝐶𝑃𝑈
𝑙𝑐 ] ≤ 85 °C and thus damages the CPUs inside the liquid-cooled servers (see Eq. 

(7.2)). Lowering 𝛼 produces a higher ESE due to the significantly reduced load on the VCR 

chiller (see Eq. (7.4)). An 𝛼 = 0.5 signifies that the VCR and the adsorption chillers handle 

equal fractions of the 𝑄𝑎𝑐. With 𝑄𝑙𝑐 = 150 kW and �̇�𝑙𝑐 = 50 GPM, up to 16% ESE is 

achieved by raising 𝑇𝑤,𝑖
𝑙𝑐 , which offers considerable energy and economic savings. 

Comparison of Figure 7.3a and b shows that lowering 𝑄𝑙𝑐 and �̇�𝑙𝑐 offers up to 6% additional 

ESE. However, �̇�𝑙𝑐 must be maintained above the sum of the design flowrates of liquid-

cooled servers to satisfy max[𝑇𝐶𝑃𝑈
𝑙𝑐 ] ≤ 85 °C. The sum of annual running costs and the 

CO2 emission penalty costs as a function of 𝑇𝑤,𝑖
𝑙𝑐  are shown in Figure 7.3c and d. For all 

scenarios, the annual variable costs for the NS are lower than for the OS, which is more 
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pronounced as 𝛼 is lowered. Hence, both 𝑇𝑤,𝑖
𝑙𝑐  and 𝛼 are essential to implement such a waste 

heat utilization strategy. 

 

Figure 7.3: Energy savings efficiency (a, b) and annual costs (c, d) as a function of inlet 

water temperature of liquid-cooled racks 𝑇𝑤,𝑖
𝑙𝑐  for 𝑄𝑙𝑐 = 300 kW (left column) and 𝑄𝑙𝑐 =

150 kW (right column). Each of the figures contains three different load sharing factors 

𝛼 = 0.2, 0.5, and 0.8. Corresponding system parameters for the simulations are listed in 

Table 7. 

7.5.1.2 Influence of chilled water temperature and airflow setpoints of air-cooled 

infrastructure 

The chilled water produced at a specific temperature by the VCR and adsorption chillers is 

used to extract air-cooled rack-generated heat with the IRCUs. Parameters that control the 

cooling infrastructure are the chilled water temperature setpoint 𝑇𝑤,𝑖
𝐼𝑅𝐶𝑈 and total airflow 
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setpoint �̇�𝑎
𝐼𝑅𝐶𝑈 of the IRCUs. Figure 7.4 and Table 7.8 show the effect of increasing 𝑇𝑤,𝑖

𝑙𝑐  

on the ESE and annual operational expenditures for different 𝑄𝑙𝑐 and α. In all simulations, 

𝑇𝑤,𝑖
𝐼𝑅𝐶𝑈 and �̇�𝑎

𝐼𝑅𝐶𝑈 are adjusted so that max[𝑇𝑗,𝑘
𝑓
] ≤ 27 °C to ensure thermally reliable 

operation of the air-cooled servers. 

Table 7.8: Parameters for the sensitivity analysis results, shown in Figure 7.4. 

Parameter Value 

Inlet water temperature to liquid-cooled racks 𝑇𝑤,𝑖
𝑙𝑐  (°C) 55 

Heat dissipation of liquid-cooled racks 𝑄𝑙𝑐 (kW) 150 and 300 

Waterflow of liquid-cooled racks �̇�𝑙𝑐 (GPM) 50 (for 150 kW), 100 (for 300 

kW) 

Chilled water setpoint temperature 𝑇𝑤,𝑖
𝐼𝑅𝐶𝑈 (°C) 8 to 20 (with 2 °C intervals) 

Setpoint airflow of IRCUs �̇�𝑎
𝐼𝑅𝐶𝑈 (CFM) 2900 to 3600 

Heat dissipation of air-cooled racks 𝑄𝑎𝑐 (kW) 47 

Re-cooling inlet water temperature 𝑇𝑐,𝑖
𝑎𝑑𝑠(°C) 24 

Ambient dry bulb temperature 𝑇𝑎𝑚𝑏 (°C) 24 

Load sharing factor 𝛼 0.2, 0.5, and 0.8 

Allowable temperature of liquid-cooled CPUs (°C) 85 

Allowable cold chamber air temperature (°C) 27 

To couple the two cooling parameters 𝑇𝑤,𝑖
𝐼𝑅𝐶𝑈 and �̇�𝑎

𝐼𝑅𝐶𝑈 a dimensionless product 

𝜃 × 𝛽 is used [33, 46], where 

𝜃 =
𝑇𝑤,𝑖
𝐼𝑅𝐶𝑈

𝑇𝑎𝑚𝑏
 and 𝛽 =

�̇�𝑎
𝐼𝑅𝐶𝑈

125×𝑄𝑎𝑐
. (7.23) 

Here, 𝜃 denotes the dimensionless chilled water temperature and 𝛽 the dimensionless 

airflow of IRCUs. The denominator of 𝛽 is based on the ASHRAE airflow guidelines for 

air-cooled DCs, which specify 125 CFM per unit kW heat load [47]. Intuitively, if 𝜃 is 

increased, the corresponding dimensionless airflow 𝛽 must also be increased to satisfy the 

constraint max[𝑇𝑗,𝑘
𝑓
] ≤ 27 °C. 
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Figure 7.4: Energy savings efficiency (a, b) and annual costs (c, d) as a function of the 

dimensionless product 𝜃 × 𝛽 for 𝑄𝑙𝑐 = 300 kW (left column) and 𝑄𝑙𝑐 = 150 kW (right 

column). Each of the figures contains three different load sharing factors 𝛼 = 0.2, 0.5, and 

0.8. Corresponding system parameters for the simulations are listed in Table 8. 

Figure 7.4 shows that increasing the dimensionless product 𝜃 × 𝛽 monotonically 

decreases the ESE (Figure 7.4a and b), raising the annual sum of operational and penalty 

costs (Figure 7.4c and d). At higher values of 𝛼, up to 22% of ESE is achieved by regulating 

𝜃 × 𝛽, due to higher fraction of cooling provided by the adsorption chiller. Two reasons 

for ESE improvement at lower 𝜃 × 𝛽 are that (1) lowering 𝜃 increases the temperature 

difference between the evaporator and adsorption chiller generator, offering better heat 

transfer efficiency and (2) lowering 𝛽 reduces fan power consumption of the IRC units. 

Figure 7.4c and d show that the savings in annual variable costs for the NS are lower than 
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for the OS, where savings are more realizable with lower 𝛼. Therefore, the dimensionless 

cooling parameter 𝜃 × 𝛽 and load sharing factor 𝛼 can be used to optimize the 

thermodynamic and economic performance of the NS. 

7.5.1.3 Influence of re-cooling circuit water inlet temperature to adsorption chiller 

Another parameter controlling the energy efficiency of the waste heat recovery system is 

the inlet water temperature 𝑇𝑐,𝑖
𝑎𝑑𝑠 of the adsorption chiller re-cooling circuit supplied by the 

wet cooling tower. To ensure energy balance across the control volume, the condenser must 

reject the added heat to the generator and the evaporator of the adsorption chiller (see Eq. 

(7.8)). This is done by water supplied by the wet cooling tower at 𝑇𝑐,𝑖
𝑎𝑑𝑠. Table 7.9 and 

Figure 7.5 show the effect of increasing 𝑇𝑐,𝑖
𝑎𝑑𝑠 on the ESE and annual operational 

expenditures for different (1) liquid-cooled rack heat dissipation 𝑄𝑙𝑐 and (2) lead sharing 

factors α. 

Table 7.9: Parameters for the sensitivity analysis results, shown in Figure 7.5. 

Parameter Value 

Inlet water temperature to liquid-cooled racks 𝑇𝑤,𝑖
𝑙𝑐  (°C) 55 

Heat dissipation of liquid-cooled racks 𝑄𝑙𝑐 (kW) 150 and 300 

Waterflow of liquid-cooled racks �̇�𝑙𝑐 (GPM) 50 (for 150 kW),100 (for 300 

kW) 

Chilled water setpoint temperature 𝑇𝑤,𝑖
𝐼𝑅𝐶𝑈 (°C) 14 

Setpoint airflow of IRCUs �̇�𝑎
𝐼𝑅𝐶𝑈 (CFM) 3232 

Heat dissipation of air-cooled racks 𝑄𝑎𝑐 (kW) 47 

Re-cooling inlet water temperature 𝑇𝑐,𝑖
𝑎𝑑𝑠(°C) 22 to 36 (with 2 °C interval) 

Ambient dry bulb temperature 𝑇𝑎𝑚𝑏 (°C) 24 

Load sharing factor 𝛼 0.2, 0.5, and 0.8 

Allowable temperature of liquid-cooled CPUs (°C) 85 

Allowable cold chamber air temperature (°C) 27 
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Figure 7.5a and b show that raising 𝑇𝑐,𝑖
𝑎𝑑𝑠 does not influence ESE significantly for 

all 𝑄𝑙𝑐 and α. At α = 0.2 and α = 0.8, ESE increases and decreases, respectively, changing 

ESE at most by 2%. For α = 0.2, a significant fraction of the heat load of air-cooled racks 

is handled by the adsorption chiller, whereas for α = 0.8, this is reversed. When the cooling 

load on the adsorption chiller is lower, a higher 𝑇𝑐,𝑖
𝑎𝑑𝑠 can lower ESE. Figure 7.5a and b 

corroborate Figure 7.5c and d, where a higher ESE corresponds to annual variable costs 

savings (𝐶𝑜𝑝 + 𝐶𝑒𝑛𝑣) for the NS over the OS. 

 

Figure 7.5: Energy savings efficiency (a, b) and annual costs (c, d) as a function of re-

cooling water inlet temperature of adsorption chiller condenser 𝑇𝑐,𝑖
𝑎𝑑𝑠 for (a) 𝑄𝑙𝑐 = 300 kW 

(left column) and 𝑄𝑙𝑐 = 150 kW (right column). Each of the figures contains three 

different load sharing factors 𝛼 = 0.2, 0.5, and 0.8. Corresponding system parameters for 

the simulations are listed in Table 9. 
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7.5.2 Economic and environmental performance evaluation 

A waste heat recovery system must be energy-efficient and environmentally sustainable 

yet provide the shortest return on investment (ROI). For the NS, the initial investment in 

the waste heat recovery solution is the capital expenditure associated with the equipment 

listed in Table 7.5, and the return occurs through the annual accumulation of operational 

cost savings. The metric to quantify the ROI is the CPP, shown in Eq. (7.22). Both 

operational and environmental costs due to grid electricity-associated CO2 emissions are 

included in the CPP. A lower CPP value is desirable, which ensures that the NS will make 

a profit within the lowest possible operational span. The metric quantifying the 

environmental sustainability of the NS is the annual reduction in tons of grid electricity 

associated CO2 emission defined as ∆𝑚𝐶𝑂2 = 𝑚𝐶𝑂2
𝑂𝑆 −𝑚𝐶𝑂2

𝑁𝑆  (see Eqs. (20) and (21)). 

Different scenarios from the prior parametric investigations are selected for ∆𝑚𝐶𝑂2 

and CPP to investigate the degradation (or augmentation) of these metrics, as shown in 

Table 7.10. Scenarios 1 to 9 correspond to variations in 𝑇𝑤,𝑖
𝑙𝑐 , scenarios 10 to 18 examine 

the influence of 𝜃 × 𝛽, while Scenarios 19 to 21 raise 𝑇𝑐,𝑖
𝑎𝑑𝑠. For all cases, increasing 𝛼 

monotonically increases the CPP. This is because, at higher 𝛼, the cooling load of the air-

cooled racks handled by the adsorption chiller is lower than for the VCR chiller, resulting 

in higher values of �̇�𝑙𝑐 and �̇�𝑉𝐶𝑅. For lower 𝛼 a significant fraction of these two components 

of power consumption is reduced, resulting in a shorter CPP and higher ∆𝑚𝐶𝑂2. The lowest 

possible CPP (379 days) and highest ∆𝑚𝐶𝑂2 (44.8 tons) is obtained for Scenario 10 from 

the highest ESE corresponding to that scenario. Therefore, for a given  𝑇𝑤,𝑖
𝑙𝑐  and 𝑇𝑐,𝑖

𝑎𝑑𝑠, it is 
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instructive to regulate the dimensionless air cooling parameter 𝜃 × 𝛽 to ensure 

thermodynamic and economic efficiency of the NS. 

Table 7.10: CPP and ∆mCO2 for a wide range of scenarios with InvenSor LTC30 e-plus 

(29.5 kW) adsorption chiller retrofit. The constant parameters for these scenarios are  

�̇�𝑙𝑐 = 100 GPM,  𝑄𝑙𝑐 = 300 kW, 𝑄𝑎𝑐 = 47 kW, and 𝑇𝑎𝑚𝑏 = 24 °C. 

Scenario 
𝑇𝑤,𝑖
𝑙𝑐  

(°C) 

𝑇𝑤,𝑖
𝐼𝑅𝐶𝑈 

 (°C) 

�̇�𝑎
𝐼𝑅𝐶𝑈 

(CFM) 

𝑇𝑐,𝑖
𝑎𝑑𝑠 

(°C) 

𝛼 ∆𝑚𝐶𝑂2  

(tons) 

CPP 

(days) 

1 50 15 3290 24 0.2 16.6 585 

2 50 15 3290 24 0.5 22.7 747 

3 50 15 3290 24 0.8 29.0 1023 

4 60 15 3290 24 0.2 20.8 517 

5 60 15 3290 24 0.5 26.9 631 

6 60 15 3290 24 0.8 32.9 816 

7 65 15 3290 24 0.2 22.5 497 

8 65 15 3290 24 0.5 28.4 598 

9 65 15 3290 24 0.8 34.2 757 

10 55 8 2950 24 0.2 44.8 379 

11 55 8 2950 24 0.5 33.5 507 

12 55 8 2950 24 0.8 22.4 759 

13 55 14 3232 24 0.2 30.6 513 

14 55 14 3232 24 0.5 23.7 648 

15 55 14 3232 24 0.8 16.9 875 

16 55 20 3590 24 0.2 13.4 770 

17 55 20 3590 24 0.5 10.6 880 

18 55 20 3590 24 0.8 8.1 1011 

19 55 14 3232 34 0.2 25.9 656 

20 55 14 3232 34 0.5 19.8 858 

21 55 14 3232 34 0.8 12.2 1392 

 

7.5.3 Scalability of the proposed solution for data centers with larger capacity 

The scalability of NS to a larger air cooling capacity is investigated. The VCR and 

adsorption chillers are the TRANE CGAF-C25 and InvenSor LTC90 e-plus, where each 
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chiller has ≈ 88 kW design cooling capacity (see Table 7.2 and Table 7.3). For the liquid-

cooled racks 𝑄𝑙𝑐 = 300 kW heat load, and the heat loads of the air-cooled racks are 

assumed to be double that in the previous sections, i.e., 𝑄𝑙𝑐 = 94 kW. Considering 𝑄𝑎𝑑𝑠 ≈

88 kW and 𝑄𝑐𝑡 ≈ 200 kW, the capital expenditure for the larger cooling system is 

therefore ∆𝐶𝑐𝑎𝑝 ≈ 216492 CA$ (see Table 7.5). Since air-cooled DCs already pre-exist 

with a VCR chiller, this is not considered in the ∆𝐶𝑐𝑎𝑝. The aim is to investigate the ESE, 

∆𝑚𝐶𝑂2, and CPP for the 88 kW adsorption chiller retrofit as a function of 𝑇𝑤,𝑖
𝑙𝑐 , 𝜃 × 𝛽, and 

𝑇𝑐,𝑖
𝑎𝑑𝑠.  

Table 7.11 shows the results for 21 different scenarios where the 𝑇𝑤,𝑖
𝑙𝑐 , 𝑇𝑤,𝑖

𝐼𝑅𝐶𝑈, �̇�𝑎
𝐼𝑅𝐶𝑈, 

𝑇𝑐,𝑖
𝑎𝑑𝑠, and 𝛼 are varied for the DC equipped with 88 kW VCR and adsorption chillers. 

Again, Scenario 10 provides the lowest CPP (285 days), highest ESE (22.6%) and ∆𝑚𝐶𝑂2 

(≈104 tons). This improvement in energy efficiency of the 88 kW system compared to the 

30 kW system corresponds to higher waste heat capturing from the exhaust water stream 

of the liquid-cooled racks. Hence, installing an adsorption chiller with a cooling capacity 

close to the maximum heat dissipation of the liquid-cooled rack improves the 

thermodynamic and economic performance of the NS. 
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Table 7.11: ESE, CPP, and ∆𝑚𝐶𝑂2 for a wide range of scenarios with InvenSor LTC90 e-

plus (88.5 kW) adsorption chiller retrofit. The constant parameters for these scenarios are 

�̇�𝑙𝑐 = 100 GPM,  𝑄𝑙𝑐 = 300 𝑘𝑊, 𝑄𝑎𝑐 = 94 kW, and 𝑇𝑎𝑚𝑏 = 24 °C. 

Scenario 
𝑇𝑤,𝑖
𝑙𝑐  

(°C) 

𝑇𝑤,𝑖
𝐼𝑅𝐶𝑈 

 (°C) 

�̇�𝑎
𝐼𝑅𝐶𝑈 

(CFM) 

𝑇𝑐,𝑖
𝑎𝑑𝑠 

(°C) 

𝛼 ESE 

(%) 

∆𝑚𝐶𝑂2  

(tons) 

CPP 

(days) 

1 50 15 6580 24 0.2 11.4 51.7 573 

2 50 15 6580 24 0.5 8.7 39.4 752 

3 50 15 6580 24 0.8 6.0 27.2 1088 

4 60 15 6580 24 0.2 14.2 64.3 461 

5 60 15 6580 24 0.5 11.6 52.5 564 

6 60 15 6580 24 0.8 8.9 40.3 735 

7 65 15 6580 24 0.2 15.2 68.7 431 

8 65 15 6580 24 0.5 12.6 57.2 517 

9 65 15 6580 24 0.8 10.0 45.3 654 

10 55 8 5900 24 0.2 22.6 103.9 285 

11 55 8 5900 24 0.5 17.7 81.4 364 

12 55 8 5900 24 0.8 12.8 59.0 502 

13 55 14 6464 24 0.2 17.2 72.0 367 

14 55 14 6464 24 0.5 14.3 58.6 441 

15 55 14 6464 24 0.8 11.3 44.5 559 

16 55 20 7180 24 0.2 12.0 34.2 508 

17 55 20 7180 24 0.5 10.9 28.7 561 

18 55 20 7180 24 0.8 9.9 23.9 616 

19 55 14 6464 34 0.2 13.0 60.9 486 

20 55 14 6464 34 0.5 9.7 45.4 652 

21 55 14 6464 34 0.8 6.5 30.5 972 

 

7.5.4 Degradation of computing efficiency due to waste heat recovery 

We explore the effect of system parameters on the computing performance per unit power 

consumption in the NS. Following the LINPACK performance test for servers, the Floating 

Point Operations per second (FLOPs) per watt is considered for this purpose. The 

FLOPs/W metric depends on several factors, such as (1) operating voltage, (2) clock 
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frequency, and (3) chip temperature. Since raising the liquid cooling inlet temperature 𝑇𝑤,𝑖
𝑙𝑐  

increases CPU temperature (see Eq. (7.2)), the computing performance is affected. 

GFLOPs/W as a function of 𝑇𝐶𝑃𝑈
𝑙𝑐  for liquid-cooled servers with the Intel Xeon E5 family 

of processors is [35], 

GFLOPs W⁄ = −0.0069𝑇𝐶𝑃𝑈
𝑙𝑐 + 3.0118. (7.24) 

Figure 7.6 shows the tradeoffs between ESE and normalized GFLOPs/W as a 

function of 𝑇𝑤,𝑖
𝑙𝑐 . Intuitively, raising 𝑇𝑤,𝑖

𝑙𝑐  increases ESE over a wide range of 𝛼. However, 

this degrades GFLOP/W due to the increase in CPU temperature. At higher values of 𝑇𝐶𝑃𝑈
𝑙𝑐 , 

the computing chip undergoes thermal throttling so that the leakage current of the chip 

increases. As a result, the CPU provides lower computing performance (GFLOPs) at higher 

power consumption. Hence the DCs with such a waste heat extraction mechanism must 

continuously monitor both energy and computing efficiency to fulfill multiple objectives. 

 

Figure 7.6: Tradeoffs between computing performance per watt (GFLOPS/W) and energy 

savings efficiency (ESE) as a function of inlet water temperature of liquid-cooled racks 

𝑇𝑤,𝑖
𝑙𝑐  for InvenSor (a) LTC30 e-plus and (b) LTC90 e-plus adsorption chiller-based waste 

heat recovery. 
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7.6 Conclusion 

A strategy to utilize DC waste heat is developed for heterogeneous infrastructures that 

contain both air- and liquid-cooled racks. The architecture utilizes waste heat internally 

within a DC with minimal retrofit and ensures energy efficiency. Thermodynamic, 

economic, and environmental performance of the heat recovery solution is assessed while 

discussing potential retrofit in existing DCs. The findings include:  

 The waste heat recovery solution can offer up to 23% ESE through system parameter 

choices. 

 Higher water inlet temperatures of liquid-cooled racks improve ESE by improving 

adsorption chiller COP. 

 Increasing the dimensionless cooling parameter of air-cooled racks 𝜃 × 𝛽 lowers ESE 

and results in higher operational expenditure. 

 A scalability analysis shows that retrofitting a 300 kW heat-generating liquid-cooled 

DC room with 29.5 and 88.5 kW adsorption chillers significantly shortens payback 

periods to 379 and 285 days, respectively. 

 The new strategy enables annual electricity savings up to 96 MWh, which translates to 

an annual reduction of 104 tons of CO2 equivalent greenhouse gas emissions. 

 By decreasing the load sharing factor 𝛼 from 0.8 to 0.2, the ESE improves up to 10% 

due to savings in the power consumption of the VCR chiller.     
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 Selecting an adsorption chiller with a cooling capacity near the expected average heat 

load of liquid-cooled racks improves ESE, reduces operational expenditures, and 

results in a shorter payback period. 

 However, improving ESE by raising the liquid-cooling inlet temperature from 40°C to 

65°C degrades the GFLOPs/W of liquid-cooled racks by 6%. 
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8 Conclusions 

Thermal and workload management has always been an important research problem in the 

DC industry. Therefore, the dissertation develops energy and exergy-based analyses 

informed by computational fluid dynamics simulations to choose optimized air distribution 

schemes intelligently. The equipment-level exergy loss analysis also quantifies cooling 

inefficiencies at a granular level through exergy destruction. This helps identify the loss of 

available cooling energy for a range of cooling architectures, operating parameters, and 

strategies by which optimal airflow can be achieved. It was observed that the legacy 

cooling architectures with underfloor air delivery and overhead air delivery schemes are 

up to 23% less exergy-efficient compared to the modular cooling geometries with in-row 

cooling and rack-mountable cooling. It was also shown that the DC exergy destruction is a 

function of Peclet number and dimensionless dead state temperature ratio. The 

compression chiller used in such air-cooled DCs contributes as high as 50% of the overall 

exergy loss. This loss can be reduced by two means (1) recovering waste heat at the hot air 

exhaust stream of the chiller condenser, or (2) replacing the compression chiller with a 

thermally driven chiller that consumes way less energy to produce chilled water. 

Subsequently, for the exergy-efficient geometries, i.e., in-row cooling and rack-

mountable cooling, workload and cooling management strategies having been developed 

by fulfilling multiple objectives such as energy, exergy, and computing efficiencies. Low-

complexity spatiotemporal physics-based zonal thermal models informed the optimization 

problems solved for these two DCs. Trade-offs across different objectives, workload 
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parameters, cooling parameters, and server thermal reliability guidelines were thoroughly 

investigated for single-rack and multi-rack DCs. The multi-objective Pareto optimal fronts 

between different objective functions help realize potential savings from different DC 

operation perspectives. 

In the final stage, the exergy destruction component of the vapor compression 

chiller was reduced through an internal waste heat utilization strategy for data centers with 

both air and liquid –cooled racks. Waste heat was recovered from the exhaust hot water 

stream of the liquid-cooled racks using an adsorption chiller, which provided on-site 

production of chilled water. This chilled water source could either fully/partially reduce 

the cooling load on the vapor compression chiller. Techno-economic analysis showed that 

retrofitting a data center with such waste heat recovery infrastructure can have a payback 

period as low as 284 days and offer an annual reduction of 104 tons of CO2 equivalent 

greenhouse gas emissions. However, while implementing such a waste heat recovery 

solution, specific operating conditions can degrade computing performance per watt at the 

cost of improving waste heat recovery efficiency. 
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9 Future directions 

 The proposed single- and multi-objective optimization problems addressing 

energy, exergy, computing efficiencies can be implemented in the real-time DC 

control system through economic-model predictive control (MPC) and adaptive 

predictive control (APC) strategies.  

 The exergy destruction due to recirculation and bypass in various air-cooled DCs 

can be controlled in real-time by workload-aware fan control systems. 

 Since incorporating the server consolidation will drastically change the 

optimization and thermal framework, developing a robust consolidation strategy 

addressing these objectives remains an open problem. 

 As an alternative strategy to that proposed in Chapter 7, the exergy loss suffered by 

the vapor compression chillers of air-cooled DCs can be reduced by recovering 

waste heat from the airside of the chiller condenser. For this purpose, exergo-

economic analysis is required parallel to DC thermal analysis to evaluate overall 

system performance. 

 For air-cooled DCs equipped with a waste heat extraction subsystem, a waste heat 

utilization-aware workload and cooling management framework will be essential. 
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10 Appendices 

10.1 Performance data of the vapor compression chillers for various 

condenser air inlet temperatures 

In chapters 4,5,6, and 7, the thermodynamic analysis of the entire DC cooling system 

requires an accurate model to simulate the chiller's off-design performance that produces 

the chilled water needed for the air-handler units (UFAD, OHAD, IRC, or RMCU). For 

this purpose, a widely used Gordon-Ng model [1] was selected due to its low computational 

requirement while accurately capturing the part-load chiller efficiency. For all the cases, 

we use a vapor-compression chiller with an ambient air-cooled condenser. The model takes 

the following form. 

𝑦 = 𝐴1𝑥1 + 𝐴2𝑥2 + 𝐴3𝑥3, (9.1) 

𝑦 = [(1 +
1

𝐶𝑂𝑃
)
𝑇𝑐,𝑤
𝑇𝑎𝑚𝑏

] , 𝑥1 =
𝑇𝑐,𝑤
𝑄𝑐ℎ

, 𝑥2 =
𝑇𝑎𝑚𝑏 − 𝑇𝑐,𝑤
𝑄𝑐ℎ𝑇𝑎𝑚𝑏

, 𝑥3 =
(1 +

1
𝐶𝑂𝑃

)𝑄𝑐ℎ

𝑇𝑎𝑚𝑏

. (9.2) 

where �̇�𝑐ℎ is the heat load on the chiller, 𝐶𝑂𝑃 = �̇�𝑐ℎ �̇�𝑐ℎ⁄  is the coefficient of performance,  

�̇�𝑐ℎ is the total power consumption of the chiller (i.e., the sum of the compressor, condenser 

blowers, and internal circulating pump of the chiller), 𝑇𝑐,𝑤 is the chilled water temperature 

produced by the chiller evaporator, and 𝑇𝑎𝑚𝑏 is the ambient air temperature entering the 

chiller condenser. In this case 𝐴1, 𝐴2, and 𝐴3 are performance constants required to be 

obtained based on a specific chiller datasheet. In Chapter 4, a TRANE CGAF C25 (60 Hz) 

chiller with 25 Ton designed refrigeration capacity was used. The manufacturer-provided 

performance data of the chiller is shown in Figure 10.1 [2]. It is important to note that all 
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the temperatures are in K in this model, whereas �̇�𝑐ℎ and �̇�𝑐ℎ are in kW. By performing 

non-linear regression using the data presented in Figure 10.1, following model constants 

are obtained 𝐴1 = 0.146, 𝐴2 = 42.097, and 𝐴3 = 1.861. Other important parameters 

required for the thermodynamic models are listed in Table 10.1. 

 

Figure 10.1: Chiller (a) coefficient of performance and (b) refrigeration capacity as a 

function of chilled water temperature for different condenser air inlet temperatures. The 

data is obtained from the datasheet of TRANE CGAF C25 (60 Hz) chiller with 25 Ton 

designed refrigeration capacity. 

Table 10.1: Additional specifications for TRANE CGAF C25 (60 Hz) chiller. 

Quantity Details 

Compressor type Scroll 

Nominal refrigeration capacity 25 ton 

Minimum water flow 30 GPM 

Maximum water flow 90 GPM 

Total airflow of condenser fans 21650 CFM 

In Chapters 5 and 6, the compression chiller model TRANE CGA 120 (60 Hz) with 

10 Ton designed refrigeration capacity was used to produce chilled water for the IRC and 
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RMCU heat exchangers. Figure 10.2 shows the performance data for the chiller obtained 

from the manufacturer [2]. By performing non-linear regression using the data presented 

in Figure 10.2, the model constants are 𝐴1 = 0.054, 𝐴2 = 17.267, and 𝐴3 = 4.952. 

 

Figure 10.2: (a) Chiller coefficient of performance and (b) refrigeration capacity as a 

function of chilled water temperature for different condenser air inlet temperatures. The 

performance data is obtained from the datasheet of TRANE CGA 120 (60 Hz) chiller with 

10 Ton designed refrigeration capacity. 

Table 10.2: Additional specification for TRANE CGA 120 (60 Hz) chiller. 

Quantity Details 

Compressor type Scroll 

Nominal refrigeration capacity 10 ton 

Minimum water flow 12 GPM 

Maximum water flow 36 GPM 

Total airflow of condenser fans 8120 CFM 
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10.2 Detailed modeling strategy of a single server zone for the zonal 

temperature prediction approach 

The transient characteristic of a single server zone used in the zonal temperature prediction 

model is elaborated in this section. Since intricate component-level modeling of all the 

electronic components inside the server chassis (such as CPUs, DIMMs, server fans, power 

supply modules, PCIe cards, HDDs, and SSDs) will significantly increase the execution 

time of the model, a zonal approach is adopted for representing the thermo-fluid the server 

chassis [3-8]. The aim is to capture transient physical phenomenon with minimal 

computational time (within a few seconds). Figure 10.3 shows a representative schematic 

of salient temperatures, airflows, and energy interactions across the outer control volume 

of a server zone with its adjacent front (cold) and back (hot) chamber zones. 

 

Figure 10.3: Representative schematic showing salient temperatures, airflows, and energy 

interactions for a single server zone interacting with front (cold) and back (hot) chambers. 

The total volume of the server zone is identical to that of a 1U server chassis. 

By imposing a transient energy balance across the outer control volume of a server 

zone, one can write [3, 9, 10], 

𝑋𝑎
𝑑𝑇𝑎,𝑖
𝑑𝑡

+ 𝑋𝑠
𝑑𝑇𝑠
𝑑𝑡

= ℎ𝐴(𝑇𝑠 − 𝑇𝑎,𝑖) + 𝜒�̇�𝑠, (9.3) 
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where 𝑇𝑎,𝑖 and 𝑇𝑎,𝑜 the inlet and exhaust air temperatures, 𝑇𝑠 the mean effective boundary 

temperature of the server control volume, 𝑇𝐶𝑃𝑈 the average surface temperature of 

computing chips, ℎ𝐴 is the product of convective heat transfer coefficient and area, 𝑋𝑎 =

𝜌𝑎𝐶𝑝,𝑎𝑉𝑎 and 𝑋𝑠 = 𝜌𝑠𝐶𝑠𝑉𝑠 are the thermal masses of air and solid material of the server, �̇�𝑠 

is the electrical power consumption of the server, and 𝜒 is an empirical constant expressed 

as the ratio between heat transfer by the cold air stream to the power consumption of the 

server so that 0 ≤ 𝜒 ≤ 1. Furthermore, the �̇�𝑠 can be expressed in terms of percentage of 

server utilization so that �̇�𝑠 = 𝐶1 + 𝐶2𝑈 . However, several unknown parameters such as 

ℎ𝐴, 𝜒, 𝐶1, and 𝐶2 are required to be measured to obtain a closure form Eq. 9.3 to predict 

𝑇𝑠. Equation 9.3 can be rewritten by replacing ℎ𝐴 with 𝑅𝑡ℎ so that the thermal resistance 

of a server 𝑅𝑡ℎ = 1 ℎ𝐴⁄ . The product 𝑋𝑠 × 𝑅𝑡ℎ is known as the time constant of a server 

𝜏𝑠, which indicates the transient evolution of temperature profiles [3, 9, 10]. 

𝑑𝑇𝑠
𝑑𝑡

+
𝑋𝑎
𝑋𝑠

[
𝑑𝑇𝑎,𝑖
𝑑𝑡

] =
1

𝑋𝑠 × 𝑅𝑡ℎ
[𝑇𝑠 − 𝑇𝑎,𝑖] +

𝜒

𝑋𝑠
[𝐶1 + 𝐶2𝑈], (9.4) 

The values of 𝑋𝑎 and 𝑋𝑠 are constant for a given physical dimension of a server 

chassis expressed in terms of ‘U’ (1U = 4.36 cm) found in the literature [3]. However, the 

values for 𝑅𝑡ℎ, 𝜒, 𝐶1, and 𝐶2 are very specific to the manufacturer, model, and internal 

components of a server. In all the cases investigated, an HP ProLiant DL360 G5 server was 

used, which is a 1U air-cooled server [11]. Table 10.3 shows the results of 𝑈, �̇�𝑠, 𝑇𝑎,𝑖, 𝑇𝑎,𝑜, 

𝑇𝐶𝑃𝑈, and �̇�𝑠, obtained from in-house performed experiments for the aforementioned server 

model. 
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Table 10.3: Benchmark experiments for the HP ProLiant DL360 G5 server to find 

unknown parameters in the thermal model. 

𝑈 (%) 𝑇𝑎,𝑖 (°C) �̇�𝑠 (W) 𝑇𝑎,𝑜 (°C) 𝑇𝐶𝑃𝑈 (°C) �̇�𝑠 (m
3 s-1) 

0 19.1 226.83 28.6 35 0.0184 

10 19.1 235.44 29.3 39 0.0184 

20 19.1 251.76 30.1 43 0.0184 

30 19.1 269.04 31 47 0.0184 

40 19.1 286.83 31.8 52 0.0184 

50 19.1 300.22 32.5 55 0.0184 

60 19.1 317.10 33.3 59 0.0184 

70 19.1 332.45 34 62 0.0184 

80 19.1 350.37 34.9 66 0.0184 

90 19.1 363.65 35.6 71 0.0184 

100 19.1 373.58 35.9 73 0.0184 

0 22.0 221.09 31 37 0.0184 

10 22.0 236.13 32 41 0.0184 

20 22.0 254.07 32.8 46 0.0184 

30 22.0 269.96 33.7 51 0.0184 

40 22.0 287.45 34.4 53 0.0184 

50 22.0 302.63 35.4 58 0.0184 

60 22.0 317.87 36.1 62 0.0184 

70 22.0 334.11 37 66 0.0184 

80 22.0 351.37 38 71 0.0184 

90 22.0 365.49 38.5 73.5 0.0184 

100 22.0 374.50 39 76 0.0184 

0 24.6 219.77 34.1 40 0.0184 

10 24.6 233.85 34.9 43.5 0.0184 

20 24.6 250.36 35.7 48 0.0184 

30 24.6 266.47 36.4 54 0.0184 

40 24.6 283.95 37.2 58 0.0184 

50 24.6 300.51 38.4 62 0.0184 

60 24.6 317.23 39.1 66 0.0184 

70 24.6 333.66 39.8 70 0.0184 

80 24.6 350.17 40.6 73 0.0184 

90 24.6 365.51 41.1 75 0.0184 

100 24.6 374.08 41.4 77 0.0184 

0 26.6 221.47 35.3 41.5 0.0198 



Ph.D. Thesis — Rohit Gupta — McMaster University — Mechanical Engineering 

 

226 

 

10 26.6 236.93 35.9 45 0.0198 

20 26.6 253.26 36.6 49 0.0198 

30 26.6 270.17 37.2 56 0.0198 

40 26.6 286.76 38 59 0.0198 

50 26.6 303.51 38.7 62 0.0198 

60 26.6 319.79 39.4 65 0.0198 

70 26.6 336.23 40.2 69 0.0198 

80 26.6 350.42 40.8 72 0.0198 

90 26.6 371.30 41.4 75 0.0198 

100 26.6 370.87 41.6 77 0.0198 

0 28.5 220.07 36.3 42.5 0.0222 

10 28.5 235.69 36.8 46 0.0222 

20 28.5 252.91 37.4 50 0.0222 

30 28.5 271.47 38.1 54 0.0222 

40 28.5 283.56 38.6 57 0.0222 

50 28.5 301.30 39.4 60 0.0222 

60 28.5 317.83 40.2 64 0.0222 

70 28.5 334.09 40.9 69 0.0222 

80 28.5 350.18 41.6 71 0.0222 

90 28.5 366.10 42 74 0.0222 

100 28.5 376.36 42.4 77 0.0222 

0 30.3 223.57 37.8 44 0.02454 

10 30.3 237.31 38.3 47 0.02454 

20 30.3 255.41 38.6 50 0.02454 

30 30.3 271.17 39.3 54 0.02454 

40 30.3 287.30 39.9 58 0.02454 

50 30.3 304.88 40.6 61 0.02454 

60 30.3 319.67 41.2 65 0.02454 

70 30.3 335.99 41.8 69 0.02454 

80 30.3 352.72 42.1 72 0.02454 

90 30.3 375.58 42.5 74 0.02454 

100 30.3 377.92 42.8 76 0.02454 

0 32.7 224.39 39.3 45 0.0269 

10 32.7 238.45 39.9 48 0.0269 

20 32.7 256.36 40.5 53 0.0269 

30 32.7 273.67 40.9 57 0.0269 

40 32.7 290.51 41.5 59 0.0269 



Ph.D. Thesis — Rohit Gupta — McMaster University — Mechanical Engineering 

 

227 

 

50 32.7 307.76 41.8 62 0.0269 

60 32.7 322.95 42.5 66 0.0269 

70 32.7 339.95 43 69 0.0269 

80 32.7 356.03 43.5 73 0.0269 

90 32.7 373.48 44 75 0.0269 

100 32.7 379.15 44.5 76 0.0269 

From Table 10.3, several important parameters are plotted in Figure 10.4 to 

understand the influence of our primary variables 𝑈 and 𝑇𝑎,𝑖 on the model parameters. 

Figure 10.4a shows the variation of server power as functions of 𝑈 and 𝑇𝑎,𝑖. It is evident 

that the server power remains nearly invariant if the 𝑇𝑎,𝑖 increases. Therefore, the prior 

hypothesis �̇�𝑠(𝑈) = 𝐶1 + 𝐶2𝑈 holds true. Within the range of 0 ≤ 𝑈(%) ≤ 100 the 

constants obtained by curve fitting are 𝐶1 = 224.9 and 𝐶2 = 1.6.  

Next, we plot the thermal resistance expressed as 𝑅𝑡ℎ = {𝑇𝐶𝑃𝑈 − (
𝑇𝑎,𝑖+𝑇𝑎,0

2
)} �̇�𝑠⁄  as 

functions of 𝑈 and 𝑇𝑎,𝑖 in Figure 10.4b. For this case, a non-linear dependence on the input 

variables 𝑈(%) and 𝑇𝑎,𝑖(℃) are observed and is represented by the equation 𝑅𝑡ℎ(𝑈, 𝑇𝑎,𝑖) =

𝐵1 + 𝐵2𝑈 + 𝐵3𝑇𝑎,𝑖 + 𝐵4𝑈
2 + 𝐵5𝑈𝑇𝑎,𝑖. The constants are obtained by non-linear 

regression resulting in 𝐵1 = 0.064, 𝐵2 = 1.49 × 10−3, 𝐵3 = −6.88 × 10−4, 𝐵4 =

−5.59 × 10−6, and 𝐵5 = −1.04 × 10−5. 

Similarly, the CPU temperature 𝑇𝐶𝑃𝑈 is plotted as functions of 𝑈 and 𝑇𝑎,𝑖 in Figure 

10.4b to reveals its underlying variations. For this case as well, we assume the functional 

form 𝑇𝐶𝑃𝑈(𝑈, 𝑇𝑎,𝑖) = 𝐷1 + 𝐷2𝑈 + 𝐷3𝑇𝑎,𝑖 + 𝐷4𝑈
2 + 𝐷5𝑈𝑇𝑎,𝑖 and find 𝐷1 = 20.21, 𝐷2 =

0.59, 𝐷3 = 0.76, 𝐷4 = −8.14 × 10−4, and 𝐷5 = −5.6 × 10−3 using non-linear 

regression. 
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Finally, in Figure 10.4d, the dimensionless quantity 𝜒 =

{𝜌𝑎�̇�𝑠𝐶𝑝,𝑎(𝑇𝑎,𝑜 − 𝑇𝑎,𝑖)} �̇�𝑠⁄ , which represents the ratio of server-generated heat to the input 

electric power. It is observed from Figure 10.4d that the majority of the 𝜒 values fall within 

a tight band of 0.91 ≤ 𝜒 ≤ 1. Therefore, a mean value 𝜒 = 0.955 is assumed in the entire 

thermal model. The aforementioned equations obtained from a regression of the 

experimental data provide closure to the thermal resistance-capacitance-based model of a 

single server zone (see Eq. 10.4) while accurately representing its behavior. 

 

Figure 10.4: Experimentally measured (a) power consumption, (b) thermal resistance, (c) 

CPU temperature, and (d) 𝜒 as functions of a percentage of utilization supplied with 

different inlet air temperatures for HP ProLiant DL360 G5 server. 
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Figure 10.5 shows the influence of server air inlet temperature on the airflow of the 

server obtained from Table 10.3. It is observed that for 𝑇𝑎,𝑖 ≤ 27℃, the server airflow �̇�𝑠 ≈

0.0184 m3 s-1  remains nearly invariant. Since the optimization problems solved in 

Chapters 5 and 6 de facto considers a capping on the cold chamber temperature, i.e., 𝑇𝑎,𝑖 ≤

27 ℃ by following the ASHRAE guideline [12], including the influence of 𝑇𝑎,𝑖 on �̇�𝑠 is 

not necessary for this purpose. However, we note that for accurately examining data center 

cooling cycle faults where 𝑇𝑎,𝑖 can rise well above 27℃, considering Figure 10.5 becomes 

utmost essential. 

 

Figure 10.5: Total airflow of server fans as a function of inlet air temperature for HP 

ProLiant DL360 G5 server. 
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