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Abstract

Given the role of HCN as a reactant in RNA building block production (e.g. nucleobases,
ribose, and 2-aminooxazole), we propose that an atmosphere rich in hydrogen cyanide
(HCN) is a distinguishing feature of what we term biogenic worlds. These are worlds
that can produce key biomolecules for the emergence of life in situ rather than requiring
they be delivered, e.g., by meteorites. To attack the question of whether early Earth
was biogenic, we develop a series of new capabilities including the calculation of
missing/unknown HCN reaction rate coefficients, the simulation of HCN chemistry
in planetary atmospheres, and the coupling of atmospheric HCN chemistry and rain-
out to the production and evolution of RNA building blocks in warm little ponds
(WLPs). We make a major leap in understanding the origin of RNA on a biogenic
early Earth by building a comprehensive model that couples terrestrial geochemistry,
radiative transfer, atmospheric photochemistry, lightning chemistry, and aqueous pond
chemistry.

We begin by developing an accurate and feasible method to calculate missing
reaction rate coefficients related to HCN chemistry in planetary atmospheres. We use
density functional theory simulations to solve the transition states for various reactions,
and use the simulated energies and partition functions to calculate the corresponding
rate coefficients using the principles of statistical mechanics. We initially explore and
calculate rate coefficients for a total of 110 reactions present in reducing atmospheres
dominated by N9, CH4, and H2, including 48 reactions that were previously unknown
in the literature. Our rate coefficients are most commonly within a factor of two of
experimental values, and generally always within an order of magnitude of these values.
This accuracy is consistent with the typical uncertainties assigned in large-scale kinetic
data evaluations.

Next, we develop a consistent reduced atmospheric hybrid chemical network
(CRAHCN) containing experimental values when available (32%) and our calculated
rate coefficients otherwise (68%). To validate our chemistry, we couple CRAHCN to a
1D disequilibrium chemical kinetic model (ChemKM) to compute HCN production in
the reducing atmosphere of Saturn’s moon Titan. Our calculated atmospheric HCN
profile agrees very well with the measurements performed by instruments aboard the

Cassini spacecraft, suggesting our chemical network is accurate for modeling HCN
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production in reducing environments. We also perform sensitivity analyses on this
chemistry and find HCN production and destruction on Titan can be understood in
terms of only 19 dominant reactions. The process begins with UV photodissociation
of N2 and CH4 in the upper atmosphere, and galactic cosmic ray dissociation of these
species in the lower atmosphere. The dissociation radicals then proceed to react along
four main channels to produce HCN. It is of particular excitement that one of these
channels was newly discovered in this work.

Moving forward to modeling early Earth, we expand upon CRAHCN by exploring
and calculating rate coefficients related to HCN and H2CO chemistry in atmospheres
with oxidizing conditions. We calculate the rate coefficients for 126 new reactions,
including 45 reactions that were first discovered in this work. We find the accuracy
of our method continues to produce most commonly factor of two agreement with
respect to experimental values. Next, we develop the oxygen extension to CRAHCN
(CRAHCN-O), containing a total of 259 reactions for computing HCN and H2CO
production in atmospheres dominated by N9, CO2, H2, CH4, and H20. Again,
experimental rate coefficients are used when available (43%), and our calculated values
are used otherwise (57%).

We then build a comprehensive model with a unique coupling of early Earth
geochemistry, radiative transfer, atmospheric UV and lightning chemistry, and aqueous
chemistry in WLPs. We calculate self-consistent pressure-temperature profiles using a
1D radiative transfer code called petitRADTRANS, and couple these to CRAHCN-O
and ChemKM to simulate HCN and H2CO production on early Earth. We model two
epochs, at 4.4 and 4.0 billion years ago (bya), which differ in atmospheric composition,
luminosity, UV intensity, radical production from lightning, and impact bombardment
rate. The respective reducing and oxidizing atmospheric compositions of the 4.4 and
4.0 bya epochs are mainly driven by the balance of H2 impact degassing and CO2
outgassing from volcanoes. We then couple the rain-out of HCN with a comprehensive
WLP model to compute the in situ production of RNA building blocks for each
epoch. HCN pond concentrations are multiplied by experimental yields to calculate
biomolecule production, and there are various biomolecule sinks present including UV
photodissociation, hydrolysis and seepage.

At 4.4 bya, we find that HCN rain-out leads to peak adenine production of 2.8uM
(378 ppb) for maximum lightning conditions. These concentrations are comparable

to the peak adenine concentrations delivered by carbon-rich meteorites (10.6uM);



however, the concentrations from in situ production persist for > 100 million years
in contrast to ~days for meteoritic concentrations. Guanine, cytosine, uracil and
thymine concentrations from in situ production at this time peak in the 0.19-3.2uM
range, and ribose and 2-aminooxazole peak in the nM range. We note that cytosine
and thymine are not present in meteorites, suggesting this biogenic pathway may be
one of the only plausible origins of these RNA and DNA building blocks. We find
that the high mixing ratio of HCN near the surface of our 4.4 bya model is mainly
driven by lightning chemistry rather than UV chemistry. Our results show that HCN
production at the surface is linearly dependent on lightning flash density. This result
supports a lightning-based Miller-Urey scenario for the origin of RNA building blocks.
At 4.0 bya, HCN production and rain-out is 2-3 orders of magnitude less abundant
than it is at 4.4 bya, leading to negligible concentrations of RNA building blocks
in WLPs during this late oxidizing phase. Similar to HCN production in Titan’s
atmosphere, HCN production in early Earth’s atmosphere is strongly correlated with
CH4 content. Reducing (H2-dominant) conditions sustain CH4 levels at a roughly
constant ppm-level over 100 million years, which is favourable for HCN production. In
oxidizing conditions, CH4 is readily oxidized into CO2, leading to less HCN. These
results suggest that early Earth was biogenic at 4.4 bya, and remained so for at least
~100 million years, but was over by 4.0 bya due to oxidation of the atmosphere.
This thesis provides a firm theoretical foundation for an origin of RNA in WLPs on
a biogenic early Earth within about 200 million years after the Moon-forming impact

and the cooling of the magma ocean.
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Chapter 1

Introduction

The origin of life is an inalienable part of the general
process of the development of the universe and, in

particular, the development of the earth.

— Alexander Oparin

One of the deepest questions humans can ponder is: where did we come from?
This question is so ingrained in who we are as humans, that scientists, philosophers
and theists alike have studied it for millennia. Perhaps the first scientific thinking on
this topic was from Thales of Miletus (c. 624-545 BC), ancient Greek philosopher. He
postulated that water was the origin of all things; the substance from which everything
emerges [1]. This idea is a fundamental principle in origins of life research today.

Fast-forwarding to the 20th century, the discoveries of DNA, RNA, and proteins
have led us what is known as the “Central Dogma” of life [2]. We now know life’s key
components. Information about an organism is stored in polymers (i.e. DNA/RNA).
Polymers are chained molecules with repeating subunits. DNA and RNA have four
different subunits, or bases, which allow for unique sequences when chained together.
The blueprints for the functionality of an organism are stored in the base sequences
of its DNA. To express a certain functionality (e.g. cell repair), RNA transcribes
the respective blueprint and delivers it to the ribosome. The ribosome then uses the
blueprint to build the corresponding protein out of amino acids. Proteins carry out

nearly all the functionality in life as we know it.
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Charles Darwin didn’t know the details of how DNA, RNA and proteins operated
in living organisms, but his letter to J. D. Hooker in 1871 is still remarkably relevant
for origins of life research today [3]. Darwin envisaged “some warm little pond with all
sorts of ammonia & phosphoric salts,~light, heat, electricity &c present, that a protein
compound was chemically formed, ready to undergo still more complex changes, at
the present day such matter wd be instantly devoured, or absorbed, which would not
have been the case before living creatures were formed [4].”

Building off of Darwin were Alexander Oparin and John Haldane, who independently
introduced the idea of the primordial soup in the 1920’s [5, 6]. This was the idea that
biomolecules were produced by the combination of UV light and simple molecules (e.g.
methane, ammonia) in the early atmosphere, and that these biomolecules “must have
accumulated until the primitive oceans reached the consistency of hot dilute soup” [7].

Up until this point, origins of life as a field of inquiry was largely theoretical. There
were some experiments in the late 1800’s and early 1900’s that demonstrated organic
synthesis in aqueous solution [8, 9], and using electric discharges [10]; however, they
were not performed in the context of trying to understand the origin of life [11].

This all changed in the early 1950’s when Stanley Miller and Harold Urey produced
the first experimental results testing the primordial soup hypothesis. Miller built an
apparatus to simulate lightning chemistry in a early reducing atmosphere composed
of H2, CH4, NH3 and H20, and condensed the products into a aqueous reservoir to
simulate biomolecule synthesis in the early ocean [12]. Miller identified five amino
acids in the original experiment, and dozens of others have been identified in similar
experiments since then [13-16] . These experiments have also been performed with more
neutral /oxidizing compositions (N2 /CO2); however, amino acid yields are generally
orders of magnitude lower [13, 14]. This experiment was transformational for the
origins of life field, as it was the first demonstration of a clear route to biomolecule
production in simulated primitive Earth conditions [17]. Since then, nucleobases, the
building blocks of RNA, have also been identified in Miller-Urey experiments [18, 19].

Origins of life research connected with the field of meteoritics when nucleobases
were detected in the Orgeil meteorite in 1964 [20] and amino acids were detected in
the Murray and Murchison meteorites in 1966, and 1969, respectively [21, 22]. These
discoveries suggested an alternate origin of biomolecules to Miller-Urey synthesis, an
origin that resided in meteorite parent bodies in the protoplanetary disk.

By the late 1980’s, even more potential sources of biomolecules were being explored,
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including interplanetary dust particles (IDPs) [23] and impact shocks [24]. Chyba
and Sagan [25] were the first to do a comprehensive analysis of the various potential
sources of biomolecules to early Earth, and estimated that IDPs and atmospheric
production via UV irradiation were dominant sources in terms of mass influx rates.

What wasn’t considered in the benchmark study by Chyba & Sagan was the
location biomolecules would need to be delivered in order for subsequent reaction and
RNA polymerization to occur. For example, the ocean is too large of a water reservoir
to easily concentrate biomolecules. On the other hand, warm little ponds (WLPs)
periodically evaporate which is a natural way to concentrate a biomolecule solution.
Furthermore, an environment that cycles between wet and dry conditions provides both
the dehydrated conditions necessary for polymerization, and the hydrated conditions
necessary for diffusive mixing [26-29].

In my MSc thesis [30], we explored the plausibility of a meteoritic and IDP origin
of nucleobases to WLPs by building a comprehensive sources and sinks numerical
model of these environments [31]. Our WLP model included meteorites and IDPs as
nucleobase sources, and UV photodissociation, hydrolysis and seepage as nucleobase
sinks. In the face of these destructive sinks, only meteorites were were found to be a
viable source of nucleobases, as they delivered ug of nucleobases in a single deposit,
which survived for up to a few years. IDPs, on the other hand, rained down into WLPs
too slowly for their ~pg abundances to accumulate.

A critical issue that was not addressed in this work was whether meteoritic delivery
was necessary for the emergence of life on Earth. We know from Miller-Urey experiments
that particular atmospheric conditions can lead to biomolecule production in surface
reservoirs. This brings us to a new concept we introduce in this thesis: biogenic worlds.
These are worlds that do not require external delivery of key biomolecules for the
origin of life.

The word biogenic has been used in the literature to mean, “present in life,” e.g. the
biogenic elements (CHNOPS) [32], as well as “generated by life,” e.g., biogenic emissions
[33]. Here we use the term biogenic to mean capable of generating biomolecules for
life.

The question of whether early Earth was biogenic serves as guiding motivation for
my PhD thesis. Key to answering this question is understanding and modeling the
atmospheric chemistry that occurred on the early planet.

It is now understood that a key precursor for the production of biomolecules in
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Miller-Urey experiments is hydrogen cyanide (HCN) [17, 18, 34]. HCN is water soluble,
and has a great tendency to transform and polymerize, making it an exceptional
precursor to complex biomolecules [35]. HCN is produced in atmospheres from reactive
radicals (e.g. N atoms, CH3) that come from the dissociation of stable species such
as N2 and CH4 [36]. When HCN dissolves in rain droplets and enters WLPs; it
can react in the presence of UV light to produce formaldehyde (H2CO), as well as
multiple key RNA building blocks, such as nucleobases [37, 38], ribose [9, 39, 40],
and 2-aminooxazole (the key intermediate in the Powner-Sutherland approach to
RNA building block production) [39, 41, 42]. H2CO, which is an intermediate for the
production of ribose, 2-aminooxazole, and the pyrimidine nucleobases (cytosine, uracil,
thymine), can also enter ponds via atmospheric rain-out [43].

Modeling disequilibrium HCN chemistry requires a thorough network of reactions
characterizing the production and destruction of this molecule in the gas phase.
Reaction frequencies are characterized by their rate coefficient, and can vary as a
function of temperature and/or pressure. Unfortunately many of these reactions remain
uncharacterized by experiments and theory, and a complete picture of HCN production
in planetary atmospheres is not fully understood.

In this thesis, in the effort to better understand HCN chemistry and its relation to
biogenicity, we first develop an accurate and feasible method to calculate reaction rate
coefficients using quantum chemistry and use it to explore and calculate previously
unknown reactions related to HCN chemistry (Chapters 2-4). We validate this
chemistry by modeling the atmosphere of Saturn’s moon Titan: a world rich in HCN
with accurate measurements performed by the Cassini spacecraft (Chapter 3). We also
explore and calculate previously unknown H2CO chemistry, with the aim to uncover
the origin of this species in WLPs (Chapter 4). Finally, we model HCN (and H2CO)
production on early Earth and couple it (via atmospheric rain-out) to our WLP models
to compute the in situ production of the building blocks of RNA (Chapter 5).

The introduction to this thesis will proceed as follows. In Section 1.1, we give an
overview of the present state of the origins of life field including the main hypotheses
and the justification for our chosen path of inquiry. Then, in Section 1.2, we introduce
the physical and chemical processes that occur in planetary atmospheres that leads to
HCN production. Lastly, we finish the introduction in Section 1.3 with an outline of

the thesis chapters.
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1.1 Origins of Life Hypotheses

The most recent astrophysical, geophysical, and biological evidence suggests that life
emerged on Earth sometime between 4.5 and 3.7 billion years ago (bya) (see Figure 1.1)
[44]. This interval is constrained by two boundaries: the habitability boundary at 4.5
bya, and the biosignature boundary at 3.7 bya. After the Moon-forming impact (4.52
bya at the earliest), the Earth had a global magma ocean that took 0.02-100 Myr to
solidify, depending on cooling efficiency [45-47]. Once the temperature dropped to
below the boiling point of water, a stable hydrosphere formed, and the Earth could
support life. However, it isn’t until 3.7 bya that we have compelling evidence that life
had already existed on the surface, in the form of stromatolite fossils and light carbon
isotopes in rocks of sedimentary origin [48-50]. Unfortunately, the fossil record doesn’t
extend earlier than 3.7 bya (as far as we know). Biosignatures earlier than 3.7 bya
are mainly *C depletion signatures of zircons, which are not entirely convincing given
the multiple abiotic mechanisms of producing the same signatures at zircon-formation
temperatures (644-801°C) [44].
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Figure 1.1: Overview of the time interval for the origin of life on Earth. The time
interval is constrained by the habitability boundary at 4.5-3.9 billion years ago (bya)
and the biosignature boundary at 3.7 bya. Source: [44].

1.1.1 Warm Little Ponds vs. Hydrothermal Vents

The question of where life emerged on early Earth is a consistent source of debate in the
field. Scientific research is most active for two competing hypotheses: freshwater ponds
at the surface, and saline hydrothermal vents at the ocean floor (See Figure 1.2 for
images of these environments). These environments are substantially different across
many parameters including: salinity, pH, source of organics, wet-dry cycle availability,
UV exposure, redox gradients, concentration, minerals, pressure, and temperature.
Furthermore, the principles for life’s emergence differ between these hypotheses.
WLPs are natural environments in which information polymers can form, and as
such, are the preferred setting for the “information first” hypothesis. In other words,
researchers focus on finding an abiotic route to producing information polymers such
as ribonucleic acid (RNA) and finding an evolutionary route from an RNA world to
the DNA/RNA /protein world of life today [51, 52]. Because ponds evaporate, there
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Figure 1.2: A) An image of a “warm little pond” from the Bumpass Hell trail in
Lassen Volcanic National Park. (credit: Ben K. D. Pearce). B) Hydrothermal vent
chimneys at Site BBC in the Lau Basin (credit: Schmidt Ocean Institute).

is a natural concentrating mechanism for biomolecules arriving from meteorites and
biomolecule precursors raining out of the atmosphere (such as HCN). The cycling
between wet and dry conditions also provides the thermodynamic energy and the
dehydrating conditions necessary for forming covalent bonds between information
building blocks such as nucleotides [27, 51, 53].

The origin of life in hydrothermal vents is a “metabolism first” hypothesis. Hy-
drothermal vents at the ocean floor have no access to meteoritic or atmospheric sources
of biomolecules and precursors, given the ocean would dilute such sources immediately
upon entering. Therefore, in order to have biomolecules form in these environments, a
prebiotic metabolism (“Krebs cycle”) must emerge that makes use of the concentrated
CO2 and H2 present at the vent opening [54-57]. The strength of this hypothesis is
that the geochemistry present in hydrothermal vents is similar to biochemistry. For
example, there are naturally pre-existing proton and pH gradients in hydrothermal
vents, similar to the proton and pH gradients across the mitochondrial membrane that
powers cells [54, 56, 58].

Because the principles of each hypothesis differ so greatly, scientists generally
contribute research to one hypothesis or the other, although clearly both information
and metabolism must ultimately be linked in a complete picture. We research the WLP

hypothesis mainly because of the great deal of experimental testing this hypothesis
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has undergone with large success, and the fact that there are fewer and smaller
hurdles associated with it that are still to overcome. For example, experiments have
demonstrated the polymerization of long (> 300 nt) strands of RNA by subjecting
ribonucleotides (i.e. RNA monomers) to wet-dry cycles similar to WLP environments
[26-29]. Other experiments have shown the catalytic replication and polymerization
properties of folded RNA molecules (i.e. ribozymes) that are 65-187 bases long [59-62].
This suggests a fairly conceivable pathway from RNA building blocks to self-replicating
RNA polymers in WLP environments. The main components of this process that still
need to be demonstrated are producing ribonucleotides in a single step (i.e. “one-pot
synthesis”) at high yield, and the complete self-replication of a ribozyme. Both of these
components have been partially demonstrated, suggesting these hurdles are capable of
being overcome.

For example, ribonucleosides (adenosine, cytidine, uridine) have been produced in
0.7-2.7% yields from ribonucleotide building blocks (nucleobases, ribose, phosphoric
acid) in microdroplets [63, 64, and a complete ribonucleotide (adenosine monophos-
phate: AMP) has been produced in low yield (0.08%) from the same starting molecules
in bulk solution [65]. Powner et al. [42] synthesized the pyrimidine ribonucleotides
(cytidine monophosphate: CMP, uridine monophosphate: UMP) using a different
strategy that didn’t involve nucleobases or ribose as starting materials. Their process
was 3—4 steps and involved reacting glycolaldehyde, cyanamide, glyceraldehyde, and
cyanoacetylene to produce CMP at 32-46% yield, and exposing CMP to UV irradiation
to obtain UMP. The key product of the first step in this process is 2-aminooxazole (an
amino group (—NH2) attached to an oxazole ring), which has also been produced by
radiating solutions of HCN [39]. Most recently, Becker et al. [66] have synthesized the
pyrimidine nucleosides and nucleotides by exposing cyanoacetylene, hydroxylamine,
urea, metal ions, ribose and phosphate-containing minerals to wet-dry cycles akin to
WLPs (yields not reported). Finally, the DNA nucleosides have also been recently
synthesized by reacting nucleobases with acetaldehyde and sugar-forming precursors
(glyceraldehyde, formaldehyde) [67].

With respect to self-replicating ribozymes, a pair of cross-replicating ribozymes
were discovered that catalyze each other’s synthesis [60]. Specifically, these ribozymes
could combine two strands of RNA in the environment to produce their complimentary
ribozyme. Their complimentary ribozyme could then combine two strands of RNA in

the environment to reproduce the original ribozyme. Another ribozyme was discovered
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that can synthesize its own ancestor [59]. These ribozymes aren’t quite self-replicating,
but they do demonstrate genetic systems in the complete absence of proteins or other
biological materials.

Hydrothermal vents have much larger hurdles to overcome with regard to synthe-
sizing information polymers. The largest issue here is that the metabolisms imagined
to have emerged in these environments are still at a theoretical stage and have not
been experimentally tested [55-57, 68, 69]. Dave Deamer often uses the words of Karl
Popper [70] when critiquing the hydrothermal vent scenario, that a hypothesis must
be capable of being falsified [71].

Because there has been no experimental demonstration of emergent metabolism
in hydrothermal conditions, there has been little success at demonstrating a route to
information polymers in these environments. Information molecules do not polymerize
in aqueous solution unless their monomers are chemically activated, and even this
is difficult in solutions simulating the salinity, pH, and elemental composition of
hydrothermal vents. The general logic is that the phosphodiester bond that links two
RNA monomers together requires a condensation reaction where a molecule of water
is removed, and this reaction is thermodynamically uphill in conditions with high
water activity [51]. One way to activate nucleotide monomers is through metabolic
pathways to synthesize ATP [51]. Another is to introduce an imidazole ester “leaving
group” to the nucleotide [72]. Experiments simulating RNA polymerization from
unactivated nucleotides in hydrothermal vent environments have only succeeded at
synthesizing polymers up to 3 units in length [73, 74]. Burcar et al. [74] also tried
to polymerize RNA using imidazole-actived nucleotides in hydrothermal-simulated
conditions, and were only able to synthsize up to tetramers (4 nt). These lengths fall
short of the 65-187 nt ribozymes used in the lab to demonstrate catalytic replicative
activity [59-62].

1.1.2 The RNA World

The WLP hypothesis for the origin of life is most commonly based on the so-called
RNA world [75-80]. First proposed by Alex Rich and popularized by Walter Gilbert
in the 1980’s, the RNA world is a hypothetical evolutionary stage of life between
non-living biomolecules and the DNA/RNA /protein world that operates in all living
organisms today. During this stage, RNA acted as both the information and the

enzymatic activity needed for life; roles that have now been usurped by DNA and
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proteins, respectively.

The main reasons why the RNA world is so widely accepted are:

1. Long (>300 monomer) chains of RNA form when exposing ribonucleotides to
wet-dry cycles representative of WLP environments, suggestive of a prebiotic
route to the RNA world. There is no analogous prebiotic route to DNA or

peptides (i.e. amino acid polymers).

2. RNA is capable of acting as information polymer, when unfolded, and enzyme
for copying (ribozyme), when folded (see Figure 1.3). DNA is a more stable
information polymer than RNA, and proteins are much more sophisticated
enzymes than ribozymes, suggesting a logical evolutionary path from an RNA

world to the DNA/RNA /protein world of today.

3. Evolution tends to maintain ancestral traits. This may be why RNA still plays
a large role in life today (e.g. ribosomal RNA, messenger RNA, transfer RNA).

Certain RNA viruses are also thought to be vestiges of an prebiotic world [81].

There has been some discussion about the possibility of a simultaneous origin of
RNA and DNA [83, 84]. The main motivation behind this additional hypothesis is
that RNA is too “sticky” and doesn’t easily separate after a complementary strand
is copied onto a template. A strand composed of part RNA, part DNA on the other
hand, may get around this problem [83].

10
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Figure 1.3: (A) DNA and RNA as unfolded information templates for copying. (B)
RNA in a folded (catalytic) state. RNA is made up of ribonucleotide building blocks,
which are further subdivided into the nucleobase base-pairing component and the
ribose-phosphate backbone. When RNA is folded, it can exhibit catalytic behavior
such as synthesizing other RNA molecules from an unfolded template. Sources: [82].

1.1.3 Sources of RNA building blocks

Before RNA could polymerize and form ribozymes in WLPs, the building blocks of
RNA would need to become present in these environments. The question of how RNA
building blocks got there is the guiding motivation for this thesis work.

Chyba & Sagan [25] were the first to try to narrow down the origin of biomolecules
on early Earth’s surface by compiling estimates of organic carbon influx rates from
various sources including lightning, UV radiation, coronal discharges, atmospheric
shocks, meteorites, and interplanetary dust particles (IDPs).

They divided these sources into three categories:

1. Extraterrestrial sources (meteorites, interplanetary dust, comets),

2. Production driven by impact shocks, or

11
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3. Production driven by other energy sources (lightning, UV radiation)

It is also useful to use this categorization when thinking about the potential origins
of RNA building blocks. However, it is important to specify that category three
produces HCN in atmospheres, and the actual RNA building blocks themselves are
formed when this HCN enters WLPs [17, 36, 85].

Here we describe each of these sources as they pertain to the origin of RNA building

blocks in more detail.

1.1.3.1 Extraterrestrial sources

In Figure 1.4, we display the two major extraterrestrial sources of the building blocks

of RNA: carbon-rich meteorites, and interplanetary dust particles (IDPs).

10 cm

Figure 1.4: (a) The Murchison meteorite, a carbon-rich meteorite containing various
biomolecules including 3 of the 4 nucleobases in RNA. It fell to the surface in 1969 near
Murchison, Victoria, Australia. (b) An interplanetary dust particle under microscope.
These particles are collected in Earth’s atmosphere, usually by airplane. Sources: [86,
87].

Carbon-rich meteorites collected on Earth’s surface have been analyzed for organics,
and have been found to carry a vast inventory of different biomolecules, including
nucleobases [88, 89], amino acids [90, 91], sugars [92, 93], and fatty acids [94, 95].
The isotopic and chiral compositions of these biomolecules suggests that they are

indigenous to the meteorites, and are low in contaminant [89, 91, 95].

12
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In my undergraduate thesis [96], we performed thermodynamic simulations of
nucleobase synthesis in meteorite parent bodies and compared the distributions of
these biomolecules for various reactions with those in meteorite samples. From these
analyses, we determined that nucleobases are mainly produced via two pathways: 1)
Fischer-Tropsch synthesis, a gas-state reaction involving CO, H9, NH3 and a mineral
catalyst, and 2) aqueous HCN-based reactions [97].

There have been no biomolecule analyses of IDPs; however, time-of-flight secondary
ion mass spectrometry has been performed on IDP samples to measure elemental
abundances, and some IDPs have elemental ratios similar to carbon-rich meteorites
[98]. Furthermore, laboratory experiments have produced all five nucleobases on the
surfaces of icy interplanetary dust analogous containing pyrimidine or purine through
exposure to UV radiation [99, 100]. Ribose has also been synthesized by irradiating
icy grains containing methanol, water and ammonia [101].

In Pearce et al. [31], we developed a comprehensive numerical model to determine
the fate of nucleobases in WLPs from meteorite and IDP sources. When nucleobases
enter the pond, they are faced with various destructive sinks including hydrolysis, UV
photodissociation, and seepage (through pores in the base of the pond). The pond
also has seasonal wet-dry cycles driven by the balance of precipitation, evaporation
and seepage. The model is summarized visually in Figure 1.5.

From these models, we found that carbon-rich meteorites were a plausible source
of ppm—ppb-level concentrations to WLPs on early Earth for up to a few years, but
that IDPs delivered negligible concentrations. A finite supply of nucleobases, such
as what would be delivered during a meteorite deposition, would need to react and

polymerize quickly (within a few years) in order to survive in WLPs.

13
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Figure 1.5: Summary of our sources and sinks numerical warm little pond model.
Nucleobase sources are meteorites and IDPs, and sinks are hydrolysis and seepage in
the wet phase, and UV photodissociation in the dry phase. For water, precipitation is
the only source, and evaporation and seepage are sinks. Source: [31].

1.1.3.2 Production driven by impact shocks

Very large planetesimals such as an asteroids or a comets cannot be slowed to terminal
velocity by the atmosphere, resulting in hypervelocity impacts [25, 102]. These impacts
result in high-energy density shocks that vapourize the impactor and are favourable
for gas-state organic synthesis [103—-106].

Ferus et al. [105, 106] produced all five nucleobases as well as ribose in experiments
simulating the conditions of a hypervelocity asteroid descent and impact. In particular,
they mimicked the plasma conditions from these high-energy events by irradiating
formamide and formaldehyde ice samples with a high-power laser.

The big question with impact shock synthesis of RNA building blocks, is whether
the building blocks will survive in the environment while the post-impact area cools.

These building blocks would need to remain localized to eventually concentrate in

14
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WLPs. Like meteorites, this RNA building block source is also finite, as a subsequent
hypervelocity impact in a WLP environment would destroy the pond and reset the

process.

1.1.3.3 Production driven by other energy sources

This last category is the process by which a biogenic planet would produce the
biomolecules for life, and is the focus of this thesis. To summarize the steps: UV
radiation-driven chemistry in the upper atmosphere, and lightning-driven chemistry
in the lower atmosphere produces HCN [85, 107]. This HCN, being water soluble,
dissolves in rain droplets and lands in WLPs [107]. UV-based aqueous chemistry then
proceeds in WLPs to produce the building blocks of RNA, including nucleobases,
ribose, and 2-aminooxazole [9, 37-40, 42].

Unlike meteorites and production by impact shocks, these sources provide a steady
supply of precursor HCN to WLPs as long as the atmospheric composition is favourable
for HCN production via these energy sources. In the following section, we outline the

physical and chemical processes related to atmsopheric HCN production in detail.

1.2 HCN Production in Atmospheres

HCN is a fairly common atmospheric species whenever methane is present. For
example, the richest HCN atmosphere in the Solar System—belonging to Saturn’s
moon Titan—has a CH4 composition of ~5.7% [108]. With such a large supply of
methane, Titan produces ~0.1-10 ppm HCN in the lower atmosphere (<600 km) and
~0.01-0.5% HCN in the upper atmosphere (>700 km)—as measured by instruments
aboard the Cassini spacescraft [109-112].

The New Horizons spacecraft performed UV solar occultation measurements as
it flew by Pluto in 2015, and this data suggested its atmosphere was roughly 0.25%
CHy4 [113]. A couple years later, ~40 ppm HCN was observed in Pluto’s atmosphere
with the Atacama Large Millimeter/submillimeter Array (ALMA) [114]. Baines et al.
[115] used a combination of observations performed by the International Ultraviolet
Explorer spacecraft and ground-based spectrometers to determine Neptune’s CH4
content at ~3%, and Karkoschka & Tomasko [116] used the spectrometer aboard the
Hubble spacecraft to determine Uranus has ~2% CH4. Observations by the James

15



Ph.D. Thesis - Ben K. D. Pearce McMaster University - Physics & Astronomy

Clerk Maxwell Telescope detect HCN on these worlds with abundances of ~1 ppb,
and <0.1 ppb, respectively [117].

Methane has also potentially been detected on Mars. The Tunable Laser Spec-
trometer aboard the Curiosity rover measured background CH4 abundances of ~0.4
ppb [118]; however, these measurements have recently come into question [119] given
that the ExoMars Trace Gas Orbiter did not detect any atmospheric methane [120].
The only HCN measured on Mars is from samples of mudstone and aeolian deposits
taken from the surface, at 2-40 nmol [121]. It remains unclear whether atmospheric
methane and HCN are present in detectable levels on Mars.

In terms of exoplanets, HCN has been tentatively detected in the atmospheres of
55 Cancri e [122] and WASP-63b [123] using the WFC3 camera aboard the Hubble
telescope. However, the absorption signals corresponding to CH4 are undetermined or
hidden below the HCN absorption on these worlds.

Models of HCN production in hypothetical exoplanet atmospheres have shown
that HCN is most readily produced in atmospheres rich in CH4, but that CH4 isn’t a
requirement for HCN production. For instance, an atmosphere rich in C2H9 can also
lead to rich HCN production, and a CO atmosphere can even produce modest > ppm
amounts of HCN [124]. In general, these models suggest free availability of N9 and a
C/0O ratio > 1 are the key requirements for efficient HCN production.

Atmospheric models of HCN production in early Earth’s atmosphere have also
noted the dependence of CH4 abundance on HCN production [107, 125]. The reason
for this dependence is that atmospheric HCN is mainly produced from reactions
involving methane and nitrogen radicals [36, 126]. These radicals form when an
energy source breaks apart stable CH4 and N9, leaving behind reactive species such
as CH3, 3CHQ, 1CHQ, CH, H, AN and 2N Examples of input energy are: UV
radiation, lightning, galactic cosmic rays (GCRs), the solar wind, impacts, and heat.
For atmospheric temperatures 2 1000 K, the chemistry of HCN can be approximated
using thermodynamic equilibrium models [127, 128]; however, for cooler atmospheres
such as early Earth and Titan, a chemical kinetics approach is required to model the

non-equilibrium processes involved in producing HCN [107, 124-126, 129-133].

IThe superscript in front of the molecular or atomic species refers to the spin state. For example,
N, or quartet nitrogen, is the ground state for nitrogen atoms. This is the state where the 2p,, 2p,,

and 2p, orbital electrons are all unpaired and aligned (all 1 or all ). Doublet nitrogen, 2N, is a
higher-energy excited state, where one of the 2p electrons is anti-aligned and paired with another 2p
electron.
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1D atmospheric chemical kinetics models compute the change in abundance (i.e.
molar mixing ratio) of each molecule in a chemical network as a function of location
(atmospheric layer) and time. The chemical network is a collection of reaction rate
coefficients which describe the frequency at which each reaction occurs as a function of
temperature and pressure. Because chemical kinetics models are time-dependent, they
can be coupled with other time-dependent atmospheric processes including: photo-
chemistry, GCRs, turbulent mixing, diffusive mixing, lightning chemistry, outgassing,
rain-out and hydrodynamic escape from the upper atmosphere. Presently, atmospheric
chemical kinetics models are limited to being run with a static pressure-temperature
profile under the assumption that it does not change drastically over the course of the
simulation. This is a topic for future work that will be discussed in more detail in
Chapter 6.

In the perfect scenario, all the rate coefficients in a chemical network would come
from experimental measurements performed over a range of temperatures and pressures.
However, such experiments are time consuming and are not yet complete for the breadth
of reactions, temperatures, and pressures occurring in planetary atmospheres. An
alternate source of rate coefficients is to calculate theoretical values using quantum
computational chemistry methods (e.g. [134-136]). Quantum chemistry simulations of
small molecular systems (e.g. 2-12 atoms) only take hours to complete on a computer
cluster, and one can explore a large range of potential reactions simultaneously. This
approach often leads to discovery of new reactions that were previously unknown
in the literature. In this thesis, we develop such quantum chemistry methods, and
uncover 93 reactions relevant to HCN and H2CO chemistry in terrestrial planetary
atmospheres that were previously missing from the literature. We validated our
methods on hundreds of reactions that have experimental measurements, and found
our calculations are most often within a factor of 2 of experimental values and generally
always within an order of magnitude of these values. This accuracy is consistent with
the typical uncertainties assigned in large scale experimental rate coefficient evaluations

(e.g. Baulch et al. [137]).
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1.2.1 Calculating Atmospheric Rate Coefficients using

Computational Quantum Chemistry

A large portion of this PhD thesis involves computing reaction rate coefficients for
HCN and formaldehyde (H2CO) chemistry in planetary atmospheres (Chapters 2—4).
In this section, I will give a brief overview of computational quantum chemistry, and
the methods we use to calculate rate coefficients for atmospheric chemical kinetics
modeling.

The basis of computational quantum chemistry methods is to solve the Schodinger
Equation (Equation 1.1) for a system of particles that interact by Coulomb attraction
and repulsion forces. Because the nuclei are much heavier than electrons, they move
much slower and appear stationary to the electrons. For this reason it is convenient to
separate the motion of the nuclei and the electrons [138]. This is known as the Born-
Oppenheimer (B-O) approximation and is fundamental to computational quantum

chemistry.

HU = EV (1.1)

H represents the molecular Hamiltonian, ¥ represents the wavefunction and E repre-

sents the energy. The molecular Hamiltonian can be broken into five components.

5 1 M 9 NN VA,
=—*ZV —*Z*V ZZ +ZZ Z Z . (1.2)
A:l i—1A=1" i=1j>i i)  A=—1B>A TAB

The first term represents the electronic kinetic energy, the second term represents the
nuclear kinetic energy, the third term represents the electron-electron repulsion, the
fourth term represents the nuclear-electron attraction, and the last term represents the
nuclear-nuclear repulsion. M, Z, and r represent mass, atomic number, and separation,
respectively. Electron indicies are from ¢ or 5 to N and nucleus indicies are from A or
B to M. Atomic units are used in this form of the equation for simplification (e.g. h
= 1). In practice, using the B-O approximation means the second term is gone, i.e.,
the nuclear motion is effectively zero, and the last term, the nuclear-nuclear repulsion,
is a constant.

For our purposes, we focus on a particular method which provides an approximate

solution to the Schodinger Equation known as density functional theory (DFT),
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developed by Pierre Hohenberg, Walter Kohn, and Lu Jeu Sham in 1964-1965 [139,
140]. DFT is widely used in the field of physics. An analysis of citation data showed
DFT was the most active field in physics during 1980-2010, claiming 8 of the top 10
most cited physics papers [141]. The underlying principle of DFT is that each of the
electronic terms in the Schodinger Equation above is a functional (i.e. a function of
another function) of the electron density. The electron density (p(7)) is the probability
of finding any of the N electrons in the volume element . The process of a DFT
algorithm is to use an initial guess for p(7) to solve for the potential energy terms
and the wavefunction. From these parameters, a new density is calculated from the
quantum mechanical expectation value (Equation 1.3), and the process is repeated

until convergence [142].

p(7) = ;fil‘lf(F)l2 (1.3)

fi is the occupation number for orbital ¢.

Using p(7) to obtain an approximate solution to the Schédinger Equation greatly
speeds up numerical computations, as electron density is only a function of x, y and z,
whereas methods that deal with the many-body electronic wavefunction have to keep
track of 3N variables—where N is the number of electrons in the system. DFT is ideal
for our purposes, as it combines high computational efficiency with very good physical
accuracy [143, 144], allowing us to explore and calculate rate coefficients for a dozen
or so reactions a day.

Calculating rate coefficients using DFT is based on a technique known as transition
state theory (TST). The main concept of TST is that the frequency of a reaction
is characterized by the size of the energy barrier in transitioning from reactants to
products. In practice, this involves finding the highest energy point along a minimum
energy path (MEP) between the reactant and product geometries. A handy way to
visualize the principles of TST is to use a potential energy surface (see Figure 1.6). The
x and y coordinates represent the distances and/or angles that describe the structure
for the reaction, and the z coordinate represents the potential energy. In order for
a reactant structure to leave its minimum energy well, it must overcome an energy
barrier corresponding to a transition state structure. On the other side of the transition
state, is another minimum energy well representing the product structure. Knowledge

of the transition state for a reaction provides us with the statistical mechanical data
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necessary for calculating the rate coefficient.
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Figure 1.6: A visualization of the potential energy surface for a reaction. The reactant
structure is at a minimum, and must overcome a transition barrier to change to another
low energy structure by traveling along a minimum energy path (red lines). Source:
[145].

In Figure 1.7, we show the change in structure for the reaction CH4 + CN —
CH3 + HCN as it travels along the MEP through its transition state. Finding the
transition state for this reaction involves freezing the bond distance between “H2”
and “C1” at different intervals, and then using DFT to optimize each geometry to
the lowest energy structure to obtain points along the MEP. We use the maximum
Gibbs free energy criterion (instead of maximum total energy) as this method offers a
compromise of energetic and entropic effects, and can be used for reactions without
energy barriers (i.e. only entropic barriers) [146, 147]. In Figure 1.8, we can see the
transition state for CH4 + CN —— CH3 + HCN corresponds to a C-H distance of
1.86A.

With the data from the DFT simulations of the transition state at a chosen
temperature, we can plug the energies and partition functions into the statistical
mechanical rate coefficient equation, originally developed by Henry Eyring, Meredith
Gwynne Evans, and Michael Polanyi in 1935 [149, 150]

ksT QYT s) o~ Fo(s)/RT
h I, Q' (T) ’

where o is the reaction path multiplicity, kg is the Boltzmann constant (1.38x1072

kor(T,s) =0 (1.4)
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Figure 1.7: A visualization of the minimum energy path between reactants (CH4 +
CN) and products (CH3 + HCN), through the transition state. Made using Avogadro
open-source chemistry visualization tool [148].

J K1), Tis temperature (K), h is the Planck constant (6.63x10734 J-s), Q* is the
partition function of the transition state per unit volume (cm™2), @Q; is the partition
function of reactant species ¢ per unit volume, n; is the stoichiometric coefficient of
species ¢, N is the number of reactant species, Fj is the difference in zero-point energies
between the transition state and the reactants (kJ mol™') (0 for barrierless reactions),
and R is the gas constant (8.314x1073 kJ K~ mol™).

The frequency at which a reaction occurs is dependent on the probability of the
system being in the transition state versus the probability of the system being in
the reactant state. These probabilities are characterized by the partition functions.
Because classical partition functions involve integrating over the Boltzmann factor

(e=P/BT) "an additional exponential factor appears naturally in the equation due to
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Figure 1.8: Gibbs free energies along the minimum energy path for the reaction CH4 +
CN — CH3 + HCN.

the difference in zeros of energy between the transition state and reactant states.

Additional simulations are performed for reactions with pressure dependence. An
example pressure-dependent reaction would be CN+H+M —— HCN + M, where M is
a atmospheric species that collisionally stabilizes HCN. In the absense of a third body,
the product would vibrationally decay back into the reactants. We perform collisional
Monte Carlo simulations employing Rice-Ramsperger—Kassel-Marcus/master equation
(RRKM/ME) theory [151] in order to determine the relation between pressure and the
probability of reaction products becoming collisionally stabilized.

We refer the reader to Chapters 2, 3, and 4 for complete details of the theoretical

and computational quantum methods used to calculate rate coefficients.

1.2.2 Physical processes in atmospheres

A key connection between physics and chemistry in planetary atmospheres is radiative
transfer. Radiation interacts with molecules in the atmosphere via absorption and
scattering, and breaks down molecular species via photodissociation processes.

In order to compute photochemistry, 1D atmospheric chemical kinetics models keep
track of radiation emitted by and passing through the atmospheric layers. Radiative
transfer is set up via the two-stream equations for upward and downward flux [152]

d

Eh = I, +7B(v,T(1,)) (1.5)
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LI =1 = nB. () (16)

where, for a layer of optical thickness 7, at frequency v, the first terms on the right hand
side represent absorption of incoming radiation I by the atmospheric layer, and second
term, B(v,T(7,)) is the Planck function to represent emission by the atmospheric
layer in local thermodynamic equilibrium (LTE).

The absorption of radiation is controlled by the opacity x, which is related to 7
via [152]

d(T,,ch())se) _ —ig, (L.7)
where 6 is the angle of propagation relative to the vertical, p is pressure and g is
gravitational acceleration.

Typical assumptions for 1D radiative transfer codes are that the atmosphere is
plane-parallel (i.e. no curvature), that the layers are in LTE, that the average intensity
is described by the Eddington approximation (i.e. near-isotropic radiation), that the
atmosphere is at steady state in terms of atmospheric pressure (i.e. chemistry only
affects mixing ratios), and that the atmosphere is “grey” (i.e. the opacity across all
wavelengths is calculated as the Rosseland mean opacity) [152].

Our models also include Rayleigh scattering, which is radiation emitted by an
atmospheric particle oscillating as a dipole. Essentially, incident radiation has an
electric field and can cause opposite charges on a molecule to migrate to opposite ends.
This induced dipole moment oscillates at the same frequency as that of the incident
wave [152]. Rayleigh scattering is an elastic process; therefore, the energy created due

to scattering is lost by the incoming beam. The cross-section for Rayleigh scattering is

4
Xsca = 8;2; a, (1.8)
where )\ is the wavelength of light, and «, is the polarizability constant of the scattering
molecule. Rayleigh scattering dominates at the blue and violet end of the visible
spectrum, which is the cause of our blue skies. The Rayleigh scattering cross-section
is included in the optical depth, and terms are added to the two-stream equations to
account for the scattering source.
The main reason to include radiative transfer in chemical kinetics models is to

calculate photochemistry, i.e. the dissociation of molecules into their fragments. In
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the code, this is handled by the wavelength-dependent absorption cross-sections, and
the branching coefficients for each decay pathway. Absorption cross-sections are
typically measured in the laboratory and cover the extreme ultra-violet (EUV) and
UVC range i.e. ~1-280nm [153]. Radiation at these wavelengths attenuates as it
propagates towards the surface from the top of the atmosphere; therefore, for typical
terrestrial atmospheres that are optically thick at these wavelengths (Pg,.; = 1 bar),
photochemistry is predominantly an upper atmospheric process.

Photodissociation can be generally broken down into non-ionization and ionization
processes. When the energy of the absorbed photon is below the ionizing energy for a
molecular species, an electronic transition occurs from the ground state to an excited
state. This transition is “instantaneous” with respect to nuclear motion, therefore the
molecule does not change shape during excitation. In terms of Figure 1.6, this can be
visualized as maintaining the position on a potential energy surface, but changing the
landscape below it. The position of the molecule on the new excited-state landscape
is not always going to be near a stable minimum. In some cases, it will find itself on
the steep slope leading to one of the dissociation minima for that species [154].

Alternately, if the absorbed photon is high enough energy to ionize the molecule, the
ionized species can undergo dissociative recombination. This is the main mechanism
for N9 dissociation at wavelengths below ~ 80 nm [36, 155]. The two step process is

as follows

N9 + hv — N9t + e~ (1.9)
Not +e” — N +2N (1.10)

where the 4 and ? superscripts represent the ground (quartet) and excited (doublet)
spin states for the nitrogen atom.

The other sources of energy that dissociate molecular species in the atmosphere
like galactic cosmic rays (GCRs) and lightning are not dependent on radiative transfer.
GCRs are small ions like protons that precipitate down and collide with molecules
in the upper atmosphere to produce a secondary shower of electrons. This secondary
shower propogates to the lower (denser) region of the atmosphere and excites and
ionizes molecules, which leads to dissociation in a similar way to photochemistry [156,
157]. GCRs are particularly important for modeling chemistry in the atmosphere of

Titan, as the area surrounding Saturn is particularly enriched in GCRs due to the

24



McMaster University - Physics & Astronomy Ph.D. Thesis - Ben K. D. Pearce

presence of the planet’s powerful magnetic field. Instead of doing radiative transfer on
a secondary field (“GCR radiation”), we model GCR-based dissociation by inputting
fixed molecular destruction rates from models (e.g. [156, 157]) in the area where
collisions with the secondary electron shower occur (e.g. similar to [133]).

Finally, lighting produces a great deal of thermal energy along the ion channel (T ~
30000 K) [158], making collisions between atmospheric gases frequent. These collisions
excite or ionize molecules in a similar way as GCR collisions, which leads to dissociation
[159] and other high temperature chemistry such as NO production [160]. Because
the chemical equilibrium timescale above 10000 K is short (us) compared to the eddy
diffusion timescale (~10us) and the cooling time of the lightning channel (~100 ms),
we can calculate the products of lightning chemistry using a thermodynamic approach
[161, 162]. These products are then input into the bottom layer of our atmospheres at
a rate that corresponds with the model lightning flash density (e.g. 0.3-28.9 flashes
km~2 yr~! on Earth today [163])

There are two main processes by which molecules move between atmospheric layers:
molecular diffusion and eddy diffusion. Molecular diffusion is movement due to the
thermal motions of gases, whereas eddy diffusion is movement due to turbulence in
the atmosphere (e.g. convection). On top of these sources of movement, there can
also be influxes and outfluxes at boundaries due to things like outgassing, rain-out
and escape.

In 1D atmospheric chemical kinetics models, the movements of molecules and the

chemistry are coupled in what is known as the continuity-transport equation [164]

L T O LTI WL
dt nht Peg+ Py = Paun

dn dn dn ( 1 1 ap dT) LR (1.11)
where n is the number density of a certain species (cm™3), P is the production rate of
the species (cm™ s71), L is the loss rate of the species (s7!), Dy is the eddy diffusion
coefficient, D), is the molecular diffusion coefficient, Hy is the mean scale height, H is
the molecular scale height, T" is the temperature (K), a is the thermal diffusion factor
and R describes the influx/outflux for the molecule if it’s at a boundary (cm™3 s71).
The second last term represents the advective (bulk motion) component of molecular
transport.

In Figure 1.9, we display a range of eddy diffusion profiles (Dg) and the methane
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molecular diffusion profile (D) used in atmospheric chemical kinetics models of Titan’s
atmosphere. Note how in the lower atmosphere, molecular diffusion is negligible in
comparison to turbulent mixing. In the uppermost atmosphere, molecular diffusion
takes over as the dominant mode of molecular movement. This is because molecular
diffusion is inversely proportional to density, whereas turbulence is most prominent in

the high-pressure convective regions of atmospheres.
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Figure 1.9: Various eddy diffusion profiles employed by atmospheric chemical kinetic
models of Titan’s atmosphere, as well as the methane molecular diffusion profile for
comparison. Source: [130].

The R term in the continuity-transport equation can describe inflows and outflows
at the surface or top-of-atmosphere (TOA). Hydrodynamic escape is a common outflow
for models of atmospheres containing hydrogen gas (e.g. Zahnle et al. [129, 165]).
This process occurs when the upper atmosphere absorbs solar soft X-ray (XUV) and
far ultraviolet (FUV) radiation, warms up, and expands, pushing gas upward. As the
gas rises, it accelerates smoothly through the speed of sound until it reaches to escape
velocity [166].

The hydrodynamic escape of hydrogen can be modeled as diffusion-limited or
energy-limited, depending on the amount of XUV and FUV radiation incident on the
TOA. In the high XUV and FUV regime, molecules at the top of the atmosphere are
cleared out efficiently upon absorption, and the bottleneck for the escape of hydrogen

to space becomes the upwards diffusion of gases through the upper atmosphere. In
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the low XUV and FUV regime, the bottleneck is the amount of radiation incident
on the top of the atmosphere. Zahnle et al. [165] developed a model that blends the
energy-limited escape with the diffusion-limited escape as a function of XUV /FUV
flux. They fit their model to the following equation, which we use in our early Earth

models.

ANy, AS  Nu, 4
—— 1.12
( 7 )esc Tt DS, N, (em™2s71) (1.12)

where A = 2x10'2 cm=2 s7!, B2 = 0.006, S is the XUV and FUV irradiation relative

to modern Sun, N, is the number of H2 molecules, and N; is the number of molecules

of species j. The maximum hydrogen escape rate (i.e. é\; }JI\Z = 1) for early Earth XUV
and FUV fluxes is ~10' cm=2 s7!. We use H9 impact degassing rates that are below
the maximum H92 escape rate in order to maintain the validity of the static pressure
assumption of our atmospheric models.

Near the bottom of the atmosphere, where rain clouds form, water-soluble species
dissolve in rain droplets and fall to the surface. The velocity at which species rain-out
of the atmosphere is roughly dependent on their solubility [107, 167]. For example, the
Henry’s law constant for HCN is ~12 M atm™!, which is approximately 2 orders of
magnitude lower than the Henry’s law constant for H2CO of ~3400 M atm™" [168, 169].
Similarly, HCN rain-out is typically paramaterized with a deposition velocty of 7x 1074
cm/s, which is approximately 2 orders of magnitude lower than the deposition velocity
for H2CO (0.1 cm/s) [107, 164]. In the case of a planet with a large liquid reservoir
such as an ocean, the flux of evaporation at the surface dominates over rain-out. This
is because H20 from the troposphere is efficiently removed by tubulent mixing and
photochemistry, preventing H2O levels from reaching the saturation vapour pressure.
We include ocean-atmosphere coupling in our early Earth models (Chapter 5) by
providing a contant influx of H2O at the surface. In our Titan models, we include
H20 influx at the TOA to represent water delivered by micrometeorites, as this is the
dominant source of water on Titan [133].

We also include surface influxes in our early Earth models representing the main
sources of the key atmospheric species during the Hadean eon (~4.5-3.9 bya), i.e. H2,
CO2, and CH4.

The main source of H2 on early Earth is impact degassing [129]. When iron-rich

asteroids impact the surface and vapourize, iron is oxidized by water in the reaction
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Fe + H2O —— FeO + H2. Fits to the lunar cratering record suggest that the impact
bombardment rate declined linearly from 4.5 to 3.9 bya. This suggests that impact
degassing was a rich source of H9 early after the planet became habitable, and became
less abundant over time.

Analyses of the oxidation state of ~4.35 bya zircons suggests that the early mantle
was already oxidized by this time. In this case, the main outgassed species from
volcanoes through most of the Hadean was CO2 rather than H2 and CH4 [170]. More
recent works analyzing younger (~3.5-3.8 bya) metamorphosed mid-oceanic ridge
basalts and komatiitic and picritic systems suggest a slightly less oxidized mantle
around this time with a slightly lower proportion of CO2 to H2 and CH4 outgassed
from volcanoes during the Hadean eon as compared to today [171, 172].

Finally, the main source of CH4 depends on the size of impactors during the
sustained declining bombardment of the Hadean eon. If there was one or more
impactors with a size of the Vesta asteroid or greater (525-2300 km in diameter), then
post impact temperatures would be high enough to rapidly produce CH4 [129]. This
scenario is often paired with the Late Veneer Hypothesis (LVH), which suggests that
~1% of the Earth’s mass was delivered after the magma ocean cooled and solidified.
The evidence for the LV, is the enrichment of the elemental composition (e.g. Os, Ir, Ru,
Rh, Pt, Pd) of the primitive surface from what would be expected after differentiation
[173-175].

One issue with having a single Vesta-sized impactor for the LV rather than multiple
smaller impactors, is that such large impactors are improbable during the Hadean.
The largest lunar projectile was ~200 km in size—as seen in the cratering record—so it
is expected that few objects greater than 300 km would have impacted the early planet
[176]. It is also unclear how habitability would evolve in a Vesta-sized LV scenario, and
whether WLPs could exist during a high-pressure, methane-rich post-impact phase.
Greenhouse effects due to collision-induced absorption [177] and increased atmospheric
methane [178] could create global temperatures that are too hot for WLPs. In such a
scenario, the methane content may be diluted by the time the atmosphere cools to
pond-forming temperatures.

In the absence of such large impactors, the main source of CH4 is generally thought
to be from water-dependent processes in hydrothermal systems. First, serpentinization
of Fe- and Mg-rich ultramafic rocks (e.g. olivine) in mid-ocean ridges and forearc

systems produces H2. Then, H9 reduces the CO2 in these environments via mineral-
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catalyzed Fischer-Tropsch synthesis to produce CH4 [179, 180]. The abiotic reduction
of CO2 is considered to be slow at low temperatures (< 300 °C) given the kinetic
barriers to methane production [181]. Field studies of hydrothermal systems suggest
abiotic CH4 is generated in these environments; however, experiments of Fischer-
Tropsch synthesis from olivine typically find very low yields [182]. Therefore, the
source and abundance of abiotic methane production in hydrothermal systems is still
somewhat uncertain.

Considering the dependence of reducing gases such as H2 and CH4 on biomolecule
production in Miller-Urey experiments [12, 14], the hypothesis in this thesis is that
early Earth’s best chance for biogenicity was near the beginning of the Hadean eon.
At this stage, reducing conditions were driven by a high H2 impact degassing rate
that is in equilibrium with hydrodynamic escape from the TOA. As the bombardment
rate declined into the late Hadean, molecules such as N9, and CO2 would begin to
dominate, shifting the atmosphere to more oxidizing conditions. The main goal of this
thesis is to model atmospheric HCN production during these different epochs and to
couple HCN rain-out to biomolecule production in WLPs to understand if and when

early Earth was biogenic.

1.3 Thesis Outline

The chapters in this thesis will proceed as follows.

In Chapter 2 (Pearce, B. K. D., Ayers, P. W., & Pudritz, R. E. 2019. “A
Consistent Reduced Network for HCN Chemistry in Early Earth and Titan Atmo-
spheres: Quantum Calculations of Reaction Rate Coefficients”. J Phys Chem A, 123,
1861-1873), we develop the initial methods for calculating two-body reaction rate
coefficients for atmospheric reactions using quantum chemistry. We do an initial
quantum methods comparison analysis on a well-studied reaction using 6 different
commonly used quantum methods in order to find the most accurate method for
further calculations. We then use the most accurate method from this analysis to
calculate a consistent reduced network of 42 reactions for HCN chemistry in early
Earth and Titan atmospheres. We validate our method by comparing our calculated
rate coefficients with experimental values when available (~64% of reactions). Fifteen
reactions previously unknown in the literature are discovered in this chapter.

Then, in Chapter 3 (Pearce, B. K. D., Molaverdikhani, K., Pudritz, R. E.,
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Henning, Th. & Hébrard, E. 2020. “HCN production in Titan’s Atmosphere:
Coupling quantum chemistry and disequilibrium atmospheric modeling”. Astrophys J,
901, 110), we improve the accuracy of our methods for calculating two-body reaction
rate coefficients by a factor of ~2, and develop the methods for calculating three-body
reaction rate coefficients as a function of pressure. First, we use these methods to
recalculate the original reactions from Chapter 2. Then, in order to leave no stone
unturned, we explore the entire field of possible reactions for a list of primary species
in N9-, CH4-, and H2-dominated atmospheres. In this effort, we calculate 36 new
two-body reactions and 32 new three-body reactions related to HCN chemistry in
Titan’s atmosphere. Thirty-three of these new reactions were previously unknown in
the literature. Next, we develop a consistent reduced atmospheric hybrid chemical
network (CRAHCN) containing experimental values when available and our calculated
rate coefficients otherwise. We then couple this network with an atmospheric chemical
kinetics model to simulate HCN chemistry in Titan’s atmosphere. We compare our
simulated profile with observations taken by instruments aboard the Cassini spacecraft
and find excellent agreement. We also perform sensitivity analyses in order to discover
the 19 dominant reactions responsible for HCN production and destruction in Titan’s
atmosphere and build a complete picture of HCN chemistry in this environment.
Finally, we perform a comprehensive quantum methods comparison on 11 of the 19
dominant reactions that have experimental values. We compare the accuracy of 3
commonly used quantum methods and find our initial selection is most commonly the
most accurate.

Next, in Chapter 4 (Pearce, B. K. D., Ayers, P. W., & Pudritz, R. E. 2020.
“CRAHCN-O: A Consistent Reduced Atmospheric Hybrid Chemical Network Oxygen
Extension for Hydrogen Cyanide and Formaldehyde Chemistry in CO2-, N2-, HQO-
, CH4-, and H2-Dominated Atmospheres”. J Phys Chem A, 124, 8594-8606), we
expand on CRAHCN to include oxygen chemistry so that it is applicable to early
Earth’s atmosphere containing CO2, H20, and H2CO. We take a similar approach to
Chapter 3, and explore the entire field of reactions for a list of primary species. In this
effort, we calculate the rate coefficients for 95 new one- and two-body reactions, as well
as 31 new three-body reactions related to HCN and H9CO chemistry in early Farth’s
atmosphere. We continue to validate our methods by comparing with experimental
values when available. Fourty-five of the new reactions calculated in this work were

previously undiscovered in the literature. We identify 6 reactions from this list that
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are likely to dominate HCN and H2CO production and destruction in planetary
atmospheres containing oxygen species. Finally, we develop the oxygen extension to
our consistent reduced atmospheric hybrid chemical network (CRAHCN-O), using
experimental values when available, and our theoretical values otherwise. This network
can be used to simulate HCN and H9CO chemistry in atmospheres dominated by any
of CO2, N2, H20O, CH4, and H2.

All of this work leads to Chapter 5 (Pearce, B. K. D., Molaverdikhani, K.,
Pudritz, R. E., Henning, Th. & Cerrillo, K. E. 2021. “En route to RNA life: From
atmospheric HCN to biomolecule production in warm little ponds”, Nature Astronomy,
submitted), where we couple terrestrial geochemistry, radiative transfer, atmospheric
photochemistry, lightning chemistry and aqueous pond chemistry to determine if and
when early Earth was biogenic. First, we employ two specially developed atmosphere
codes and the CRAHCN-O network to develop a self-consistent chemical kinetics model
for the production and rain-out of HCN in early Earth’s atmosphere. Then, we couple
the rain-out of HCN at two different epochs (4.4 and 4.0 Ga) to our comprehensive
numerical model of warm little ponds developed during my M.Sc. to compute the in
situ production of the building blocks of RNA. These epochs differ in composition
(reducing versus oxidizing conditions), luminosity, UV intensity, lightning production
of HCN and radicals, and impact bombardment rate. We then compare the nucleobase
concentrations from in situ production with those from meteoritic delivery in order
to determine whether early Earth was biogenic. We also calculate the concentrations
of other key building blocks of RNA, including the other four nucleobases (guanine,
uracil, cytosine, thymine), ribose, and 2-aminooxazole (an intermediate in the Powner-
Sutherland synthesis of nucleotides) [42]. Our models suggest that early Earth was
biogenic during the early reducing phase of the Hadean eon at 4.4 Ga, and that this
phase lasted for at least 100 million years.

Finally, in Chapter 6, we summarize the main conclusions of this thesis and describe

our aims for future work.
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Chapter 2

A Consistent Reduced Network for
HCN Chemistry in Early Earth
and Titan Atmospheres: Quantum
Calculations of Reaction Rate

Coeflicients

Science and everyday life cannot and should not be

separated.

— Rosalind Franklin
Ben K. D. Pearce, Paul W. Ayers, & Ralph E. Pudritz

N.B. This chapter was published in The Journal of Physical Chemistry A (DOI:
10.1021/acs.jpca.8b11323) on February 5", 2019.

Abstract

HCN is a key ingredient for synthesizing biomolecules such as nucleobases and amino
acids. We calculate 42 reaction rate coefficients directly involved with or in competition

with the production of HCN in the early Earth or Titan atmospheres. These reactions
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are driven by methane and nitrogen radicals produced via UV photodissociation or
lightning. For every reaction in this network, we calculate rate coefficients at 298 K
using canonical variational transition state theory (CVT) paired with computational
quantum chemistry simulations at the BHandHLYP /aug-cc-pVDZ level of theory. We
also calculate the temperature dependence of the rate coefficients for the reactions
that have barriers from 50-400 K. We present 15 new reaction rate coefficients with
no previous known value. 93% of our calculated coefficients are within an order of
magnitude of the nearest experimental or recommended values. Above 320 K, the
rate coefficient for the new reaction HOCN —— HCN + H dominates. Contrary
to experiments, we find the HCN reaction pathway, N + CH3 —— HCN + H2,
to be inefficient, and suggest the experimental rate coefficient actually corresponds
to an indirect pathway, through the HyCN intermediate. We present CVT using
energies computed with density functional theory as a feasible and accurate method

for calculating a large network of rate coefficients of small-molecule reactions.

2.1 Introduction

HCN is a precursor to the building blocks of life. For example, HCN reacts to produce
nucleobases, the building blocks of RNA/DNA| as well as amino acids, the building
blocks of proteins, in aqueous environments [38, 85, 89, 91, 183|. For adenine synthesis,
HCN first condenses in water to form oligomers, which then forms adenine upon
hydrolysis [184]. HCN may have formed in the atmosphere of the prebiotic Earth
through the reaction of photochemically driven and/or lightning-induced methane
and nitrogen radicals [17, 36]. HCN is similarly produced in Titan’s present-day
atmosphere [126].

Given the significance HCN as a precursor to biomolecules, it is of interest to
discern how much was produced in the early Earth atmosphere in order to understand
whether it potentially played a role in the emergence of life in warm little ponds [52].
Titan provides a good test environment for atmospheric HCN production, given that
one can compare abundances from chemical simulations to the measured HCN profile
from the Cassini mission [110, 111].

Chemical networks including a variety of species and reactions have been employed
to simulate the atmospheric HCN composition of early Earth [107, 125] and Titan
[126, 133, 185-187]. The reaction rate coefficients in these networks are generally
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a combination of a) theoretical, b) experimental, and c¢) suggested values typically
estimated using thermodynamics, similar reactions and/or experimental results at
much higher temperatures. Each of these sources has errors associated with it, and
there are often a range of experimental and theoretical values to choose from for a
single reaction. As a result, atmospheric HCN compositions can vary by orders of
magnitude from one simulation to the next. Therefore, it is perhaps unsurprising that,
as of yet, no simulation has matched the HCN profile of Titan completely.

There are also several reactions without past experimental, theoretical, or suggested
values that are missing in these networks that may play important roles in HCN
formation (e.g. 1CH2 + 2N — HoCN and HoCON — HCN + H).

The focus of this work is to create a theoretical reduced HCN chemical network,
where all the rate coefficients are consistently calculated with the same theoretical
and computational method. Using this strategy, all reactions can be theoretically
validated before being employed in a chemical network, and key reaction pathways with
previously unknown rate coefficients can be included. Furthermore, by constructing
a model chemistry [188, 189] the errors for consistently calculated rate coefficients
are expected to be similar, thus employing such a network has a chance to improve
accuracy.

The limitation of calculating a consistent theoretical network is that one cannot
feasibly include a large number of molecular species. For every additional species,
there is a potential additional reaction with all the existing species in the network.
Therefore in this work, we focus only on the small set of reactions involved in the
production of HCN from methane and nitrogen dissociation radicals, as well as the
direct competing reactions. This totals 42 reactions between 11 species. We are the
first to calculate a completely consistent theoretical reaction network of this size for
atmospheric chemistry simulations.

In the Background section of this paper, we motivate and describe the reactions
in our chemical network. Then in the Methods section, we detail the theoretical
and computational methods used to calculate the reaction rate coefficients in our
network. In the Results section, we present the results of our calculations, including
their conformance to experimental values, and the effects of spin configuration on these
values. The reader who is just interested in the calculated rate coefficients can skip
ahead to Tables 3.7 and 2.4, where we present the calculated reaction rate coefficients

at 298 K, and the Arrhenius coefficients for temperature dependences, respectively.
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Finally, in the Conclusions section we summarize the main results of the paper.

The supporting information (SI) contains a wealth of technical data and calculation
details including: 1) a summary of the experimentally measured and previously
theoretically calculated rate coefficients in this network, 2) an example rate coefficient
calculation using the CVT method and a computational methods comparison, 3) a
breakdown of the calculations of specific reactions, and 4) reaction path symmetry

number calculations.

2.2 Background

The abiotic production of biomolecules such as nucleobases and amino acids requires a
reactive source of nitrogen, typically HCN or NHj [17, 18, 89, 104, 190]. HCN can
be produced in early Earth and Titan atmospheres through reactions involving Ny
and CHy dissociation products. Such dissociation products are produced when N, and
CH, interact with UV photons [36], cosmic rays [191], or lightning [192]. Ny and CHy

photodissociation can be broken down into the following pathways

N9 +hy — N9t +e” (2.1)

Not +e” — N +2N (2.2)

CH4 + hv — CH3 + H
(1)118.2 = 026, (b121.6 = 042, (23)

CH4 + hv — 1CH2 + H2
(b118.2 == 017, ®121.6 = 048, (24)

CH4 + hv —>3CH2 +2H
(1)118.2 = 048, (1)121.6 - 003, (25)
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CH4 + hv — CH+ H2 + H
c13118_2 — 009, @121_6 — 007, (26)

where the leading superscripts signify the singlet, doublet, and quartet spin states,
hv signifies an ultraviolet photon and ®q155 and ®q;55 signify the branching ratios
measured from lab experiments at 118.2 and 121.6 nm, respectively [36, 193, 194].
Multiple possible pathways to produce HCN from the above radicals (at or near
298 K) have been reported from experiments or suggested in the literature. Note that
molecular spin states are not included in this list and that each of these reactions

represents 1-5 reaction spin configurations; each with a unique reaction rate coefficient.

fCH3 + N — HoCN + H (2.7)
fCH2 + N — HoCN (2.8)
"HoCN <— HCN + H (2.9)

HoCN +H — HCN + Ho (2.10)

H2CN + N — HCN + NH (2.11)
2H2CN —— HCN + H2CNH (2.12)

Three experimentally reported or suggested reaction pathways have not been
included in this list as our theoretical work shows they more likely proceed through
two steps involving combinations of the above equations. These reactions are CH3 +
N — HCN + Hg [195], CH3 + N —— HCN + 2 H [195], and CH2 + N — HCN +
H [36] (see theoretical case studies in SI for complete analysis).

There are also multiple competing reaction pathways to the above reactions at
or near 298 K. In this network, we only include competing pathways involving the
radicals produced from Ny and CHy dissociation in the atmosphere. One exception is
that we also include the reactions of 3NH with H and N as recombination pathways to

H, and N,. See Table 4.1 for list of primary molecular species.

CH4 + H «— CH3 + H2 (2.13)

tReactions without experimental or suggested values for at least one spin configuration in this

network.
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Table 2.1: List of primary molecular species involved in this study and their spin states.

Species  Spin state  Ground/Excited state

HCN singlet ground
H,CN doublet ground
Ny singlet ground
N doublet excited
4N quartet ground
CHy singlet ground
CHj doublet ground
1CH, singlet excited
3CH, triplet ground
CH doublet ground
H, singlet ground
H doublet ground
SNH triplet ground

CH4 + N — H2CNH + H (2.14)

CH3 +H — CH4 (2.15)

2CH3 —— C2Hg (2.16)

CH2 + H — CHg3 (2.17)

CH2 + Ho — CH4 (2.18)

fCHg + Hg +— CH3 +H (2.19)

2CHy — CoH4 (2.20)

CHo + CH3 — C9Hg4 + H (2.21)

CH92 + CH4 — C92Hg (2.22)

fCH9 + CH4 +— 2CH3 (2.23)

fCH+H — CHg (2.24)

CH + Hy — CH3 (2.25)

[CH4+ N — CN+H (2.26)
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2CH — C9oH2 (2.27)
CH+ CH4 — CoH4 + H (2.28)
NH+H<+— H2 +N (2.29)
INH+N — No +H (2.30)

Four experimentally reported [196-205] two-step reaction pathways have been

reduced to their first steps in this list. These reactions are

CH + H9 «+— CH3 - <—>3’1CH2 + H,
lcH9 + H9 — CH4- —— CH3 + H,
loH9 + CHy — CoHg- — 2CH3.

Our theoretical work shows the first steps are the rate-limiting steps, and the
intermediates are reactants with other available reaction pathways in our chemical
network (see theoretical case studies in SI for complete details).

One other experimentally reported [206] reaction has not been included in this list.

This reaction is

CH4 +2N — 'H3ONH. — CH3 +5NH.

Experiments suggest that 'H3CNH decays into CHz + 3NH with a branching ratio
of 0.3 £ 0.1, and that the majority of 'HsCNH decays into '"H,CNH + H (& = 0.8 &+
0.2). Our theoretical work also suggests 'H3CNH preferentially decays into "HyCNH +
H, however we alternatively find the decay into CHz + 3NH to be very inefficient (k ~
10722 cm? s71); therefore we do not consider this decay pathway in this network.

The focus of this work is to calculate the rate coefficients for an atmospheric HCN
reaction network which can be applied to both Titan and early Earth atmospheres.
For each reaction, a detailed analysis of spin state configurations and an series of
computational quantum chemistry simulations are performed at temperatures between
50-400 K.

In Table 2.2 we summarize the molecules and spin states involved in this reaction
network. We define reactions with rate coefficients greater than 102! s~! for unimolec-

ular reactions or greater than 1072! cm3s™! for bimolecular reactions as “fast,” and
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exclude the “slow” reactions with smaller rate coefficients from this network.

Table 2.2: Detailed list of reactions considered in this study, including the accessible
potential energy surfaces, and spin-state configurations. The focus of this network is
reactions involved in the production of HCN from nitrogen and methane dissociation
radicals. Direct competing reactions are also included. We define a fast reaction
rate coefficient to be >1072! s~! for unimolecular reactions and >1072! cm3s~! for

bimolecular reactions.

Reaction equation PES Spin Configuration Fast k7(298)7 Fast k., (298)7
H2CN «— HCN + H doublet H2CN «— HCN + H Y Y
H2CN + H +— HCN + Ha singlet H2CN + H +— HCN + Ho Y N
H2CN 4+ N «+— HCN + NH singlet H2ON + 2N +—3 HCN + INH N N
triplet H2CON + 4N «— HCN + 3NH Y N
H2CN + 2N «+— HCN + 3NH N N
2H2CN +— HCN + HoCNH singlet 2 HCN «+— HCN + Ho CNH Y N
CH4 +H +—— CH3 + Ho doublet CH4 + H +—— CH3 + H2 Y Y
CH4 + N +— H3CNH: +— H2CNH+ H doublet CH4 + 2N s H3CNH:. <— H2CNH+H Y N
CH4 + N +—— H3CNH:- +«—— CH3 + NH doublet CH4 + 2N +—— H3CNH- - +—— CH3 + 3NH N N
CH3 +H +— CHg singlet CH3 + H +—— CHg Y N
CH3 + N «— H3CN - «— HCN + Ho singlet CH3 + 2N +— 'H3CN. «— HCON + Ha N N
CH3 + N +— H3CN - +— HoCN +H singlet CH3 + 2N «+— 'H3CN. «+— HoCN+H Y N
triplet CH3 + 4N «+— 3H3CN. «— HoCN+ H Y N
CH3 + 2N «— 3H3CN . +—» HoCN + H Y N
2CH3 +— C2Hg singlet 2CH3 < C2Hg Y N
CH2 + H +— CH3 doublet 3CH2 + H +— CH3 Y N
1cH2 +H «— CH3 Y N
CHo + Ho «+— CHyg singlet 1cHg + Hy «+— CHy Y N
CHo + Hg «+— CH3 + H triplet 3CHo + Ho +— CH3 +H Y Y
CH3 + N +— HoCN doublet 3CHs + 4N «+— 2HCN Y N
3CHs + 2N +—» 2HCN Y N
1cHs + 2N +— 2H2CN Y N
quartet 1cHg + 4N +— 4HoCN Y N
3CHs + 2N «+— 4HoCON Y N
2CHg +— CoHy singlet 3CHso + 3CHg +— lcoHy Y N
lcHg + 1cHg «— 1ogHy Y N
triplet 3CHo + lcHg «— 3CoHy Y N
CH2 + CH3 +— C2H5: +—— CoH4 + H doublet 3CH2 + CH3 +—— C2Hpy - «+—— 102H4 +H Y N
1CH + CH3 «— CoHs5 - «— LCoH4 +H Y N
quartet 3CH2 + CH3 +— 402H5 o 302H4 +H N N/A
CH2 + CH4 +— C2Hg singlet ICHQ + CH4 +— C2Hg Y N
CHg2 + CHy4 «— 2 CH3 triplet 3CHg + CH4 < 2 CH3 Y Y
CH+ H +—— CH2 singlet CH+H +— 1CH2 Y N
triplet CH + H «— SCH2 Y N
CH + Hg +—— CH3 doublet CH + Hg +—— CH3 Y N
CH+ N +— HCN «+—— CN+H triplet CH+4N<———> 3HCN<———>CN+H Y N
CH+ 2N «—» 3HON «— CN+H Y N
2CH +<— C2H2 singlet CH + CH «— C2H2 Y N
CH + CH4 «— C2H5 - +—— C2H4 + H doublet CH+ CH4 +— C2H5 - «+—— C2H4 +H Y N
NH4H «+— Ho + N doublet INH+H «— Ho+ 2N N/A N
SNH-+H «— NHg - «— Ho + 2N N Y
quartet 3NH 4+ H +— Ho + 4N Y N
NH4N ¢ NoH- «— Ng+H doublet SNH+ 4N «— N9H- +—s No + H Y N
INH+ 2N+ NoH:- «— No+H N/A N
SNH4+ 2N «— N9H- +— No + H Y N

Reactions are N/A if they require species that are not efficiently produced in this network.
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2.3 Methods

2.3.1 Variational Transition State Theory

Reactions can be visualized in one dimension using potential energy diagrams (see
Figure 2.1). A reaction proceeds along a coordinate (e.g. the distance between two
atoms), from the reactant geometry, to the product geometry. In some cases, the
minimum energy path (MEP) from reactants to products requires proceeding through
a geometry of higher potential energy than the reactant and product geometries. This
increase in potential energy along a reaction coordinate is known as the energy barrier.
The peak of the energy barrier describes the conventional transition state.

In reality, reactions have more than one dimension (e.g. bond distances, angles
between bonds, dihedral angles), thus the energy barrier is more appropriately described
as a saddle point, and the MEP is the path of steepest descent from saddle point to
the reactant and product minima. The rate of a reaction can be described as how
frequently molecules travel the entire MEP, and is quantified by the reaction rate
coefficient, k.

We calculate gas phase chemical reaction rate coefficients using canonical variational
transition state theory (CVT). The basis for this method is to vary the reaction
coordinate (e.g. the carbon-hydrogen bond distance) along the MEP in order to find
the minimum rate constant. Unlike conventional transition state theory, CVT allows us
to calculate reaction rate coefficients for both barrierless and non-barrierless reactions,
while minimizing the error due to trajectories that recross the transition state rather
than descend into products [207]. This can be visualized as finding a location past the
saddle point of the MEP, that recrossing reactants tend not to reach (see Figure 2.1).
This location is determined as the location where the generalized transition state (GT)
rate coefficient is at its smallest value, therefore providing best dynamical bottleneck
[207].

The CVT reaction rate coefficient is expressed as [134, 146, 208]

kevr(T,s) = min {ker(T,s)}. (2.31)

Neglecting the tunneling effect, the generalized transition state theory (GT') reaction
rate coefficient can be approximated via the Eyring Equation [134, 146, 149, 208-

213]. The Eyring equation uses a statistical mechanics approach to calculate the rate
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coefficient by dividing the density of forward-crossing states per unit time by the

density of reactant states.

ksT QYT s) o~ Fo(s)/RT
h 11, Q7 (T)

where o is the reaction path symmetry number or reaction path multiplicity (i.e. the

]CGT(T, 8) =0 (232)

number of equivalent reaction paths from reactants to products), kg is the Boltz-
mann constant (1.38x1072% J K71, T'is temperature (K), & is the Planck constant
(6.63x1073* J-s), @Q* is the partition function of the transition state per unit volume
(cm™3), with its zero of energy at the saddle point, @; is the partition function of
species ¢ per unit volume, with its zero of energy at the equilibrium position of species
i (i.e. as if it is infinitely separated from any other reactant), n; is the stoichiometric
coefficient of species ¢, N is the number of reactant species, Fy is the energy barrier
(the difference in zero-point energies between the generalized transition state and the
reactants) (kJ mol™!), and R is the gas constant (8.314x1072 kJ K=! mol™!).

Because classical partition functions involve integrating over the Boltzmann factor
(e~P/BT) "an additional exponential factor appears naturally in the Eyring equation
due to the difference in zeros of energy between the transition state and reactant
states.

To find the location along the MEP where the GT rate coefficient is at its smallest
value, we use the maximum Gibbs free energy criterion, which gives a compromise of
energetic and entropic effects [146, 147]. To obtain a similar accuracy for all calculations,
we use a reaction coordinate precision of 0.01 A. Looking at the quasithermodynamic
representation of transition-state theory, we see that the maximum value for AGgr (T, s)
corresponds to a minimum value for kgr (T, )

kor(T, s) = thTKOe—AGGﬂTvS)/RT, (2.33)
where K is the reaction quotient under standard state conditions (i.e. 1 for unimolec-
ular reactions, and 1 cm? for bimolecular reactions), and AGgr(T, s) is the difference
in the Gibbs free energy between transition state and reactants (kJ mol™1).

The conventional transition state, energy barrier, and variational transition state
are illustrated with a potential energy diagram in Figure 2.1.

The zero-point energies and partition functions for the reactants and transition

states are calculated using the Gaussian 09 software package [214]. A brief summary
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Figure 2.1: A schematic representation of a reaction: proceeding from the reactants,
over the potential energy barrier, Ey, through the transition state (red circle), and
onto the products. The variational transition state (gold circle) is a location beyond
the conventional transition state, where reactants that recross the barrier tend not to
reach. The variational transition state is located where the reaction rate coefficient is
at a minimum, thus providing the best dynamical bottleneck.

of the theory behind these calculations is detailed below. We refer the reader to
Ochterski[215] for further details.

The partition functions per unit volume are expanded into their 4 components

qt
= 2 0eGuGr- 2.34
Q quq ( )

where ¢; is the translational component, V is the volume (cm™2), ¢, is the electronic
component, ¢, is the vibrational component, ¢, is the rotational component not
including the rotational symmetry number (this is included in the reaction path
multiplicity).

From classical statistical mechanics, the translational partition function per unit

volume is [215]

ormkpT\
@ _ (W) 7 (2.35)

V h?

where m is the mass of the species (kg).

The electronic partition function is estimated as the degeneracy of the first energy
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level, i.e. the spin multiplicity [215]

e =25 + 1, (2.36)

where S is the total spin due to unpaired electrons. For example, a hydrogen atom
has 1 unpaired electron of spin !/2, and thus its ¢. = 2(1/2) + 1 = 2.

Gaussian calculates the vibrational partition function as a quantum harmonic
oscillator. We note that for the zero-point energies of molecules, Gaussian places
the zero of energy at the bottom of the internuclear potential. Thus, with this same

location for the zero of energy, the vibrational partition function equates to

N —6,/2T
where N is the number of vibrational modes, ©,, is the vibrational temperature of the

n'* mode (0, = %), and T is temperature.
B

By default, Gaussian calculates the rotational partition function as a rigid rotor.

For linear molecules excluding rotational symmetry,

o= (g): (2.38)

and for polyatomic molecules excluding rotational symmetry,

T3/2
_1/2
q?" =T <(@rm@Ty@rZ)3/2 9 (239)
where O, is the rotational temperature (0, = ﬁ, and [ is the moment of inertia

(in the case of a polyatomic molecule, I,, I,, and I, are the principal moments of
inertia).

Gaussian displays an output for the rotational symmetry number (o,) of each
molecule, however for all the reactants, transition states and products in our study,
Gaussian displayed o, = 1. For this reason we calculate the rotational symmetry in
Equation 4.12 manually [212] (the calculated symmetry numbers are listed in Table
S10 in SI).
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2.3.2 Quantum Computational Simulations

We perform quantum computational simulations with the Gaussian software package
[214] using the Becke-Half-and-Half-Lee-Yang-Parr (BHandHLYP) density functional
(216, 217]. We chose BHandHLYP for two reasons. Firstly, it is a relatively inexpensive
method that can be used for an extended transition state study such as this. Secondly, in
a computational methods comparison of the well-studied reaction CH4 +H —— CH3 +
H92, BHandHLYP provided the most accurate rate coefficient compared to calculations
using HF, CCSD, B3LYP, and M06-2x (see computational methods comparison in
SI for more details). CAM-B3LYP also provided an accurate rate coefficient for this
reaction, however the value from BHandHLYP offers a better compromise between
experimental and suggested values.

Hartree-Fock (HF) methods tend to overestimate the energy barrier, whereas
Density Functional Theory (DFT) methods (e.g. B3LYP) tend to underestimate the
energy barrier. BHandHLYP is a hybrid functional that improves performance by
using 50% HF and 50% DFT for the exchange energy calculation. All simulations are
performed with the augmented correlation consistent polarized valence double zeta
(aug-cc-pVDZ) basis set in order to achieve reasonable computation times.

Typically, when there is only one reaction spin configuration for a given PES, we
do not specify the local spins in Gaussian when calculating the MEP. However in
some cases not specifying the local spin, regardless of the number of possible spin
configurations, leads to convergence issues. In these cases we specify the local spins
to allow the calculation to converge. When there is more than one reaction spin
configuration for a given PES, e.g., CH3 + N 3HgCN- —— H2CN + H and
CH3 + N 3H3CN~ —— H92CN + H on the triplet surface, we specify the
local spins of the reactants in Gaussian to find the MEP’s for each individual spin

configuration.

2.3.3 Temperature Dependence of Rate Coefficients

Temperatures in the early Earth and Titan atmospheres fit comfortably within the
range of 50—400 K [107, 108, 218]. The CVT rate coefficient equation for reactions
with barriers includes a temperature-dependent exponential term (see Equation 4.12).
This exponential temperature dependence typically leads to reaction rate coefficients

which vary by multiple orders of magnitude over 50-400 K. The exponential term is
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omitted for barrierless reactions, and thus the temperature dependence for barrierless
reaction rate coefficients is much smaller. Typically rate coefficients for barrierless
reactions have either no temperature dependence, or a weak temperature dependence,
varying by less than a factor of a two or three from 50-400 K [208, 219-222].
Temperature dependence for rate coefficients can be expressed using the Arrhenius

equation [223],

k(T)=a (Bgo)ﬁ e VT (2.40)

where «, 3, and v are fitting parameters, which we will refer to as the Arrhenius
coefficients. Units for k(T") are s~! for unimolecular reactions and cm®s™! for bimolecular
reactions.

We calculate the rate coefficients for the reactions with barriers at 50, 100, 200,
298, and 400 K and fit the results to the expression above to obtain the Arrhenius
coefficients. For the sake of feasibility, we assume the rate coefficient for barrierless

reactions is constant within this temperature range, as is typical [137].

2.4 Results

For detailed results, see theoretical case studies for 35 of the reactions in SI.
In Table 3.7, we display the reaction rate coefficients calculated using the CVT

method described above at 298 K, and the comparative ranges of experimental values.

2.4.1 Conformance to Experiments

Of the 42 total reactions in this network, ~54% have been studied experimentally at
or near 298 K (see the “k(298) experimental” column in Table 3.7 for experimental
values). Another ~10% have been estimated based on the rate coefficients of similar
bond additions and decompositions, and/or thermodynamics. 36% of the reactions
have no experimental rate coefficients (those with no “k(298) experimental” value in

Table 3.7), and in most cases, we are the first to calculate them theoretically.
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Table 2.3: Reaction rate coefficients for the atmospheric reaction network calculated in
this study. All reactions are involved in HCN production in the early Earth atmosphere
or are key competing reactions. Calculations are performed at the BHandHLYP /aug-
cc-pVDZ level of theory. Slow reactions (k < 1072), either forward or reverse, are
not included in this network. In the column labeled “barrier?” we specify whether
the rate-limiting step (or the only step) of the reaction has an energy barrier. The
error factor is the multiplicative or divisional factor from the nearest experimental
or suggested value; the error factor is 1 if the calculated value is within the range of
experimental or suggested values. 36% of these reactions have no experimental or
suggested rate coefficients. First-order rate coefficients have units s™'. Second-order

rate coefficients have units cm3s™!.
Reaction equation Forward or Reverse? Barrier? k(298) calculated k(298) experimental Error factor
H2CN «— HCN + H F Y 1.6x10~ 11
R Y 2.7x107 14
H2CN + H — HCN + Ha F N 1.8x10~ 11 8.3x10 11 5
H2ON + 4N «— HCN + 3NH F Y 9.4x1013 4.4x107 11 47
2H2CN +— HCN 4 HaCNH F N @3,7x10~ 14 3.3-8.3x107 12 89
CH4 + H +— CH3 + Ho F Y 8.1x1018 8.2x10~19-3.5x10~17 1
R Y 3.2x10 21 9.6x102'-1.3x10~20
CH4 + 2N +— H3CNH «+— lHoCNH +H F Y bg7x10 1t 2.4-4.5x10~12 10
CH3 +H +— CHy F N 7.9x10 11 1.5-4.7x10~ 10 2
CH3 + 4N «— SH3CN . «— HoCN+H F N 3.3x1011 5.0-7.7x 107 L1 1.5
CH3 + 2N «— SH3CN - «— HoCN +H F N 1.0x10710
CH3 + 2N «+— H3CN. «— HoCN+H F N 3.1x10711
2 CH3 +— CoHg F N 7.3x10713 3.5-6.5x10" 11 48
1cHo + H «— CH3 F N 8.4x10~ 11 5.0x107 11 2
1cHo + Hg «+— CHy F N 1.0x10~ 11 €7.0x10712-1.3x10~10
1cHg + 4N «— 4H9CN F N 1.1x10~ 10
1cHs + 2N «+— 2HoCN F N 1.5x1010
lcHg + LCHo «+— CoHy F N 9.9x10712 5.0x10~11 5
lcHg + 3CHo «+— C2Hy F N d3 5x10~11 3.0x10~11 1
1CH2 + CH3 «+— CoHy - «+— CoHy + H F N 2.3x10~ 11 3.0x10~ 11 1
1CcHs + CH4 +— CoHg F N 6.1x10~13 €1.9x10"12-7.3x10~ 11 3
3CHg + H +— CH3 F N 5.6x107 10 f8.3x10711-2.7x107 10 2
3CHg + Hg +— CH3 + H F Y 2.5%x10716 <5.0x10"-5.0x10715 g
R Y 1.4x10~20
3CHs 4+ 4N «+— 2HoCON F N 1.3x10710
3CHs + 2N +— 2H9CN F N 2.7x10710
3CHs + 2N +— 4HoCON F N 4.3x10710
3CHy + 3CHg +—» CoHyg F N 4.2x107 11 5.3x10—11 1
3CHg + CH3 +— CoHp - «— CoHy +H F N 8.8x10712 5.0x10711-2.1x10710 6
3CHo + CH4 +— 2 CH3 F Y 1.4x10~ 16 <5.0x10~14-3.0x107 19 4
R N 5.5%x107 11
CH+H «+— lcHo F N 1.5x10~10
CH + H «+— 3CH2 F N 5.3x107 10
CH + Hg «+— CH3 F N 7.9x107 11 1.0x10~12-1.6x10~10 1
CH + 4N «+— 3HCON «+— CN+H F N 1.1x10~10 2.1x10~11-1.6x10~10 1
CH+ 2N +—» 3HCON «— CN+H F N 2.7x10~10
2 CH «+— CoHsg F N 1.3x10~ 11 1.7-2.0x 1010 13
CH + CH4 «— CoHs - +— CoHyq + H F N 3.8x1013 2.0x10712-3.0x107 10 5
SNH + H +— Ho + 4N F Y 1.4x10~ 11 3.2x10712 4
SNH + H +— NH2 - +— Ha + 2N R Y 5.1x10~11 1.7-5.0x10712 10
SNH+ 4N «— NogH. «— No+H F N 4.0x107 11 2.5-2.6x10~ 11 1.5
SNH+ 2N «— N9H- +— No + H F N 5.5x10~11

@ Simulations did not converge beyond a H-N bond distance of 1.95A. The calculated rate coefficient is a lower bound.

® Simulations did not converge beyond a H-N bond distance of 2.82A. The calculated rate coefficient is a lower bound.

¢ Experimental values are from the two-step reaction 1CH2 + Ho —— CH4 - —— CH3 + H. Our theoretical work suggests the
first step is the rate-limiting step, thus these values can be attributed to 1CH2 +Ho —— CH4.

4 Simulations did not converge beyond a C-C bond distance of 3.52A. The calculated rate coefficient is a lower bound.

€ Experimental values are from the two-step reaction 1CHQ + CH4 —— C2Hg - —— 2 CH3. Our theoretical work suggests the
first step is the rate-limiting step, thus these values can be attributed to 1CHQ + CH4 —— C2Hg.
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J Experimental values are from the two-step reaction SCHz + H —— CHz - —— CH 4 Ha. Our theoretical work suggests the
first step is the rate-limiting step, thus these values can be attributed to SCHg + H —— CH3.
9 The theoretical value agrees with the experimental upper bounds.

It is often assumed that experiments provide the closest values to the true reaction
rate coefficients. However for a single reaction, separate experiments can measure
coefficients that differ by over 2 orders of magnitude (e.g. for CH + CH4 — CoHy4 +
H, k£ = 2.0x107'2 to 3.0x107! cm3s™!). This variation can be due to differing
experimental methods, instrumentation, and analytical techniques. Furthermore, the
reactions reported in experiments may not correspond to direct pathways. Instead
there may be intermediates embedded in multiple reaction steps that correspond to
the overall measured reaction rate coefficient. Theoretical analysis and mechanistic
modeling can be used to sort out the most likely steps in a multiple-step reaction in
order to avoid the inclusion of redundant reaction pathways in chemical networks.

In this work, we calculate the reaction rate coefficients for the reactions involved
in HCN production from atmospheric nitrogen and methane radicals, as well as the
most direct competing reactions. This network includes 15 reactions that have no
experimental or suggested value in the literature, and six of these are directly involved
in atmospheric HCN synthesis. All our calculations are performed at the same level
of theory, i.e. BHandHLYP /aug-cc-pVDZ, therefore we expect the error in the rate
coefficients to be similar for all reactions.

The largest discrepancy between experiments and theory is for the reaction of
CH3 + N — products. Stief et al.[224] measured the rate coefficient of CH3 +N —
products to be 8.6x1071! cm3s™!, and Marston et al.[195] reported the experimental

branching ratios to be

CH3 +N — HoCN +H
P ~ 0.9,

and

CH3 + N —— HCN + H9
o ~0.1.

However, we find only the first of these reactions has an efficient rate coefficient (k =
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3.3x107! ecm?®s7!), and that the second reaction is very inefficient (k ~ 1072% cm®s™1).

This result agrees with past theoretical work, which suggests the measurement of the
second reaction likely corresponds to a series of reactions passing through the HoCN
intermediate [225]. For more details of our analysis, see theoretical case study 4 in SI.

Our theoretical reaction rate coefficients are within an order of magnitude of the
closest experimental or suggested value from the literature 93% of the time. The
theoretical reaction rate coefficients for HQCN + AN - HCN + 3NH, 2CH3 —
C2Hg, and 2H2CN —— HCN + H2CNH, on the other hand, differ by factors of
47, 48, and 89 from the closest experimental values, respectively. In the case of
2H2CN —— HCN + H2CNH, we are unable to converge the calculations beyond a
H-N bond distance of 1.95 A, and in this case, the rate coefficients increase towards
the experimental values with increasing H-N bond distance. Therefore we expect the
major source of discrepancy between theory and experiment for this reaction is due
to computational convergence. With regards to the other two reactions, we find the
discrepancies to be due to our chosen computational method. Calculations at the
CCSD/aug-cc-pVDZ level of theory bring the rate coefficient for 2 CH3 —— C2Hg
to within its experimental range. CCSD calculations, however, do not universally
increase accuracy. The rate coefficient for HQCN + AN 5 HON + 3NH when
calculated using CCSD/aug-cc-pVDZ is over 3 orders of magnitude smaller than the
experimental value. On the other hand, this reaction rate coefficient comes to within
~80% of the experimental value when using CAM-B3LYP /aug-cc-pVDZ. Because
CAM-B3LYP has less short-range HF exchange than BHandHLYP[226], this method is
expected to predict a smaller barrier height than BHandHLYP. Thus in this case, where
BHandHLYP overestimates the barrier height (underestimates the rate coefficient) with
respect to the experimental value, CAM-B3LYP brings the calculated rate coefficient
closer to the experimental value. Of future interest would be to test the accuracy of all
the rate coefficients in our network when calculated with CAM-B3LYP /aug-cc-pVDZ.

2.4.2 Temperature Dependencies

In Table 2.4, we display the Arrhenius coefficients for the reactions in this network for
temperatures between 50 and 400 K. We also display the temperature-dependent rate

coefficients for the 10 reactions that have barriers in Figure 2.2.
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Table 2.4: Arrhenius coefficients for the 42 reactions in this network. Rate coefficients

are calculated for the reactions with barriers at 50, 100, 200, 298, and 400 K, and

are fit to the Arhennius expression k(7T") = « (%)6 e~ /T Barrierless reaction rate
coefficients typically do not vary by more than a factor of 1-3 for temperatures between
50 and 400 K [208, 219-222], therefore for feasibility of calculations we set the 5 and
~ for these reactions to zero. For the majority of reactions, fits to the Arrhenius
expression are continuous in the temperature range from 50-400 K; however, for two
reactions there are discontinuities and thus these reactions have two sets of Arrhenius

coefficients.

Reaction equation Forward or Reverse? Temperature range (K) le% B v
H2CN <— HCN + H F 50-400 7.9x1013 0 16952
R 50-400 6.5x107 11 0.7 2318
H2CN 4+ H — HCN + Ho F 50-400 1.8x10~ 11 0 0
H2CN + 4N +— HCN + 3NH F 50-279 7.8x10712  1.63 938
F 279-400 1.2x10~ 11 0 758
2H2CN +— HCN 4 HaCNH F 50—400 3.7x107 14 0 0
CH4 + H +— CH3 + Ho F 50-400 5.5x10 11 0.6 4689
R 50-400 1.5x10~M  _0.32 6632
CH4 + 2N +—» H3CNH «+— lHoCNH +H F 50-400 4.7%10710 0 700
CH3 +H +— CHg F 50-400 7.9%x107 11 0 0
CH3 + 4N «— SH3CN . «— HoCN +H F 50-400 3.3x10 11 0 0
CH3 + 2N «— SH3CN - «+— HoCN +H F 50-400 1.0x10710 0 0
CH3 + 2N +—» lH3CN. +—s HoCN+H F 50-400 3.1x10~ 11 0 0
2 CH3 +— CoHg F 50-400 7.3x10713 0 0
1cHo + H <« CH3 F 50-400 8.4x10 11 0 0
1cH2 + Ho «— CHy F 50-400 1.0x10~ 11 0 0
1cHg + 4N «— 4HoCN F 50-400 1.1x10~10 0 0
1cHs + 2N +— 2HoCN F 50-400 1.5x10~10 0 0
1cHs + 'cHg +— CoHy F 50-400 9.9x10712 0 0
1cHo + 3CHg +— CoHa F 50-400 3.5x10~ 11 0 0
1CHg + CH3 «+— CoHsy - +— CoHy +H F 50-400 2.3x10~ 11 0 0
LCHg + CH4 «+— C2Hg F 50-400 6.1x10713 0 0
3CHg + H +— CH3 F 50-400 5.6x10~ 10 0 0
3CHg + Hg +— CH3 + H F 50-400 5.4x10~ 11 0 3661
R 50—400 4.2x10~ 11 0.82 6504
3CH2 + 4N +— 2HoCN F 50-400 1.3x10710 0 0
3CH2 + 2N +— 2H2CN F 50-400 2.7%10710 0 0
3CH2 + 2N +— 4HoCN F 50-400 4.3x10710 0 0
3CHg + 3CHg +— CoHy F 50-400 4.2x1011 0 0
3CHg + CH3 +— CoHp - «— CoHg +H F 50-400 8.8x107 12 0 0
3CHo + CH4 +—» 2 CH3 F 50-400 5.5x10 11 1.63 3840
R 50-400 5.5%x107 11 0 0
CH +H «— 1CH2 F 50-400 1.5x10710 0 0
CH+H +— 3CHo F 50-400 5.3x1010 0 0
CH + Hg «+— CH3 F 50-400 7.9x107 11 0 0
CH + 4N «+— 3HON «+— CN+H F 50-400 1.1x10~ 10 0 0
CH + 2N +— 3HON «— CN+H F 50-400 2.7x10~10 0 0
2 CH «—» CoHsg F 50-400 1.3x10~ 11 0 0
CH+ CH4 +— C2H5 - «+— C2H4 + H F 50-400 3.8x10 13 0 0
3NH +H +— Ho + 4N F 50-400 1.4x10~ 11 0 0
SNH 4+ H +— NHo - +—» Ha + 2N R 50-304 1.1x10™9 0.83 909
R 304-400 1.5x1079 0 1128
3NH + 4N +— NoH. +— N +H F 50-400 4.0x10~11 0 0
3NH + 2N +— NoH- +— Ng +H F 50-400 5.5%x107 11 0 0

The majority of the reactions with barriers fit to one Arrhenius expression for the 50—
400 K temperature range, however there were two special cases that had discontinuous
fits. Both H2CN + 4N — HON + 3NH and H2 + 2N — NH2- — SNH + H
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H,CN - HCN + H
HCN + H - H,CN
HCN + N - HCN + 3NH |
CHs + H » CH3 + H
CH3 + Hy » CHy + H
—— CHyz + 2N > H,CNH + H
-—= 3CHy +H; » CH3 + H
-== CH3+H - 3CH; + H,
3CH, + CHyq > 2CH3
3NH +H - Hy + 4N

-== Hy+ 2N -3NH +H

50 100 150 200 250 300 350 400
T (K)

Figure 2.2: Temperature dependence of the 11 reactions in our network that have

barriers. Rate coefficients are calculated at 50, 100, 200, 298, and 400 K, and are fit to

. . B : .
the Arhennius expression k(T') = « (%) e~ "T . Two of the fits have discontinuities:

HoCN + 4N —— HCN + 3NH at 279 K, and Ho + 2N — SNH + H at 304 K.

First-order rate coefficients have units s~!. Second-order rate coefficients have units

cm?s~ L.

have two Gibbs maxima along their MEP’s. As temperature increases, the shorter
of the Gibbs humps increases in height until it reaches the same height as the other
hump at some characteristic temperature. Beyond this temperature, the previously
shorter Gibbs hump surpasses the other hump in height, becoming the new location of
the variational transition state. Such a drastic change in the location of the variational
transition state before and after the characteristic temperature creates a discontinuity
in the temperature dependent rate coefficient, that is better fit to two separate sets of
Arrhenius coefficients.

The rate coefficients of four of the reactions with barriers do not decrease rapidly
with decreasing temperatures, and remain “fast” (k > 1072! cm3s™') in the entire

50-400 K temperature range:

CH4 +2N — H3CNH — 1HoCONH + H,
SNH + H — Ho + 4N,
Ho +2N — NHo- — SNH + H,

HoCN + 4N — HON +5NH.
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The rate coefficients of the other seven reactions with barriers drop off more rapidly
for colder temperatures, and become “slow” in the ~100-300 K range. One reaction’s
rate coefficient has a particularly interesting temperature dependence. HoCN —
HCN + H has a rate coefficient as high as 3.1x107° s7! at 400 K, and as low as
4.5x1071* 571 at 50 K. Above 320 K, H2CN —— HCN + H has the highest rate

coefficient in this network.

2.4.3 Effects of Spin Configuration on Rate Coefficients

Both ground state (e.g. 4N, 3CH,) and excited state (e.g. 2N, 'CHy) species are
produced during the UV photodissociation of Ny and CHy. Because our network
includes both ground state and excited state species, there is often more than one

possible spin configuration for a given reaction. For example, the reaction

CH3+N — H2CN+ H

has three spin configurations. If the nitrogen is in the ground state, the reaction passes
through the excited state H3CN intermediate before decaying into HoCN + H directly,
or after passing though the 3H,CNH intermediate. If the nitrogen is in the excited
state, the reaction can either pass through the excited state 3H3CN intermediate, or
the ground state 'H;CN intermediate, before decaying into HoCN + H directly, or
after passing through the 3HyCNH or 'H,CNH intermediates. In other words, on the
triplet PES there are two possible reactions: CH3 + N 3H3CN — H2CN +
H and CH3 + N 3H3CN —— H2CN + H, and on the singlet PES there is one
reaction: CH3 + N 1H?,CN —— H9CN + H. The first steps of these reactions
are the rate-limiting steps, and these steps are barrierless. All reactions have the same
products, a ground state HoCN molecule and H atom. However, the rate coefficient
for CH3 + N 3H?,CN —— H9CN + H is larger than the other two reactions by
a factor of 3 (see Table 3.7 for calculated values).

Rate coefficients for different reaction spin configurations can also vary by several
orders of magnitude, especially if a reaction barrier exists. The reaction HQCN +
N —— HCN + NH has three spin configurations that produce ground state HCN. On
the singlet surface, there is HoCN + N HCN + 1NH7 and on the triplet surface,
there is H2CN + 4N — HCN + 3NH and H2CN + 2N — HCN + SNH. All these

reactions have an energy barrier, but only the spin configuration involving the *N atom
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is efficient. We calculate the rate coefficient for HQCN + 4N —— HCN + 3NH to be
9.4x10713 em3s~!, which is 16 and 18 orders of magnitude larger than our calculated
rate coefficients for HoON + 2N —— HON + SNH and HoCON + 2N —— HCN + INH,
respectively.

Different spin configurations for two reactants can also lead to different products.
For example, when 'CH, and CH, react on the singlet surface, they come together
to form CyHg. When the hydrogen from CH, bonds with the carbon of 'CH,, the
resultant CH3 molecules each have an unpaired electron of opposite spin, allowing these
molecules to rapidly bond to form CoHg. However, when 3CH, and CH, react on the
triplet surface, they react directly to form two CH3 molecules, each with an unpaired
electron of the same spin. The rate coefficient of 1CH2 + CH4 —— C92Hg is also 5
orders of magnitude larger than 3CH2 + CH4 —— 2 CH3. This is largely due to the
fact that 1CH2 + CH4 —— C2Hg is barrierless, whereas 3CHQ + CH4 — 2CH3

has an energy barrier.

2.5 Conclusions

In this work, we use canonical variational transition state theory (CVT) to calculate
42 rate coefficients that are directly involved with or are in competition with HCN
production in early Earth or Titan atmospheres. Approximately 36% of these reactions
have no previously reported experimental or suggested value. To make such a large
network of calculations feasible, we make use of computational quantum chemistry
simulations at an accurate yet inexpensive level of theory: BHandHLYP /aug-cc-pVDZ.
Moreover, we only calculate the temperature dependence of the rate coefficients for
the reactions that have barriers. By using one level of theory for all reaction rate
coefficient calculations, we expect the computational errors to be similar.

In this network, we focus on HCN production from methane and nitrogen radicals,
which are produced in the atmosphere via UV photodissociation or lightning. Disso-
ciation of CH, and Ny produces both excited and ground state species, therefore we
calculate the rate coefficients for multiple spin configurations involving these species.
The reactions in our network have 1-5 spin configurations.

We list our five most important results below.

o We provide consistently calculated rate coefficients for 15 reactions that have no

previously suggested values. In this sense, we fill a substantial gap in the data.
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These previously unknown rate coefficients include those of several key reactions
in the pathway to produce atmospheric HCN (e.g. CH2 + N —— H2CN and
HoCN — HCN + H [36)).

o Of the reactions in our network with past experimental or suggested values, 93%
are within an order of magnitude of these values. The remaining 7% differ by
less than 2 orders of magnitude from experimental values. These discrepancies
are either due to convergence issues or our chosen computation method. When
convergence isn’t an issue, re-running rate coefficient calculations at the similarly
expensive CAM-B3LYP /aug-cc-pVDZ level of theory or the more expensive
CCSD/aug-cc-pVDZ level of theory decreases the discrepancy between theory

and experimental values.

o We find the reaction of CH3 + N —— HCN + H2 on the singlet surface to be
inefficient, with a rate coefficient near 107® ¢cm3s™! (confirming the results of
Cimas and Largo[225]). This is in contrast to experimental results which suggest
a rate coefficient to have a value near 107! ¢cm?®s~! [195]. The experimental
result may be due to the measurement of multi-step reaction, e.g., CH3 +
N —— H9CN + H and H2CN + H —— HCN + H2. However, we cannot exclude

the possibility of a spin-forbidden process accounting for this experimental value.

o The effects of reaction spin configuration on the rate coefficient can be both
subtle and substantial. For a given reaction, differences in rate coefficients
between spin configurations can range from factors of order unity, up to 18 orders
of magnitude. If there is a barrier involved with one or more of the reaction spin
configurations, the difference between their reaction rate coefficients tends to be

much greater than if all the reaction spin configurations are barrierless.

« Seven reaction rate coefficients in our network decrease rapidly with decreasing
temperature, and become “slow” (k < 1072!) at temperatures below ~100—
300 K. One reaction, HQCN —— HCN + H, increases rapidly for increasing
temperatures; above 320 K, this reaction has the highest rate coefficient in the

network.

Overall, we find CVT and computational quantum chemistry simulations at the
BHandHLYP /aug-cc-pVDZ level of theory to be a feasible and accurate method for
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calculating a large set of small-molecule, multiple-spin configuration reaction rate coef-
ficients for a range of terrestrial atmospheric temperatures. We also note that although
calculations at the CCSD/aug-cc-pVDZ level of theory often lead to improvements
in the rate coefficients’ conformance to experimental values, computational cost and
convergence issues made calculating all the rate coefficients at this level of theory
impossible. Based on a limited number of calculations, we also find CAM-B3LYP to
be an accurate alternative functional for performing CVT rate coefficient calculations

and recommend it for a wider study.
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2.7 Supporting Information

2.7.1 Experimental Data

Experiments and reviews have measured and suggested reaction rate coefficients for
several of the reactions in this network at or near ~298 K. These values are listed in

Table 4.7.

All available experimental or recommended reaction rate coefficients for the reactions
in this study. For brevity, only the 13 most recent experimental rate coefficients are
listed for CH3 + CH3 —— C2Hg, for a complete listing, we refer the reader to the

NIST Chemical Kinetics Database[227]. First-order rate coefficients have units s~
3q—1

Second-order rate coefficients have units cm®s™".
k(298K) Technique Temp. (K) Pressure (Torr) Reference(s)
H2CN 4+ H — HCN + Ho

8.3x107 11 Z independent Tomeczek and Gradon[228]
HoCON + 4N — HCN + 3NH

4.4x107 1t M 298 1 Nesbitt et al.[229]
2H2CN —— HCN + HoCNH

3.3-8.3x10~ 12 M 300 120-480 Horne and Norrish[230]
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CH4 + H — CH3 + Ho
3.5x10717
1.7x10717
8.2x10 19

CH4 + 2N — HoCNH + H
@4.5%x10" 12

@3.7x10~ 12
@2, 7x10~ 12
42.4%x10~ 12
@3,2%x107 12

CH4 + 2N — CH3 + SNH
b1.7x10 12

b1.4x10712
b1.0x10712
bg.0x10~ 13
b1.2x10712

CH3+H —— CH4
4.7x10710
3.3x10~10
2.5%x10~10
2.0x10710
1.5x10710
3.4x10710
3.5x10710
3.5%x10710
2.0x10710

CH3 +H2 —— CH4 +H
€1.3x10~20
1.2x10~20
9.6x10 21

CH3 + 4N ——