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LAY ABSTRACT 

The cluster trial design randomly assigns groups of people to different treatment arms 

rather than individuals. Cluster trials are commonly used in research areas such as 

education, public health, and health service research. Examples of clusters can include 

villages/communities, worksites, schools, hospitals, hospital wards, and physicians. This 

dissertation aimed to (1) develop machine learning algorithms to identify cluster trials in 

bibliographic databases, (2) assess reporting of methodological and ethical elements in 

hemodialysis-related cluster trials, and (3) identified best practices for randomly 

assigning hemodialysis centers in cluster trials. We conducted three studies to address 

these aims. The results of this dissertation will help researchers quickly identify cluster 

trials in bibliographic databases (study 1) and inform the design and analyses of future 

Canadian trials conducted within the hemodialysis setting (study 2 & 3). 
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ABSTRACT 

Background: The cluster randomized trial design randomly assigns groups of people to 

different treatment arms. This dissertation aimed to (1) develop machine learning 

algorithms to identify cluster trials in bibliographic databases, (2) assess reporting of 

methodological and ethical elements in hemodialysis-related cluster trials, and (3) assess 

how well two covariate-constrained randomization methods balanced baseline 

characteristics compared with simple randomization. 

Methods: In study 1, we developed three machine learning algorithms that classify 

whether a bibliographic citation is a CRT report or not. We only used the information 

available in an article citation, including the title, abstract, keywords, and subject 

headings. In study 2, we conducted a systematic review of CRTs in the hemodialysis 

setting to review the reporting of key methodological and ethical issues. We reviewed 

CRTs published in English between 2000 and 2019 and indexed in MEDLINE or 

EMBASE. In study 3, we assessed how well two covariate-constrained randomization 

methods balanced baseline characteristics compared with simple randomization. 

Results: In study 1, we successfully developed high-performance algorithms that 

identified whether a citation was a CRT. Our algorithms had greater than 97% sensitivity 

and 77% specificity in identifying CRTs. For study 2, we found suboptimal conduct and 

reporting of methodological issues of CRTs in the hemodialysis setting and incomplete 

reporting of key ethical issues. For study 3, where we randomized 72 clusters, 

constraining the randomization using historical information achieved a better balance on 
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baseline characteristics than simple randomization; however, the magnitude of benefit 

was modest. 

Conclusions: This dissertation's results will help researchers quickly identify cluster 

trials in bibliographic databases (study 1) and inform the design and analyses of future 

Canadian trials conducted within the hemodialysis setting (study 2 & 3).  
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CHAPTER 1: INTRODUCTION 

 

This chapter discusses a general overview of randomized trials and how cluster 

randomized trials (CRTs) differ from individually randomized trials. The second part of 

the chapter discusses considerations for conducting CRTs. The chapter ends with the 

relevance of CRTs in the hemodialysis setting. These sections set the stage for the three 

studies discussed in this thesis where we (1) used machine learning algorithms to identify 

CRTs in bibliographic databases, (2) assessed reporting of methodological and ethical 

elements in hemodialysis-related CRTs, and (3) identified best practices for using 

covariate constrained randomization in hemodialysis-related, registry-based CRTs.  

Randomized trials 

Randomized controlled trials (RCTs) play a central role in evidence-based medicine. The 

RCT study design is regarded as the "gold standard" for evaluating the efficacy and 

effectiveness of an intervention. There is broad acceptance that major public health 

interventions or clinical treatments should be based on large and rigorously conducted 

randomized trials.  

In an RCT, participants are randomly assigned to different treatment arms (called 

randomization). If implemented correctly and with a sufficiently large sample size, 

randomization reduces the chances of bias and provides a rigorous tool to examine causal 

relationships between the intervention and outcome. This is because randomization 

enables researchers to assemble treatment groups comparable in every aspect other than 

the treatment condition. In addition to randomization, trialists also employ allocation 
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concealment, blinding, trial monitoring, strategies that minimize loss-to-follow-up, and 

intention-to-treat analyses to enhance RCTs' rigor. As such, we can confidently attribute 

any differences in group outcomes to the treatment condition. This is not possible with 

other study designs. 

In contrast to individually randomized trials, CRTs randomized groups of participants to 

different treatment arms. In individual-level trials, participants are assumed to be 

independent of each other, and there is no interaction among trial participants after 

randomization. However, participants in a CRT are not independent and can interact with 

each other after randomization. Cluster trials are commonly used in research areas such 

as education, public health, and health service research. Examples of clusters can include 

villages/communities, worksites, schools, hospitals, hospital wards, and physicians.  

In individual-level RCTs, the participant is the unit of randomization, and the 

intervention is applied to the participant, and analyses are conducted at the individual 

level. For CRTs, the cluster is the unit of randomization, and the intervention can be 

applied at the individual or cluster level. The analysis can also be conducted at the 

individual or cluster level.  

Reasons for using a CRT design 

The most obvious reason for using a CRT design is when the intervention is naturally 

applied to groups of people rather than individuals, such as water fluoridation to improve 

dental health in a community. The CRT design is also useful when there are situations 

where participants in the control arm may adopt the intervention, hence attenuating 
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potential treatment effects. There may also be logistical or administrative considerations 

that make it easier to implement the intervention at the group (or cluster) level. 

Methodological and ethical issues in conducting CRTs 

The CRT design has several disadvantages, and accordingly, its use must be carefully 

justified. These disadvantages include but are not limited to: (1) dependence (or 

clustering) among individuals within the same cluster – for example, outcomes of 

patients within a cluster are more alike than patients' outcomes in different clusters. This 

implies that larger sample sizes are required. (2) CRTs pose unique challenges to existing 

ethical, legal, and social frameworks for researchers, research ethics committees, 

regulators, health system managers, and funders; 1–4 (3) obtaining informed consent in 

CRTs can be more complicated than individual-level RCTs. When individual consent is 

required, authors should specify the nature of the consent because it can be obtained at 

one or more levels, e.g., individual- and cluster–level. In a CRT, participant consent can 

also be obtained differently for each treatment group and for different things (e.g., data 

collection, study interventions, and randomization.) 

Randomized trials in nephrology 

End-stage kidney disease and dialysis 

When a person's kidney fails, they require renal replacement therapy (i.e., dialysis or a 

kidney transplant) to remove excess fluid and eliminate toxins from the blood. 

Hemodialysis (HD) provides a life-saving treatment option for 23,000 Canadians and 

over two million individuals worldwide living with kidney failure. Individuals being 

treated with hemodialysis have poor health outcomes and high mortality – 30 times 
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higher than the general population; where 20-40% of patients die within one year of 

starting hemodialysis.5–7  

Hemodialysis-related randomized controlled trials 

Kidney medicine, particularly for hemodialysis, conducts fewer clinical trials than any 

other internal medicine specialty.8 Many trials suffer from low-quality reporting and 

study design.8 Traditional explanatory and individual-level RCTs conducted in the field 

of hemodialysis also suffer from poor recruitment, inadequate sample sizes, and missing 

data.8–13 As a result, many treatment strategies for patients on hemodialysis are based on 

expert opinion from physiology and clinical experience rather than clinical trial data. 

There is a need to design more trials with broader inclusion criteria to generate high-

quality evidence supporting real-world practice. 

A significant challenge to conducting traditional RCTs for several hemodialysis-based 

interventions is cross-group contamination. For example, one healthcare provider cares 

for many patients in a single hemodialysis center. If a healthcare provider observes some 

patients in the intervention arm have better outcomes than those in the control arm, they 

may apply it to patients in the control group. This action negates the purpose of the 

randomization and contaminates the control group. The CRT design protects against bias 

from cross-group contamination because intact groups (e.g., the entire center) are 

randomized to the same treatment. 

Hemodialysis-related cluster randomized trials 

The hemodialysis setting is well suited for conducting CRTs because (1) patients treated 

in-center have frequent and predictable encounters with the healthcare system, (2) there is 
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detailed and uniform data collection across centers, (3) electronic data systems are often 

used, and the data may be captured in local, provincial/state, or national registries and (4) 

delivery of care is administered by a small number of provider organizations.14 

Additionally, many changes implemented in the dialysis setting are often administered to 

all patients within a center as a policy determined by the hemodialysis director. 

Thesis content and structure  

This thesis is presented in a sandwich format. The projects were undertaken in the 

context of a larger Canadian Institutes of Health Research (CIHR) multi-year initiative 

that aims to develop recommendations for the design, conduct, and reporting of CRTs in 

the hemodialysis setting. Following this chapter, chapters 2 to 4 include manuscripts that 

are published or submitted for publication. The content of chapters 2 to 4 is stand-alone 

and does not need to be read sequentially. 

Overview study 1: The manuscript for study 1 (chapter 2), titled "Machine learning 

algorithms to identify cluster randomized trials from MEDLINE and EMBASE," has 

been submitted for publication. 

Cluster randomized trials are poorly indexed, making them difficult to retrieve from 

Medline, EMBASE, and other large bibliographic databases. Machine learning 

algorithms can improve retrieval and have proven highly accurate for identifying RCTs. 

15–17 In this study, we developed machine learning algorithms to classify whether an 

article cited in bibliographic databases is a CRT or not. We based our classification on 



 

6 
 

the information available in an article bibliographic citation, including the title, abstract, 

keywords, and subject headings. 

Overview study 2: The manuscript for study 2 (chapter 3), titled "Reporting of key 

methodological and ethical aspects of cluster trials in hemodialysis require improvement: 

a systematic review," is published in Trials. 18 

The hemodialysis setting is suitable for trials that use cluster randomization, where intact 

groups of individuals are randomized. However, CRTs are complicated in their design, 

analysis and reporting, and can pose ethical challenges. In this study, we aimed to 

systematically review and assess the reporting of key methodological and ethical issues 

for CRTs published in the hemodialysis setting.  

Overview study 3: The manuscript for study 3 (chapter 4), titled " Simple compared to 

covariate-constrained randomization methods in balancing baseline characteristics: a case 

study of randomly allocating 72 hemodialysis centers in a cluster trial," has been 

submitted for publication. 

Some parallel-group cluster randomized trials use covariate-constrained rather than 

simple randomization. This is done to increase the chance of balancing the groups on the 

cluster- and patient-level baseline characteristics. This study assessed how well two 

covariate-constrained randomization methods balanced baseline characteristics compared 

with simple randomization. We wanted to understand the best practices for randomizing 

hemodialysis centers into two parallel groups in Ontario, Canada.  
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Finally, chapter 5 includes a summary of the findings, overall implications from the three 

studies, future directions, and concluding remarks.   
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Abstract 
Background: Cluster randomized trials (CRTs) are an increasingly important design. 

However, authors do not always adhere to requirements to explicitly identify the design 

as cluster randomized in titles and abstracts, making retrieval from bibliographic 

databases difficult. Machine learning algorithms may improve their identification and 

retrieval. 

Aims: Develop machine learning algorithms that accurately determine whether a 

bibliographic citation is a CRT report. The information available in an article citation 

includes the title, abstract, keywords, and subject headings.  

Methods: We trained, internally validated, and externally validated two convolutional 

neural networks and one support vector machines (SVM) algorithms to predict whether a 

citation is a CRT report or not. The algorithms’ output was a probability from 0 to 1. We 

assessed algorithm performance using the area under the receiver operating characteristic 

(AUC) curves. Each algorithm’s performance was assessed individually and together as 

an ensemble. We randomly selected 5000 from 87,633 citations to train and internally 

validate our algorithms. Of the 5000 selected citations, 589 (12%) were confirmed CRT 

reports. We then externally validated our algorithms on an independent set of 1916 

randomized trial citations, with 665 (35%) being confirmed CRT reports. 

Results: In internal validation, the ensemble algorithm discriminated best for identifying 

CRT reports with an AUC of 98.6% (95% confidence interval: 97.8%, 99.4%), sensitivity 

of 97.7% (94.3%, 100%), and specificity of 85.0% (81.8%, 88.1%). In external 
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validation, the ensemble algorithm had an AUC of 97.8 % (97.0%, 98.5%), sensitivity of 

97.6% (96.4%, 98.6%), and specificity of 78.2% (75.9%, 80.4%)). All three individual 

algorithms performed well, but less so than the ensemble. 

Conclusions: We successfully developed high-performance algorithms that identified 

whether a citation was a CRT report with high sensitivity and moderately high 

specificity.  We provide open-source software to facilitate the use of our algorithms in 

practice.  
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Introduction 
Randomized controlled trials (RCTs) are a robust study design to evaluate health 

interventions. Compared to individually randomized trials, which randomize individuals, 

cluster randomized trials (CRTs) allocate groups of people, such as medical practices, 

hospitals, nursing homes, schools, or even entire communities. Methodologists 

increasingly search MEDLINE, EMBASE, and other bibliographic databases for reports 

of CRTs. 1–6 Unfortunately, authors do not always adhere to the Consolidated Standards 

of Reporting Trials (CONSORT) Statement Extension for Cluster Randomized Trials 

requirements to explicitly identify the design as “cluster randomized” in the title or 

abstract of the report. As such, it is challenging to retrieve reports of CRTs from 

bibliographic databases. As of June 2020, we estimate that less than 0.1% of the 17.5 

million citations in PubMed over the prior two decades were CRT reports; finding reports 

of CRTs in bibliographic databases is a problem akin to screening for rare diseases in the 

general population. 7 

A common practice for identifying CRT reports may involve using an 

established database search filter. 8 Search filters contain combinations of text strings 

and database tags developed by information specialists. An existing search filter captures 

over 90% of CRT-related articles. 8 However, this filter also captures many articles that 

are not CRT reports, and CRT reports represent only 10% to 15% of articles identified by 

the search filter. 8 Thus, a reviewer needs to screen ten records or more to identify one 

CRT report. This process is time-consuming, with a chance for human error.   
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Machine learning and text mining techniques can extract useful information from an 

article’s citation (e.g., title and abstract)  and have proved successful in classifying 

whether an article’s citation is an RCT. 9–11 In this study, we developed and both 

internally and externally validated machine learning algorithms to accurately determine 

whether an article citation is a CRT report so it can be retrieved when searching 

bibliographic databases.   

Methods 
This section is organized into five subsections. First, we describe the data sets used to 

train, internally validate, and externally validate the machine learning algorithms. 

Second, we describe the machine learning algorithms. Third, we describe how we 

processed the data, trained our algorithms, and optimized each algorithm’s 

hyperparameters. Fourth, we describe how we combined our models (referred to as an 

ensemble method) to boost the algorithm’s predictive performance compared to a single 

model. Finally, we describe the evaluation metrics used to test our algorithms’ overall 

performance. 

Datasets 

Training and internal validation 

To identify article citations for our training and internal validation sets, we used a 

previously published CRT search filter in MEDLINE and EMBASE that yielded 87,633 

citations published between January 1st, 2000, and December 31st, 2019 (see Appendix 

2-1 for additional details about the search). 8 We randomly selected 5000 citations from 

these records for training and internal validation. Two reviewers (AAA & MDA) 

independently classified whether each citation was a CRT report or not (over 97% 
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agreement between both reviewers). Inclusion criteria were primary or secondary reports 

of CRTs, CRT protocols, or pilot and feasibility of CRTs. Citations meeting those 

eligibility criteria were included regardless of the setting, clinical area, or cluster type. 

Exclusion criteria were trials reporting only baseline findings, quasi-randomized trials, 

studies reporting process evaluation or methods papers, individually randomized trials, 

observational studies, editorials, and mechanistic studies. The reviewers based their 

assessment primarily on the title and abstract, but the article's full text was reviewed in 

cases where the unit of randomization was unclear. We expected that 10% to 15% of the 

5000 articles would be CRT reports. 8 

External validation dataset 

We evaluated our algorithms' performance against an external dataset that included 1988 

articles. These articles were confirmed primary reports of RCTs, of which 688 were CRT 

reports and the rest were individually randomized trials. This dataset has been described 

elsewhere. 12 Briefly, the authors identified pragmatic clinical trials using a sensitivity-

maximizing pragmatic search filter; this search filter is independent of this study's CRT 

search filter. 13 The search filter for the external dataset was applied in MEDLINE on 

April 3rd, 2019, for the period between January 1st, 2014, and April 3rd, 2019.  

From the 1988 articles, we removed 72 articles that were captured in the training or 

validation datasets. We applied this exclusion criterion to avoid data leakage that would 

artificially inflate the models' performance. See Appendix 2-2 for additional details 

about the external dataset. 
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Machine learning algorithms 

Convolutional neural networks 

Although convolutional neural networks were initially developed and used for image 

classification, they have emerged as state‐of‐the‐art models for text classification. 14–17 

These models use low‐dimensional (typically 50 to 300) continuous vectors to represent 

words (called word embeddings). The convolutional neural network algorithm takes an 

input text document, assigns learnable weights and biases to different words or phrases. 

The algorithm passes linear filters represented with corresponding weight vectors over 

word embeddings. The filters start at the beginning and move sequentially through the 

document. As such, each filter produces a vector that is proportional in size to the 

document length. Filter outputs are then combined by extracting the maximum value on 

each filter output vector (i.e., max-pooling). Finally, the algorithm concatenates these 

scalar values to form a vector representation of the entire document that becomes the 

input for the classification prediction layer (eFigure 2-1).  

Support Vector Machines 

Support vector machines identify the best hyperplane that separates classes (e.g., CRT vs. 

non-CRT report) in high-dimensional space. 18 This method uses kernel functions (i.e., a 

similarity function between a pair of records) that can be a linear, polynomial, sigmoid, 

or radial basis function. These kernel functions transform the data into the form necessary 

for prediction. We trained the models using the above-mentioned kernel functions and 

found the radial basis function performed best (see “Hyperparameter optimization”). 

Appendix 2-3 and eFigure 2-2 provide more details on the two parameters associated 
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with the radial basis function: gamma (kernel coefficient) and c (regularization 

parameter).  

Data preprocessing, model features, and hyperparameter choices 

Data preprocessing 

We concatenated each citation’s title, abstract, keywords, and subject headings. We 

conducted several data cleaning steps for each record, including putting text in lowercase, 

removing brackets/parentheses, punctuations, numbers, and words containing numbers. 

When a citation had a structured abstract, we removed the discussion and conclusion 

because these sections rarely contained relevant information about the study design. We 

then tokenized titles, abstracts, keywords, and subject headings. Finally, we removed 

stopwords such as “and," "the," "we," and "was" (i.e., common words with low 

informational content).  

Word embeddings 

For the convolutional neural network models, we used word embeddings as feature 

parameters. A word embedding is a learned representation for text, where words that 

have a similar meaning (i.e., used in a similar context) will have similar representation in 

vector space (e.g., "mother," "father," "parent," "guardian" would have similar vector 

representation). An unsupervised neural network maps each word to one vector. We 

trained two different word embedding models: Word2Vec and FastText, with the skip-

gram architecture and ten iterations (Appendix 2-4). 19,20 We trained the word embedding 

models using the 87,633 articles retrieved by our search strategy. 
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Term frequency-inverse document frequency 

We used the Term Frequency-Inverse Document Frequency (TF-IDF) method to weigh 

the relative importance of unique words in our dataset for support vector machines. 18,21 

The TF-IDF weights increase proportionally to the number of times a word appears in a 

document. These weights are offset by the number of records containing that word, which 

helps to adjust for expressions frequently appearing in the dataset (e.g., the word 

"random"). Information retrieval, text mining, and user modeling tasks commonly use the 

TF-IDF method as a weighting factor. 22 

Handling class imbalance 

There are far fewer CRT than non‐CRT reports, which posed a problem for standard 

learning algorithms that aim to maximize overall predictive accuracy. Given this class 

imbalance scenario, we observed high model accuracy by uniformly predicting the 

majority class (i.e., non-CRT reports). We handled class imbalance by (1) constructing a 

dataset that included all CRT reports but only a random subsample of non‐CRT reports 

and (2) adjusting class weights where each CRT training example carried more weight 

than non-CRT reports. 23 Table 2-1 shows the details of the search space and the chosen 

sampling ratio. 

Hyperparameter optimization 

It was not feasible to conduct a grid search over all specified hyperparameters for the 

convolutional neural network models. We used the hyperopt python library, which 

implements Bayesian hyperparameter optimization, to optimize the algorithm's 

hyperparameters and achieve the highest algorithm performance. 24 We implemented the 

Tree of Parzen Estimators (TPE) algorithm with 500 iterations.25,26 We also optimized the 
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class weighting, the sampling ratio, and the L1 regularization strength. We examined the 

effect of different numbers and sizes of filters and differing dropout rates. Dropout rates 

influence the proportion of neural network connections randomly dropped during 

training, a strategy used to prevent overfitting. 27 Finally, we examined the effect of 

varying the vocabulary size where we retained the N most common words (e.g., 5000) 

from the training data. Table 2-1 shows the full details of the search space and the chosen 

hyperparameters. 

For support vector machines, we performed a grid search over all hyperparameters, 

including sampling ratio, class weights, kernel functions, kernel coefficient(s), 

regularization parameter, and word vectorization. We also compared the model’s 

predictive ability when using unigrams, bigrams, and trigrams. Table 2-1 provides the 

search spaces and chosen hyperparameters. 

Ensembling 

Ensemble learning helps improve results from machine learning models by combining 

two or more models to boost predictive performance compared to a single model. 28 We 

evaluated the convolutional neural networks and support vector machines individually 

and as an ensemble of all three algorithms. We estimated the final predicted probability 

that an article was a CRT report by calculating the average probability score across the 

three ensembled algorithms.  

Evaluation methods 

The algorithms output a probability score from 0 to 1 that an article citation was a CRT 

report. For each algorithm, we plotted the area under the receiver operating characteristic 
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curve (AUC) as the true positive rate by the false positive rate. The AUC values range 

between 0 to 1. The AUC value provides information about how well an algorithm can 

distinguish CRT from a non-CRT report; the closer the AUC value to 1, the better the 

algorithm predicts non-CRT articles as a non-CRT and CRT articles as a CRT. The 

bootstrap procedure in the pROC package in R 3.6.1 was used to estimate the AUCs 

confidence intervals. 29 As a secondary measure, we estimated the number needed to 

screen, defined as the average number of algorithm‐positive articles that need to be 

manually read to retrieve one CRT report. The prevalence of CRT reports in the 

respective search strategy and domain area influences the number needed to screen and 

should be interpreted with caution.  

To enable the classification of articles, we chose a threshold probability score to decide 

whether an article is a CRT report. An article with a probability score greater than the 

threshold was labeled as a CRT report. We aimed at choosing a probability threshold that 

would lead to the final algorithm’s sensitivity score to be greater than 95% for the 

internal validation dataset without significantly harming the specificity.  

The final algorithms were chosen using the single best‐performing hyperparameters 

trained on the full training and internal validation datasets. We then assessed the best‐

performing algorithms on an external dataset. We conducted data processing and analyses 

using Python 3.7.7; Appendix 2-5 describes the python libraries used for this project. 

30,31,40,32–39 
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Results 
From the 5000 selected articles, 589 were confirmed to be CRT reports and the remaining 

articles were either not CRT reports or were otherwise ineligible. We classified the 

design for 850 (17%) of the 5000 articles based on the full text, while the remaining 

articles were classified based on the title and abstract alone; we reviewed the full text 

when the randomization unit was unclear. The 589 CRT citations had 111,492 words and 

the 4411 non-CRT citations had 816,167 words. Figure 2-1 illustrates a scatter plot of 

terms associated with CRT and non-CRT reports. For example, from the interactive 

version of Figure 2-1, 67% of CRT-related articles compared to 1.7% for non-CRT 

articles contained the term “cluster” in their title, abstract, keyword, or as a subject 

heading. 

Table 2-2 displays each algorithm’s performance characteristics for the internal and 

external datasets. We evaluated the three machine learning algorithms separately and as 

an ensemble. The individual algorithms operated well. However, the ensemble 

discriminated best on the validation dataset with an AUC of 98.6% (95% confidence 

interval: 97.8%, 99.4%), sensitivity of 97.7% (94.3%, 100%), and specificity of 85.0% 

(81.8%, 88.1%); Figure 2-2 shows the algorithm’s performance. For the internal 

validation dataset, a person would need to screen 6.8 citations, on average, to identify one 

CRT report. That number dropped to 1.9 citations when using the ensemble algorithm.  

For the external dataset (665 CRT reports of 1916 articles), the ensemble algorithm had 

an AUC of 97.8 % (97.0%, 98.5%), sensitivity of 97.6% (96.4%, 98.6%), and specificity 
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of 78.2% (75.9%, 80.4%)) [eFigure 2-3]. The number needed to read dropped from 2.9 

to 1.4 citations after implementing the ensemble algorithm. 

Discussion 
We showed that CRT reports could be reliably classified using an ensemble of machine 

learning algorithms. We expect our algorithms’ performance will improve overtime 

because (1) we will continue to fine-tune our algorithms as our repository of CRT reports 

increase, and (2) we expect better reporting of the CRT study design as both journals and 

the CONSORT Statement Extension for Cluster Trials mandate (or recommend) that 

authors publishing CRT reports include the study design explicitly in the title and 

abstract. 41 

For systematic reviews, our algorithms lead to a substantial reduction in the number of 

citations needed to screen with a low probability that CRT reports are excluded 

(sensitivity greater than 97%.) To facilitate the use of our algorithms in practice, we have 

made these algorithms available as an open‐source software called MLScreener 

(MLScreener.com). The user conducts their database search with clinical terms using 

their desired search syntax combined with the existing CRT search filter (Appendix 2-6). 

The user must save the output of retrieved articles from their preferred bibliographic 

database in a .csv file. MLScreener takes the search result (in .csv format) as input and 

generates a sorted list that ranks articles from highest to lowest probability (as well as a 

binary classification of CRT or not). We recommend that researchers screen the sorted 

list of articles and make an informed decision to stop based on either a low likelihood of 
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seeing CRT reports in the remaining articles or when resources (time or money) have 

been spent. 

As an illustration of our algorithms’ application, we implemented our algorithms on a 

search strategy that identified articles for a systematic review of CRT reports aiming to 

capture ethical and methodological reporting issues in the dialysis setting. 42 The search 

strategy for this review identified 882 potentially relevant articles. Our ensemble 

algorithm correctly identified 33 of the 34 CRT-related articles that two independent 

screeners identified in their review; see Appendix 2-7 for more details. The number of 

records that required screening was reduced by more than a half (note, this will differ 

depending on the prevalence of CRT reports in the relevant area).  

We estimate that it would require an average of two minutes to screen and assess a single 

article's eligibility per reviewer for systematic reviews. In our application dataset (882 

records), screening time required approximately 30 hours per reviewer, which would 

have been reduced to 15 hours per reviewer if we used our algorithms.  

Limitations 
First, in the absence of available databases of confirmed CRT reports, we created our 

training and internal validation datasets from a random sample of 5000 articles published 

between 2000 and 2019. We did not review the full text of all 5000 articles to judge 

whether they were a report of a CRT or not. Thus, we may have missed some CRT 

reports. However, it is unlikely we missed a significant proportion of articles given our 

algorithms' high discriminative ability on the external validation dataset, where the full-
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text for each article was reviewed. Second, articles included in our external dataset were 

published between 2014 to 2019. Thus, we had no external validation for the period 

before 2014. We expect the reliability for classifying CRT reports to resemble the results 

reported here. Finally, we did not conduct any user analysis for the proposed MLScreener 

software. Thus, we are not aware of how users will engage and interact with our 

application. 
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Tables and Figures 
 

Table 2-1: Hyperparameter search space for support vector machines and convolutional 

neural networks. 

Hyperparameter  Values checked Chosen value 

For all models 

Sampling ratio (Non-CRT:CRT) 
(1411:589), (2411:589), 

(3411:589), (4411:589) 
3411 : 589 

Class weights (Non-CRT:CRT) 
(1:1), (1:5), (0.59:3.4), (1:17),  

(1:20) 
0.59 : 3.4 

Convolutional neural network – Word2Vec 

Max length of each abstract 100, 150, 200, 250, 300, 350 300 

Batch size (distribution) Uniform distribution (10, 30) 11 

Learning rate (distribution) 
Uniform distribution (0.0005, 

0.005) 
0.0047 

Dropout rate (distribution) Uniform distribution (0.1, 0.5) 0.29 

Number of filters (distribution) 
Uniform distribution (64, 

1526) 
923 

Kernel size (distribution) Uniform distribution (3, 12) 8 

Number of epochs (distribution) Uniform distribution (3, 20) 7 

Constraint applied to the kernel 

matrix (distribution) 
1, 1.5, 2, 2.5, 3 2 

Optimizer (distribution) Adadelta, Adam Adam 

Embedding Skip-gram; CBOW Skip-gram 

Embedding dimensions 50, 100, 200, 300 100 

Number of embedding iterations 5, 10, 15, 20 10 

Convolutional neural network – FastText 

Max length of each abstract 100, 150, 200, 250, 300, 350 300 

Batch size (distribution) Uniform distribution (10, 30) 16 

Learning rate (distribution) 
Uniform distribution (0.0005, 

0.005) 
0.0026 

Dropout rate (distribution) Uniform distribution (0.1, 0.5) 0.47 

Number of filters (distribution) 
Uniform distribution (64, 

1526) 
532 

Kernel size (distribution) Uniform distribution (3, 12) 11 
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Number of epochs (distribution) Uniform distribution (3, 20) 14 

Constraint applied to the kernel 

matrix (distribution) 
1, 1.5, 2, 2.5, 3 2 

Optimizer (distribution) Adadelta, Adam Adam 

Embedding Skip-gram; CBOW Skip-gram 

Embedding dimensions 50, 100, 200, 300 100 

Number of embedding iterations 5, 10, 15, 20 10 

Support vector machines 

Kernel 
linear, polynomial, sigmoid, or 

radial basis function 

radial basis 

function 

Kernel coefficient 1, 0.1, 0.01, 0.001, 0.0001 0.001 

Regularization parameter 1, 10, 100, 1000 100 

Ngrams 1, 1 to 2, 1 to 3, 1 to 4 
1-gram and bi-gram 

(1 to 2) 

Word Vectorization Bag of Words, TF-IDF TF-IDF 

CRT: Cluster randomized trial; Ngrams: a sequence of n words from a text document; 

TF-IDF: Term Frequency-Inverse Document Frequency; CBOW: Continuous Bag of Words 

Model  
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Table 2-2: Model metrics for the internal and external validation datasets. 

Dataset 

AUC, %  

(95% CI) 

True Positive 

Rate 

sensitivity, % 

(95% CI) 

False Positive 

Rate 

1-specificity, % 

(95% CI) 

Number 

needed to 

screen 

(95% CI) 

Internal validation 

This dataset had  600 articles, with ~15% being CRTs 

Number needed to read: 6.8 ** 

Convolutional neural 

network – Word2Vec 
98.2 (96.9, 99.5) 96.6 (92.0, 100) 13.9 (10.7, 17.0) 1.8 (1.6, 2.1) 

Convolutional neural 

network – FastText 
98.4 (97.3, 99.5) 89.8 (83.0, 96.6) 3.5 (2.0, 5.1) 1.2 (1.1, 1.3) 

Support vector machines 97.2 (95.7, 98.8) 97.7 (94.3, 100) 19.9 (16.4, 23.2) 2.2 (1.9, 2.6) 

Ensemble 98.6 (97.8, 99.4) 97.7 (94.3, 100) 15.0 (11.9, 18.2) 1.9 (1.7, 2.2) 

External validation 

This dataset had  1916 articles, with ~35% being CRTs 

Number needed to read: 2.9 ** 

Convolutional neural 

network – Word2Vec 
97.9 (97.2, 98.6) 97.0 (95.6, 98.2) 20.8 (18.5, 23.0) 1.4 (1.3, 1.5) 

Convolutional neural 

network – FastText 
97.7 (97.0, 98.4) 91.7 (89.8, 93.8) 4.8 (3.7, 6.0) 1.1 (1.1, 1.1) 

Support vector machines 96.8 (96.0, 97.6) 97.3 (96.1, 98.5) 32.2 (29.7, 34.9) 1.6 (1.6, 1.7) 

Ensemble  97.8 (97.0, 98.5) 97.6 (96.4, 98.6) 21.8 (19.6, 24.1) 1.4 (1.4, 1.5) 

** The number needed to read was calculated as one divided by the % of articles that are 

CRTs. AUC curve = Area under the receiver operating characteristic curve. CI = 

confidence interval.
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Figure 2-1: Scatter text visualization of words and phrases used in our dataset. Points are colored blue or red based on related 

terms with cluster-randomized trials (CRT) or non-CRT citations. The dataset consisted of 589 CRT (111,492 words) and 4411 

non-CRTcitations (816,167 words). The terms associated with each category are under "Top CRT" and "Top Non-CRT" 

headings. Interactive version of the figure: (Interactive Figure 1) (Note: The file size for the interactive figure is large and can 

take several minutes to load in a browser) 

 

https://mlscreener.s3.ca-central-1.amazonaws.com/Scatter_plot1.html
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Figure 2-2: Receiver operating characteristic curves of (1) convolutional neural network 

using Word2Vec word embedding, (2) convolutional neural network using FastText word 

embedding, (3) support vector machine (SVM), and (4) ensemble model. Figure A 

depicts a zoomed-out version, and Figure B zoomed to accentuate variability in the 

models’ receiver operating characteristic curves. 

 

  

A 

B 
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Appendix 
Appendix 2-1: Justification for using a CRT search filter. 

We created a dataset of CRT and non-CRT articles to train and internally validate our 

machine learning algorithms. Given that the prevalence of CRTs is less than 0.1% in 

bibliographic databases, we would have needed to screen at least 500,000 articles to 

identify 500 CRT articles, an inefficient and cumbersome process. Therefore, we used a 

CRT search filter to increase the prevalence of relevant articles retrieved in our 

bibliographic search, where we expected about 10% to 15% of articles would be CRTs. 1 

Search syntax to identify articles in Medline between Jan 1st, 2000 and Dec 31st, 2019 in 

EMBASE Classic+ EMBASE, Ovid MEDLINE(R) Epub Ahead of Print, In-Process & 

Other Non-Indexed Citations, Ovid MEDLINE(R) Daily and Ovid MEDLINE(R). 

Search 

No. Search Records 

1  randomized controlled trial.pt. 525702 

2  animals/ 8037797 

3  humans/ 32495688 

4  2 not (2 and 3) 5739131 

5  1 not 4 514156 

6  (cluster$ adj2 randomi$).tw. 30283 

7 

 ((communit$ adj2 intervention$) or (communit$ adj2 

randomi$)).tw. 20137 

8  group$ randomi$.tw. 8732 

9  6 or 7 or 8 57622 

10  intervention?.tw. 2425049 

11  cluster analysis/ 122853 

12  health promotion/ 176542 

13  program evaluation/ 80902 

14  health education/ 159941 

15  10 or 11 or 12 or 13 or 14 2837625 

16  9 or 15 2848506 

17  16 and 5 107591 

18  limit 17 to yr="2000 - 2019" 87633 
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Appendix 2-2: Additional details for the external dataset 

We evaluated our algorithms' performance against an external dataset that included 1988 

articles. These articles were confirmed primary reports of RCTs, of which 688 were CRT 

reports and the rest were individually randomized trials. This dataset has been described 

elsewhere. 2 Briefly, the authors identified pragmatic clinical trials using a sensitivity-

maximizing pragmatic search filter; this search filter is independent of this study's CRT 

search filter. 3 The search filter for the external dataset was applied in MEDLINE on 

April 3rd, 2019, for the period between January 1st, 2014, and April 3rd, 2019. The 2014 

date was chosen because this was the first date the National Library of Medicine began 

indexing pragmatic clinical trials as a publication type.  The authors identified 4337 

pragmatic articles from the search strategy, of which we used 1988 trials that were 

registered in ClinicalTrials.gov. From these 1988 articles, we removed 72 articles that 

were captured in the training or validation datasets. We applied this exclusion criterion to 

avoid data leakage that would artificially inflate the models' performance.  
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Appendix 2-3: Description of the gamma and c parameters 

The gamma parameter is a cut-off parameter for the Gaussian sphere; increasing gamma 

increases the training samples' reach and a softer decision boundary (eFigure 2-2).4 The c 

parameter controls the penalty for misclassification. Large values of c correspond to a 

more substantial error penalty imposed on the model for misclassifying a record (eFigure 

2-2).4  
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Appendix 2-4: Continuous skip-gram architecture 

In the continuous skip-gram architecture, the model uses the current word to predict the 

surrounding window of context words; we set the window to 5 words in our setting. The 

skip-gram architecture weighs nearby context words more heavily than more distant 

context words. 
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Appendix 2-5: Python libraries used for this project. 

1. pandas (version 0.25.1) is a package that is intended for working with relational 

data tables. 

2. NumPy (version 1.18.1) is a library for scientific computing, which can contain n-

dimensional array objects. 

3. sklearn (version 0.22.1) is a machine learning library for Python. It features 

various machine learning algorithms like the support vector machine used in this 

project.  

4. re is a regular expression library. 

5. string is a library with a collection of string constants. 

6. nltk (version 3.4.5) is a Natural Language Toolkit (NLTK) library used for natural 

language processing. 

7. pickle library helps create a portable serialized representation of Python objects 

(e.g., a data frame). 

8. gensim (version 3.4.0) is a library that is often used for natural language 

processing and information retrieval. 

9. keras (version 2.2.4-tf) is a deep learning framework for developing and 

evaluating deep learning models. 

10. math is a module that provides access to mathematical functions. 

11. tensorflow (version 2.0.0) is a library used for fast numerical computing. 

12. Scattertext (0.0.2.28) is a package that lets you interactively visualize how two 

categories of text are different from each other. 

13. matplotlib (version 3.2.1) is an object-oriented plotting library. 

14. hyperopt (version 0.2.3) is a Bayesian optimization library that allows for the 

automatic search of data preparation methods, machine learning algorithms, and 

model hyperparameters for classification and regression tasks. 
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Appendix 2-6: Screenshots of the front-end tool used for our machine learning 

algorithm. 
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Appendix 2-7: Details and results for applying our model on a dialysis-related dataset. 

 

This dataset included 882 articles from a search strategy that combined two search filters 

to identify CRT reports and dialysis studies. 1,5 Two reviewers screened titles and 

abstracts to identify CRT reports in the hemodialysis setting. We excluded CRT reports 

unrelated to in-center hemodialysis. We applied our algorithms to this dataset to evaluate 

whether it reduced the number of articles needed to screen without excluding 

hemodialysis-related CRT reports. 

The eTable below showed the results when our model was applied in practice to classify 

CRT reports in the dialysis setting. The models correctly classified 33 of the 34 dialysis-

related CRT reports. The number of articles needed to screen to capture a single CRT was 

reduced from 26 to 11.4.  

eTable: Number of relevant articles retrieved with and without machine learning 

algorithm using the demonstration dataset (n=882 records). The research objective was to 

review CRTs in the hemodialysis setting to report key methodological and ethical issues. 

  Number of relevant CRT articles 

identified 

Number of non-relevant articles 

captured 

Manual screening 34* 848 ++ 

Ensemble 33** 343 ++ 

 

* There was a total of 36 cluster randomized trials (CRTs) conducted in the hemodialysis 

setting. Two of the 36 CRT articles were identified in the included articles' reference list 

and are not included above. The title and abstract of these two had no indication they 

utilized a CRT study design and these articles were not picked up by the CRT search 

filter. 6,7 

** The missed article stated it was a "group randomized trial" but later stated, "Patients at 

participating dialysis centers were randomized… 8  
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++ A proportion of these articles were CRTs unrelated to the hemodialysis setting and 

were not relevant to the respective review's research objective.  
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eFigure 2-1: A general architecture for a convolutional neural work used for text 

classification.   
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eFigure 2-2: This figure shows the decision boundaries and support vectors for different 

settings of the parameters regularization parameter (C) and Kernel coefficient (gamma). 

We used the mglearn package to create this figure. 9  
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eFigure 2-3: Probability plot for the CRTs in the first external data classified as a CRT 

(Figure A, 665 CRTs) and non-CRTs classified as a CRT (Figure B, 1251 non-CRTs). 

The x-axis depicts the stacked ensemble model's prediction of the article being classified 

as a CRT. The y-axis depicts the proportion of all documents that had the corresponding 

probability. 

  

  

A 

B 
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Abstract 
Background: The hemodialysis setting is suitable for trials that use cluster 

randomization, where intact groups of individuals are randomized. However, cluster 

randomized trials (CRTs) are complicated in their design, analysis, and reporting and 

pose ethical challenges. We reviewed CRTs in the hemodialysis setting for reporting of 

key methodological and ethical issues.  

Methods: We conducted a systematic review of CRTs in the hemodialysis setting, 

published in English between 2000 and 2019 and indexed in MEDLINE or EMBASE. 

Two reviewers extracted data and study results were summarized using descriptive 

statistics.  

Results: We identified 26 completed CRTs and five study protocols of CRTs. These 

studies randomized hemodialysis centers (n=17, 55%), hemodialysis shifts (n=12, 39%), 

healthcare providers (n=1, 3%), and nephrology units (n=1, 3%). Trials included a 

median of 28 clusters with a median cluster size of 20 patients. Justification for using a 

clustered design was provided by 15 trials (48%). Methods that accounted for clustering 

were used during sample size calculation in 14 (45%), during analyses in 22 (71%), and 

during both sample size calculation and analyses in 13 trials (42%). Among all CRTs, 26 

(84%) reported receiving research ethics committee approval; patient consent was 

reported in 22 trials: 10 (32%) reported the method of consent for trial participation and 

12 (39%) reported no details about how consent was obtained or its purpose. Four trials 

(13%) reported receiving waivers of consent and the remaining 5 (16%) provided no or 

unclear information about the consent process.  
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Conclusion: There is an opportunity to improve the conduct and reporting of essential 

methodological and ethical issues in future CRTs in hemodialysis. 

Registration: We conducted this systematic review using a pre-specified protocol that 

was not registered.  
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Introduction 
Patients on hemodialysis (HD) are often excluded from clinical trials and many trials in 

the hemodialysis setting suffer from poor recruitment, inadequate sample sizes, and poor 

adherence to allocated treatment and treatment contamination (1–4). Cluster randomized 

trials (CRTs) randomize intact groups of individuals (rather than independent individuals) 

to different arms. This design can offer a logistically convenient method to produce high-

quality evidence, effectively avoid treatment contamination, and be better received by 

participants and healthcare staff when delivered to a group of individuals rather than 

select patients. The CRT is an attractive design in the HD setting, where interventions are 

often delivered at the center level and staff follows the same protocol for patients under 

their care.  

 

Cluster randomization, however, introduces methodological issues that need to be 

addressed during the design and analysis stages (5,6). First, it may not be possible to 

identify and recruit participants until the cluster has been randomized. This increases the 

risk of selection bias because knowledge of the allocated arm can influence both the 

identification of potential participants and their decisions to participate.  Second, because 

outcomes are usually correlated within clusters, CRTs are statistically less efficient than 

individual-level randomized trials. As such, the CONSORT Statement for Cluster 

Randomized Trials requires that studies report how clustering was considered in both 

sample size calculation and analysis. Failing to account for clustering in the sample size 

calculation implies that the study may not have adequate power to detect meaningful 

differences between the groups. While failing to account for clustering in the analysis 
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implies that standard errors of treatment effects will be under-estimated, increasing the 

risk of spurious statistical significance (5–8).  

The CRT design also raises complex ethical issues. The Ottawa Statement on the Ethical 

Design and Conduct of Cluster Randomized Trials offers ethical guidance, providing 15 

recommendations for those who design, conduct, and review CRTs (9–13). For example, 

ethical issues that may challenge researchers include: When is a study considered 

research? Who is the research subject? And from whom, how, and when must informed 

consent be obtained? A summary of the Ottawa Statement recommendations and 

applicability of these recommendations for CRTs conducted in the hemodialysis setting is 

provided in Appendix 3-1. 

While CRTs offer a promising approach to conducting clinical trials within the 

hemodialysis setting, this design may have unique methodological and ethical 

requirements for conduct and reporting in this setting. In the present study, we conducted 

a descriptive analysis of how CRTs in hemodialysis report key methodological 

(accounting for clustering effects and reporting of the intra-class correlation coefficient) 

and ethical issues (regarding the elements highlighted in the Ottawa Statement). This 

review will serve as a foundational step in a multi-year initiative that seeks to develop 

recommendations for the ethical design, conduct, and reporting of CRTs in the 

hemodialysis setting. 
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Materials and Methods 

Protocol and registration 

We conducted this systematic review using a pre-specified protocol and reported our 

results according to published guidelines (PRISMA Checklist: Appendix 3-2) (14).  

Studies eligible for review 

We did not set any limits on the country of study and included published primary reports 

of CRTs or study protocols of CRTs with an unpublished primary report. We included 

English-language reports published between January 2000 and November 2019 that 

involved: 1) patients on in-center hemodialysis; or 2) patients on in-center hemodialysis 

as a subgroup in a larger study of non-in-center hemodialysis patients. When we found a 

CRT study protocol with an identified completed trial, we used the protocol to 

supplement any missing information from the final published report. Other reports such 

as secondary analyses, conference abstracts, and pilot or feasibility CRTs were excluded. 

We excluded feasibility and pilot trials because they have different methodological (15) 

and ethical considerations than full-scale CRTs. 

Information sources  

We implemented a search syntax on November 30th, 2019, to identify published reports 

in MEDLINE and EMBASE. 

Search 

Our search strategy combined two published search filters designed to identify 

publications related to CRT (16) and dialysis (17) studies (Appendix 3-3). Two 

reviewers (AAA and KC) screened titles and abstracts of articles. AAA manually 

searched for additional articles in bibliographies of all included articles, lists of articles 

that cited the included studies in Google Scholar, and "Similar articles" in PubMed. The 
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complete list of included studies was also reviewed by an expert in the field (AXG) to 

capture additional studies that may have been missed. 

Study selection 

We retrieved the full text of any article considered potentially relevant by any reviewer. 

Full-text articles were assessed for study eligibility by two reviewers (AAA and KC), 

with disagreements resolved through discussion.  Agreement between the two reviewers 

was evaluated using the Kappa statistic (18).  

Data collection process 

We utilized a data abstraction form that was pilot tested on three studies by three 

reviewers (AAA, KC, and CEG). After that, two reviewers (AAA and either KC or CEG) 

independently extracted data from each manuscript. AAA and either MT or SND 

extracted details on whether trials accounted for clustering during sample size estimation 

and analysis. After each set of three studies, data extractions were compared within the 

pair and disagreements were resolved by consensus. Details of extracted data are 

highlighted in Appendix 3-4. We extracted data on study characteristics, methodological 

characteristics, data collection method, the justification for using a CRT design, type of 

intervention, information regarding research ethics committee (REC) review, gatekeepers 

(i.e., an individual or body that represents the interests of cluster members, clusters, or 

organizations (19)), informed consent procedures, and any information about harm-

benefit assessment or protection of vulnerable populations.  

Analysis 

We summarised results using frequencies for categorical variables and medians with 

interquartile ranges for continuous variables. Given the small number of included studies, 



 

58 
 

we did not test changes in reporting over time or the association between reporting ethical 

elements and study characteristics. For all our analyses, we used R (Version 3.6.2) (20).  

Results 

Characteristics of included studies 

The study flow diagram is presented in Figure 3-1. We screened 777 citations and 

retrieved 29 full-text articles to assess eligibility. We identified another seven articles by 

reviewing citation links (n total=36). We had an almost perfect between-reviewer 

agreement on which studies met the criteria for review (kappa statistic 0.96, 95% 

confidence interval: 0.91 to 1.00). Five articles were excluded after the full-text review 

(21–25). Thus, 31 articles were included in this review: 26 completed studies and 5 study 

protocols (26–56).  

Study characteristics for the included trials are presented in Table 3-1. The 31 trials were 

published in 19 journals. Nineteen trials (61%) recruited patients from the United States, 

three (10%) were from the United Kingdom, three (10%) from Australia / New Zealand, 

and seven (23%) from other countries (some trials were multi-national and these 

categories are not mutually exclusive).  

Reporting of methodological characteristics 

Table 3-2 provides a description of the reporting of study characteristics. Thirty trials 

(97%) utilized a parallel arm design and one trial (3%) used a stepped-wedge design. All 

trials were designed as superiority trials. The types of randomized clusters were 

hemodialysis centers (n=17; 55%), hemodialysis shifts or sessions (n=12; 39%), 

providers or professionals (n=1; 3%), and nephrology units (n=1; 3%; it was not clear 

how a “nephrology unit” was defined). Clusters were randomly allocated to the treatment 
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arm using unrestricted (n=8; 26%), pair-matched (n=4; 13%), stratified (n=4; 13%), split-

cluster (n=11, 35% [i.e., day shifts within centers]), covariate-constrained randomization 

(n=1, 3%), or an unreported method of allocation (n=3, 10%).  

The median (25th, 75th percentile) number of clusters included per trial was 28 (12, 43), 

and all trials used 1:1 randomization. One trial (3%) had one cluster per arm, and six 

trials (19%) had fewer than the minimum recommendation of four clusters per arm (6,7). 

The median number of participants per trial was 228 (120, 1723). All trials included 

patients (as opposed to providers alone) as the research participants with a median 

number of 20 (8, 32) patients per cluster.  

One study (3%) reported the intra-class correlation coefficient (ICC) for their primary 

outcome. Table 3-3 describes whether and how clustering was accounted for during 

sample size estimation and analysis. Fourteen trials (45%) accounted for clustering 

during sample size estimation for the primary outcome, three (10%) did not account for 

clustering, two (6%) accounted for clustering but using a different outcome measure than 

the primary outcome, one (3%) it was unclear, and 11 (35%) did not report a sample size 

or power estimate. At the analysis stage, 22 trials (71%) accounted for clustering using 

either an individual-level analysis adjusting for clustering or using a cluster-level 

summary method. The remaining nine trials (29%) either did not account for clustering in 

their primary analysis, or it was unclear if clustering was accounted for in the analysis.  A 

total of 13 trials (42%) accounted for clustering in sample size calculation and analysis.  
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Reporting of justification for cluster randomization 

Of all 31 trials, 15 trials (48%) reported a justification for using a cluster randomized 

design (Table 3-3). Thirteen trials (42%) reported using a CRT design to avoid 

contamination, and two trials (6%) reported using a CRT design to avoid contamination 

and for logistical or administrative convenience.  

Reporting of intervention type and target population  

Table 3-4 lists the types of intervention used in each arm of included trials. The most 

common type of study intervention was health promotion or an educational intervention 

(n=22 trials; 71%), for which patients were the intended recipients. Six trials (19%) 

examined a direct patient therapeutic intervention – for example, intradialytic resistance 

training or antimicrobial barrier caps for central venous catheters. Among all trials, the 

intervention was necessarily administered at the cluster level (e.g., education of 

providers) for 18 trials (58%). In the control arm, 23 trials (74%) utilized "usual care," 

four (13%) used some form of augmented care (usual care plus some minimal elements 

of active intervention), three (10%) used an active control, and one (3%) used an 

attention-placebo. Four trials (13%) utilized interventions that included an educational or 

quality improvement component targeting health professionals (e.g., transplant education 

and engagement activities). Both prevalent and incident patients on hemodialysis were 

included in 22 trials (71%), eight trials (26%) included only prevalent patients, and one 

trial (3%) included only incident patients on hemodialysis.  

Data collection procedures 

Data collection procedures in the intervention and control arm were similar for most trials 

(Table 3-4). In the intervention arm, 30 (97%) trials used local routinely collected data 
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(e.g., medical charts or electronic medical records) as the primary source for data 

collection. Eleven trials (35%) used clinical registry data and 24 (77%) supplemented 

routinely collected data with additional sources: self-administered questionnaires (n=18; 

58%), interviewer-administered questionnaires (n=9; 29%), specimen collection or 

physical examination not required for usual patient care (n=4; 13%), as well as active 

data collection (n=5; 16%); for example, using case report forms.  

Gatekeepers 

Five trials (16%) reported that a gatekeeper provided permission for clusters to 

participate in the study (Table 3-5). For the remaining trials (84%), no information about 

gatekeepers was provided. 

Reporting of research ethics review 

We found that 26 trials (84%) reported REC approval, one (3%) reported that the study 

was exempt from REC review, and four (13%) did not report whether the study was 

reviewed by a REC (Table 3-5).  

Reporting of consent procedures 

One trial (3%) reported they received an exemption from ethics review, three (10%) 

received a waiver of consent from the REC (see Appendix 3-5), 22 trials (71%) reported 

obtaining consent from patients, and five (16%) trials either did not discuss the consent 

process or it was unclear if patients provided informed consent. For the 22 trials (71%) 

that reported obtaining consent from patients, written or verbal informed consent was 

reported in 10 trials (45%) for the study intervention and eight (36%) for data collection; 

the remaining trials provided no details about the method of consent for study 

intervention or data collection (Table 3-4).  
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Among the remaining 27 trials that did not receive an exemption from ethics review or 

had a waiver of consent, the timing of consent took place before randomization for seven 

trials (26%), after randomization for ten (37%), and was unclear for the remaining ten 

trials (37%).  

The ability for participants to opt-out of the data collection was reported in seven trials 

(23%); three trials (10%) reported patients could not opt-out of data collection, and the 

ability to opt-out was unclear for the remaining 21 trials (68%) (Table 3-5).  

Assessment of benefit-harm and protections for vulnerable groups 

Kidney disease disproportionally affects individuals traditionally considered vulnerable 

(i.e., patients with comorbidities, dementia, lower education levels, lower health literacy, 

and who reside in rural or remote areas). Although vulnerable subgroups may have been 

included in our reviewed trials, none reported additional protections. 

Discussion 

The hemodialysis population is suitable for the CRT design, especially for interventions 

implemented at the center level; in our review, approximately 60% of trials utilized an 

intervention that was necessarily administered at the cluster level. This review presents a 

descriptive analysis of the reporting of key methodological and ethical characteristics of 

CRTs involving hemodialysis patients. Guidance on CRTs' reporting is provided in the 

CONSORT extension for CRTs, while the Ottawa Statement is currently the only 

guidance document specific to the ethical design and conduct of CRTs in health research 

(7,13). While several studies were published before the dissemination of the CONSORT, 
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the Ottawa Statement, or both, the interpretation of our results would not change had we 

presented our results based on the period pre- and post-publication of these statements. 

We found that cluster randomized trials in hemodialysis have low methodological quality 

and sub-optimally report ethical considerations around this design. While many of the 

identified issues are not unique to the hemodialysis setting, we consider three issues that 

require special attention: (1) taking clustering into account at the sample size estimation 

and analysis stages; (2) methodological and contamination issues around designs that 

randomize shifts within hemodialysis centers; and (3) reporting on how the rights of 

vulnerable participants are protected. 

First, patients on hemodialysis within the same center have similar characteristics 

compared to patients from other centers. For example, small satellite hemodialysis 

centers might have medically stable patients compared to large academic centers that 

might treat sicker patients requiring close medical monitoring. It is concerning that more 

than half of included trials did not report a method that appropriately accounts for within-

cluster correlation when estimating sample size, and more than a quarter of trials did not 

account for clustering in the analysis, putting the study results at an increased risk of 

spurious statistical significance (6–8,13). Adjusting for clustering is especially important 

in this setting because there is generally high practice variation between hemodialysis 

centers and low variation within centers (57–59), which increases the ICC (60).  

There is limited information in the literature to inform estimates of the ICC for patients' 

outcomes on hemodialysis; thus, researchers in hemodialysis must rely on estimates from 
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other disciplines or historical data. As such, completed trials need to report the observed 

ICC or design effect estimates for their outcomes so that the community can begin to 

build a repository that might help in the design of future trials. In our review, only one 

trial reported an ICC (45).  

Second, a common experimental design was to randomize shifts within hemodialysis 

centers (e.g., Mon, Wed, Fri versus Tues, Thu, Sat). This type of randomization requires 

additional considerations in design and conduct. For example, the same healthcare staff 

will care for patients dialyzing in a single center in both trial arms. Contamination of the 

trial's two arms can still occur if staff observe better patient outcomes in one arm and 

then begin to implement the treatment in clusters (i.e., shifts) in the other arm.  This 

design type also requires additional considerations in the analysis because clustering can 

occur at two levels, i.e., center and shift. It was beyond this review to assess whether 

authors reported the appropriate analyses accounting for this type of experimental design. 

Third, authors should report how vulnerable participants' rights are protected, especially 

those with limited health literacy who may not be capable of providing informed consent. 

When including these subgroups, it raises ethical concerns about the extent to which 

these participants are truly informed. There are no clear standards for "how much" 

understanding is adequate (61). Additionally, lower education levels, lower health 

literacy, and a participant's primary language are all associated with poor comprehension 

of the informed consent process (62). These characteristics are significant in the 

hemodialysis setting, where vulnerable participants are overrepresented: patients often 
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have multiple comorbidities, are members of a socially marginalized group, live in rural 

or remote locations, or have cognitive impairments (63–66).  

In general, trials in this setting were small, with both a limited number of clusters and 

patients within clusters. One trial randomized only one cluster to each arm and a fifth of 

reviewed trials had four or fewer clusters (41,54). Randomizing two clusters effectively 

precludes any inferences about the intervention because it is impossible to disentangle 

natural variation between clusters from the effect of the intervention (67). While some 

have suggested that parallel arm CRTs should have at least four clusters per study arm 

(6,7), with such a small number of clusters, the study may be severely underpowered, 

parametric statistical tests (e.g., t-tests) may not meet the assumption of normality, and 

there is a high risk of baseline imbalances between trial arms that might complicate the 

interpretation of the trial results (68).  

There is room for improved reporting of consent procedures. When consent is required, 

study authors ought to report adequate details to assess what consent was for (e.g., 

enrollment, receiving the interventions, data collection), as well as from whom (e.g., 

patients, providers, etc.), when (before or after randomization), and how (e.g., written, 

verbal) consent was obtained (7,13). The timing of informed consent was either not 

reported or took place after randomization for 20 trials. Post-randomization consent, 

especially when the study is unblinded, is a key risk of bias that can introduce selection 

bias through differential recruitment (7). When applicable, researchers must justify how 
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their study meets the criteria for a waiver or alteration of informed consent as outlined by 

national regulations or international guidelines (69–71). 

Our study has several limitations. We were unable to examine changes in quality of 

reporting over time or factors associated with better reporting due to the small number of 

trials. When a study protocol was published for one of the completed trials, we used both 

references to complete study extraction; however, we did not have access to the original 

research ethics submissions or non-peer-reviewed study protocols, did not follow-up with 

study authors, and did not conduct a search of any trial registries or Green Open Access 

options (e.g., ResearchGate). Thus, our results are based exclusively on what was 

reported in peer-reviewed published articles; for example, we are aware of other ongoing 

CRTs not included here because no study protocol or a primary report was available at 

the time of our search (72,73).  

Our study also has several strengths. We utilized an abstraction tool developed and 

refined over several studies (74–77). It is unlikely that a substantial number of relevant 

primary trials were missed, as we combined two validated search strategies supplemented 

with an extensive manual search of reference resources (16,17). To reduce the risk of 

misclassification of trial characteristics and reporting practices, we used consensus 

between two reviewers who independently extracted information from published articles.  

Conclusion  
There is suboptimal conduct and reporting of methodological issues of CRTs in the 

hemodialysis setting and incomplete reporting of key ethical issues. The Ottawa 

Statement on the Ethical Design and Conduct of Cluster Randomized Trials provides 
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specific recommendations for CRTs but did not consider the hemodialysis setting's 

unique characteristics (13).  This systematic review was conducted as a first step to 

describe key study design characteristics and document reporting of ethical practices in 

CRTs in the hemodialysis setting. Our future work builds on this review's information to 

explore the views/perceptions of researchers and patients regarding the ethical issues for 

CRTs in the hemodialysis setting. 
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Tables and Figures 
 

Table 3-1: Included studies and their characteristics. 

First 

Author 

Year Country Intervention Arm 

(Number) 

Control Arm 

(Number) 

Type of 

Cluster 

Type of 

Patients ₳ 

Type of 

Intervention 

₱ 

Primary 

Outcome  

Clusters Patients Clusters Patients 
  

  

Sehgal(26) 2002 USA 21 85 23 84 Individual 

providers 

Prevalent 

only 

2 and 3 Change in Kt/V 

and achievement 

of facility Kt/V 

goal 

McClellan(2

7) 

2004 USA 21 2237 20 2044 HD units Prevalent 

and incident 

1, 2, and 3 Proportion of 

patients whose 

urea reduction 

ratio was ≥65%  

Leon(38) 2006 USA 21 86 23 94 HD units Prevalent 

only 

3 Serum albumin 

level 

Pradel(49) 2008 USA 14 107 14 107 Shifts in 

HD unit 

Prevalent 

and incident 

3 See ¥ 

Locatelli(51) 2009 EU** NR* 321 NR 278 Nephrolo

gy Unit 

Prevalent 

and incident 

2 Proportions of 

patients with 

hemoglobin 

>11g/dL, serum 

ferritin >100 

µg/L, 

hypochromic red 

cell  count <10%, 

or transferrin 

saturation >20% 

Sullivan(46) 2009 USA 14 145 14 134 Shifts in 

HD unit 

Prevalent 

only 

3 Serum 

phosphorus level 
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Bond(47) 2011 USA 38 3157 39 3135 HD units Prevalent 

and incident 

2 and 3 Change in 

influenza 

vaccination rates 

Kauric-

Klein(52) 

2012 USA NR 59 NR 59 HD Units Prevalent 

only 

3 Changes in 

systolic blood 

pressure over time 

(primary outcome 

not explicitly 

stated) 

Sullivan(48) 2012 USA 11 92 12 75 HD units Prevalent 

and incident 

3 Number of 

transplant process 

steps completed 

Bennett(53) 2013 AUS / NZ 2 38 2 41 HD units Prevalent 

and incident 

2 Rate of referral to 

dietetic services 

for nutrition 

support 

Karavetian(5

4) 

2013 Lebanon 1 37 1 24 Shifts in 

HD unit 

Prevalent 

and incident 

3 Patient 

knowledge score 

£ 

Weisbord(55

) 

2013 USA 9 100 9 120 Shifts in 

HD unit 

Prevalent 

and incident 

2 Changes in scores 

on pain, erectile 

dysfunction, and 

depression 

surveys 

Rosenblum(

56) 

2014 USA 216 4609 216 4551 HD units Prevalent 

and incident 

2 and 4 Positive blood 

culture rate 

Wileman(28

) 

2014 UK 6 45 6 45 Shifts in 

HD unit 

Prevalent 

and incident 

3 Serum phosphate 

level 

Karavetian(2

9) 

2015 Lebanon 6 88 6 96 Shifts in 

HD unit 

Prevalent 

and incident 

3 Serum 

phosphorus level 

Bennett(30) 2016 AUS / NZ 15 171 15 171 HD units Prevalent 

and incident 

3 and 4 30-second sit-to-

stand test 
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Graham-

Brown(31) 

2016 UK 3 NA*** 3 NA*** Shifts in 

HD unit 

Prevalent 

only 

4 Left ventricular 

mass  

Howren(32) 2016 USA 11 61 11 58 Shifts in 

HD unit 

Prevalent 

and incident 

3 Unclear: Mean 

interdialytic 

weight gain 

across for periods 

or Fluid 

nonadherent as 

defined by an 

interdialytic 

weight gain >2.5 

kg over four 

weeks 

Wileman(33

) 

2016 UK 6 49 6 40 Shifts in 

HD unit 

Prevalent 

and incident 

3 Interdialytic 

weight gain 

Hymes(34) 2017 USA 20 1245 20 1225 HD units Prevalent 

and incident 

2 and 4 Positive blood 

culture rate 

Patzer(35) 

2017 USA 67 4203 20 1225 HD units Prevalent 

and incident 

1, 2, and 3 Facility level 

transplant referral 

rate  

Patzer(36) 

2017 USA NA*** NA*** NA*** NA*** HD units Prevalent 

and incident 

1, 2, and 3 Co-primary 

outcomes of (i) 

change in the 

proportion of 

patients 

waitlisted, and (ii) 

disparity 

reduction in the 

proportion of 

patients waitlisted 

in a dialysis 

facility after one 

year 
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Brunelli(37) 2018 USA 20 826 20 845 HD units 
Prevalent 

and incident 

4 Positive blood 

culture rate 

Delmas(39) 2018 Switzerla

nd 

NR NR NR NR HD Units Prevalent 

only 

1 Nurse quality of 

working life 

Griva(40) 2018 Singapore 14 101 14 134 
Shifts in 

HD unit 

Prevalent 

only 

3 Serum 

potassium/phosph

ate levels and 

interdialytic 

weight gains 

Huang(41) 2018 China 1 46 1 44 
Shifts in 

HD unit 

Prevalent 

and incident 

3 Blood pressure 

monitored before 

each hemodialysis 

Milazi(42) 2018 AUS / NZ 3 60 3 60 
Shifts in 

HD unit 

Prevalent 

and incident 

3 Serum phosphate 

level 

Song(50) 2018 USA NA*** NA*** NA*** NA*** HD units Prevalent 

only 

3 and 5 Patient and 

surrogate self-

reported 

preparedness for 

end-of-life 

decision making 

Sullivan(43) 2018 USA 20 1041 20 836 HD units Prevalent 

and incident 

3 Placement on 

kidney transplant 

waiting list 

Waterman(4

4) 
2018 USA 10 133 10 120 HD units 

Prevalent 

and incident 

3 Patients' readiness 

to allow someone 

to be a living 

donor 

Dember(45) 2019 USA 133 1938 133 2532 HD units Incident only 4 Death 

* Locatelli et al. did not report the number of clusters randomized to each arm; however, the authors reported a total of 53 nephrology 

units participated in the trial. 

** Included countries from Bulgaria, Croatia, Poland, Romania, and Serbia and Montenegro 

*** This was a study protocol of an ongoing trial, and thus the final sample size used (or to be used) in the analysis was not available. 
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₳ We defined patients as "prevalent" if they were on hemodialysis for at least six months and "incident" if they are newly starting or 

started hemodialysis less than six months before baseline.  

¥ Study assessed three distinct behaviors to explore patients' readiness to pursue living donor kidney transplant: (1) considering 

a living donor kidney transplant, (2) talking with family or friends about living donor kidney transplant, and (3) asking 

someone to be a kidney transplant donor. 

£ Patient knowledge questionnaire was utilized to assess patients' knowledge of kidney disease, renal diet, phosphate binders, 

and vitamin D therapy. 

₱ 1 = Educational/ quality improvement interventions targeted at health professionals (e.g., transplant education and 

engagement activities targeting health professionals, etc.); 2 = Quality improvement interventions targeted at the organization 

of health care or health services delivery (e.g., nutrition screening, change in catheter exit-site care, etc.); 3 = Patient health 

promotion or educational intervention (e.g., education about benefits of resistance exercise program, dietary counseling, 

education on avoiding foods with phosphorus additives, etc.); 4= Direct patient therapeutic intervention (e.g., intradialytic 

resistance training, antimicrobial barrier caps for catheters, etc.) and; 5 = Other  

NR=Not reported, USA=United States of America, EU=European Union, UK=United Kingdom, AUS / NZ = Australia / New 

Zealand, NA=Not applicable, g/dL=grams per deciliter,   µg/L= micrograms per liter, Kt/V = fractional urea clearance 

represented by K=dialyzer clearance of urea, t=dialysis time, V=distribution volume of urea
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Table 3-2: Reporting of study characteristics. 

Component Number of Studies (%) 

(N total=31) 

Trial Design  

Parallel arm 30 (97%) 

Stepped-wedge design 1 (3%) 

Types of Randomized Clusters  

Hemodialysis centers 17 (55%) 

Hemodialysis shifts or sessions 12 (39%) 

Providers or professionals 1 (3%) 

Nephrology units ₱ 1 (3%) 

Method of Random Allocation  

Completely randomized design (unrestricted randomization) 8 (26%) 

Stratified design  4 (13%) 

Pair-matched design 4 (13%) 

Split-cluster (i.e. shifts within a hemodialysis center) 11 (35%) 

Covariate-constrained 1 (3%) 

Not reported 3 (10%) 

Number of Clusters per trial [median (25th, 75th percentile)]¥ 28 (12, 43) 

Number of Patients per Trial [median (25th, 75th percentile)]₳ 228 (120, 1723) 

Number of Patients per Cluster [median (25th, 75th percentile)]€, 

Ϫ 

20 (8, 32) 

₱ It is not clear how a "nephrology unit" was defined. 

Estimate is based on ¥ 32, ₳ 29, and € 28 trials. Missing data may have resulted from not reporting or the 

study being a protocol with no final information on the number of clusters/patients being available. 

Ϫ  For each study, we estimated the average cluster size by dividing the total number of patients recruited 

by the number of clusters (e.g., 200 patients recruited in a trial / 10 clusters = 20 patients per cluster). We 

then took the median of the calculated average of patients per cluster from each trial.  
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Table 3-3: Reporting of a) how clustering was considered during sample size estimation 

and analysis; and b) the justification for using a cluster randomized design. 

Did sample size/power calculations account for the cluster 

design? 

N=31 trials (%)  

 

Not presented ₳ 11 (35%) 

Yes, used patient-level data and accounted for clustering (e.g., 

random-effects model) 

11 (35%) 

Yes, used cluster-level summaries 3 (10%) 

No, used patient-level data without accounting for clustering 3 (10%) 

Unclear 1 (3%) 

Other ¥ 2 (6%) 

Did the analysis for the primary outcome account for clustering? 

Yes, used patient-level data and accounted for clustering 17 (55%) 

Yes, used cluster-level summaries 5 (16%) 

No, used patient-level data without accounting for clustering ₱ 7 (23%) 

Unclear / Other ¥ 2 (6%) 

Justification for utilizing a cluster randomized design (categories were not mutually 

exclusive) 

None provided 16 (52%) 

Avoid contamination 15 (48%) 

Logistical or administrative convenience 2 (6%) 

₳ One study presented power calculation, but it was a post-hoc power analysis 

¥ This may have included using an inappropriate method for the proposed primary outcome, or 

the study accounted for clustering but not based on the primary outcome measure (e.g., they 

assumed a continuous outcome, but the primary endpoint was a proportion). 

₱ One study accounted for repeated events within patients but did not report accounting for 

within-cluster correlation; another study reported using a generalized linear mixed model but did 

not specify whether they accounted for the effect of the cluster as a random effect. 
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Table 3-4: Summary of results for type(s) of interventions, data collection procedures, 

reporting of participant consent procedures for study interventions and data collection, 

the timing of any participant consent, whether participants can opt-out of the intervention 

or data collection. 

Component Intervention 

arm  

n (%) 

Control arm 

n (%) 

Type(s) of interventions (i.e., all components of 

intervention)¥ 

N total=31 N total= 8** 

Educational/ quality improvement interventions targeted at 

health professionals (e.g., transplant education and 

engagement activities targeting health professionals, etc.) 

4 (13%) 0 (0%) 

Quality improvement interventions targeted at organization 

of health care or health services delivery (e.g., nutrition 

screening, change in catheter exit-site care, etc.) 

10 (32%) 2 (25%) 

Patient health promotion or educational intervention (e.g., 

education about benefits of resistance exercise program, 

dietary counseling, education on avoiding foods with 

phosphorus additives, etc.) 

22 (71%) 4 (50%) 

Direct patient therapeutic intervention (e.g., intradialytic 

resistance training, antimicrobial barrier caps for catheters, 

etc.) 

6 (19%) 1 (12%) 

Other € 1 (3%) 1 (12%) 

Types of Data collection procedures ¥ N total=31 N total=31 

Routinely collected outcomes extracted locally from existing 

patient medical records (physical charts or electronic 

records)  

30 (97%) 30 (97%) 

Data query from clinical data registry or other central sources 

of routinely collected data (e.g., administrative data) 

11 (35%) 11 (35%) 

Specimen collection or physical examination that was not 

required for usual patient care 

4 (13%) 4 (13%) 

Interviewer-administered patient questionnaires done face-

to-face or by telephone that was not required for usual 

patient care  

9 (29%) 9 (29%) 

Self-administered patient questionnaires (done by mail, e-

mail, or internet) that were not required for usual patient care 

18 (58%) 16 (52%) 

Other ₳ 5 (16%) 2 (6%) 

Reporting of participant consent procedures for study 

interventions 

N total=31 N total=31 

Reported written informed consent  9 (29%) 10 (32%) 

Reported verbal informed consent 1 (3%) 0 (0%) 

Reported informed consent but no details about the method 

or what consent was for 

12 (39%) 11 (35%) 

Reported the study was exempt from REC review, received a 

waiver of consent, or explicitly stated no consent 

4 (13%) 4 (13%) 

Unclear if participants consented 1 (3%) 2 (6%) 
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Component Intervention 

arm  

n (%) 

Control arm 

n (%) 

Not mentioned 4 (13%) 4 (13%) 

Reporting of participant consent procedures for data 

collection  

N total=31 N total=31 

Reported written informed consent  7 (22%) 6 (19%) 

Reported verbal informed consent 1 (3%) 1 (3%) 

Reported informed consent but no details about the method 

or what consent was for 

14 (45%) 14 (45%) 

Reported the study was exempt from REC review, received a 

waiver of consent, or explicitly stated no consent 

4 (13%) 4 (13%) 

Unclear if participants consented 1 (3%) 2 (6%) 

Not mentioned 4 (13%) 4 (13%) 

¥ The responses to these questions were not mutually exclusive. 

₳ Active data collection, including using case report form. 

€ Surrogate decision-maker educational intervention in the intervention arm; Audit feedback from 

the previous year in the control arm. 

**These questions were not applicable when the comparator arm was usual care. 
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Table 3-5: Summary of results for reported information about gatekeepers, research ethics committee review, the timing of 

any participant consent, and whether participants can opt-out of the intervention or data collection. 

Component Number of Trials  

N total = 31 (%) 

Whether a gatekeeper was identified that allowed access to each cluster 

Yes – a clearly identified individual or body 3 (10%) 

Yes – but the gatekeeper not clearly identified 2 (6%) 

No gatekeeper information provided 26 (84%) 

Reporting of research ethics review  

Stated REC approval 26 (84%) 

Stated REC exempt (specify reason) 1 (3%) 

Not reported  4 (13%) 

Timing of any participant consent 

Not applicable 4 (13%) 

Any consent was before randomization of clusters 7 (23%) 

Any consent was after randomization of clusters 10 (32%) 

The timing of consent was unclear and could not be deduced 

from the report 

10 (32%) 

Whether participants can opt-out of the data collection 

Yes - it is clearly reported that participants could opt out of 

data collection 

7 (23%) 

No - participants could not opt-out of data collection 3 (10%) 

Not reported or Unclear if participants could opt-out 21 (68%) 
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Figure 3-1: Flow diagram of study selection.  

 

**Other: One manuscript described the statistical plan for a main publication not related to cluster randomized trials, two 

described a program of research not related to the target population, and two were duplicate records not previously removed. 

Abbreviation: RCT, randomized controlled trial; CRT, cluster randomized trial.  
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Appendix 
 

Appendix 3-1: Recommendations from the Ottawa Statement. 

 

Ethical Issue Recommendation 

Number 

Recommendation How trials in our review reported on 

these recommendations 

Justification for using 

cluster randomization 

1 Researchers should provide a clear 

rationale for the use of the cluster 

randomized design and adopt statistical 

methods appropriate for this design. 

Cluster randomized trials in the 

hemodialysis setting often fail to provide a 

clear rationale for the choice of cluster 

randomization. Providing a clear rationale 

is especially important in the case of 

individual-level interventions, in which a 

patient-randomized trial would have been 

possible. Researchers should explain why 

cluster randomization benefits outweigh the 

disadvantages of increased sample size and 

risks of bias in such circumstances. 

The effects of clustering must be 

considered during sample size calculation 

and analysis to avoid an underpowered 

study and spurious statistical significance, 

respectively. Additionally, when there are 

multiple levels of clustering (e.g., multiple 

hemodialysis shifts or providers within 

centres), all levels of clustering may need 

to be taken into consideration in the design 

and analysis. 
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Research ethics 

committee review 

2 Researchers must submit a cluster 

randomized trial involving human 

research participants for approval by a 

research ethics committee before 

commencing. 

Some cluster randomized trials fail to 

report receiving research ethics approval. 

However, all research involving human 

participants must seek and obtain research 

ethics committee approval; this includes 

trials that evaluate minimal-risk quality 

improvement interventions (e.g., altering 

the hemodialysis central venous catheter 

care procedure compared to usual care). 
 

Identifying research 

participants 

3 Researchers should clearly identify the 

research participants in cluster 

randomized trials. A research participant 

can be identified as an individual whose 

interests may be affected as a result of 

study interventions or data collection 

procedures, that is, an individual:  

(1) who is the intended recipient of an 

experimental (or control) intervention; or  

(2) who is the direct target of an 

experimental (or control) manipulation of 

his/her environment; or  

(3) with whom an investigator interacts 

for the purpose of collecting data about 

that individual; or  

(4) about whom an investigator obtains 

identifiable private information for the 

purpose of collecting data about that 

individual.  

Most trials in the hemodialysis setting 

include patients as research participants, 

while a few include health professionals as 

participants.  

Health professionals are commonly 

overlooked as research participants; 

researchers and research ethics committees 

should pay particular attention when testing 

interventions that specifically target these 

individuals. 
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Unless one or more of these criteria is 

met, an individual is not a research 

participant. 

Obtaining informed 

consent 

4 Researchers must obtain informed consent 

from human research participants in a 

cluster randomized trial, unless a waiver 

of consent is granted by a research ethics 

committee under specific circumstances. 

When informed consent is sought from 

participants, trials ought to report adequate 

details to assess the purpose of the consent 

(e.g., enrollment, receiving the 

intervention, data collection), from whom 

(e.g., patients, provider), when consent 

(before or after randomization), and how 

consent is obtained (e.g., written, oral). 

5 When participants’ informed consent is 

required, but recruitment of participants is 

not possible before randomization of 

clusters, researchers must seek 

participants’ consent for trial enrollment 

as soon as possible after cluster 

randomization—that is, as soon as the 

potential participant has been identified, 

but before the participant has undergone 

any study interventions or data collection 

procedures. 

Trials in hemodialysis settings often do not 

report the timing of informed consent or 

whether the consent procedures occur after 

randomization of clusters. 

Obtaining consent post-randomization 

compromises randomization and increases 

the risk of recruitment bias. However, in 

hemodialysis trials, patients may need to be 

prospectively recruited after randomization 

(e.g., new patients starting hemodialysis 

treatment). Some authors put in place 

protections to reduce the risks of bias, 

including: 

(1) ensuring that participants are recruited 

by individuals who are blinded to the 

cluster’s allocation;   
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(2) putting in place a standardized 

participant identification mechanism in all 

trial arms; and 

(3) developing mechanisms whereby 

participants cannot become unblinded 

before consent or entry into the study. 

6 A research ethics committee may approve 

a waiver or alteration of consent 

requirements when (1) the research is not 

feasible without a waiver or alteration of 

consent, and (2) the study interventions 

and data collection procedures pose no 

more than minimal risk. 

Canada’s Tri-Council Policy Statement 

also require that: (3) the waiver or 

alteration is unlikely to adversely affect 

the welfare or the rights of participants, 

and (4) there is a plan to inform 

participants of the trial and the 

intervention, and participants can refuse 

the intervention 

Hemodialysis trials utilizing waivers of 

consent commonly fail to adequately report 

how their study meets the waiver criteria or 

alteration of informed consent.  

7 Researchers must obtain informed consent 

from professionals or other service 

providers who are research participants 

unless conditions for a waiver or 

alteration of consent are met. 

While a few trials involve health care 

professionals as research participants, these 

individuals are commonly overlooked as 

research participants. Examples of health 

care providers who may be research 

participants in the hemodialysis setting 

include dialysis nurses, nurse educators, 

nurse practitioners, nephrologists, 



 

91 
 

physiotherapists, kinesiologists, and 

pharmacists targeted by knowledge 

translation interventions.  

Gatekeepers 8 Gatekeepers should not provide proxy 

consent on behalf of individuals in their 

cluster.  

Gatekeepers in the hemodialysis setting 

may include but are not limited to medical 

directors, administrators, clinical care 

providers, patient and family advisory 

boards, members of the dialysis provider 

organization leadership, payers, or 

representatives of governmental 

organizations.  

Gatekeepers can provide permission for the 

center to participate in the trial but cannot 

consent to study participation on behalf of 

patients who are research participants.  

9 When a cluster randomized trial may 

substantially affect cluster or 

organizational interests, and a gatekeeper 

possesses the legitimate authority to make 

decisions on its behalf, the researcher 

should obtain the gatekeeper’s permission 

to enrol the cluster or organization in the 

trial. Such permission does not replace the 

need for the informed consent of research 

participants. 

Trials in the hemodialysis setting rarely 

report the role of gatekeepers. Gatekeepers 

play an important role in hemodialysis 

trials as they usually provide permission for 

their cluster to be recruited or randomized 

to different arms of the trial.  

10 When cluster randomized trial 

interventions may substantially affect 

cluster interests, researchers should seek 

Hemodialysis trials rarely report whether 

any gatekeeper consultations take place. 

Researchers may consult with gatekeepers 
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to protect cluster interests through cluster 

consultation to inform study design, 

conduct, and reporting. Where relevant, 

gatekeepers can often facilitate such a 

consultation.   

to facilitate implementation of the 

intervention, ensure high adherence to the 

assigned treatment protocol, and minimize 

or reduce protocol violations.  

Assessing benefits and 

harms  

11 The researcher must ensure that the study 

intervention is adequately justified. The 

benefits and harms of the study 

intervention must be consistent with 

competent practice in the field of study 

relevant to the cluster randomized trial.  

Many aspects of clinical care in the 

hemodialysis setting are guided by clinical 

opinion and physiologic studies. There is a 

high degree of practice variations between 

hemodialysis centres and health care 

providers, and this complicates the 

assessment of benefits and harms, which is 

often not reported in trials in the 

hemodialysis setting.  

12 Researchers must adequately justify the 

choice of the control condition. When the 

control arm is usual practice or no 

treatment, individuals in the control arm 

must not be deprived of effective care or 

programmes to which they would have 

access, were there no trial.  

Hemodialysis cluster randomized trials 

typically compare the effectiveness of 

existing, widely used interventions in the 

setting of routine clinical practice (i.e., 

usual care). Most trials utilize “usual care” 

as the control arm. However, there are 

instances where trials might conduct a 

head-to-head comparison between two 

interventions.  

13 Researchers must ensure that data 

collection procedures are adequately 

justified. The risks of data collection 

procedures must (1) be minimised 

consistent with sound design and (2) stand 

In the hemodialysis setting, trials 

commonly use routinely collected data 

(e.g., medical charts or electronic medical 

records) as a primary source for data 

collection and often supplement this 

information with other data sources (e.g., 
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in reasonable relation to the knowledge to 

be gained.  

questionnaires, specimen collection, 

physical examination, administrative data, 

etc.).   

Protecting vulnerable 

participants  

14 Clusters may contain some vulnerable 

participants. In these circumstances, 

researchers and research ethics 

committees must consider whether 

additional protections are needed. 

Kidney disease disproportionally affects 

individuals with multiple comorbidities, 

live in rural or remote locations, have 

dementia, lower education levels, and 

lower health literacy. These characteristics 

are also associated with poor 

comprehension of the informed consent 

processes. 

Although vulnerable subgroups may have 

been included in the trials, none report 

putting protections for vulnerable 

populations. 

15 When individual informed consent is 

required, and there are individuals who 

may be less able to choose participation 

freely because of their position in a cluster 

or organizational hierarchy, research 

ethics committees should pay special 

attention to recruitment, privacy, and 

consent procedures for those participants. 

Researchers and research ethics committees 

must ensure the rights are protected for 

vulnerable participants (e.g., trainees or 

nurses) in an organizational setting, where 

a superior (e.g., medical director) might 

influence the participation in the study. 

However, without access to the original 

research ethics committee submission, it 

may not be possible to determine to what 

degree research ethics committees are 

attentive to recruitment, privacy, and 

consent procedures for such vulnerable 

participants. 
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Appendix 3-2: PRISMA Checklist 

Section/topic  # Checklist item  
Reported 

on page #  

TITLE   

Title  1 Identify the report as a systematic review, meta-analysis, or both.  1 

ABSTRACT   

Structured summary  2 Provide a structured summary including, as applicable: background; objectives; data 

sources; study eligibility criteria, participants, and interventions; study appraisal and 

synthesis methods; results; limitations; conclusions and implications of key findings; 

systematic review registration number.  

2 

INTRODUCTION   

Rationale  3 Describe the rationale for the review in the context of what is already known.  3 / 4 

Objectives  4 Provide an explicit statement of questions being addressed with reference to 

participants, interventions, comparisons, outcomes, and study design (PICOS).  

4 

METHODS   

Protocol and registration  5 Indicate if a review protocol exists, if and where it can be accessed (e.g., Web 

address), and, if available, provide registration information including registration 

number.  

4 

Eligibility criteria  6 Specify study characteristics (e.g., PICOS, length of follow-up) and report 

characteristics (e.g., years considered, language, publication status) used as criteria for 

eligibility, giving rationale.  

4 / 5 
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Information sources  7 Describe all information sources (e.g., databases with dates of coverage, contact with 

study authors to identify additional studies) in the search and date last searched.  

5 

Search  8 Present full electronic search strategy for at least one database, including any limits 

used, such that it could be repeated.  

5 / 

Appendix 

3-3 

Study selection  9 State the process for selecting studies (i.e., screening, eligibility, included in 

systematic review, and, if applicable, included in the meta-analysis).  

5  

Data collection process  10 Describe method of data extraction from reports (e.g., piloted forms, independently, in 

duplicate) and any processes for obtaining and confirming data from investigators.  

5 / 6 

Data items  11 List and define all variables for which data were sought (e.g., PICOS, funding 

sources) and any assumptions and simplifications made.  

5-6 / 

Appendix 

3-4 

Risk of bias in individual 

studies  

12 Describe methods used for assessing risk of bias of individual studies (including 

specification of whether this was done at the study or outcome level), and how this 

information is to be used in any data synthesis.  

NA – 1 

Summary measures  13 State the principal summary measures (e.g., risk ratio, difference in means).  6 

Synthesis of results  14 Describe the methods of handling data and combining results of studies, if done, 

including measures of consistency (e.g., I2) for each meta-analysis.  

NA – 2 

 Risk of bias across studies  15 Specify any assessment of risk of bias that may affect the cumulative evidence (e.g., 

publication bias, selective reporting within studies).  

NA – 1 

Additional analyses  16 Describe methods of additional analyses (e.g., sensitivity or subgroup analyses, meta-

regression), if done, indicating which were pre-specified.  

NA – 2 

RESULTS   
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Study selection  17 Give numbers of studies screened, assessed for eligibility, and included in the review, 

with reasons for exclusions at each stage, ideally with a flow diagram.  

6 / Figure 

3-1 

Study characteristics  18 For each study, present characteristics for which data were extracted (e.g., study size, 

PICOS, follow-up period) and provide the citations.  

6 / Table 3-

1 

Risk of bias within studies  19 Present data on risk of bias of each study and, if available, any outcome level 

assessment (see item 12).  

NA – 1 

Results of individual studies  20 For all outcomes considered (benefits or harms), present, for each study: (a) simple 

summary data for each intervention group (b) effect estimates and confidence 

intervals, ideally with a forest plot.  

7 to 10 

Synthesis of results  21 Present results of each meta-analysis done, including confidence intervals and 

measures of consistency.  

NA – 2 

Risk of bias across studies  22 Present results of any assessment of risk of bias across studies (see Item 15).  NA – 1 

Additional analysis  23 Give results of additional analyses, if done (e.g., sensitivity or subgroup analyses, 

meta-regression [see Item 16]).  

 

NA – 2 

DISCUSSION   

Summary of evidence  24 Summarize the main findings including the strength of evidence for each main 

outcome; consider their relevance to key groups (e.g., healthcare providers, users, and 

policy makers).  

10 to 13 

Limitations  25 Discuss limitations at study and outcome level (e.g., risk of bias), and at review-level 

(e.g., incomplete retrieval of identified research, reporting bias).  

13 

Conclusions  26 Provide a general interpretation of the results in the context of other evidence, and 

implications for future research.  

14 
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FUNDING   

Funding  27 Describe sources of funding for the systematic review and other support (e.g., supply 

of data); role of funders for the systematic review.  

15 

 

From:  Moher D, Liberati A, Tetzlaff J, Altman DG, The PRISMA Group (2009). Preferred Reporting Items for Systematic Reviews and 

Meta-Analyses: The PRISMA Statement. PLoS Med 6(7): e1000097. doi:10.1371/journal.pmed1000097  

For more information, visit www.prisma-statement.org.  

 

NA – 1: This research aimed not to assess a specific health outcome within selected studies. However, instead, we aimed to capture key 

ethical and methodological elements within selected hemodialysis cluster randomized trials. 

NA – 2: While we do report some summary statistics (e.g., medians, range, etc.), the aim of this paper was not to capture measures of 

association for a specific outcome.  Also, as described in the manuscript, we could not conduct any meaningful subgroup analyses given 

the small number of studies eligible for inclusion.
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Appendix 3-3: Search syntax to identify relevant articles in Medline between January 1st, 

2000 and July 20th, 2018 in EMBASE Classic+ EMBASE, Ovid MEDLINE(R) Epub 

Ahead of Print, In-Process & Other Non-Indexed Citations, Ovid MEDLINE(R) Daily 

and Ovid MEDLINE(R). 

Database: Ovid MEDLINE(R) ALL <1946 to November 30, 2019> 

------------------------------------------------------------------------------- 

1. (dialy* or hemodi*).mp. or haemodi*.tw. or end-stage renal.tw. or endstage 

renal.tw. or end-stage kidney.tw. or esrd.tw. or renal replacement.mp. or 

uremia.mp. or uraemia.mp. or exp "Uremia"/ or capd.tw. or hemofilt*.mp. or 

haemofilt*.mp. or hyperphosphataemia.tw. or hyperphosphatemia.tw. or uremic 

patient*.tw. or uraemic patient*.tw. or secondary hyperparathyroidism.tw. or 

renal osteodystrophy.mp. or intradialy*.tw. or hyperoxaluria.mp. or 

tenckhoff*.tw. or autosomal dominant polycystic kidney.ti. or ccpd.tw. (241390) 

2. exp Renal Insufficiency, Chronic/ (103332) 

3. exp *kidney failure/ (113586) 

4.  (indwelling catheter/ or central venous catheterization/) and heparin.mp. (970) 

5.  ("Severity of Illness Index"/ or vascular.ti. or *"Anemia"/ or anemi*.ti. or 

anaemi*.ti. or nephrogenic.tw. or amyloid*.mp. or rhabdomyolysis.mp.) and 

*"Kidney Disease"/ (3849) 

6.  chronic.mp. and *"Kidney Disease"/ (11683) 

7.  ((kidney transplant* or renal transplant*) and (candidates or wait* list*)).tw. 

(2726) 

8.  encapsulating.tw. and scleros*.mp. (623) 

9.  or/1-8 (316044) 

10.  (random* and cluster*).mp. (31050) 

11.  (cluster* adj3 rct*).tw. (524) 

12.  (cluster* adj3 trial*).tw. (7928) 

13.  (communit* adj2 intervention*).tw. (6015) 

14.  (random* adj2 (group* or communit*)).tw. (20526) 

15.  or/10-14 (56430) 

16.  animals/ not humans/ (4443017) 

17.  15 not 16 (51170) 

18.  9 and 17 (448) 

19.  limit 18 to yr="2000 -Current" (383) 

20.  ("2017 06 23*" or "2017 06 24*" or "2017 06 25*" or "2017 06 26*" or "2017 06 

27*" or "2017 06 28*" or "2017 06 29*" or "2017 06 3*" or 2017 07* or 2017 

08* or 2017 09* or 2017 1* or 2018*).dt. (1375531) 

21.  19 and 20 (32) 
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Database: EMBASE Classic+ EMBASE <1947 to November 30, 2019> 

------------------------------------------------------------------------------- 

1. (dialy* or hemodi*).mp. or haemodi*.tw. or end-stage renal.tw. or endstage 

renal.tw. or end-stage kidney.tw. or esrd.tw. or renal replacement.mp. or 

uremia.mp. or uraemia.mp. or exp "Uremia"/ or capd.tw. or hemofilt*.mp. or 

haemofilt*.mp. or hyperphosphataemia.tw. or hyperphosphatemia.tw. or uremic 

patient*.tw. or uraemic patient*.tw. or secondary hyperparathyroidism.tw. or 

renal osteodystrophy.mp. or intradialy*.tw. or hyperoxaluria.mp. or 

tenckhoff*.tw. or autosomal dominant polycystic kidney.ti. or ccpd.tw. (357289) 

2.  *chronic kidney failure/ (39936) 

3.  *kidney failure/ or *end stage renal disease/ (45353) 

4.  (indwelling catheter/ or central venous catheterization/) and heparin.mp. (880) 

5.  ("Severity of Illness Index"/ or vascular.ti. or *"Anemia"/ or anemi*.ti. or 

anaemi*.ti. or nephrogenic.tw. or amyloid*.mp. or rhabdomyolysis.mp.) and (exp 

*kidney failure/ or *"Kidney Disease"/) (10012) 

6.  chronic.mp. and *"Kidney Disease"/ (9516) 

7.  ((kidney transplant* or renal transplant*) and (candidates or wait* list*)).tw. 

(5136) 

8.  encapsulating.tw. and scleros*.mp. (800) 

9.  or/1-8 (402695) 

10.  (cluster* and random*).tw. (34468) 

11.  (cluster* adj3 rct*).tw. (739) 

12.  (cluster* adj3 trial*).tw. (9762) 

13.  (communit* adj2 intervention*).tw. (7650) 

14.  (random* adj2 (group* or communit*)).tw. (30199) 

15.  controlled clinical trial/ and cluster analysis/ (952) 

16.  randomized controlled trial/ and cluster analysis/ (1870) 

17.  or/10-16 (71363) 

18.  (exp animal/ or nonhuman/) not exp human/ (6666585) 

19.  17 not 18 (62060) 

20.  9 and 19 (574) 

21.  limit 20 to yr="2000 -Current" (518) 

22.  ("20170623*" or "20170624*" or "20170625*" or "20170626*" or "20170627*" 

or "20170628*" or "20170629*" or "2017063*" or 2017 07* or 2017 08* or 2017 

09* or 2017 1* or 2018*).dc. (1045427) 

23.  21 and 22 (43) 
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Appendix 3-4: Extracted data 

 

We extracted data on the following: (1) study characteristics, including the year of 

publication, country of study recruitment, country’s level of development (for 

identification of emerging and developing economies, we used World Economic Outlook 

database); (2) methodological characteristics, including study design, method of random 

allocation, unit of randomization, number of clusters and patients analyzed (or sample 

size estimated in the published protocol), data collection method, sample size estimation 

and whether clustering was taken into account, whether the analysis considered the effect 

of clustering; (3) justification for using a CRT design; (4) type of intervention and whom 

the intervention was targeting; (5) information regarding REC review, including which 

committee (e.g., local, central REC, etc.) reviewed the ethics application; (6) who 

provided access to the cluster and the role they played (i.e., any gatekeeper information). 

We defined a “Gatekeeper” as an individual or body that represents the interests of 

cluster members, clusters, or organizations.1 Gatekeepers may give permission to enroll 

the cluster in the trial, and when appropriate, give researchers the permission to approach 

eligible participants to enroll in the study; (7) information about informed consent 

procedures, including how (if at all) consent to the intervention and data collection was 

obtained, the timing of participant consent, and what information (if any) was disclosed 

to participants during the consent procedure; and (8) any information about harm-benefit 

assessment or protection of vulnerable populations.  

 

  

https://www.imf.org/external/pubs/ft/weo/2017/02/weodata/groups.htm
https://www.imf.org/external/pubs/ft/weo/2017/02/weodata/groups.htm
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Appendix 3-5: Reported information about waiver of consent for the four studies that reported a 

waiver of informed patient consent or research ethic committee exemption. 

Intervention and 

comparison groups 

Outcome Reported information about waiver of 

consent 

Compared hemodialysis 

centres that used Clear Guard 

HD Antimicrobial Barrier 

Caps versus hemodialysis 

centres that use standard 

CVC caps 

Positive blood culture rate 

as an indicator of 

bloodstream infection rate 

“The informed consent waiver resulted 

in broad inclusion and ease of 

conducting the study.”2 

Compared hemodialysis 

centres that used Clear Guard 

antimicrobial barrier caps 

with hemodialysis centres 

that used Tego hemodialysis 

connectors plus Curos 

disinfecting caps. 

Blood culture positivity rate “The informed consent waiver was 

important for conducting the study in a 

pragmatic manner, adherence to the 

prescribed intervention, and broad 

inclusion”3 

Compared hemodialysis that 

used 2% chlorhexidine with 

70% alcohol swab sticks for 

exit-site care and 70% 

alcohol pads to perform 

“scrub the hubs” in dialysis-

related central venous 

catheter care procedures with 

hemodialysis centres that 

used usual care.  

Positive blood cultures for 

estimating bloodstream 

infection rates. 

“…during its inception, because no 

investigational products were used and 

care processes in the intervention were 

all within standard clinical practice, this 

minimal-risk QI [Quality Improvement] 

initiative was not submitted for 

institutional review board review.”;4 

Dialysis facilities 

randomized to the 

intervention adopted a 

default session duration of 

≥4.25 hours (255 minutes) 

for patients initiating 

maintenance hemodialysis. If 

the treating nephrologist felt 

that the ≥4.25-hour duration 

was not appropriate for an 

individual patient, shorter 

treatments could be 

prescribed to achieve session 

durations as close to 4.25 

hours as possible. Dialysis 

Death "The trial was conducted under a waiver 

of the requirement for informed consent 

on the basis of criteria specified in the 

Common Rule [45 CFR Part 46.116(c)]. 

Patients in both intervention and usual 

care facilities were given written 

information about the trial that included 

the facility’s randomized assignment. 

Patients were provided with telephone 

access to the research teams at the 

dialysis provider organizations to obtain 

additional information and/or to opt out 

of having their clinical data included in 

the trial dataset. Patients meeting the 

eligibility criteria were enrolled in the 
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facilities randomized to usual 

care had no trial-driven 

approach to session duration. 

trial unless they opted out of data 

sharing."5 
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Abstract 
 

Background and aim: Some parallel-group cluster randomized trials use covariate-

constrained rather than simple randomization. This is done to increase the chance of 

balancing the groups on cluster- and patient-level baseline characteristics. This study 

assessed how well two covariate-constrained randomization methods balanced baseline 

characteristics compared with simple randomization.  

Methods: We conducted a mock three-year cluster randomized trial, with no active 

intervention, that started April 1st, 2014, and ended March 31st, 2017. We included a total 

of 11,832 patients from 72 hemodialysis centers (clusters) in Ontario, Canada. We 

randomly allocated the 72 clusters into two groups in a 1:1 ratio on a single date using 

individual- and cluster-level data available up to April 1st, 2013. Initially, we generated 

1,000 allocation schemes using simple randomization. Then, as an alternative, we 

performed covariate-constrained randomization based on historical data from these 

centers. In one analysis, we restricted on a set of 11 individual-level prognostic variables; 

in the other, we restricted on principal components generated using 29 baseline historical 

variables. 

We created 300,000 different allocations for the covariate-constrained randomizations, 

and we restricted our analysis to the 30,000 best allocations. We then randomly sampled 

1,000 schemes from the 30,000 best allocations. We summarized our results with each 

randomization approach as the median (25th, 75th percentile) number of balanced 
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baseline characteristics. There were 156 baseline characteristics, and a variable was 

balanced when the between-group standardized difference was ≤ 10%.  

Results: The three randomization techniques had at least 125 of 156 balanced baseline 

characteristics in 90% of sampled allocations. The median number of balanced baseline 

characteristics using simple randomization was 147 (142, 150). The corresponding value 

for covariate-constrained randomization using 11 prognostic characteristics was 149 

(146, 151), while for principal components, the value was 150 (147, 151). The median 

number of balanced baseline characteristics using the two covariate-constrained 

randomizations were statistically different from simple randomization (p-value < 0.0001). 

Conclusion: In this setting with 72 clusters, constraining the randomization using 

historical information achieved better balance on baseline characteristics compared with 

simple randomization; however, the magnitude of benefit was modest. 
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Introduction 
The cluster randomized trial (CRT) study design is useful when the interventions are 

naturally implemented on groups of individuals.1,2 In contrast to individually randomized 

trials, CRTs randomly allocate groups rather than independent individuals. Simple 

randomization is the most basic and straightforward type of random allocation. Each 

"randomized unit" is assigned purely by chance. However, suppose the total number of 

randomized units is small (e.g., fewer than 20 units). In that case, simple randomization 

may result in a moderate to a high probability of imbalance in baseline characteristics 

between the trial arms.3 In two-group, parallel-arm, individual-level trials, some have 

suggested that including at least 1,000 participants per group is required to provide 

sufficient protection against the imbalance of baseline characteristics.4 In the CRT 

setting, it is often impossible to have such a large number of randomized units. In a 

systematic review of 300 CRTs, 50% of trials randomly allocated fewer than 21 clusters, 

and 75% allocated fewer than 52 clusters.5 

Observing between-group differences in a trial's baseline characteristics complicates the 

interpretation of observed treatment effects and threatens the trial's internal validity.6–8 

Other randomization techniques may help minimize the risk of imbalance on baseline 

measured characteristics when using parallel arm CRT designs.8 These techniques are 

described as "restricted" or "constrained" and include stratification, matching, 

minimization, and covariate-constrained randomization. All restricted methods require a 

priori knowledge about participating clusters and the baseline measures used for the 

restriction process.  
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Covariate-constrained randomization can provide a better baseline balance than other 

allocation methods (e.g., simple random allocation, stratification, and minimization).3,8–10 

This manuscript focuses on covariate-constrained randomization, where we constrained 

the randomization process using two sets of baseline characteristics (either constraining 

on a set of prognostic variables or principal components.) Principal components are a 

small set of artificial variables that explain most of the variance about a larger group of 

variables. 

Covariate-constrained randomization limits the potential schemes available for selection 

among all possible allocations (called the randomization space). This method 

simultaneously balances several measured cluster- or individual-level characteristics to 

ensure that the two treatment arms are similar at baseline.8,9 Briefly, the covariate-

constrained randomization process includes (i) a priori identifying and specifying a 

limited number of key prognostic cluster- or individual-level variables associated with 

the outcome that will be used to constrain the randomization process (or a function of 

baseline characteristics, for example, principal components); (ii) when there are 20 or 

more clusters7, either enumerating all or generating at least 100,000 allocation schemes; 

(iii) for each allocation scheme, estimating balance on the selected baseline 

characteristics according to some predefined balance metric (e.g., absolute differences, 

standardized differences, or another measure11); (iv) choosing a constrained 

randomization space containing a subset of allocations that are balanced on the 

constrained baseline characteristics (e.g., 10% of the best allocations11–13); and (v) 



 

109 
 

randomly selecting one allocation scheme from the constrained randomization space that 

will be used for the trial.  

There is a trade-off between the potential for a better balance achieved on the constrained 

baseline characteristics and the potential concerns with highly restricted 

randomization.9,12 These trade-offs can include (i) jeopardizing the appearance of 

impartiality, for example, if pairs of clusters always (or never) appear in the same arm 

9,12; (ii) a departure from the nominal Type I error when clusters with correlated outcomes 

have a very high or very low probability of being included in the same trial arm 9,12; and 

(iii) a loss in statistical power when variables used in the constrained randomization do 

not associate with the trial outcome.9,12 Also, covariate-constrained randomization uses 

historical data on recruited clusters to capture baseline information on demographics, 

patients' medical histories, and historical rates of the outcomes.14–16 However, historical 

data are usually several months to years old at randomization. In an "open cohort" setting, 

information available at the randomization date also cannot account for new participants 

entering the cohort during the trial period. Thus, the balance achieved at the time of 

randomization with historical information does not guarantee a balance of the baseline 

characteristics during the trial period. It is important to note that the randomization design 

(i.e., constrained variables) needs to be considered at the analysis stage.17–19 

We conducted this study to understand the best practices for randomizing hemodialysis 

centers into two parallel groups in Ontario, Canada. The lessons learned from this study 

will help our group make informed decisions about randomization processes for several 

CRTs that we plan to advance. 
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Motivating example  
In the hemodialysis setting, the CRT is an attractive design when implementing 

interventions at the dialysis center level.15,20,21 The CRT design offers logistical and 

administrative advantages such as simplifying the trial organization when evaluating 

policy- or cluster-level intervention.1,22  

Suppose that we wish to undertake a CRT with hemodialysis centers in Ontario, Canada. 

In this example, we used historical data from administrative data sources to conduct 

covariate-constrained randomization. The trial period was three years, from April 1st, 

2014, to March 31st, 2017. The primary outcome was a composite of time-to-first event 

for cardiovascular-related death or non-fatal major cardiovascular-related hospitalization 

(hospital admission for myocardial infarction, stroke, or congestive heart failure). 

Objectives  
This paper compared randomization methods for a two-arm, parallel-group CRT, with the 

intent that all individuals within a given randomized center will receive the same 

intervention. We randomized a moderate number of clusters (i.e., hemodialysis centers) 

using either simple randomization or covariate-constrained randomization with pre-trial 

historical records (called the Population for Randomization). We performed the 

randomization on a single date and allowed patients to enter the cohort throughout the 

study period. We compared simple randomization to covariate-constrained randomization 

on balance achieved on a set of baseline characteristics during a three-year trial period 

(called the Trial Population). We constrained either on prognostic variables or principal 

components. 
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Our secondary aim was to assess whether, in the absence of any intervention, the 

allocation schemes selected through the constrained randomization process preserved (i) 

a null treatment effect on the primary outcome and (ii) a 5% nominal Type I error rate. 

Methods 

Design and setting 

We used a CRT design of outpatient hemodialysis centers in Ontario, Canada, that cared 

for a minimum of 15 patients. In 2013, Ontario had approximately 13.5 million residents 

with universal access to healthcare and physician services.23 In the same period, Ontario 

had 26 regional dialysis programs that oversaw over 100 hemodialysis centers caring for 

about 8,000 in-center patients in the outpatient setting.24  

Data sources 

We ascertained center- and patient-level characteristics using records from linked 

healthcare databases in Ontario, Canada (Appendix 4-1).25–38 These datasets were linked 

using unique encoded identifiers and analyzed at ICES.39  

Patients 

We included two populations of patients, the Population for Randomization and the Trial 

Population. The Population for Randomization included patients who were actively 

receiving in-center hemodialysis on April 1st, 2013. The Trial Population included an 

open cohort of patients who received in-center hemodialysis on April 1st, 2014 or began 

receiving in-center hemodialysis during the trial period. 

Baseline characteristics 

We identified two cluster- and 86 individual-level (total 88) baseline characteristics to 

describe each cohort (Appendix 4-2); the cluster-level characteristics included the center 

size and historical rate for the primary outcome. There were 23 continuous, 58 binary, 



 

112 
 

and 14 categorical baseline characteristics. Nine continuous baseline characteristics were 

also featured as categorical variables. We created a new binary (or "dummy") variable to 

indicate each level of a category's presence or absence. In total, we evaluated 156 

continuous or binary candidate baseline characteristics. 

Randomization process 

Sequence generation:  

We randomly allocated the 72 hemodialysis centers into two groups in a 1:1 ratio on a 

single date. Initially, we generated 1,000 random allocation schemes using simple 

(unconstrained) randomization that required no information on baseline characteristics. 

This number of random allocations produced an estimate within 0.5% accuracy of the 

true hazard ratio of 1.00 with a 5% significance level and a standard deviation of 0.08.40 

Then, as an alternative, we performed the covariate-constrained randomization using pre-

trial historical records, which ended April 1st, 2013 (see next section). Using PROC 

PLAN in SAS version 9.4 (SAS Institute Inc., NC Cary), we generated 300,000 unique 

allocation schemes of the 72 centers (Appendix 4-3). Greene (2017) suggested 

performing at least 100,000 allocations when there are at least 20 clusters; with our 

computational capacity, we enumerated 300,000 allocations. 

Covariate-constrained randomization:  

We performed the covariate-constrained randomization in the following series of steps 

using baseline characteristics of the Population for Randomization.6,8,9,41  

Step 1: Randomly selected 300,000 allocation schemes from the 4.43 x 1020 possible 

allocation schemes. 
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Step 2: For each of the 300,000 allocation schemes, we restricted the randomization 

space using one of two constraining criteria.8 

i. We constrained the allocation on a set of 11 baseline characteristics deemed 

prognostic for the outcome, based on prior literature or clinical experience 

(Appendix 4-4a). 

ii. We constrained the allocation on principal components. A principal 

component analysis is a dimensionality reduction technique whereby a 

dataset with many variables is transformed into a smaller set of artificial 

variables (called principal components). These principal components ideally 

retain some or most of the meaningful properties of the original set of 

variables. We used the principal components to account for some of the 

variation in the observed data and as criterion variables in our constrained 

randomization process (Appendix 4-4b).  

We compared baseline differences between the two arms using standardized 

differences,42,43 which describes the differences between group means or proportions 

relative to the pooled standard deviation.  

Step 3: For each allocation scheme from the Population for Randomization, we counted 

the number of constrained variables with a standardized difference greater than 10% and 

calculated the sum of the constrained variables' standardized differences.42,44 We added a 

penalty of ten units to the sum of standardized differences for each imbalanced 

constrained variable. We imposed this penalty to favor allocation schemes that had the 

least number of imbalanced constrained baseline characteristics. For example, if the sum 
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of standardized differences was two and three constrained variables were imbalanced, the 

penalized sum of standardized differences would be 32. 

From the 300,000 randomization schemes, we constrained the randomization space to the 

30,000 best allocation schemes, based on the smallest sum of the penalized standardized 

differences.11–13 From the 30,000 best allocations, we randomly sampled 1,000 

allocations to reduce the computational time for analysis.11,12  

Statistical Analysis 

For the 1,000 sampled schemes, we (i) estimated the percentage of times each center was 

allocated to each arm, (ii) estimated the percentage of times each combination of center 

pairs appeared in the same group,41 and (iii) calculated the standardized difference of all 

156 baseline characteristics for the Trial Population. We then estimated the percentage of 

time each of the 156 baseline characteristics was balanced among the 1,000 sampled 

randomization schemes, (iv) calculated the median (25th, 75th percentile) number of 

baseline characteristics balanced for the Trial Population, (v) we used the Kruskal-Wallis 

H Test to evaluate the null hypothesis that the population medians from the three 

randomization techniques are equal,45 and finally (vi) estimated the unadjusted and 

adjusted hazard ratio between the randomized arms, for the time-to-first event of the 

composite outcome of cardiovascular-related death or a non-fatal cardiovascular-related 

hospitalization (see definition of outcome in Appendix 4-5; this is a primary outcome for 

future trials that is highly relevant to patients and their providers). We estimated the 

hazard ratio using a generalized-estimating-equations extension for the Cox proportional 

hazard model, with an exchangeable covariance matrix to account for within-center 

clustering.22,46 For each of the 1,000 sampled randomization schemes, the models were 
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fitted to patient-level data from the Trial Population. We conducted unadjusted and 

another analysis adjusting for the randomization design (i.e., adjusted analyses using the 

constrained baseline characteristics by adding these variables into the model).  

We stopped following patients on March 31st, 2017, or earlier if they died. We 

summarized the hazard ratios as the mean with the 2.5th and 97.5th percentiles, which 

corresponded to the hazard ratio estimate with a 95% confidence interval.47 We expected 

to observe no between-group differences in the event rate of our primary outcome 

approximately 95% of the time (i.e., a nominal Type I error of 5%). The use of 1,000 

randomizations allowed us to detect a Type I error between 3.6% and 6.4% as not 

significantly different than 5%; we used a standard test based on the normal 

approximation to the binomial distribution as described by Rosner (1995).48 

Results 

Characteristics of cohorts 

The Population for Randomization (n=5,812) included all patients receiving in-center 

hemodialysis on April 1st, 2013. The Trial Population (n=11,832) included patients 

receiving hemodialysis on April 1st, 2014 (n=5,410) and patients who started in-center 

hemodialysis during the three-year trial period (n=6,412). The Trial Population included 

4,415 patients (37%) that were also in the Population for Randomization. The median 

(25th, 75th percentile) number of patients in each center for the Population for 

Randomization was 61 (28, 105) and for the Trial Population was 131 (55, 227).  

The Population for Randomization and the Trial Population differed on several baseline 

characteristics (Table 4-1 and Appendix 4-2). However, the differences were mostly 

attributed to the inherent differences between prevalent and new patients starting 
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hemodialysis (e.g., length of time on dialysis, number of dialysis sessions in the prior 

year, healthcare services utilization, and general practitioner visits the preceding year.) 

Results from the principal component analysis 

We subjected 29 of the 156 baseline characteristics to principal component analysis 

(Appendix 4-4b). We retained ten principal components that accounted for 61% of the 

29 baseline characteristics variance. Appendix 4-6 and Appendix 4-7 show results from 

the principal component analysis. 

Randomization of hemodialysis centers 

Each of the 72 participating centers had an approximately 50% chance of being 

randomized to either trial arm (see Appendix 4-8 for the process and hardware 

specification). We observed that some pairs of centers were allocated to different trial 

arms at a different probability than we might have expected if we had used simple 

randomization (Figure 4-1 A to C). These pairs of centers tended to be large and 

generally had over 225 patients. 

 Balance of baseline characteristics  

Table 4-2 shows the balance for a select set of baseline characteristics by the method of 

constraining. In the Trial Population, both sets of constrained variables were generally 

well balanced between the two arms, regardless of the randomization method. The 

constrained randomizations generally provided a slightly better balance. Appendix 4-9 

shows the percentage of times each of the 156 baseline characteristics (from the Trial 

Population) were balanced across the 1,000 randomization schemes for the three 

allocation methods. Table 4-3 shows a summary of the number of baseline characteristics 

balanced across randomization schemes. The Trial Population had at least 125 of 156 
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(80%) balanced baseline characteristics in 90% of simple randomization schemes. By 

comparison, the constrained methods always had slightly more balanced baseline 

characteristics (at least 85% of the 156 baseline characteristics were balanced in 90% of 

sampled allocations). Table 4-3 also shows the median (25th, 75th percentile) number of 

balanced baseline characteristics across the 1,000 sampled randomization schemes by 

allocation method. The distributions for the number of balanced baseline characteristics 

were statistically different for the three allocation methods (p-value < 0.0001). 

Cardiovascular-related death or major cardiovascular-related hospitalization 

We followed patients for an average of 1.7 years, and there were 2,260 events over the 

three-year follow-up. The event rate of the primary outcome was 11 per 100 person-

years. Table 4-4 shows the unadjusted and adjusted analyses for simple and covariate-

constrained randomization methods. Across the 1,000 simple randomization schemes for 

the Trial Population, the mean unadjusted hazard ratio (2.5th, 97.5th percentile) was 1.01 

(0.87, 1.16), and 5.9% of allocation schemes produced a confidence interval for the 

hazard ratio that did not contain the null value of 1.00. Compared to simple 

randomizations, constrained randomizations had similar unadjusted hazard ratios, with 

slightly narrower 95% confidence intervals. The Type I error tended to be somewhat 

lower than the nominal level for some constrained methods than the unconstrained 

approach.  

Adjusted analyses for the constrained methods produced narrower confidence intervals 

than the unadjusted analyses. However, the Type I error was within the acceptable range 

only when models adjusted for the ten principal components; the Type I error was outside 

the expected range for all other adjusted analyses. We also explored the results when 
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adjusting for aggregate-level baseline characteristics as used in the randomization, which 

aligned with the results when we adjusted for individual-level variables (results not 

shown). 

Discussion 
This empirical study presented an example of using historical data to conduct covariate-

constrained randomization that balances baseline characteristics for a parallel, two-group, 

cluster randomized trial. Compared to simple randomization, we showed that 

constraining the random allocation using a historical cohort (i.e., a Population for 

Randomization) provides a better balance on baseline characteristics. However, we 

randomized a moderate number of clusters, and the magnitude of benefit was modest. 

Our results also suggested that model-based adjustment for the constrained variables 

produced treatment effects with the nominal Type I error that is narrower than those 

produced with simple randomization. However, researchers should constrain prognostic 

variables and adjust for the constrained variables at the analysis stage; otherwise, the 

Type I error might deviate from the nominal level described in previous 

reports.1,9,11,12,17,18 

In a review of 300 CRTs published between 2000 and 2008, Wright et al.49 found 

significant discrepancies between the restricted randomization used at the design stage 

and covariate adjustments at the analysis stage. Wright et al.49 identified 174 CRTs that 

used design-based restricted randomization. However, only 30 (17.2%) of these studies 

reported an adjusted analysis for all the constrained variables. 
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From an analysis perspective, the analysis should account for the design that uses 

covariate-constrained randomization.1,9,11,12 Otherwise, the Type I error may deviate from 

the nominal level because clusters with highly correlated outcomes get separated into 

different treatment arms (as observed in Figure 4-1 B and C).9 Splitting correlated 

clusters into different treatment arms tends to (i) lower the Type I error below the 

nominal level (in the unadjusted analyses), and (ii) decrease power slightly, although we 

might still expect substantial gains in power due to the assurance of balance on 

prognostic baseline characteristics.9,50 Several analytical techniques can test for treatment 

effects and take into account the study design. These methods include mixed-effects 

models, bias-corrected generalized estimating equations, and randomization-based 

permutation tests. 

In our motivating example, we used an analysis for the time-to-first event. In contrast, 

previous studies have focused their investigations primarily on continuous or binary 

outcomes.1,9,11,12 Our results add to this literature showing a generalized estimating 

equation-based approach can yield results that maintain the nominal Type I error after 

adjusting for the covariate-constrained design. However,  

This study has some limitations. First, the Trial Population included a large percentage of 

patients (37%) included in the Population for Randomization. Thus, our results may not 

apply to other designs, for example, CRTs where the Population for Randomization and 

the Trial Population are the same or settings where cluster- and patient-level profiles 

change rapidly over time. Second, some historical data may lag by more than one year; 

thus, these results may not be applicable for Populations at Randomization less than or 
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more than a year old. Third, our example cohort randomized a moderately large number 

of clusters; a previous review reported that 75% of published CRTs randomized fewer 

than 52 clusters. Covariate-constrained randomization may provide a better baseline 

balance compared to simple randomization when there are fewer clusters. Finally, our 

secondary objective does not constitute a formal test of the Type I error. Computer 

simulations with more control over the generated data would be better suited. As such, 

the reader should interpret these results cautiously. 

Conclusions and guidance for future trials 
Although covariate-constrained randomization approaches used in this setting had modest 

improvement for balance, there may be substantial improvements in statistical power.12 

We propose the following recommendations (Box 4-1) for CRTs based on the empirical 

comparisons presented in this paper and other published literature. It is worth noting that 

these recommendations are based on a single setting, and while we anticipate similar 

findings in different contexts, a more formal statistical comparison would be beneficial. 

1. Identify prognostic variables a priori using background literature, historical data, or 

previous trials. Previous work for individual-level randomized controlled trials 

showed increases in statistical power when analyses prespecified covariates strongly 

associated with the outcome. The adjusted covariates had a more considerable impact 

on statistical power when the prevalence was moderate to high (between 10% and 

50%).19,51–53 

2. Researchers should consider generating all (or at least 1,000) simple randomizations 

to identify baseline characteristics that are always or almost always balanced 
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(e.g.,>95% of the time) between treatment arms. There would be no need to include 

these baseline characteristics in the constraining process; however, researchers can 

have these variables in the model-based adjustment to improve the estimates' 

precision. Importantly, all prognostic variables should be specified a priori.53 

3. Carefully consider the number of baseline characteristics used during the constraining 

process. Evidence from our study (and previous simulation studies) showed that over-

constraining could result in clusters with highly correlated outcomes having a lower 

probability of being included in the same trial arm. Thus, over-constraining can lead 

to a Type I error below the nominal level and slightly decrease power.9,50  

4. Researchers can use a dimensionality-reduction method (e.g., principal component 

analysis) to reduce many dimensions of the prognostic variables to several criterion 

variables used in the constrained randomization process.54 As above, all analyses 

should account for the dimensionality-reduction criterion at the analytic stage.  

5. While the constraining process utilizes aggregate patient-level and cluster-level data, 

investigators should consider missingness when constraining the randomization on 

these variables. When appropriate, variables with missing data should be imputed 

before aggregating the variable at the cluster level.55  

6. Researchers should consider constraining the randomization space to the 10% best 

allocations. Furthermore, researchers should enumerate all possible randomization 

schemes when fewer than 20 clusters or at least 100,000 randomization schemes.12  
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Tables and Figures 
 

Box 4-1: Guidance for conducting covariate-constrained randomization. 

 

  

1. Identify prognostic baseline characteristics a priori 
using background literature, historical data, or 
previous trials. 

2. Generate all (or at least 1,000) simple randomizations 
to identify baseline characteristics that are always 
balanced between treatment arms (e.g.,≥95% of the 
time). 

3. Carefully consider the number of variables added to 
the constraining process or consider using a 
dimensionality-reduction method for many variables 
(e.g., principal component analysis). 

4. Consider the amount of missingness of constrained 
baseline characteristics before randomization. 

5. Enumerate all possible allocation schemes when there 
are fewer than 20 clusters or at least 100,000 
allocations otherwise. 

6. Constrain the randomization space to the 10% best 
allocations. 

 

7.  
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Table 4-1: Select baseline characteristics. The Population for Randomization included 

patients on hemodialysis as of April 1, 2013. The Trial Population included an open 

cohort of patients receiving in-center hemodialysis on April 1, 2014, or began receiving 

in-center hemodialysis during the trial period between April 1, 2014, and March 31, 

2017. 

Baseline 

characteristic 

VALUE Population for 

Randomization 

Trial 

Population 

Centers Number of centers (n Patients) 72 (n=5,812) 72 (n=11,832) 

Center Size 1 Mean ± Standard deviation 81 (69) 164 (137)  

The composite 

outcome of CV-

related death or 

major CV-related 

hospitalization 2 

Historic rate per 100 person-

years (cluster standard 

deviation) 

10 (3.7) 11 (3.3) 

Age (years) Mean ± Standard deviation 67 (15) 66 (15) 

Sex Male 3373 (58%) 7069 (60%) 

Living in a rural area Yes 359 (6%) 809 (7%) 

Etiology for End-

stage kidney disease 

Diabetes 2194 (38%) 4472 (38%) 

Glomerulonephritis/autoimmune 

diseases 

882 (15%) 1575 (13%) 

Drug-induced nephropathy 83 (1%) 159 (1%) 

Polycystic kidney disease 229 (4%) 426 (4%) 

Renal vascular disease 1115 (19%) 1852 (16%) 

Other 738 (13%) 2221 (19%) 

Unknown 571 (10%) 1127 (10%) 

Race Asian 475 (8%) 854 (7%) 

Black 562 (10%) 1022 (9%) 

White 3698 (64%) 7598 (64%) 

Other 1038 (18%) 2173 (18%) 

Unknown 39 (1%) 185 (2%) 

First dialysis 

modality 

Home hemodialysis 33 (1%) 84 (1%) 

In-center hemodialysis 5215 (90%) 10529 (89%) 

Peritoneal dialysis 564 (10%) 1219 (10%) 

First type of vascular 

access 

Arteriovenous graft 103 (2%) 198 (2%) 

Arteriovenous fistula 1044 (18%) 1999 (17%) 

Central venous catheter 3927 (68%) 8157 (69%) 

Peritoneal catheter 456 (8%) 1092 (9%) 

Unknown 282 (5%) 386 (3%) 

Arteriovenous graft 223 (4%) 376 (3%) 
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Last vascular access 

used before the index 

date 

Arteriovenous fistula 2159 (37%) 3461 (29%) 

Central venous catheter 3376 (58%) 7544 (64%) 

Patient in the Ontario 

Drug Benefit in the 

six months before the 

index date 

Yes 4 

4494 (86%) 10196 (86%) 

Number of unique 

hypertensive 

prescriptions in the 

six months before the 

index date 

Mean ± Standard deviation 

2 (2) 2 (2) 

Prescribed 

hypertensive drugs 3 

Angiotensin-converting enzyme 

(ACE) inhibitors 1157 (26%) 2199 (22%) 

Angiotensin II Receptor Blocker 1258 (28%) 2413 (24%) 

Beta-Blockers 2649 (59%) 5604 (55%) 

Calcium Channel Blocker 2392 (53%) 5453 (53%) 

Diuretics 1612 (36%) 4242 (42%) 

Prior CABG/PCI Yes 1234 (21%) 2612 (22%) 

Coronary Artery 

Disease (with angina) 

Yes 3541 (61%) 6861 (58%) 

Heart failure Yes 2862 (49%) 6177 (52%) 

Diabetes mellitus Yes 3402 (59%) 7244 (61%) 

Depression Yes 1528 (26%) 3161 (27%) 

Ischemic Stroke Yes 261 (4%) 551 (5%) 

Lower extremity 

amputation 

Yes 
298 (5%) 554 (5%) 

Lung disease 

(COPD) 
Yes 2276 (39%) 4666 (39%) 

Myocardial infarction Yes 1454 (25%) 2909 (25%) 

Major Cancer Yes 841 (14%) 1803 (15%) 

Peripheral vascular 

disease 

Yes 1699 (29%) 3055 (26%) 

Modified Charlson 

comorbidity score 5 

Mean ± Standard deviation 4 (2) 4 (2) 

2 1931 (33%) 3631 (31%) 

3 519 (9%) 1028 (9%) 

4 1382 (24%) 2883 (24%) 

5+ 1980 (34%) 4290 (36%) 

Having a kidney 

transplant before the 

index date 

Yes 71 (1%) 148 (1%) 

Number of days 

spent in long-term 
Mean ± Standard deviation 37 (164) 25 (133) 
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care in the year 

before the index date 

Number of days 

spent in the hospital 

in the year before the 

index date 

Mean ± Standard deviation 11 (28) 17 (31) 

Number of hospital 

admissions in the 

year before the index 

date 

Mean ± Standard deviation 1 (1) 1 (1) 

Time since starting 

dialysis (days) 
Mean ± Standard deviation 1847 (1836) 1327 (1782) 

 

1 Population for Randomization included patients that were on hemodialysis as of April 1, 2013 

index date. The Trial Population included patients on hemodialysis as of April 1, 2014, and any 

patient who started in-center hemodialysis at one of the 72 participating centers during the three-

year trial period. Follow-up ended March 31, 2017. The index date was the first date patients 

entered the respective cohort.  

2 The composite outcome of cardiovascular-related death or hospitalization for myocardial 

infarction, ischemic stroke, congestive heart failure.  

3 Percentages presented only for patients eligible to receive the Ontario Drug Benefit (ODB) plan 

in the six months before the index date (i.e., 4494 for Randomization Cohort and 10196 for the 

Trial cohort). CABG/PCI = Coronary artery bypass grafting / percutaneous coronary intervention. 

4  Ontario residents are eligible for the Ontario Drug Benefit program include people 65 years or 

older, on social assistance, residing in homes for special care and long-term care homes, people 

receiving professional home care services, and registrants in the Trillium Drug Program. 

5  This is an adapted version of the Charlson comorbidity index explicitly created for use in 

patients with ESRD. This version has a modified weighting scheme specific to dialysis patients. 
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Table 4-2: The percentage of times each of the baseline characteristics was balanced across 

each of the 1000 randomizations schemes in the Trial Population. 

Baseline characteristic Value 

Constrained randomization method 

Unrestricted 

/ Simple 

Prognostic 

baseline 

characteris

tics 

Principal 

components 

Center Size 
Mean ± Standard 

deviation 

32.9% 41.8% 38.7% 

Composite outcome of CV-

related death and major CV-

related hospitalization 

Rate (per 100 person-

year) 

32.5% 36.2% 33.5% 

Age (years) 

Mean ± Standard 

deviation 

95.3% 99.8% 99.2% 

< 65 97.8% 99.7% 99.9% 

65 to 74 100.0% 100.0% 100.0% 

75 to 84 100.0% 100.0% 100.0% 

85 to 105 99.5% 100.0% 99.9% 

Sex Male 100.0% 100.0% 100.0% 

Living in a rural area Yes 63.0% 84.2% 65.8% 

Etiology for End-stage 

kidney disease 

Diabetes 93.0% 94.5% 95.0% 

Glomerulonephritis/auto

immune diseases 

96.3% 100.0% 99.5% 

Drug-induced 

nephropathy 

100.0% 99.9% 100.0% 

Polycystic kidney 

disease 

100.0% 100.0% 100.0% 

Renal vascular disease 97.5% 97.6% 96.7% 

Other 88.3% 91.9% 91.6% 

Race 

Asian 75.0% 81.3% 88.1% 

Black 73.4% 95.9% 91.9% 

White 45.6% 64.0% 90.2% 

Other 56.6% 65.7% 77.5% 

Unknown 93.2% 93.7% 93.6% 

First dialysis modality 

Home hemodialysis 100.0% 99.8% 99.9% 

In-center hemodialysis 97.8% 98.6% 99.9% 

Peritoneal dialysis 97.4% 98.7% 99.8% 

First vascular access used at 

dialysis start 

AV Graft 99.9% 100.0% 100.0% 

Fistula 98.9% 99.1% 99.4% 

Catheter 93.5% 96.2% 99.4% 

PD Catheter 98.8% 99.0% 100.0% 

Unknown 92.4% 93.8% 94.3% 

Most recent vascular access 

before the index date 

AV Graft 98.7% 99.8% 98.9% 

Fistula 91.9% 94.8% 97.7% 
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Catheter 89.9% 94.0% 97.4% 

Patients 65+ years in ODB in 

the 6 months before the 

index date 

Yes 

97.5% 99.3% 99.4% 

Unique hypertensive drugs 

six months before the index 

date 

Mean ± Standard 

deviation 

97.1% 99.9% 99.5% 

Prescribed hypertensive 

drugs 

Angiotensin-converting 

enzyme (ACE) 

inhibitors 

99.4% 99.3% 99.5% 

Angiotensin II Receptor 

Blocker 

90.7% 96.1% 96.9% 

Beta-Blockers 99.7% 100.0% 99.9% 

Calcium Channel 

Blocker 

98.1% 100.0% 99.6% 

Diuretics 91.9% 97.0% 95.6% 

CABG/PCI Yes 99.4% 99.5% 100.0% 

Heart failure Yes 96.8% 100.0% 99.8% 

Diabetes mellitus Yes 99.0% 100.0% 100.0% 

Ischemic Stroke Yes 100.0% 100.0% 100.0% 

Lower extremity amputation Yes 99.9% 100.0% 100.0% 

Lung disease (COPD) Yes 99.0% 99.6% 100.0% 

Myocardial infarction Yes 99.2% 100.0% 100.0% 

Major Cancer Yes 100.0% 100.0% 100.0% 

Peripheral vascular disease Yes 90.7% 97.2% 91.4% 

Modified Charlson 

comorbidity Score 

Mean ± Standard 

deviation 

96.8% 99.9% 100.0% 

2 97.7% 100.0% 100.0% 

3 100.0% 100.0% 100.0% 

4 100.0% 100.0% 100.0% 

5+ 98.9% 100.0% 100.0% 

Having a kidney transplant 

before the index date. 
Yes 

100.0% 100.0% 100.0% 

Number of hospital 

admissions in the year before 

the index date 

Mean ± Standard 

deviation 

93.9% 98.4% 98.4% 

0 78.4% 76.4% 81.1% 

1 to 3 99.5% 99.6% 99.9% 

4 to 6 99.4% 99.6% 99.5% 

7 to 9 100.0% 99.9% 100.0% 

10+ 92.1% 92.0% 94.6% 

Long term care facility 

utilization in the year before 

the index date 

Yes 

81.3% 86.6% 86.1% 

Time since the first date on 

dialysis (days)  

Mean ± Standard 

deviation 

88.1% 94.0% 94.4% 
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Table 4-3: Summary of the balanced baseline characteristics for the Trial Population.  

Criteria 

Constrained randomization method 

 Unconstrained / 

Simple  

Prognostic 

baseline 

characteristics  

Principal 

components 

P-value** 

11 prognostic characteristics ++ 

Number of constrained baseline characteristics that 

were balanced in all 1000 (100%) sampled 

allocations 0 of 11 (0%) ¥ 2 of 11 (18%) 2 of 11 (18%) 

<0.0001 

Number of constrained baseline characteristics that 

were balanced in at least 950 (95%) sampled 

allocations 6 of 11 (55%) 10 of 11 (91%) 7 of 11 (64%) 

Number of constrained baseline characteristics that 

were balanced in at least 900 (90%) sampled 

allocations 8 of 11 (73%) 10 of 11 (91%) 9 of 11 (82%) 

Median (25th, 75th percentile) number of baseline 

characteristics that were balanced across the 1000 

selected randomization schemes 10 (9, 11) * 11 (10, 11) 10 (10, 11) 

 29 baseline characteristics used in the principal component analysis** 

Number of constrained baseline characteristics that 

were balanced in all 1000 (100%) sampled 

allocations 8 of 29 (28%) 12 of 29 (41%) 12 of 29 (41%) 

<0.0001 

Number of constrained baseline characteristics that 

were balanced in at least 950 (95%) sampled 

allocations 19 of 29 (66%) 23 of 29 (79%) 25 of 29 (86%) 

Number of constrained baseline characteristics that 

were balanced in at least 900 (90%) sampled 

allocations 24 of 29 (83%) 25 of 29 (86%) 26 of 29 (90%) 
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Median (25th, 75th percentile) number of baseline 

characteristics that were balanced across the 1000 

selected randomization schemes 27 (26, 28) 28 (27, 28) 28 (28, 29) 

All 156 available baseline characteristics 

Number of constrained baseline characteristics that 

were balanced in all 1000 (100%) sampled 

allocations 41 of 156 (26%)  46 of 156 (28%) 55 of 156 (35%) 

<0.0001 

Number of constrained baseline characteristics that 

were balanced in at least 950 (95%) sampled 

allocations 104 of 156 (67%) 115 of 156 (74%) 118 of 156 (76%) 

Number of constrained baseline characteristics that 

were balanced in at least 900 (90%) sampled 

allocations 125 of 156 (80%) 132 of 156 (85%) 134 of 156 (86%) 

Median (25th, 75th percentile) number of baseline 

characteristics that were balanced across the 1000 

selected randomization schemes 147 (142, 150)  149 (146, 151) 150 (147, 151) 

The Trial Population included patients on hemodialysis as of April 1, 2014, and new patients who started in-center hemodialysis during 

the three-year follow-up. We conducted simple randomization without any restrictions. 

 

¥ For example, for simple randomization, 2 of the 11 chosen prognostic baseline characteristics were always balanced across 1000 

randomly sampled allocation schemes. 

 

*For example, for simple randomization, 500 of 1000 allocation schemes had at least ten balanced baseline characteristics out of the 11 

prognostic baseline characteristics. As such, there is a 50% probability that a randomly selected allocation will have at least 10 of the 11 

prognostic baseline characteristics balanced and a 75% probability that at least 9 of the 11 prognostic baseline characteristics will be 

balanced. 

 

** We used the Kruskal-Wallis H Test to determine whether the three randomization techniques' median number of balanced 

characteristics was the same. 
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++ Prognostic baseline characteristics: Constraining on a set of baseline characteristics that thought to be important a priori and included 

the following patient-level information: age at index date, living in a rural area, Black race, Modified Charlson comorbidity index, number 

of hospital visits in the previous 12 months, number of unique drugs the patient was prescribed in the six months before the index date, as 

well as history in the last five years of diagnosis for peripheral vascular disease, congestive heart failure, coronary artery disease, 

myocardial infarction, number of nephrology consults in the previous 12 months before the index date. 

 

** Results are shown for the 29 baseline characteristics included in the principal component analysis. We did not include any cluster-level 

baseline characteristics in the constraining process. 
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Table 4-4: Mean hazard ratio (2.5th, 97.5th percentile) for the composite outcome during a 

3-year follow-up of patients on in-center hemodialysis. 

Baseline characteristics adjusted in the 

analysis 

Mean HR 
Width of 

CI Ϫ 

Type 1 

error* 
(2.5th, 97.5th 

percentile) 

Unadjusted analyses 

Simple (i.e., unconstrained) randomization 1.01 (0.87, 1.16) 0.280 5.9% ₳ 

Constrained on a minimal set of baseline 

characteristics ϒ 
1.00 (0.89, 1.12) 0.233 3.2% 

Constrained on a minimal set of baseline 

characteristics ϒ and historical rate of the 

primary outcome 

1.00 (0.88, 1.13) 0.250 4.4% ₳ 

Constrained on a minimal set of baseline 

characteristics ϒ and cluster size at time of 

randomization 

1.00 (0.88, 1.14) 0.260 5.2% ₳ 

Constrained on a minimal set of baseline 

characteristics ϒ, historical rate of the 

primary outcome, and cluster size at time of 

randomization 

1.00 (0.88, 1.13) 0.247 4.5% ₳ 

Constrained on 10 principal components 1.01 (0.89, 1.12) 0.234 3.3% 

Constrained on 10 principal components and 

historic rate of primary outcome 
1.00 (0.88, 1.14) 0.261 5.2% ₳ 

Constrained on 10 principal components and 

cluster size at time of randomization 
1.00 (0.87, 1.14) 0.264 4.1% ₳ 

Constrained on ten principal components, the 

historical rate of the primary outcome, and 

cluster size at time of randomization 

1.00 (0.89, 1.13) 0.239 3.1% 

Adjusted for constrained baseline characteristics** 

Constrained on a minimal set of baseline 

characteristics ϒ 
1.00 (0.89, 1.12) 0.232 8.6% 

Constrained on a minimal set of baseline 

characteristics ϒ and historical rate of the 

primary outcome 

1.00 (0.89, 1.12) 0.223 8.3% 

Constrained on a minimal set of baseline 

characteristics ϒ and cluster size at time of 

randomization 

1.00 (0.89, 1.11) 0.221 9.8% 

Constrained on a minimal set of baseline 

characteristics ϒ, historical rate of the 

primary outcome, and cluster size at time of 

randomization 

1.00 (0.90, 1.11) 0.216 9.6% 

Constrained on 10 principal components 1.00 (0.90, 1.11) 0.203 5.2% ₳ 

Constrained on 10 principal components and 

historic rate of primary outcome 
1.00 (0.90, 1.11) 0.201 6.0% ₳ 
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Constrained on 10 principal components and 

cluster size at time of randomization 
1.00 (0.90, 1.11) 0.203 6.3% ₳ 

Constrained on ten principal components, the 

historical rate of the primary outcome, and 

cluster size at time of randomization 

1.00 (0.91, 1.11) 0.201 6.4% ₳ 

 

All randomization methods had 1000 randomization schemes. The cohort included patients on 

dialysis as of April 1, 2014, and any patient who started in-center hemodialysis at one of the 72 

participating centers during the three-year follow-up. 

HR= Hazard ratio; Width of CI = width of confidence interval (i.e., upper minus lower 

confidence limit). 

Ϫ The confidence interval's width may not be equal to the difference between the lower and upper 

confidence limits because of rounding. 

ϒ Included patient-level information: age, living in a rural area, Black race, Modified Charlson 

comorbidity index, number of hospital visits in the previous 12 months, number of unique drugs 

the patient was prescribed in the six months before the index date, as well as history in the last 

five years of diagnosis for peripheral vascular disease, congestive heart failure, coronary artery 

disease, myocardial infarction, number of nephrology consults in the previous 12 months before 

the index date.  

* Type 1 error in the various constrained scenarios. Note: The nominal Type 1 error is 5%. The 

observed Type 1 error was within an "acceptable range" if it fell within the 95% confidence 

interval of the nominal value (i.e., between 3.6% and 6.4%). 

** Adjusted analyses included baseline characteristics used in the constraining process.  

₳ An acceptable Type 1 error was observed for this method (i.e., between 3.6% and 6.4%). 
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Figure 4-1: Percentage of time each pair of centers were randomly allocated to the same 

group (i.e., Center 1 with Center 2, Center 1 with Center 3, Center 1 with Center 4, …, 

Center 71 with Center 72). There were a total of 2556 unique center pairs. (A) Centers 

randomly allocated without any constraints (i.e., simple randomization) would appear in 

the same arm approximately 50% of the time. (B) Constraining on a subset of 11 

prognostic baseline characteristics; (C) Constraining on ten principal components from a 

Principal Component Analysis. The horizontal dashed lines show center pairs (if any) 

allocated to the same arm 25% or 75% of the time.41 
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Appendix 
Appendix 4-1: Common Data Sources used for Population-Based Studies  

Database (Source) Description Key Data Variables 

Health Services 

Discharge Abstract Database 

(CIHI) 

Hospital discharge abstracts for 

acute, chronic, and rehabilitative 

care (1988 onward) 

Diagnoses; Procedures; 

Comorbidities; Length 

of Stay  

National Ambulatory Care 

Reporting System (CIHI) 

ED visits, same-day surgery, 

outpatient clinics (e.g., dialysis, 

cancer clinics) (2002 onward) 

Reason for the visit; 

Triage level; 

Interventions; Mode of 

arrival 

Ontario Drug Benefit 

Database (MOHLTC) 

Claims for prescribed drugs covered 

by the Ontario Drug Formulary for 

adults aged 65+ and those receiving 

social assistance (1990 onward) 

Drug ID number; Drug 

quantity; Cost  

Ontario Health Insurance 

Plan (MOHLTC) 

Reimbursement claims made by fee-

for-service physicians and 

community-based labs (1991 

onward) 

Service provided; 

Diagnosis codes; Fee 

paid; Physician specialty 

Registry 

Canadian Organ 

Replacement Register 

(CIHI) 

Collects and records the incidence, 

prevalence, treatment changes, and 

outcomes of all chronic dialysis and 

solid organ transplant patients in 

Canada. Data is collected by 

voluntary completion of survey 

forms for each patient at dialysis 

initiation and at yearly follow-up 

(2001 onward) 

Hemodialysis start; 

vascular access use; 

nephrology referral; 

comorbid and baseline 

conditions 

Ontario Renal Reporting 

System 

Collects and records the incidence, 

prevalence, treatment changes, and 

outcomes of all chronic dialysis and 

solid organ transplant patients in 

Canada. Data collected is mandated 

by the Ontario Renal Network for 

each patient at dialysis initiation and 

yearly follow-up (2010 onward) 

Hemodialysis start; 

vascular access use; 

nephrology referral; 

comorbid and baseline 

conditions 

Population and Demographics 

Registered Persons Database  

(MOHLTC) 

Demographic information about all 

Ontarians that ever had an Ontario 

Health Card Number. (1990 

onward) 

Date of birth; Date of 

death; Sex; Geographic 

information  

Office of the Registrar 

General- Deaths (ORGD) 

ORGD is an annual dataset 

containing information on all deaths 

registered in Ontario starting on 

January 1, 1990. 

Note: Information on 

cause of death lags other 

variables by ~2 years. 
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Care Providers 

ICES Physicians Database  This data set contains yearly 

information about all physicians in 

Ontario (1992 onward) 

Annual demographics; 

Specialization; 

Workload  

MOHTC: Ministry of Health and Long-term Care, CIHI – Canadian Institutes for Health 

Information
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Appendix 4-2:  Complete list of 156 Baseline characteristics for the randomization and 

trial population cohorts 

Baseline 

characteristic 

VALUE Population for 

Randomization 

Trial 

Population 

Center Size 1 Mean ± Standard deviation 81 (69)  164 (137)  

The composite 

outcome of CV-related 

death and major CV-

related hospitalization 
2 

Historic rate (per 100 person-

years) 

10 10  

Age (years) Mean ± Standard deviation 67 (15) 66 (15) 

< 65 2348 (40%) 4913 (42%) 

65 to 74 1450 (25%) 3060 (26%) 

75 to 84 1464 (25%) 2853 (24%) 

85 to 105 550 (9%) 1006 (9%) 

Sex Male 3373 (58%) 7069 (60%) 

Living in a rural area Yes 359 (6%) 809 (7%) 

Neighbourhood 

Income Quintile 

1 1682 (29%) 3748 (32%) 

2 1317 (23%) 2665 (23%) 

3 1070 (18%) 2132 (18%) 

4 960 (17%) 1799 (15%) 

5 740 (13%) 1467 (12%) 

Missing 43 (1%) 21 (0%) 

Etiology for ESKD Diabetes 2194 (38%) 4472 (38%) 

Glomerulonephritis/autoimmune 

diseases 
882 (15%) 1575 (13%) 

Drug-induced nephropathy 83 (1%) 159 (1%) 

Polycystic kidney disease 229 (4%) 426 (4%) 

Renal vascular disease 1115 (19%) 1852 (16%) 

Other 738 (13%) 2221 (19%) 

Unknown 571 (10%) 1127 (10%) 

Race Asian 475 (8%) 854 (7%) 

Black 562 (10%) 1022 (9%) 

White 3698 (64%) 7598 (64%) 

Other 1038 (18%) 2173 (18%) 

Unknown 39 (1%) 185 (2%) 

First dialysis modality Home hemodialysis 33 (1%) 84 (1%) 

In-center hemodialysis 5215 (90%) 10529 (89%) 

Peritoneal dialysis 564 (10%) 1219 (10%) 

Initial vascular access 

used at dialysis start 

Arteriovenous graft 103 (2%) 198 (2%) 

Arteriovenous fistula 1044 (18%) 1999 (17%) 
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Catheter 3927 (68%) 8157 (69%) 

Peritoneal catheter 456 (8%) 1092 (9%) 

Unknown 282 (5%) 386 (3%) 

Most recent vascular 

access before the index 

date 

Arteriovenous graft 223 (4%) 376 (3%) 

Arteriovenous fistula 2159 (37%) 3461 (29%) 

Catheter 3376 (58%) 7544 (64%) 

Patients < 65 years in 

Ontario Drug benefit 

in the six months 

before the index date 

Yes 

1596 (27%) 3431 (29%) 

Patients 65+ years in 

Ontario Drug Benefit 

in the six months 

before the index date 

Yes 

3398 (58%) 6765 (57%) 

Angiotensin-

converting enzyme 

(ACE) inhibitors 

Yes 

1157 (26%) 2199 (22%) 

Angiotensin II 

Receptor Blocker 

Yes 

1258 (28%) 2413 (24%) 

Alpha-Blockers Yes 408 (9%) 1073 (11%) 

Benzodiazepine Yes 1060 (24%) 1884 (18%) 

Beta-Blockers Yes 2649 (59%) 5604 (55%) 

Centrally Acting 

Antiadrenergic 

Yes 

143 (3%) 338 (3%) 

Calcium Channel 

Blocker 

Yes 

2392 (53%) 5453 (53%) 

Diuretics Yes 1612 (36%) 4242 (42%) 

Midodrine Yes 250 (6%) 517 (5%) 

Vasodilators Yes 226 (5%) 778 (8%) 

Anti-psychotics Yes 309 (7%) 657 (6%) 

Anti-depressants Yes 1270 (28%) 2531 (25%) 

Number of unique 

hypertensive 

prescriptions in the six 

months before the 

index date 

Mean ± Standard deviation 

2 (2) 2 (2) 

Number of 

hypertensive 

subclasses prescribed 

in the six months 

before the index date 

Mean ± Standard deviation 

2 (1) 2 (2) 

Abdominal aortic 

aneurysm repair/aortic 

bypass 

Yes 

34 (1%) 78 (1%) 
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Atrial 

Fibrillation/Flutter 

Yes 
914 (16%) 2045 (17%) 

Acute Kidney Injury in 

the six months before 

the index date 

Yes 

1431 (25%) 3934 (33%) 

Alcoholism Yes 97 (2%) 256 (2%) 

Lower extremity 

amputation 

Yes 
298 (5%) 554 (5%) 

Arrhythmia Yes 1431 (25%) 3119 (26%) 

CABG/PCI Yes 1234 (21%) 2612 (22%) 

Coronary Artery 

Disease (with angina) 

Yes 
3541 (61%) 6861 (58%) 

Heart failure Yes 2862 (49%) 6177 (52%) 

Diabetes mellitus Yes 3402 (59%) 7244 (61%) 

Dementia Yes 892 (15%) 1830 (15%) 

Depression Yes 1528 (26%) 3161 (27%) 

Having any type of 

Fracture 

Yes 
604 (10%) 1092 (9%) 

Fracture of the 

Humerus 

Yes 
26 (0%) 48 (0%) 

Fracture of the Pelvis Yes 80 (1%) 130 (1%) 

Fracture of the Femur Yes 136 (2%) 267 (2%) 

Fracture of the Hip Yes 302 (5%) 526 (4%) 

Fracture of the wrist Yes 237 (4%) 445 (4%) 

Hypertension Yes 5629 (97%) 11453 (97%) 

Hypotension Yes 669 (12%) 1382 (12%) 

Ischemic Stroke Yes 261 (4%) 551 (5%) 

Subarachnoid 

Hemorrhage 

Yes 
6 (0%) 20 (0%) 

Liver disease Yes 697 (12%) 1521 (13%) 

Lung disease (COPD) Yes 2276 (39%) 4666 (39%) 

Myocardial infarction Yes 1454 (25%) 2909 (25%) 

Malignancy (excluding 

skin cancer) 

Yes 
2339 (40%) 5001 (42%) 

Major Cancer Yes 841 (14%) 1803 (15%) 

Other Serious Illness 

that could shorten life 

expectancy to less than 

five years 

Yes 

845 (15%) 1949 (16%) 

Peripheral vascular 

disease 

Yes 
1699 (29%) 3055 (26%) 

Having a kidney 

transplant before the 

index date 

Yes 

71 (1%) 148 (1%) 
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Smoker Yes 733 (13%) 1564 (13%) 

Syncope Yes 248 (4%) 494 (4%) 

Venous 

thromboembolism 

Yes 
344 (6%) 779 (7%) 

Stroke/Transient 

ischemic attack (TIA) 

Yes 
1018 (18%) 2029 (17%) 

Body mass index Mean ± Standard deviation 28 (8) 28 (8) 

Underweight 280 (5%) 414 (3%) 

Normal 1816 (31%) 3526 (30%) 

Overweight 1599 (28%) 3376 (29%) 

Obese I 913 (16%) 2040 (17%) 

Obese II 433 (7%) 962 (8%) 

Obese III 348 (6%) 799 (7%) 

Missing 423 (7%) 715 (6%) 

Modified Charlson 

comorbidity Score 

Mean ± Standard deviation 4 (2) 4 (2) 

2 1931 (33%) 3631 (31%) 

3 519 (9%) 1028 (9%) 

4 1382 (24%) 2883 (24%) 

5+ 1980 (34%) 4290 (36%) 

Abdominal/Renal 

ultrasound 

Yes 
5064 (87%) 10611 (90%) 

Chest x-ray Yes 5690 (98%) 11567 (98%) 

Coronary angiogram Yes 1267 (22%) 2540 (21%) 

Coronary 

revascularization 

Yes 
681 (12%) 1418 (12%) 

Echocardiography Yes 5168 (89%) 10440 (88%) 

Holter monitoring Yes 1583 (27%) 3401 (29%) 

Stress test Yes 3442 (59%) 6969 (59%) 

Carotid 

endarterectomy 

Yes 
18 (0%) 44 (0%) 

Number of cardiology 

visits in the year before 

the index date 

Mean ± Standard deviation 3 (5) 5 (7) 

0 1547 (27%) 2283 (19%) 

1 to 3 2465 (42%) 4666 (39%) 

4 to 6 977 (17%) 2196 (19%) 

7 to 9 352 (6%) 1046 (9%) 

10+ 471 (8%) 1641 (14%) 

Number of general 

practitioner visits in 

the year before the 

index date 

Mean ± Standard deviation 9 (13) 13 (16) 

0 1547 (27%) 2283 (19%) 

1 to 3 2465 (42%) 4666 (39%) 

4 to 6 977 (17%) 2196 (19%) 

7 to 9 352 (6%) 1046 (9%) 

10+ 471 (8%) 1641 (14%) 
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Number of nephrology 

consults in the year 

before the index date 

Mean ± Standard deviation 8 (14) 12 (17) 

0 1547 (27%) 2283 (19%) 

1 to 3 2465 (42%) 4666 (39%) 

4 to 6 977 (17%) 2196 (19%) 

7 to 9 352 (6%) 1046 (9%) 

10+ 471 (8%) 1641 (14%) 

Number of days spent 

in the hospital in the 

year before the index 

date 

Mean ± Standard deviation 11 (28) 17 (31) 

0 1547 (27%) 2283 (19%) 

1 to 3 2465 (42%) 4666 (39%) 

4 to 6 977 (17%) 2196 (19%) 

7 to 9 352 (6%) 1046 (9%) 

10+ 471 (8%) 1641 (14%) 

Number of 

hospitalization visits in 

the year before the 

index date 

Mean ± Standard deviation 1 (1) 1 (1) 

0 1547 (27%) 2283 (19%) 

1 to 3 2465 (42%) 4666 (39%) 

4 to 6 977 (17%) 2196 (19%) 

7 to 9 352 (6%) 1046 (9%) 

10+ 471 (8%) 1641 (14%) 

Number of emergency 

department visits in the 

year before the index 

date 

Mean ± Standard deviation 2 (3) 3 (3) 

0 1547 (27%) 2283 (19%) 

1 to 3 2465 (42%) 4666 (39%) 

4 to 6 977 (17%) 2196 (19%) 

7 to 9 352 (6%) 1046 (9%) 

10+ 471 (8%) 1641 (14%) 

Number of days spent 

in long-term care in the 

year before the index 

date 

Mean ± Standard deviation 

37 (164) 25 (133) 

Long term care facility 

utilization in the year 

before the index date 

Yes 

568 (10%) 1082 (9%) 

Number of dialysis 

sessions in the year 

before the index date 

Mean ± Standard deviation 

140 (36) 107 (48) 

Time since the first 

date on dialysis (days) 

Mean ± Standard deviation 
1847 (1836) 1327 (1782) 

Height (cm) before 

starting dialysis 

Mean ± Standard deviation 
175 (63) 170 (42) 

Weight (kg) before 

starting dialysis 

Mean ± Standard deviation 
87 (71) 83 (50) 

Urea test result before 

starting dialysis 

Mean ± Standard deviation 
33 (21) 32 (22) 
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Hemoglobin test 

results before starting 

dialysis 

Mean ± Standard deviation 

97 (23) 97 (35) 

Creatinine test result 

before starting dialysis 

Mean ± Standard deviation 
632 (342) 634 (331) 

eGFR using CKD EPI Mean ± Standard deviation 9 (6) 9 (6) 

Serum albumin test 

result before starting 

dialysis 

Mean ± Standard deviation 

32 (7) 32 (7) 

 

1 Population for Randomization included patients that were on hemodialysis as of April 1, 2013, and Trial 

Population included patients that were on hemodialysis as of April 1, 2014, and any patient that started in-

center hemodialysis at one of the 72 participating centers during the three-year follow-up. 2 Composite 

outcome of cardiovascular-related death or hospitalization for myocardial infarction, ischemic stroke, 

congestive heart failure. 3 Percentage presented only for patients eligible to receive the Ontario Drug 

Benefit (ODB) plan in the six months before the index date (i.e., 4494 for Randomization Cohort and 

10196 for the Trial cohort). CABG/PCI = Coronary artery bypass grafting (CABG) / percutaneous coronary 

intervention; GN = Glomerulonephritis; ESKD=End-stage kidney disease. 
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Appendix 4-3: Randomization of the 72 clusters using PROC PLAN in SAS. 

***********************************; 

**Creating randomizations Schemes**; 

***********************************; 

 

proc plan seed=14424; 

 factors set=300000 group=72 / noprint; 

 output out=a; 

run; 

 

proc sort data=a; 

 by set; 

run; 

 

data b; 

 label Set="The allocation number" 

   Center_Number="Unique Cluster Number" 

   Arm="Treatment arm" 

 ; 

 set a; 

 by set; 

 retain Center_Number; 

 Arm=(group LE 36); 

 

 if first.set then 

  Center_Number=0; 

 Center_Number=Center_Number+1; 

 drop group; 

run; 
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Appendix 4-4a: Prognostic baseline characteristics that were thought to be relevant a 

priori or correlated with the outcome from previous literature. 

Prognostic factors included the following patient-level information: age at index date, 

living in a rural area, Black race, Modified Charlson comorbidity index, number of 

hospital visits in the previous 12 months, number of unique drugs the patient was 

prescribed in the six months before the index date, as well as history in the last five years 

of diagnosis for peripheral vascular disease, congestive heart failure, coronary artery 

disease, myocardial infarction, number of nephrology consults in the previous 12 months 

before the index date. We also included cluster-level baseline characteristics such as 

center size and the historical rate of the primary composite outcome of cardiovascular-

related death or hospitalization for myocardial infarction, ischemic stroke, or heart 

failure. 

We excluded several prognostic factors from above (e.g., diabetes) because these baseline 

characteristics were almost always balanced in the non-constrained setting (See 

Appendix 4-9). As such, constraining on these baseline characteristics would not have 

influenced the results for the constrained randomization. 

 

Appendix 4-4b: The 156 baseline characteristics from the Population for Randomization 

were subjected to a principal component analysis using one as prior communality 

estimates; communalities refers to the estimate of the variances for the principal 

components.1 We dropped 127 baseline characteristics that loaded on more than one 

component because these baseline characteristics are not pure measures of any single 

construct. Thus, 29 baseline characteristics were included in the analysis. We used the 

principal axis method to extract the components, followed by a varimax (orthogonal) 

rotation.2 We retained principal components for rotation when the eigenvalues were 

greater than one.  In interpreting the rotated factor pattern, an item loaded on a given 

component if the factor loading was equal to or greater than 40% for that component and 

less than 40% for the others.   
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Appendix 4-5: Algorithm for capturing primary composite outcome. 

Outcome Algorithm Position of 

code 

Performance 

Cardiovascular-related 

death ₳, ¥ 

ORGD: Leading Cause of Death 

LCD_33 = Chronic rheumatic 

heart disease 

LCD_34 = Hypertensive disease 

LCD_35 = Ischemic heart disease 

LCD_36 = Pulmonary heart 

disease and related 

LCD_37 = Nonrheumatic valve 

disorders 

LCD_38 = Cardiomyopathy 

LCD_39 = Cardiac arrest 

LCD_40 = Cardiac arrhythmias 

LCD_41 = Heart failure and 

complications, ill-defined heart 

disease 

LCD_42 = Cerebrovascular 

diseases 

LCD_43 = Atherosclerosis 

LCD_44 = Aortic aneurysm and 

dissection 

N/A Not available 

Cardiovascular-related 

death 

ICD-10: 

I00 - I78 

AND 

Discharge disposition of '07' or 

death in the Registered Persons 

Database during the hospital stay 

Primary 

Diagnosis 

RPDB has an 

accuracy of 99% 

for capturing 

death 3 

Hospital admission with 

ischemic stroke 

ICD-10:  

I63 (excl. I63.6), I64, H341 

Primary 

Diagnosis 

PPV= 85% 4,5  

Hospital admission with 

myocardial infarction 

ICD-10:  

I21, I22 

Primary 

Diagnosis 

Sn= 89%, PPV= 

87% 6  

Hospital admission with 

heart failure 

ICD-10: 

I50 

Primary 

Diagnosis 

Sn=61% , 

Sp=98%, 

PPV=66%7 
Abbreviations: ICD = International Classification of Disease; OHIP = Ontario Health Insurance Plan; 

Dischdisp=Discharge disposition; Sn=Sensitivity; PPV= Positive Predictive Value; LCD=Leading Cause of 

Death; ORGD=Office of Registrar General - Deaths. 

₳ Due to the time lag in data capture, deaths from ORGD will only capture events for the follow-up period 

between April 3, 2017, and December 31, 2020. These events capture both in- and out-of-hospital 

cardiovascular-related deaths. For the remaining study period, we will only be able to capture in-hospital 

deaths using ICD-10 codes. 

¥ Personal communication with Dr. Jack Tu, who was part of a working group conducting validation of this 

outcome using existing Ontario clinical trial data as the reference standard. 
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Appendix 4-6: Results from Principal component analysis (PCA).  

Eigenvalues of the Correlation Matrix 

Principal component  Eigenvalue** 

The proportion of 

variance 

explained 

Cumulative 

variance explained 

1 3.67 0.13 0.13 

2 2.19 0.08 0.20 

3 2.04 0.07 0.27 

4 1.72 0.06 0.33 

5 1.60 0.06 0.39 

6 1.53 0.05 0.44 

7 1.33 0.05 0.49 

8 1.30 0.05 0.53 

9 1.13 0.04 0.57 

10 1.03 0.04 0.61 

11 0.99 0.03 0.64 

12 0.89 0.03 0.67 

13 0.83 0.03 0.70 

14 0.82 0.03 0.73 

15 0.81 0.03 0.75 

16 0.75 0.03 0.78 

17 0.70 0.02 0.80 

18 0.67 0.02 0.83 

19 0.66 0.02 0.85 

20 0.58 0.02 0.87 

21 0.55 0.02 0.89 

22 0.51 0.02 0.91 

23 0.50 0.02 0.92 

24 0.49 0.02 0.94 

25 0.45 0.02 0.96 

26 0.36 0.01 0.97 

27 0.32 0.01 0.98 

28 0.29 0.01 0.99 

29 0.28 0.01 1.00 

 

Note: There were 29 baseline characteristics used in the PCA. These included: Age at index date, 

Male, White Race, Modified Charlson comorbidity score, history of coronary artery disease (with 

angina), history of heart failure, history of ischemic stroke, history of stroke or transient ischemic 

attack, history of myocardial infarction, history of diabetes mellitus, history of a major 
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malignancy, history of malignancy (excluding skin cancer), history of coronary revascularization, 

history of depression, history of fractures, history of femur fracture, history of hip fracture, had a 

late referral to a nephrologist before starting renal replacement therapy, first modality used was 

in-center hemodialysis, first vascular access was a central venous catheter, last vascular access 

used before the index date was a central venous catheter, younger than 65 and at least one 

prescription in ODB in the 6 months before the index date, had at least one prescription of 

calcium channel blocker in the six months before the index date, had at least one diuretics 

prescription in the 6 months before the index date, number of days spent in the hospital in the 12 

months before the index date, number of hospitalization visits in the 12 months before the index 

date, number of general practitioner visits in the 12 months before the index date, number of 

cardiology visits in the 12 months before the index date, number of emergency department visits 

in the 12 months before the index date. 

** See definition of Eigenvalue at:8 http://mathworld.wolfram.com/Eigenvalue.html  

PC= Principal component; We used the first ten principal components in the analysis, which 

explained 61% of the variation in the baseline data.  

  

http://mathworld.wolfram.com/Eigenvalue.html
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Appendix 4-7: We used the principal axis method to extract the principal components. A varimax (orthogonal) rotation 

followed the principal axis method. Only the first ten components displayed eigenvalues greater than 1 (see Appendix 4-6), 

and the results of a scree test also suggested that only the first ten components were meaningful.  Therefore, we retained the 

first ten components for rotation. 

Baseline characteristic 

Factor 

1 

Factor 

2 

Factor 

3 

Factor 

4 

Factor 

5 

Factor 

6 

Factor 

7 

Factor 

8 

Factor 

9 Factor 10 

History of coronary artery 

disease (with angina) 7 69* 1 -4 -7 0 0 -1 -6 11 

Had at least one 

prescription of calcium 

channel blocker in the six 

months before the index 

date 0 -8 0 5 -1 1 0 72* 5 -10 

History of congestive 

heart failure 16 53* 4 -12 12 3 3 16 12 -5 

Malignancy (excluding 

skin cancer) 4 1 0 -12 -2 1 84* -2 -1 12 

Number of cardiology 

visits in the 12 months 

before the index date 66* 31 -3 6 -2 -9 -2 -5 -6 -2 

Modified Charlson 

comorbidity score 28 58* 7 -1 9 29 22 22 13 -23 

History of coronary 

revascularization 1 66* -1 7 -4 -6 -2 -10 -12 1 

History of diabetes 

mellitus 9 39 3 -3 2 20 3 39 7 -41* 

Late referral to a 

nephrologist -2 -2 -2 14 57* -3 4 -20 14 -4 

Depression 14 10 11 16 -6 18 4 26 24 49* 
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Use of diuretics in the 6 

months before the index 

date -1 10 -2 -10 1 -5 -3 69* -4 12 

Number of emergency 

department visits in the 

12 months before the 

index date 69* 5 1 19 3 4 3 13 4 14 

First modality used was 

in-center hemodialysis 3 -2 4 -13 70* 1 -5 18 -32 6 

History of fractures 7 1 84* -4 1 2 3 2 4 6 

Number of general 

practitioner visits in the 

12 months before the 

index date 54* 0 7 -18 4 13 4 0 7 3 

Number of days spent in 

the hospital in the 12 

months before the index 

date 71* -1 7 -12 0 2 -3 -10 4 0 

Number of hospitalization 

visits in the 12 months 

before the index date 83* 13 2 11 2 3 6 6 5 5 

History of ischemic stroke 7 1 -2 1 -2 83* -3 -3 1 -1 

History of myocardial 

infarction 4 73* 1 -12 5 5 -6 -3 -3 9 

History of a major 

malignancy 3 0 0 -2 4 -3 87* -1 -1 -3 

Male 0 16 -7 6 9 1 5 -7 -66* 0 

White Race 2 7 4 -15 6 1 8 -6 -5 78* 

Patients was younger than 

65 and at least one 

prescription in ODB in 0 -5 -2 87* 1 -2 -4 9 -3 1 
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the 6 months before the 

index date 

Age at index date -2 14 7 -84* -2 6 11 18 9 10 

History of femur fracture 3 3 78* 1 1 0 -3 -2 2 -2 

History of hip fracture 3 4 89* -5 1 1 1 -1 3 5 

First vascular access was 

a central venous catheter 6 8 2 -2 82* 3 2 6 16 1 

The last access used 

before the index date was 

a central venous catheter 13 11 1 -7 28 2 3 -5 70* 3 

History of stroke or 

transient ischemic attack 4 8 3 -8 3 83* 0 1 -1 7 

 

Note: Values above were multiplied by 100 and rounded to the nearest integer. Values greater than the absolute value of 40 were flagged 

by an '*.'
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Appendix 4-8: Hardware specification and optimization for running the constrained 

randomization process. 

It took approximately 1 second to evaluate each randomization scheme's balance or a 

total of 83 hours (of CPU time) to assess all 300,000 allocation schemes (see below for 

hardware specification and optimization). From the 300,000 allocations, we constrained 

the randomization space to the 30,000 best allocations (i.e., 10% of the randomization 

space) and randomly selected 1000 allocations. All 1000 sampled allocations schemes 

were balanced on all constrained baseline characteristics in the Population for 

Randomization, regardless of the constraining method.  

Hardware: We used a Windows 10 Intel(R) Core(TM) i7-7500U CPU @ 2.70GHz, 

2904 Mhz with 2 Cores and 4 Logical Processors. This hardware had 12GB RAM. 

Optimization: Rather than running the 300,000 allocation schemes sequentially, we 

parallelized the process by utilizing the "RSUBMIT" statement in SAS. Parallel 

processes allowed us to execute three statements in a remote SAS session with three 

logical processors. This method reduced our computation time by approximately a third.  
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Appendix 4-9: The percentage of times each of the 156 baseline characteristics was balanced across 1000 randomization 

schemes for the three techniques. 

Baseline characteristic Value Constrained randomization method 

Unrestricted / 

Simple 

Prognostic baseline 

characteristics 

Principal components 

Center Size Mean ± Standard deviation 32.9% 41.8% 38.7% 

Composite outcome of CV-

related death and major 

CV-related hospitalization 

++ Rate (per person-year) 

32.5% 36.2% 33.5% 

Age (years) Mean ± Standard deviation 95.3% 99.8% 99.2% 

< 65 97.8% 99.7% 99.9% 

65 to 74 100.0% 100.0% 100.0% 

75 to 84 100.0% 100.0% 100.0% 

85 to 105 99.5% 100.0% 99.9% 

Sex Male 100.0% 100.0% 100.0% 

Living in a rural area Yes 63.0% 84.2% 65.8% 

Neighbourhood Income 

Quintile 

1 77.5% 77.0% 75.3% 

2 98.8% 98.5% 98.8% 

3 98.7% 98.7% 99.0% 

4 91.9% 95.6% 93.6% 

5 89.0% 91.9% 92.8% 

Missing 100.0% 100.0% 100.0% 

Etiology for ESKD Diabetes 93.0% 94.5% 95.0% 

Glomerulonephritis/autoimmune 

diseases 

96.3% 100.0% 99.5% 
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Drug-induced nephropathy 100.0% 99.9% 100.0% 

Polycystic kidney disease 100.0% 100.0% 100.0% 

Renal vascular disease 97.5% 97.6% 96.7% 

Other 88.3% 91.9% 91.6% 

Race Asian 75.0% 81.3% 88.1% 

Black 73.4% 95.9% 91.9% 

White 45.6% 64.0% 90.2% 

Other 56.6% 65.7% 77.5% 

Unknown 93.2% 93.7% 93.6% 

First dialysis modality Home hemodialysis 100.0% 99.8% 99.9% 

In-center hemodialysis 97.8% 98.6% 99.9% 

Peritoneal dialysis 97.4% 98.7% 99.8% 

Initial vascular access used 

at dialysis start 

AV Graft 99.9% 100.0% 100.0% 

Fistula 98.9% 99.1% 99.4% 

Catheter 93.5% 96.2% 99.4% 

PD Catheter 98.8% 99.0% 100.0% 

Unknown 92.4% 93.8% 94.3% 

Most recent vascular access 

before the index date 

AV Graft 98.7% 99.8% 98.9% 

Fistula 91.9% 94.8% 97.7% 
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Catheter 89.9% 94.0% 97.4% 

Patients < 65 years in ODB 

in the 6 months before the 

index date 

Yes 99.8% 99.7% 99.9% 

Patients 65+ years in ODB 

in the 6 months before the 

index date 

Yes 97.5% 99.3% 99.4% 

Angiotensin-converting 

enzyme (ACE) inhibitors 

Yes 99.4% 99.3% 99.5% 

Angiotensin II Receptor 

Blocker 

Yes 90.7% 96.1% 96.9% 

Alpha-Blockers Yes 88.6% 92.0% 92.9% 

Benzodiazepine Yes 98.3% 98.6% 99.6% 

Beta-Blockers Yes 99.7% 100.0% 99.9% 

Centrally Acting 

Antiadrenergic 

Yes 96.0% 94.9% 95.1% 

Calcium Channel Blocker Yes 98.1% 100.0% 99.6% 

Diuretics Yes 91.9% 97.0% 95.6% 

Midodrine Yes 71.6% 73.9% 71.6% 

Vasodilators Yes 96.6% 98.1% 97.4% 

Anti-psychotics Yes 100.0% 100.0% 100.0% 

Anti-depressants Yes 96.0% 98.7% 99.4% 

Number of unique 

hypertensive prescriptions 

in the six months before the 

index date 

Mean ± Standard deviation 97.1% 99.9% 99.5% 

Number of hypertensive 

subclasses prescribed in the 

six months before the index 

date 

Mean ± Standard deviation 93.3% 98.9% 97.7% 
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Abdominal aortic aneurysm 

repair/aortic bypass 

Yes 100.0% 100.0% 100.0% 

Atrial Fibrillation/Flutter Yes 99.7% 100.0% 100.0% 

Acute Kidney Injury in the 

six months before the index 

date 

Yes 97.0% 98.8% 99.1% 

Alcoholism Yes 100.0% 100.0% 100.0% 

Lower extremity 

amputation 

Yes 99.9% 100.0% 100.0% 

Arrhythmia Yes 99.9% 100.0% 100.0% 

CABG/PCI Yes 99.4% 99.5% 100.0% 

Coronary Artery Disease 

(with angina) 

Yes 96.3% 98.7% 96.1% 

Heart failure Yes 96.8% 100.0% 99.8% 

Diabetes mellitus Yes 99.0% 100.0% 100.0% 

Dementia Yes 98.9% 99.7% 99.7% 

Depression Yes 97.4% 99.1% 100.0% 

Having any type of 

Fracture 

Yes 100.0% 100.0% 100.0% 

Fracture of the Humerus Yes 100.0% 100.0% 100.0% 

Fracture of the Pelvis Yes 100.0% 100.0% 100.0% 

Fracture of the Femur Yes 100.0% 100.0% 100.0% 

Fracture of the Hip Yes 100.0% 100.0% 100.0% 

Fracture of the wrist Yes 100.0% 100.0% 100.0% 

Hypertension Yes 100.0% 100.0% 100.0% 

Hypotension Yes 100.0% 100.0% 99.9% 

Ischemic Stroke Yes 100.0% 100.0% 100.0% 

Subarachnoid Hemorrhage Yes 100.0% 100.0% 100.0% 

Liver disease Yes 99.8% 99.6% 98.9% 
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Lung disease (COPD) Yes 99.0% 99.6% 100.0% 

Myocardial infarction Yes 99.2% 100.0% 100.0% 

Malignancy (excluding 

skin cancer) 

Yes 95.1% 94.5% 98.5% 

Major Cancer Yes 100.0% 100.0% 100.0% 

Other Serious Illness that 

could shorten life 

expectancy to less than five 

years 

Yes 55.2% 56.7% 59.5% 

Peripheral vascular disease Yes 90.7% 97.2% 91.4% 

Having a kidney transplant 

before the index date 

Yes 100.0% 100.0% 100.0% 

Smoker Yes 96.8% 99.5% 100.0% 

Syncope Yes 100.0% 100.0% 100.0% 

Venous thromboembolism Yes 99.9% 99.8% 99.9% 

Stroke/Transient ischemic 

attack (TIA) 

Yes 100.0% 100.0% 100.0% 

Body mass index Mean ± Standard deviation 93.4% 98.5% 99.6% 

Underweight 100.0% 100.0% 100.0% 

Normal 99.2% 99.5% 99.9% 

Overweight 100.0% 100.0% 100.0% 

Obese I 100.0% 100.0% 100.0% 

Obese II 100.0% 100.0% 100.0% 

Obese III 99.4% 99.9% 100.0% 

Missing 96.2% 98.7% 96.3% 

Modified Charlson 

comorbidity Score 

Mean ± Standard deviation 96.8% 99.9% 100.0% 
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2 97.7% 100.0% 100.0% 

3 100.0% 100.0% 100.0% 

4 100.0% 100.0% 100.0% 

5+ 98.9% 100.0% 100.0% 

Abdominal/Renal 

ultrasound 

Yes 100.0% 100.0% 100.0% 

Chest x-ray Yes 100.0% 99.9% 100.0% 

Coronary angiogram Yes 96.7% 97.1% 96.6% 

Coronary revascularization Yes 100.0% 100.0% 100.0% 

Echocardiography Yes 98.5% 99.6% 99.7% 

Holter monitoring Yes 99.2% 99.9% 99.5% 

Stress test Yes 94.9% 96.4% 95.5% 

Carotid endarterectomy Yes 100.0% 100.0% 100.0% 

Number of cardiology 

visits in the year before the 

index date 

Mean ± Standard deviation 81.1% 81.4% 86.9% 

0 78.4% 76.4% 81.1% 

1 to 3 99.5% 99.6% 99.9% 

4 to 6 99.4% 99.6% 99.5% 

7 to 9 100.0% 99.9% 100.0% 

10+ 92.1% 92.0% 94.6% 

Number of general 

practitioner visits in the 

year before the index date 

Mean ± Standard deviation 59.9% 55.6% 57.4% 
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0 78.4% 76.4% 81.1% 

1 to 3 99.5% 99.6% 99.9% 

4 to 6 99.4% 99.6% 99.5% 

7 to 9 100.0% 99.9% 100.0% 

10+ 92.1% 92.0% 94.6% 

Number of nephrology 

consults in the year before 

the index date 

Mean ± Standard deviation 77.4% 95.5% 86.9% 

0 78.4% 76.4% 81.1% 

1 to 3 99.5% 99.6% 99.9% 

4 to 6 99.4% 99.6% 99.5% 
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7 to 9 100.0% 99.9% 100.0% 

10+ 92.1% 92.0% 94.6% 

Number of days spent in 

the hospital in the year 

before the index date 

Mean ± Standard deviation 92.2% 98.1% 98.7% 

0 78.4% 76.4% 81.1% 

1 to 3 99.5% 99.6% 99.9% 

4 to 6 99.4% 99.6% 99.5% 

7 to 9 100.0% 99.9% 100.0% 

10+ 92.1% 92.0% 94.6% 

Number of hospitalization 

visits in the year before the 

index date 

Mean ± Standard deviation 93.9% 98.4% 98.4% 
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0 78.4% 76.4% 81.1% 

1 to 3 99.5% 99.6% 99.9% 

4 to 6 99.4% 99.6% 99.5% 

7 to 9 100.0% 99.9% 100.0% 

10+ 92.1% 92.0% 94.6% 

Number of emergency 

department visits in the 

year before the index date 

Mean ± Standard deviation 90.8% 97.1% 97.7% 

0 78.4% 76.4% 81.1% 

1 to 3 99.5% 99.6% 99.9% 

4 to 6 99.4% 99.6% 99.5% 
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7 to 9 100.0% 99.9% 100.0% 

10+ 92.1% 92.0% 94.6% 

Number of days spent in 

long-term care in the year 

before the index date 

Mean ± Standard deviation 99.3% 100.0% 99.9% 

Long term care facility 

utilization in the year 

before the index date 

Yes 81.3% 86.6% 86.1% 

Number of dialysis 

sessions in the year before 

the index date 

Mean ± Standard deviation 84.2% 83.4% 83.9% 

Time since the first date on 

dialysis (days) 

Mean ± Standard deviation 88.1% 94.0% 94.4% 

Height (cm) before starting 

dialysis 

Mean ± Standard deviation 100.0% 100.0% 100.0% 

Weight (kg) before starting 

dialysis 

Mean ± Standard deviation 99.1% 99.9% 99.9% 

Urea test result before 

starting dialysis 

Mean ± Standard deviation 99.5% 99.8% 100.0% 

Hemoglobin test results 

before starting dialysis 

Mean ± Standard deviation 85.1% 87.7% 88.6% 

Creatinine test result before 

starting dialysis 

Mean ± Standard deviation 77.8% 88.5% 97.1% 
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eGFR using CKD EPI Mean ± Standard deviation 83.9% 89.1% 96.6% 

Serum albumin test result 

before starting dialysis 

Mean ± Standard deviation 67.5% 69.3% 72.8% 

 

++ The covariate constrained randomization also included two cluster-level baseline characteristics: cluster size at the time of 

randomization and the historical rate of cardiovascular-related death and hospitalization for myocardial infarction, ischemic stroke, and 

heart failure. 
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CHAPTER 5: CONCLUSION 

6.1 Summary of findings 
This dissertation aimed to (1) develop machine learning algorithms to identify CRTs in 

bibliographic databases, (2) assess reporting of methodological and ethical elements in 

hemodialysis-related CRTs, and (3) identify best practices for using covariate constrained 

randomization in hemodialysis-related, registry-based CRTs. We conducted three studies 

to address these research objectives.  

Study 1 developed machine learning algorithms that have high sensitivity (>97%) and 

moderate to good specificity (>77%) in identifying CRTs from bibliographic databases. 

We created an open-source application to enable the use of our algorithms in practice.  

Study 2 found that CRTs in hemodialysis have low methodological quality and sub-

optimally report important ethical elements. There is an opportunity to improve the 

conduct and reporting of essential methodological and ethical issues in future CRTs in 

hemodialysis.  

Study 3 assessed how well two covariate-constrained randomization methods balanced 

baseline characteristics compared with simple randomization. In a setting with 72 

clusters, we found that constraining the randomization using historical information 

achieved a better balance on baseline characteristics than simple randomization.  We 

concluded the study by proposing several recommendations for best practices for 

conducting covariate constrained randomization. 
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6.2 Study implications and future directions 

In study 1, we created an open-source application for identifying CRTs using the 

information in the title, abstract, keywords and subject headings. Although we developed 

and tested our algorithms using EMBASE and MEDLINE, our application can be used 

for citations from any bibliographic database. The availability of our tool can 

dramatically decrease the time systematic review researchers spend screening CRT 

articles. If we had used this tool for our systematic review (study 2), we would have cut 

our screening time by at least one-half. We aim to continue training and fine-tuning our 

machine learning algorithms to improve the specificity of the algorithms. Beyond CRTs, 

our approach to using machine learning for article retrieval can be applied to identify 

citations for other designs, such as pragmatic trials.  

In study 2, we found that CRTs in the HD setting often had poor reporting with regards to 

participant consent, where studies often did not have adequate details to assess why 

consent was sought (e.g., for enrollment, receiving the interventions, or data collection), 

from whom (e.g., from patients or providers), when (before or after randomization), and 

how (e.g., written or oral). Future research should expand to include all pragmatic 

randomized controlled trials conducted in the HD setting (i.e., individual and cluster-level 

randomized trials). Practices around participant consent may be related to trial design and 

considerations of risk. Ultimately, the goal is to standardize reporting practices for 

participant informed consent and guide trials in the HD setting to improve the reporting 

of consent procedures supported by well-grounded moral reasoning. 
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In study 3, we carefully thought through the covariate constrained allocation procedure 

for CRTs in the hemodialysis setting. The best practices identified in study 3 will inform 

choices we make in future trials, but it is not easy to generalize our results to other 

settings. Future work in this area should use formal statistical simulations.   

6.2 Lessons learned 

Each project had its unique set of challenges. In study 1, the biggest challenge was the 

time it took to train our algorithms. At the early stages of the project, I used a laptop with 

limited computing power resulting in slow progress. However, purchasing more powerful 

hardware was fruitful and sped the algorithm training processes by nearly 12 times. 

Another challenge was identifying credible resources to learn, develop and deploy the 

machine learning algorithms. While traditional learning (e.g., courses and textbooks) is 

valuable, I found resources on YouTube and Machine Learning blogs extremely helpful.  

In study 2, I found the peer-review process to be time-consuming. As a result, we were 

asked by reviewers to update our systematic review twice. I quickly learned not to be 

discouraged by the added work because it is part of the scientific process. 

In study 3, I learned to take my time to create highly efficient computer programming and 

creating detailed “read me” notes. My first computer program for this project was highly 

inefficient. Running the program took several days and, at times, crashed because of low 

computing memory. Taking the time to plan and execute the computer program resulted 

in more efficient code that ran several thousand times faster. Additionally, I found it 

extremely useful to write detailed programming notes. These notes helped when I 
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returned to work on the project several months later to address co-author and peer-review 

comments. 

6.3 Concluding remarks 

Regarding treatment effects, randomized trials provide high-quality evidence, and areas 

in medicine (e.g., cardiology, oncology) with the highest number of randomized 

controlled trials have experienced the most transformative improvements in outcomes 

and patient care. This dissertation addressed specific CRT-related knowledge gaps. Our 

results will directly inform the review, design and analysis of future hemodialysis CRTs.  
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