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Lay Abstract

This thesis mainly investigates the applications of data-driven techniques for thermal

management in data centers. The implementations of thermal modeling, temperature

estimation and temperature control in data centers are the key contributions in this

work. First, we design a data-driven statistical model to describe the complicated

thermal dynamics of data center. Then based on the data-driven model, efficient ob-

server and controller are developed respectively to optimize the thermal management

in data centers. Moreover, to improve the nonlinear modeling performance in data

centers, specific deep input convex neural networks capable of good representation

capability and control tractability are adopted. This thesis also proposes two novel

strategies to avoid the influence of catastrophic forgetting and noisy data respectively

during the training processes. Finally, all the proposed techniques are validated in

real experiments or experimental-data-based simulations.
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Abstract

This thesis mainly addresses the problems of thermal management in data center-

s (DCs) through data-driven techniques. For thermal management, a temperature

prediction model in the facility is very important, while the thermal modeling based

on first principles in DCs is quite difficult due to the complicated air flow and heat

transfer. Therefore, we employ multiple data-driven techniques including statistical

methods and deep neural networks (DNNs) to represent the thermal dynamics. Then

based on such data-driven models, temperature estimation and control are imple-

mented to optimize the thermal management in DCs.

The contributions of this study are summarized in the following four aspects: 1)

A data-driven model constructed through multiple linear Autoregression exogenous

(ARX) models is adopted to describe the thermal behaviors in DCs. On the basis of

such data-driven model, an observer of adaptive Kalman filter is proposed to estimate

the temperature distribution in DC. 2) Based on the data-driven model proposed in

the first work, a data-driven fault tolerant predictive controller considering different

actuator faults is developed to regulate the temperature in DC. 3) To improve the

modeling accuracy, a deep input convex neural network (ICNN) is adopted to imple-

ment thermal modeling in DCs, which is also specifically designed for further control

design. Besides, the algorithm of elastic weight consolidation (EWC) is employed

iv



to overcome the catastrophic forgetting in continual learning. 4) A novel example

reweighting algorithm is utilized to enhance the robustness of ICNN against noisy

data and avoid overfitting in the training process. Finally, all the proposed approach-

es are validated in real experiments or experimental-data-based simulations.
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Chapter 1

Introduction

1.1 Overview

With the rapid development of information and communication technology (ICT),

increasing amount of IT equipments (ITEs) such as IT servers, storage devices and

networking devices are required to support the services [1, 2]. The ITEs may be

centralized within a facility called data center (DC), or decentralized into several DCs.

The ITEs associated in DCs are easily managed and effectively operated [3, 4]. Except

for the ITEs, supporting infrastructures including cooling system, power system and

lighting system are also indispensable [5, 6]. Finally, the ITEs, supporting system,

and necessary sensor network constitute the whole DC system [7].

As all the power consumption of ITEs in the DC would be dissipated in the form

of heat, a cooling system is required to remove the heat from the indoor facility

and release it outside [8, 9]. For the cooling system in DCs, several different cooling

methods are developed which include air cooling, liquid cooling and two-phase cooling

[10, 11, 12]. The difference between these three cooling methods is the heat transfer
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medium. Although the thermal resistance of liquid cooling is much lower than that of

air cooling, liquid cooling still cannot widely used for DCs due to the potential damage

to electronics and complicated plumbing requirements [13, 14, 15]. Compared with air

cooling and liquid cooling, two-phase cooling has higher energy loads [16]. However,

the technical difficulty and high cost of two-phase cooling prevent its application.

Therefore, air cooling almost dominates the market of cooling system in commercial

DCs [17].

The location of cooling unit plays a significant role in cooling system as well.

Generally, there are three different cooling architectures proposed in DCs that contain

room-based, row-based and rack-based cooling architecture [18, 19]. Room-based

cooling architecture means that the cooling system is mounted in a room and provides

cold air to the whole room to cool the ITEs in DCs directly [20]. Row-based cooling

architecture indicates that the cooling unit is installed in a row of connected racks

and used for cooling the ITEs inside [21, 22, 23]. Rack-based cooling architecture is

designed to cool the ITEs in each enclosed individual rack [24]. The configuration of

three cooling architecture is shown in Figure 1.1.

The room-based cooling system is widely adopted in many DCs owing to the

competitive price, convenient installation, and easy operation. However, with the

growing construction of new DCs, the shortcoming of poor efficiency in room-based

cooling system appears gradually [25]. Because of the hot air recirculation and cold

air bypass in the facility, the room-based cooling system cannot cool the devices

efficiently and thus causes the waste of much electricity [26, 27, 28]. Conversely, row-

based and rack-based cooling system perform much better on energy efficiency [29].

The shorter airflow paths and distinct hot and cold chambers in DCs with enclosed

2
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Figure 1.1: DCs equipped with room-based, row-based and rack-based cooling
architecture

.

row-based and rack-based cooling architecture could significantly increase the cooling

efficiency [30, 31]. Rack-based cooling is quite similar to row-based cooling, while rack-

based cooling architecture with smaller container allows us to rapidly and precisely

control the cooling load in response to varying workload of IT servers. Moreover,

the economy, flexibility and scalability are also the advantages of rack-based cooling

architecture [32]. Consequently, the research in this work mainly focuses on the DC

equipped with rack-based cooling architecture.

Efficient temperature monitoring and control based on such cooling systems are

also required to ensure the safe operation of ITEs [33, 34, 35]. In a DC, the securi-

ty of ITEs should be of paramount importance. Exceeding the maximum operating

temperature would result in ITE abnormal shut down, and further negatively affect

3
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the health of ITEs [36]. Sometimes due to the improper airflow management and

inadequate use of cooling capacity, hot spots may appear in the DC [37]. Hot spots

are serious threats to the reliability and efficiency of ITEs. If the hot spots remain

for a period of time, the ITEs would even be damaged irreversibly [38]. Therefore,

a temperature monitoring system is needed to detect the hot spots and measure the

temperature in DC constantly to ensure the ITEs operate within a suitable temper-

ature range. Furthermore, temperature monitoring is also an effective approach to

explore the overcooling, and thus avoid energy waste.

Only temperature monitoring system is not enough for the safety of DCs, while

appropriate control strategies are also required to implement the temperature reg-

ulation [39]. At first, on-off control is used to regulate temperature, but it usually

causes temperature oscillation in the facility [40]. The oscillation of temperature

in DC would reduce the life span of ITEs [41]. Besides, the study in [36] reveals

that temperature oscillation also greatly increases the risk of hard disk drive failure.

Therefore, the efficient control strategies based on cooling systems are really necessary

for guaranteeing the normal operation of DCs.

DCs in the US consumed nearly 70 billion kW· h of electricity in 2014, which

accounts for two percent of the total power consumption in the US [42]. More seri-

ously, the estimated power consumption of DCs would double in the next five years

[43]. Among the total energy used in DCs, nearly forty percent is consumed by the

cooling system [44]. The diagram of detailed energy consumption for each component

in DC is presented in Figure 1.2. Initially, the cooling system without appropriate

control in DCs commonly runs at full power, which would probably result in over

cooling and energy waste [45]. On the other hand, if the cooling system runs at low

4
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power, the ITEs would operate in high ambient temperature and usually consume

more electricity. Thus, appropriate thermal management strategies with high cooling

efficiency is also important for the energy management in the DCs.

Figure 1.2: Fraction of energy consumption for each components in DC
.

1.2 Literature review

The areas of thermal management in DCs generally include thermal modeling, tem-

perature monitoring, and temperature control. The thermal modeling is the funda-

mental of temperature monitoring and control, which is the representation of DC

thermal dynamics. Temperature monitoring is designed to monitor or predict the

temperature anomaly and warn the instructor. Finally, the temperature control is

implemented to regulate the temperature in the DC and ensure the safe operation of
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ITEs. For the thermal management in DCs, many investigations have been conduct-

ed.

1.2.1 Thermal Modeling and temperature prediction in DCs

Physical modeling

Physical model is one of the most common models for describing thermal dynamics

in DCs. A simplified physical model was built for simulating the air flow and heat

transfer in DC with room-based cooling architecture in [46]. In [47], an adaptive

numerical temperature model was presented to capture the temperature behaviors in

DCs. This model was built under the framework of state-space model and dedicated

to controller design. Parolini et al. developed a thermal model in DC from a cyber-

physical system perspective [48]. This paper constructed a thermal network based

on thermodynamics and computational network respectively. Then these two models

were coupled together and utilized for joint control in the DC. A transient thermal

model was developed to capture the temporal thermal behaviors in [49]. This tran-

sient model was efficient to implement the temperature prediction and further task

scheduling. Hosein et al. investigated real-time temperature modeling in a DC with

rack mountable cooling unit (RMCU) [50]. In this paper, a novel transient zonal

model was proposed based upon mass and energy conservation.

Physical modeling based on computational fluid dynamics (CFD) also attracted a

lot of interest. A CFD model was studied to predict the thermal field for a small DC

in [51]. The thermal boundary condition was particularly considered in this work,

which reduced the prediction error greatly. CFD model was also used for transient

temperature modeling with varying power dissipations and airflow rate in [52]. Chen

6
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et al. studied a CFD model based on the realistic physical thermodynamics for

temperature distribution forecasting [53]. The authors used the data from simulation

and real experiments simultaneously, and significantly reduced the computational

complexity of the proposed model. In [54], a CFD server level model was proposed

to simulate the air flow rate and power fluctuations in a DC. This paper revealed

that the thermal capacity of racks had small effect on the temperature change in DC.

The authors in [55] proposed a CFD thermal model to detect the ITE failure and

evaluate the thermal performance. This model described the detailed operational

characteristics in DCs.

Data-driven modeling

Although the physical models are capable of representing the internal thermal dy-

namics of DCs, the model accuracy is not high enough due to the complicated heat

transfer and air flow. To address this problem and reduce the modeling difficulty,

data-driven models are widely utilized for thermal modeling of DCs. In [56, 57],

the approach of proper orthogonal decomposition (POD) was employed to capture

the relationships between temperature and major variables. Marina et al. employed

grammatical evolution techniques for runtime temperature prediction in [58]. This

method does not need specific knowledge about the thermal behaviors in DCs. The

comparisons between CFD model and nonlinear ARX model indicated the effective-

ness of the proposed model. Several data-driven techniques were adopted to predict

the thermal anomaly in [59]. In this work, four methods including threshold method,

moving averages-based method, exponentially weighed moving average-based method,

and naive Bayesian classifier were compared for the anomaly prediction. Finally, the

7
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simulations proved that the approach of naive Bayesian classifier had a better pre-

dictive accuracy. The authors employed a gradient boosting decision tree model to

predict the rack temperature in [60]. The experiment results in this work illustrated

that the proposed data-driven model has a high precision.

The statistical modeling frameworks show their superiority in temperature pre-

diction, however, the poor extrapolative accuracy restricts the further application.

Neural network is another effective method to implement temperature prediction in

DCs. The authors in [61] utilized the artificial neural networks to predict the tem-

perature in DC. Based on the artificial neural networks, a thermal-aware workload

scheduling algorithm was proposed. In [62], the convolutional neural network (CNN)

was used to predict the temperature distribution in DCs as well. Flavio et al. devel-

oped a temperature model based on neural networks to predict the real-time server

inlet temperature in [63]. The neural network then was combined with a cooling

system model to implement the strategy of temperature regulation in the DC. Zhang

et al. adopted the artificial neural networks to predict the temperature and airflow

simultaneously in [64]. Besides, the Latin Hypercube Sampling technique was utilized

to determine design variables.

1.2.2 Temperature monitoring in DCs

Physical sensor is the most common tool for temperature monitoring in DCs. Since

wired sensors are difficult to organize in such a small space, wireless sensors are widely

used in DC [65]. The authors in [66] proposed an Internet of Things (IoT) system

based on wireless sensors network (WSN) to monitor the temperature at different

locations in DC. WSN was also employed to detect 3D temperature and humidity
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distribution for DCs in [67]. The measured temperature and humidity were mainly

utilized to improve the energy efficiency of DC. Polonelli et al. developed a low-cost

and battery-supplied WSN for temperature monitoring in DCs [68]. The experimental

results illustrated this type of WSN was able to provide fine-grained, flexible and long-

term temperature monitoring.

Recently, mobile robots had been adopted for temperature monitoring in DCs

gradually. Chris et al. developed an autonomous robot to implement temperature

monitoring in DC [69]. The robot is able to generate the facility layout and thermal

map in unseen DCs. After the mapping of DC, the robot could also detect the hot

spots and other anomalies based on intelligent sampling. Choi et al. proposed a

monitoring system in DCs based on multiple mobile robots in [70]. The superiority of

this work was the cost efficiency and scalability of designed robots. Robots were de-

signed for DC self-diagnosis in [71]. The robot was developed based on a series of real

experiments and simulations and robust to the disturbances in real DC environments.

CFD model was employed to monitor temperature in DCs as well. The studies

in [72, 73] investigated the construction of CFD models based on thermal mass and

energy balance principles. The CFD models were not only use for temperature moni-

toring, but also for the prediction of energy consumption, airflow and pressure in DC.

Finally, appropriate cooling strategies were determined according to the predictions

of CFD models.
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1.2.3 Temperature control methods in DCs

PID control

Proportional-integral-derivative (PID) control is a type of feedback control, which is

widely used for process control in industry. The authors in [74] proposed a dynamic

smart cooling controller to regulate the temperature in DC. Such controller was de-

signed based on PID control and rule-based filter. The rule-based filter was used for

identify the actuator faults and the PID control was used as the compensator of er-

rors. A PID controller was designed in CFD environment to control the temperature

in DC [75]. The proposed controller creatively considered the energy consumption of

cooling system during the control process. In [76], a novel controller combining classic

PID control and fuzzy adaptive control was developed to regulate the temperature in

DC. The PID controller was regarded as the main controller to maintain the temper-

ature, and the fuzzy adaptive control was employed to tune the parameters of PID

control. By applying such method, the controller could deal with different working

conditions in DC. Lee et al. put forward a self-tuning PID controller to regulate the

temperature and optimize the energy consumption of fans simultaneously [77]. The

PID controller was associated with a trained neural network, and thus could tune the

parameters automatically.

Model predictive control

PID control was broadly applied in DC temperature control due to the simple de-

velopment, while the low control stability and accuracy are still potential risks for

the operation of ITEs. Therefore, to improve the control performance, model predic-

tive control (MPC) is proposed to regulate temperature in DCs. MPC was proposed

10
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to control the central processing unit temperature in servers for a modular DC in

[78, 79, 80]. All the controllers were developed considering the energy consumption of

cooling system. The authors in [81] designed a MPC to control the input air temper-

ature and the number of active servers jointly. The numerical simulations revealed

the MPC controller was efficient to reduce the power consumption in DC. Stochastic

MPC was proposed to control the temperature in DC [82]. This thesis mainly focused

on the control of cooling system and the servers’s fans considering uncertainties in the

forecasted IT workloads. Besides, the energy consumption was also designed as an

important index in the stochastic MPC. SeyedMorteza et al. investigated the jointly

controlling cooling units and workload assignment through MPC in [83]. The target

of this paper was the optimization of energy consumption of DC while respecting

temperature constraints. Additionally, a data-driven model was adopted to represent

the thermal behaviors in DC. Parolini et al. also developed a MPC to manage the

temperature and servers’ workload in the view of cyber-physical system in [48].

Data-driven control

Except for MPC, some controllers based on data-driven techniques were studied for

temperature regulation in DCs. Weiping et al. designed a combined neural net-

work and genetic algorithm model for thermal management in DCs [84]. First, the

thermal dynamics in DC were represented through a neural network. Then the ge-

netic algorithm was used for optimizing the control inputs of cooling system. In [85],

reinforcement learning algorithm was proposed to control the temperature and air-

flow in DC. The reinforcement learning without prior knowledge only needed a few

hours for learning. Finally, the comparison between PID controller demonstrated the
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effectiveness of the designed reinforcement learning.

1.3 Problem statement and research objectives

According to the above literature review, most of the works regrading to thermal

modeling are conducted for the DCs with room-based cooling architecture, while the

modeling of DCs with row-based and rack-based cooling has not been well studied.

Nevertheless, the physical modeling is difficult to represent the thermal system in

DCs accurately due to the complicated heat transfer and air flow. Therefore, the

first objective of this research is developing efficient data-driven models including

statistical models and neural networks to describe the thermal dynamics in DCs with

rack-based cooling architecture.

Nearly all the thermal models in DCs are related to temperature prediction and

control, while few researchers care about the real-time temperature estimation. Ac-

tually, the estimation of temperature distribution plays an essential role in reducing

the cost of whole system and the burden of fault diagnosis in sensor networks. There-

fore, the second objective of this research is to design effective observers based on the

data-driven model to estimate the temperature distribution in DCs with rack-based

cooling, and then extend this technique to row-based cooling architecture.

Based on the experiences in real industry, actuator faults of fans and valve usually

occur in the daily operation. The actuator faults would significantly deteriorate the

control performance, whereby threatening the safe operation of ITEs. Considering

only a few basic research works are implemented in this field, the third objective

of this research is to develop novel methods for actuator fault diagnosis and fault

tolerant control in DCs.
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As is shown in literature review, DNNs are widely adopted to conduct the thermal

modeling and temperature prediction, owing to the powerful representation capabil-

ity of nonlinear systems. However, most of the researches are just concentrated on

the temperature prediction, and they fail to combine the DNNs with control issues.

Therefore, the last objective of this research is to explore the construction of control-

oriented DNNs and thus bridge the gap between control tractability and good repre-

sentation ability of DNNs. In the future work, we would also validate the performance

of control-oriented DNNs in the real DC experiments, and extend their applications

in another industrial systems.
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Chapter 2

Temperature distribution

estimation via data-driven model

and adaptive Kalman filter in

modular data centers

This chapter is reproduced from “Temperature distribution estimation via data-driven

model and adaptive Kalman filter in modular data centers”, Kai Jiang, Shizhu Shi,
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Control Engineering, 2020. The author of this thesis is the first author and the main
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2.1 Abstract

With the rapid development of information and communications technology (ICT),

increasing number of data centers (DCs) are required to support the cloud computing,

and critical web based services that run our daily lives. The conventional cloud DCs

usually adopt computer room air conditioner (CRAC) or inRow units as the cooling

sytem, while the rack mountable cooling unit (RMCU) is a more promising equipment

due to the economy, exact controllability, flexibility and scalability. In order to ensure

the efficiency of control system in RMCU and the security of servers in the DCs, the

information of temperature distribution is very essential. Basically, the temperature

distribution could be obtained through physical sensors easily. However, considering

the cost of whole system and the burden of fault diagnosis in sensor networks, the

number of temperature sensors should be kept down to a bare minimum. Therefore, it

is necessary to develop an effective and real-time observer to estimate the temperature

distribution in the system. Besides, due to the complex air flow and heat transfer

in the container, it is quite difficult to construct a physics model. To this end, a

novel observer embracing data-driven model and adaptive Kalman filter is proposed

in this work. Auto regression exogenous (ARX) model is adopted as the framework

of data-driven model, and the model is identified through a algorithm of partial

least square (PLS). Moreover, to represent the nonlinear behaviors in the system,

fuzzy c-means (FCM) is applied for data classification and getting multiple local

linear models. Finally, adaptive Kalman filter is utilized to estimate the temperature

distribution on the basis of proposed data-driven model. The estimation results based

on experimental data indicate the performance of proposed approach is remarkable.
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Key words: Data center, Temperature distribution, Data-driven model, Adap-

tive algorithm, Kalman filter.

2.2 Introduction

Exponential growth in the use of ICT globally has necessitated the establishment of

DCs [1, 2]. A traditional DC is generally constructed in a huge plant with a num-

ber of supporting facilities [3]. Since all of the electrical energy consumed by the

IT equipments in DC is eventually dissipated into heat, a cooling system is required

to remove this heat from the DC and release it into the ambient air [4, 5]. Typi-

cally, conventional cooling systems such as CRAC are inefficient because of the air

distribution inefficiencies (cold air bypass and hot air recirculation). To address this

shortcoming, modular and distributed cooling systems are proposed and RMCU is

the most efficient. As RMCU operates in the containment, it shortens the airflow

paths and optimize the airflow distribution, and further improves the cooling efficien-

cy. Additionally, the advantages of easy replacement, and maintenance in RMCU

would also attract more attentions [6].

Meanwhile, to maintain stable temperature in the containment under varying IT

equipment demand, superior control system for RMCU is required [7]. For such

control system, accurate real time temperature distribution knowledge in the con-

tainment is necessary [8]. In addition, high temperature induced hot spots in the

rack could also lead to IT equipments thermal shut down [9]. Thus, the temperature

distribution is of critical importance to ensure the security in the system. Basically,

several sensors are mounted in the rack to obtain the temperature distribution. How-

ever, considering the cost of whole system and the burden of fault diagnosis in sensor
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networks, the number of temperature sensors should be kept down to a bare mini-

mum. Consequently, the estimation of temperature distribution in DCs has aroused

many interests among researchers [10, 11].

As the air flow and heat transfer in DCs is quite complex, it is difficult to establish

physical model to estimate temperature distribution. Therefore, most of works about

temperature distribution in DCs are based on data-driven methods. Neural network

is employed to predict the temperature distribution in DC based on experimental

and computational fluid dynamics (CFD) simulation data in [12]. The authors in

[13] adopt a network model to predict the temperature distribution. They utilize

machine learning technique to estimate the parameters in network model. Although

the simulation results prove that the two approaches could predict the temperature

distribution within small errors, the methods have weak robustness against the dis-

turbances and noises. Besides, in [14] an adaptive numerical temperature model is

developed to predict the temperature in DC. Robust recursive filtering algorithm is

used to modified the temperature model based on real-time measurements form sen-

sors, and the robustness of proposed model is improved. However, this technique fails

to consider the complexity of sensor network in real applications.

There were also many works related to data-driven estimation recently. In [15],

support vector machine (SVM) is employed to identify a Auto-Regressive Exoge-

nous (ARX) model for fault diagnosis in the chillers and several cases of simulation

have proved the outstanding performance of proposed approach. However, the model

uncertainties and system disturbances aren’t considered, which would degrade the

accuracy of the proposed approach. Kang et al. study radial basis function neural

network (RBFNN) model to deal with the problem of battery state of charge (SoC)
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estimation. The comparisons between estimated SoC and modeled SoC demonstrate

that the developed method could achieve a good accuracy and strong robustness.

Nevertheless, the high computational complexity of neural network is a barrier to

the practical situation. A high-order ARX model is also established in [17], where

extended Kalman filter (EKF) is implemented to estimate solid oxide fuel cell stack

temperature. The simulation results indicate that this method could get an accurate

real-time estimation. However, the ARX-type model is just identified through the

algorithm of extended least square, which cannot describe the nonlinearities of fuel

cell system. What is more, an inaccurate model would also degrade the performance

of Kalman filter.

Motivated by the problems, an original strategy based upon data-driven model

and adaptive Kalman filter is developed for temperature estimation in the DC. For

the modeling, ARX model is selected as the framework to describe the general dy-

namics in DC system. Then PLS is employed to calculate the parameters within the

model. It is known that only a linear ARX model is not enough to represent the

complex system, thus FCM is adopted to clustering the data set and multiple linear

models are identified based on each cluster. At last, the multiple models are combined

together through appropriate weights. By such technique of data-driven modeling,

we can efficiently approximate the nonlinear behaviors and multivariate nature of

system by linear models, and avoid complicated physical modeling. Furthermore, on-

ly the identified ARX model cannot estimate the temperature distribution precisely

all the time, especially under noises and disturbances. Therefore, the Kalman filter

is adopted to correct the estimations based on the outputs. Simultaneously, for the

data-driven model, the process noise covariance is difficult to determine, thus, the
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adaptive algorithm is adopted in Kalman filter to update the noise covariance step

by step according to estimated errors and improve the accuracy of estimation sub-

stantially [18]. The outputs in this work are the temperature of two specific locations

measured by sensors.

The main contributions of this work are summarized as follows. 1) A data-driven

model based upon combined multiple local models, fuzzy c-means and partial least

square is established to represent the nonlinearities in DC system. 2) Adaptive

Kalman filter is employed to deal with the problems of varying noises in data-driven

model and measurements respectively. 3) Real-time temperature distribution is esti-

mated accurately with only a small amount of sensors, which is effective in guaran-

teeing the securities and reducing the cost in DCs. The rest of the article is organized

as below. In Section 2, the detailed modular single-rack DC is described. Then the

data-driven modeling and adaptive Kalman filter are represented in Section 3 and Sec-

tion 4 respectively. Section 5 mainly depicts the simulation results and well-informed

discussion. Finally, summary is shown in Section 6.

2.3 Fundamentals of modular single-rack data cen-

ter

As is widely known, thermal management system is very important for the DCs.

Generally, there are three locations to install the cooling system which could supply

cool air to the servers, i.e., in the room, row, or rack [19]. Since the RMCU is mounted

to or within the IT rack directly and delivers cold air to a single rack [20], the cold

air flow path is shorter than that of room-mounted cooling and row-mounted cooling,
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which could significantly reduce recirculation and avoid bypass [21]. Consequently,

the full rated capacity of the rack-mounted cooling system can be utilized. Besides,

the RMCU is more controllable and flexible than the others.

Since typical cooling unit can not provide necessary cooling capacity in a single

rack [22, 23], for example a 5 kw telecommunication rack, an efficient RMCU is used

in this work. The RMCU mainly consists of a chiller and cooling unit. The function

of a chiller is to provide chilled water. Then the chilled water is pumped to the

cooling unit located in the rack, which could cool the system by drawing warm air

from the back to front through the coils filled with circulating chilled water [21]. At

last, the heat generated by servers will be exhausted with the water exiting the rack

and returning to the chiller. The whole system and cooling unit are represented in

Figure 2.1 and Figure 2.2 respectively.

Figure 2.1: Structure of the modular single-rack data center.
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Figure 2.2: Rack-mounted water cooling system.

As is seen in Figure 2.1, the inputs of the system are water flow rate and air flow

rate. The output are the temperature distributions in the front of the rack. The

cooling unit is mounted in the top of rack, which includes fans, chilled water coil,

power source, valve, input and output pipe.

2.4 Data-driven modeling

Since the severs cooling in an enclosed rack is always accompanied by complicated

air flow and heat transfer, the modeling of thermal dynamics in data center is usually

conducted via data-driven techniques. Regarding to data-driven modeling, ARX

model is especially an appropriate framework for discrete dynamic systems [24]. In

ARX model, the outputs at a specific sampling instant is represented by an equation

concerning inputs, historical output information, historical input information and

modeling bias. Nevertheless, ARX model can deal with multi-input-multi-output
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(MIMO) system easily. The ARX model can be defined as below:

x(k) =
Nx∑
i=1

αix(k − i) +
Nu∑
j=0

bju(k − j) + θ + e(k), (2.4.1)

where x(k) denotes the output vectors at kth step and u(k) means the input vectors.

αi, bj and θ stand for coefficients in the model. e(k) is the modeling bias. Nx and Nu

represent the amount of time-lag in the outputs and inputs respectively.

As depicted in Eq. (2.4.1), the form of ARX model is just a linear model, which is

not a very good description of nonlinear system. Therefore, it is necessary to identify

numerous local models based upon the partitioned data [26]. For this work, FCM is

adopted to clustering the data set, which is a well-known data clustering technique

and evolved by c means algorithm initially. In FCM, all the data is divided into n

clusters and each data point in the database belonging to each cluster with a certain

degree. By minimizing the sum of weighted squared errors between every data point

and cluster center, we can obtain the membership matrixes and cluster centers. Here,

the cluster centers can be approximately regarded as the equilibrium points generally

appear in nonlinear system [27]. Consequently, the nonlinear behaviors of thermal

dynamics in data center could be described by the multiple linear models established

through the data around each cluster efficiently. The core function of FCM is defined

as below:

JFCM =
N∑
i=1

G∑
j=1

(µj,i)
q||pi − σj||. (2.4.2)

Here, pi= [p1, p2, · · · pN ] denote the data points in the vector space, N means the

number of data points, σj represents the center of the jth cluster, G is the number
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of clusters, µji is named as the membership function which stands for the degree of

pi belonging to the jth cluster and weighted factor on each membership function is

defined as q. Moreover, the objective function must satisfy some constraints, which

is shown as follows:

µj,i ∈ [0, 1], for 1 ≤ i ≤ N, 1 ≤ j ≤ G, (2.4.3)

M∑
j=1

µj,i = 1, for 1 ≤ i ≤ N, 1 ≤ j ≤ G, (2.4.4)

0 <
N∑
i=1

µj,i < N, for 1 ≤ i ≤ N, 1 ≤ j ≤ G. (2.4.5)

The algorithm is carried out through an iterative minimization of the objective

function through Lagrange multiplier [28]. First, the initializations of the number of

clusters G, membership function µji and weighted factor q are necessary to calculate

the centers of cluster σj. Then according to the computed σj, membership µji is

updated and will be used for next step. The iteration will stop when

maxij|µji(l + 1)− µji(l)| < ξ, (2.4.6)

where ξ is a termination criterion generally less than 1, and l is the iteration step.

Besides, we can also set a certain l. When the iteration step reach the set number,
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the iteration will stop. The results for iteration is shown as follows:

µji =
1

G∑
k=1

(
||xi−cj ||
||xi−ck||

)2/(q−1)
, (2.4.7)

σj =

N∑
i=1

(µj,i)
qxi

N∑
i=1

(µj,i)q
. (2.4.8)

In order to recognize the parameters in developed model, PLS is employed for

this work. PLS regression is known as an efficient technique for figuring out the

fundamental relationships between several variables[25]. Initially PLS is developed

from ordinary least square (OLS) and mainly consists of the principal component

analysis (PCA) and multiple regression [29]. PCA is a popular strategy for projecting

no matter the dependent variables or independent variables from high dimensional

space to a lower dimensional space, where the processed data could represent the

underlying relations clearly and easier to deal with [30]. Then we can calculate the

model parameters by utilizing OLS. For applying PLS conveniently, the ARX model

is rewritten as follows:

Y = βXT + e(k), (2.4.9)

where Y = x(k) stands for a response matrix of all the output data, X =[x(k −

1)T · · ·x(k−Ny)
T u(k)T · · ·u(k−Nu)

T 1]T is defined as the regressor matrix, and

β = [a1 · · · aNy b1 · · · bNu c] represents the model coefficient matrix. The first step

for PLS is to extract the principle components:

T = XP, (2.4.10)

37



Ph.D. Thesis – Kai Jiang McMaster University – Mechanical Engineering

R = Y Q, (2.4.11)

in which T is defined as the principle component of X, P means the matrix of loadings

of X and ||P ||=1. R denotes the principle components of Y , Q is the matrix of

loadings of Y , and ||Q||=1. As T is the principle component of X, the covariance of

T itself should be maximum. Similarly, the covariance of R should be maximum as

well. Besides, in order to explore a relationship between X and Y , we should also

maximize the correlation of T and R. Then by applying Lagrange Multiplier and

satisfying such conditions, the principle components T and R can be achieved. The

equations are represented as below:

max < XP, Y Q >, s.t. ||P || = 1, ||Q|| = 1, (2.4.12)

where < XP, Y Q > stands for the inner product of XP and Y Q. As there exist

modeling errors during the extraction of principle components, the Eq. (2.4.10) and

Eq. (2.4.11) can be rewritten as:

X = TPT + E, (2.4.13)

Y = RQT + F, (2.4.14)

where E is named as the matrix of residuals of X, and F stands for the matrix of

residuals of Y .

As mentioned above, the correlation of T and R is maximized, thus the two vectors
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could be linked by an inner relation. Further more, R can be substituted by T in this

form:

Y = TΦT + Ω, (2.4.15)

where Φ is defined as the coefficient and Ω is the residual matrix. Since X, Y , T and

R are all known now, we can obtain P , Q and Φ by minimizing the residual matrixes.

Finally, we can obtain the coefficient matrix βPLS and further get the identified ARX

model:

βPLS = PΦT. (2.4.16)

Y = βPLSX + e(k). (2.4.17)

Finally, for describing the total nonlinearities in the system, all the identified mod-

els are associated together through several appropriate weights [26]. The schematic

diagram of developed data-driven modeling is shown in Figure 2.3, and the combined

ARX model is defined as below.

x(k) =
G∑
g=1

wg(k)[
Nx∑
i=1

αi,gx(k − i) +
Nu∑
j=0

bj,gu(k − j) + θg], (2.4.18)

where wg is the weight of the gth model in the whole models, which is related to the

membership function in FCM. cg indicates the constant in the gth model. As all the

identified linear models can potentially contribute to the prediction, the local models

should be identified at the same time. The calculation can be described as below [26]:
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Figure 2.3: Schematic diagram of proposed data-driven modeling.

Y = [U1 ⊗X U2 ⊗X · · ·Ug ⊗X]× [β1 β2 · · · βg]T. (2.4.19)

Here, ⊗ depicts element by element multiplication, besides, Ug stands for the augment

of membership matrix µ which is represented as follows:

Ug =


µg,1 µg,1 · · · µg,1

...
...

. . .
...

µg,N µg,N · · · µg,N


N×G

. (2.4.20)

In our system, the outputs T (k) are the temperature distributions in the front

of the rack. The inputs are the air flow rate Fair and water flow rate Fwat respec-

tively. C is the constant term in the model, which is a vector too. What is more,

the temperature of input water Tin and IT workload W are regarded as measurable

40



Ph.D. Thesis – Kai Jiang McMaster University – Mechanical Engineering

disturbances in the model. It should be pointed out that the temperature of input

water should be constant, but it changes within 1 degree all the time due to the limi-

tation of hardware (chiller). Therefore, the input water temperature is considered in

the model identification. The system model is depicted as follows:

T (k) =
Nx∑
i=1

αiT (k − i) +

Nu,1∑
j=0

b1,jFair(k − j)

+

Nu,2∑
l=0

b2,lFwat(k − l) + d1Tin(k) + d2W (k) + Θ.

(2.4.21)

According to the validated experiments for proposed data-driven model, Nx is

selected as 1, Nu,1 is set as 0, and Nu,2 is chosen as 0 as well. Then the detailed model

can be rewritten as below.



Tc(k)

T1(k)

T2(k)

T3(k)

T4(k)

T5(k)

T6(k)



= A×



Tc(k − 1)

T1(k − 1)

T2(k − 1)

T3(k − 1)

T4(k − 1)

T5(k − 1)

T6(k − 1)



+B ×

 Fair(k)

Fwat(k)

 +D ×

 Tin(k)

W (k)

 +



θ̂

θ1

θ2

θ3

θ4

θ5

θ6



,

(2.4.22)

where A, B and D are all coefficients in the model. A is a 7 × 7 matrix. B and D

are 7× 2 matrixes.
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2.5 Adaptive Kalman filter for temperature esti-

mation

Although the combined ARX model could represent the global nonlinearities of the w-

hole system, the noises, disturbances or some accidents in outside environment would

deteriorate the accuracy of the identified model. Therefore, an observer is needed to

correct the estimation online. Kalman filter is one of the most frequently-used and

effective observers in engineering, which is found by Kalman and his collaborators

decades ago [31]. Kalman filter is a method of optimal estimation by minimizing the

estimated errors, and it could deal with the noises in system models and measure-

ments. A general operation of Kalman filter for discrete system is shown below.

x(k) = Γ(k)x(k − 1) +B(k)u(k) + w(k), (2.5.1)

z(k) = Π(k)x(k) + v(k), (2.5.2)

where Eq. (2.5.1) means a prediction model including the state-transition model Γ(k),

the input vector u(k), state vector x(k) and Gaussian process noise vector w(k). Sim-

ilarly, Eq. (2.5.2) stands for an observation equation established through the observa-

tion model Π(k), state vector, and unknown Gaussian measurement noise v(k). Here

both of w(k) and v(k) are assumed as zero-mean Gaussian noises, and their covari-

ances are Λ(k) and Ψ(k) respectively. The procedure of Kalman filter mainly consists

of two steps: one is prediction through system model and the other one is update via
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estimated error. The equations for prediction are described as follows:

x̂(k |k − 1) = Γ(k)x̂(k − 1 |k − 1) +B(k)u(k), (2.5.3)

P (k |k − 1) = Γ(k)P (k − 1 |k − 1)Γ(k)T + Λ(k). (2.5.4)

The prediction process is conducted through Eq. (2.5.3) and Eq. (2.5.4). Then

the predicted states should be updated via a Kalman gain κ(k) and the differences

between calculations and sensor measurements z(k), as the predictions of model are

always effected by disturbances and noises. It is worthy note that the Kalman gain

is obtained through the covariances of estimated errors P(k) which is derived from

an initial value and updated iteratively. The detailed equations are represented as

below.

Υ(k) = Π(k)P (k |k − 1)Π(k)T + Ψ(k), (2.5.5)

κ(k) = P (k |k − 1)Π(k)TΥ(k)−1, (2.5.6)

x̂(k |k ) = x̂(k |k − 1) +K(k)[z(k)− Π(k)x̂(k |k − 1)], (2.5.7)

P (k |k ) = [I − κ(k)Π(k)]P (k |k − 1). (2.5.8)

According to the theory of Kalman filter, the identified ARX model is selected
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as the prediction equation. The states in prediction equation are temperature of six

locations in the rack, which is shown in Figure 2.1. The prediction equation is shown

as followed.

x̂(k |k − 1) = T̂ (k |k − 1) = αT̂ (k − 1 |k − 1) + b1Fair(k)

+ b2Fwat(k) + d1Tin(k) + d2W (k) + Θ.

(2.5.9)

The measurement model can be represented as follows:

z(k) = Π(k)x(k). (2.5.10)

Since the noises in this system cannot be invariable all the time, the noise co-

variance matrixes should be updated every time. Therefore, the adaptive algorithm

is employed to calculate the the noise covariance matrixes online to promote the

performance of Kalman filter. The adaptive algorithm is depicted as below:

Λ(k) = Λ(k − 1) + ψ(k − 1)[κ(k)ε(k)ε(k)Tκ(k)T

+ P (k)− P (k |k − 1)],

(2.5.11)

Ψ(k) = Ψ(k − 1) + ψ(k)(ε(k)ε(k)T − P (k)), (2.5.12)

ψ(k) = (1− b)/(1− bk+1), (2.5.13)

ε(k) = z(k)− Π(k)x̂(k). (2.5.14)
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Here, ψ(k) stands for a scaling parameter which is derived from a forgetting factor b.

The function of forgetting factor is to increase the weight of ’new’ data in the total

data and it is commonly selected between 0.95 and 0.995. Additionally, εk refers to

the estimation at kth step and the measured value from sensors.

To summarise, through the procedure of prediction, update and noise covariances

calculation introduced above, the estimations of the temperature distribution based

on the Kalman filter is completed. Furthermore, the whole algorithms used in this

work are concluded in a flowchart and it is shown in Figure 2.4.
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Fuzzy c-means for 

data partition

Partial least square 

for identification

Combined data-

driven model

M
o
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Adaptive Kalman 

filter

Initial conditions

Outputs
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Figure 2.4: Flowchart of the algorithms in this work.
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2.6 Experimental-data-based Simulation results

The data of overall working conditions used to develop the ARX model is based on

the real experimental data from a single-rack DC. In each cycle of the experiment,

the water flow rate and IT workload remain constant, and the air flow rate changes

every one hour. This experiment consists of 10 different cycles and costs more than 80

hours. The setup is represented as Figure 2.5. The basic measurements cover the IT

workload, temperature of input water, temperature in front of the rack, input water

flow rate, and air flow rate are all measured during the whole test. The information

is depicted in Figure 2.6.

Figure 2.5: Single-rack data center with chilled water cooling system.
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Figure 2.6: Measurements under all working conditions during the test.

2.6.1 Sensors placement

According to the simulation, if the temperature of only one location is used as the

output, the estimate error would reach 2 degree, which is useless for practical appli-

cation. If the temperature of three or more locations are selected as the output, the

estimate accuracy improves significantly. However, too many sensors used in the rack

are not economical. Thus, to make a trade-off between estimate accuracy and the

number of temperature sensors, two sensors are employed as the outputs. First, the

temperature of cooling unit (Temp.C) is the input cold air in front of the rack and

it is essential for the temperature distribution, therefore, Temp.C should be regard-

ed as one of the outputs. Then the second output is determined by the simulation

experiments. Specifically, the estimate errors based on all output combos (Temp.C

with Temp.1 to Temp.6) are compared to figure out the optimal sensors placement.
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The average root mean square (ARMS) of errors are shown in Table 2.1.

Sensors combo C1 C2 C3 C4 C5 C6

ARMS 2.25 1.59 1.47 1.56 1.45 1.43

Table 2.1: ARMS of estimate errors for temperature distribution under different
sensor combos.

As we can see in the table, when Temp.C and Temp.6 are used as the output

to estimate the temperature distribution, the ARMS of error is 1.43 which is the

smallest in all the errors. Therefore, we could conclude that the reasonable sensors

placement is Temp.C and Temp.6. Thus, Π(k) =

 1

0

0

0

0

0

0

0

0

0

0

0

0

1

.

2.6.2 Validation experiments

In order to validate the developed observer, another three experiments are carried out

to obtain the data. In case I, the air flow and IT work load is kept as constant and

the water flow rate changes per hour in each cycle and it takes about 3 hours. The

measurements are represented in Figure 2.7. For the case II, the IT work load remains

as a constant and the air flow and water flow change at the same time. The whole

experiment costs 5 hours almost and all the measurements are shown in Figure 2.9.

With regard to case III, all the variables including air flow, water flow and IT work

load change simultaneously and the measurements are described in Figure 2.11.
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Figure 2.7: Measurements of validated experiment for case I.

The comparisons between experimental values, KF-based estimations and AKF-

based estimations of temperature distributions in the first case are depicted in Fig-

ure 2.8. Since the temperature of cooling unit cannot reflect the state of servers and

it is not our control target, the temperature is not represented in the figure. Besides,

the temperature of cooling unit is quite similar to Temp.1, thus, the estimation of

Temp.1 is very accurate. As described in the figure, although the differences between

estimations of temperature and experimental value are a little big at the beginning,

the estimations based on AKF could converge to the experimental value well toward

the end of experimental time window. Despite the estimations of Temp.3 and Temp.4

are not as perfect as the others, they are also good enough for the industrial applica-

tion. However, the estimated errors based on KF are much larger than that of AKF.

Basically, the reason why the estimate errors of Temp.3 and Temp.4 are bigger than

the other is the location of Temp.3 and Temp.4 is further to the selected sensors.
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The root mean squares (RMS) of estimate errors are shown in Table 2.2.
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Figure 2.8: Comparison of temperature distribution between experimental values,
KF-based estimations and AKF-based estimations in case I.

The information of the second validated experiment is displayed in Figure 2.9.

The estimated temperature distributions compared with experimental values in the

second case are described in Figure 2.10. As shown in the picture, all the estimations

of temperature could follow the data in experiment well and converge to the actual

value immediately. Although the estimate errors for Temp.3 and Temp.4 are a little

larger than the others, they are still within 1 degree and it is acceptable for practical

application. The RMS of errors are also represented in Table 2.2.

Figure 2.11 shows the whole measurements for case I. In this case, all the variables

changes simultaneously, which is the most suitable to the actual situation in the data

centers. The comparisons between temperature estimations and validated data are

represented in Figure 2.12. In this figure, the performance of proposed observer is not
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Figure 2.9: Measurements of validated experiment for case II.
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Figure 2.10: Comparison of temperature distribution between experimental values,
KF-based estimations and AKF-based estimations in case II.
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as good as that of case I and case II, as all the states in the system vary considerably.

However, the estimations of Temp.1, Temp.2 and Temp.6 remain accurate as before.

Additionally, the other estimations could track the transience of the experimental

data, even though the estimate deviations are slightly larger than the deviations in

case I and case II. The estimate errors are contained in Table 2.2 as well.

Table 2.2: RMS of estimate errors for temperature distribution in the rack.

Case I II III

AKF-Temp.1 0.3434 0.3929 0.2643
KF-Temp. 1 1.4377 0.8538 0.7342
AKF-Temp.2 0.5737 0.5622 1.2526
KF-Temp. 2 4.4401 1.0630 1.3732
AKF-Temp.3 1.0026 1.2420 1.3577
KF-Temp. 3 1.1096 0.6559 1.2107
AKF-Temp.4 0.6185 0.4937 0.5481
KF-Temp. 4 1.1638 0.7156 1.1886
AKF-Temp.5 0.5740 1.6472 0.5481
KF-Temp. 5 1.5968 1.9740 0.6387
AKF-Temp.6 0.3929 0.2754 0.2194
KF-Temp. 6 1.0088 0.3036 0.1328

According to Table 2.2, almost all the RMS of estimate errors based on AKF

are with 1.5 ◦C and less than that of KF, which indicates the proposed observer is

effective enough to estimate the temperature distribution in the modular data center.

Meanwhile, only two sensors are utilized to conduct the algorithm, thereby greatly

optimizing the sensor network.
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Figure 2.11: Measurements of validated experiment for case III.
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Figure 2.12: Comparison of temperature distribution between experimental values,
KF-based estimations and AKF-based estimations in case III.
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2.7 Conclusion

In this paper, an efficient estimator of temperature distribution is designed for a

modular DC. The approach is developed upon the foundation of a data-driven model

and adaptive Kalman filter. First Combined ARX model is established via FCM and

PLS to describe the system. Then the adaptive Kalman filter is adopted to estimate

the temperature distribution based on the measurements from only two temperature

sensors in the rack. The comparisons between estimations and experimental values

demonstrate the performance of proposed data-driven observer is excellent. In the

future, the developed model and estimated temperature will be utilized in superior

controllers. Besides, we will also focus on more data-driven modeling methods.
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Main Coefficients Representation

Nx Time-lag of the outputs
Nu Time-lag of the inputs
e Modeling bias
µ Membership function
σ Centers of cluster
T ,R Principle components
E,F ,Ω Residuals in PLS
w Weights in data-driven model
Fair Air flow rate
Fwat Water flow rate
Tin Temperature of input water
W Workload of servers
Λ(k) Covariance of procedure noise
Ψ(k) Covariance of measurement noise
K Kalman filter gain

Coefficients in data-driven model

A =



0.9998
0.0027
0.0038
0.0047
0.0093
0.0062
0.0004

−0.0236
0.9728
−0.0257
−0.0258
−0.0284
−0.0262
−0.0209

−0.0280
−0.0256
0.9705
−0.0335
−0.0358
−0.0350
−0.0193

0.0089
0.0088
0.0094
1.0080
0.0110
0.0099
0.0074

0.0088
0.0078
0.0085
0.0102
1.0081
0.0105
0.0057

−0.0028
−0.0026
−0.0026
−0.0037
−0.0047
0.9946
−0.0012

−0.0048
−0.0053
−0.0052
−0.0049
−0.0051
−0.0049
0.9935



B =



−0.0093
−0.0080
−0.0072
−0.0047
−0.0060
−0.0069
−0.0170

−0.0156
−0.0139
−0.0121
−0.0140
−0.0122
−0.0149
−0.0182



D =



0.0227
0.0239
0.0244
0.0267
0.0288
0.0284
0.0201

0.0077
0.0077
0.0075
0.0091
0.0094
0.0090
0.0056



θ =



0.7517
0.7284
0.7205
0.7892
0.7708
0.7667
0.6149


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Chapter 3

Data-driven fault tolerant

predictive control for temperature

regulation in data center with

rack-based cooling architecture

This chapter is reproduced from “Data-driven fault tolerant predictive control for tem-

perature regulation in data center with rack-based cooling architecture”, Kai Jiang,

Masoud Kheradmandi, Chuan Hu, Souvik Pal and Fengjun Yan, submitted to Mecha-

tronics, 2020. The author of this thesis is the first author and the main contributor

of this publication.
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3.1 Abstract

Recently increasing amount of data centers (DCs) have been constructed for the de-

velopment of information and communications technology (ICT). Meanwhile, more

energy consumption is required to support the operation of DCs, where nearly thirty

percent of the consumption is used for cooling system. Therefore, this paper studies

an efficient cooling architecture named rack mountable cooling unit (RMCU) for DCs,

and provides a novel data-driven fault tolerant predictive controller to regulate the

temperature accordingly. In order to circumvent the complicated physics modeling

in DC, a data-driven modeling method is developed. In this method, multiple locally

linear models in form of auto-regressive exogenous (ARX) model are selected to de-

scribe the strongly nonlinear system. Besides, the multiple sub-models are identified

through partial least square (PLS) and corresponding training data is partitioned by

fuzzy c-means (FCM). Then, on the basis of developed data-driven model, a predic-

tive controller considering actuator faults is designed to manage the temperature in

DC. Finally, real experimental results are presented and demonstrate the superior

performance of our proposed controller.

Key words: Data center, Temperature control, Data-driven model, Fault tolerant

control.

3.2 Introduction

With the growing demand of novel ICT, more DC facilities are built to maintain the

operation and more energy consumption is required accordingly [1]. It was reported
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that the power consumption of DCs was nearly 1.3 % of the total global electric-

ity in 2010, and 30% of the consumption in DCs was supplied to cooling system

[2]. Therefore, appropriate cooling architectures and control strategies are needed

to improve the energy efficiency in cooling system. Generally, there are three cool-

ing structures in DC including room-based, row-based and rack-based cooling. Here

room-based cooling means the cold air is supplied to the computer room directly and

cool down the whole servers; row-based cooling denotes that several cooling units

are mounted between the racks and each of them delivers cold air to chill a row of

servers; rack-based cooling indicates the cooling unit is installed within a single rack

[3]. The schematic diagram of three different cooling architectures is shown in Fig-

ure 3.1. Nowadays room-based cooling architecture is widely used in DCs due to the

simplicity of manufacturing and handling, while the problems of cold air bypass and

hot air recirculation in such DCs deteriorate the energy efficiency significantly [4].

Therefore, row-based and rack-based cooling architectures are developed and become

prevalent. The shorter and more predictable airflow paths in these cooling methods

are able to address the above problems and reduce the power consumption [5].

Except for the development of cooling architecture, control design of regulating

temperature in DCs is also a critical and challenging issue [6, 7, 8]. Firstly, the DC

system is a nonlinear multi-input-single-output (MISO) system, and thus advanced

controller is necessary to ensure the temperature stability. Moreover, the complicated

airflow and heat transfer in DC further increase the difficulty of modeling and control.

Therefore, many researchers are attempting to explore efficient control strategies to

overcome the drawbacks, and some relevant works about cooling system control have

been carried out so far.
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Figure 3.1: Schematic diagram of DC with room-based, row-based and rack-based
cooling architecture

.

The initial control strategy used in cooling system is on-off control, which means

the cooling devices would be turned off or on when the temperature below or above

the set point. This on-off control is the simplest control in cooling system, while the

frequently on-off would lead to temperature instability and reduce the lifetime of cool-

ing equipments [9]. Proportional-integral-derivative (PID) control is another effective

technique for cooling system control in DCs. For instance, Baptiste et al. designed a

PID controller for DC optimization in [10], where the controller was mainly utilized

to manage the air speed. Self-tuning PID control was proposed to control CRAC in

DCs as well [11]. In this work, the PID control was adopted to regulate tempera-

ture automatically and a fuzzy logic method was used to tune the parameters in PID

controller. Although PID control had achieved good effectiveness in cooling system,

the problem of large temperature oscillation was still a threat for server security and
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probably resulted in energy inefficiency. Lately, model predictive control (MPC) in

DC cooling system has attracted a great deal of interests. Decentralized MPC was

employed to control the blower speed and supplied water temperature in multiple

CRAC units [12]. This method was able to meet the constraints of temperature in

each zone and minimize the power consumption of CRAC at the same time. A novel

controller based on MPC was proposed for cooling system in [13], in which indirect

fresh air was utilized and the power consumption was reduced by 30%. Besides, the

authors in [14] investigated DC control in cyber-physical perspective through MPC.

This work considered computational network, thermal network and the effect of elec-

tricity market, and MPC was used to implement the global optimization in DC. At

last the simulation indicated this method could achieve great cost saving. As dis-

cussed above, MPC is extensively applied in DCs and satisfactory result is achieved.

However, most of the existing works concerning MPC in DCs are limited by physic-

s modeling, which is quite complicated and time-consuming. Moreover, inaccurate

physics models owing to many modeling assumptions usually lead to the decrease of

control performance.

To tackle the problems, data-driven predictive control is put forward for DC with

rack-based cooling architecture. In order to simulate the nonlinear characteristics

in DC system, the data-driven model is established on multiple linear ARX models

which is identified via PLS. Besides, the algorithm of FCM is utilized to partition

the training data for multiple modeling. Finally, appropriate weights derived through

membership matrix in FCM are used to combine the multiple sub-models together.

According to such data-driven model, predictive controller is developed to implement

the temperature regulation in DC. Additionally, fault tolerant strategy is creatively
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considered in the data-driven control to deal with three typical actuator faults (aging

of fans, failure of fans and valve deactivation) in rack-based cooling architecture.

The main contributions in this work are illustrated as follows. 1) A novel data-

driven model based on the algorithm of FCM and PLS is established to represent the

nonlinear dynamics in DC system. 2) Three types of actuator faults are considered

in this work, and corresponding fault factors are identified during the control process

to compensate the faults. 3) Different cost functions are switched for the data-driven

MPC framework according to the three actuator faults and thus improving the control

performance.

The rest of this article is organized as following. Section II presents the fundamen-

tal of DC and the rack-based cooling system. Then the methodology of data-driven

modeling is introduced in Section III. The detailed development of fault tolerant pre-

dictive control and experimental results in real system are provided in Section IV and

Section V separately. Finally, conclusion is depicted in VI.

3.3 Description of DC with rack-based cooling ar-

chitecture

Cooling system plays a significant role in DC to regulate temperature and further

protect servers. Currently, there are three types of cooling methods in DCs, which

contains air cooling, liquid cooling and phase-change-material cooling [15]. Consid-

ering the operational feasibility, cooling security and equipment cost, the method

of air cooling is widely adopted in DC cooling system. In light of cooling archi-

tecture, room-based, row-based and rack-based cooling units are regarded as three
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typical architectures. As mentioned above, row-based and rack-based cooling system

are more energy-efficient over room-based cooling system. Besides, in row-based and

rack-based cooling systems, rack-based cooling system is more suitable to DCs with

stand-alone high-density racks due to the flexibility and scalability. Thus, the detailed

investigation relating to rack-based cooling architecture is conducted in this work.

The main concept of rack-based cooling system in DCs is to extract the heat

generated by servers out of rack through the heat exchange between chilled water

and hot air. The airflow from hot aisle to cold aisle is driven by several fans and goes

through a heat exchanger filled with circulating chilled water, then the heat of hot

air would be taken away via the chilled water. The circulating water is supplied and

cooled through a chiller outside. The whole system is depicted in Figure 3.2. The

RMCU is also represented in Figure 3.3, which comprises fans, heat exchanger, valve,

power source and some pipes. Moreover, the location of RMCU in the rack could be

adjusted based on the demand of customers.

Figure 3.2: Detailed configuration of DC with rack-based cooling architecture.
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According to Figure 3.2 and Figure 3.3, we can figure out the thermal control

system in DC clearly. The measured plant output or the control objective is the

temperature in rack. The inputs to the plant or the outputs of the controller are

the air flow rate controlled by fans and the water flow rate controlled by valve. In

addition, the temperature of inlet water is considered as measured disturbance, which

is determined by the chiller system in the building.
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Figure 3.3: Internal structure of rack mountable cooling unit.

3.4 Data-driven modeling

Although the individual rack is just a small part of DC, the thermal dynamics inside

including heat conduction, convection, and radiation are quite complicated and thus

difficult to model through first principle. Moreover, the different types of servers

in the rack have different thermal characteristics, which would further increase the

modeling difficulty. Therefore, a data-driven model is developed in this program to

tackle the modeling problem and used for further predictive control.
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The framework of data-driven model is based on ARX model, which is an efficient

linear discrete model to represent the relationship between inputs and outputs [16].

The typical ARX model is formulated as following. As seen in Eq. (3.4.1), the output

at specific step is a function of historical outputs, current inputs, historical inputs,

constant factor and modeling bias. x(k) in the equation denotes output vector at kth

step, u(k) stands for input vector, and b(k) means the modeling bias. The parameters

αi and βi are system coefficients. σ represents the constant factor. Nx and Nu express

the total number of time lapse in historical outputs and inputs.

x(k) =
Nx∑
i=1

αix(k − i) +
Nu∑
j=0

βju(k − j) + σ + b(k), (3.4.1)

The algorithm of PLS is utilized for parameter identification in ARX model in this

work, which is a popular multivariate statistical method of data-driven modeling. The

main procedure of PLS comprises two steps: one is data preprocessing and the other

one is model identification [17, 18]. The data preprocessing is conducted through the

approach of principle component analysis (PCA) that has the ability of projecting

the latent variables in high-dimension to low-dimension. The parameter identification

is carried out by a typical method of regression called ordinary least square (OLS).

Owing to the superiority of PCA, the method of PLS is quite suitable to handle the

modeling issue with high correlation. The main equations in PLS are expressed as

following.

X = TXP
T + EX , (3.4.2)

Y = TYQ
T + EY , (3.4.3)
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where X and Y represent inputs and outputs, TX and TY stand for principle com-

ponent of inputs and outputs respectively, EX and EY denote the model residuals of

X and Y , P means the matrix of loadings of X and Q is the matrix of loadings of

Y . Then, to find the relationship between inputs and outputs, a function linked two

principle components is required:

TY = STX , (3.4.4)

where S is the parameter of two principle components. At last, by applying Lagrange

multiplier, all the parameters are derived and the final relationship of inputs and

outputs is demonstrated as below:

Y = θX + b(k), (3.4.5)

in which θ is defined as the model parameters. Besides, if the objective function

is organized as the form of ARX model, model parameters can be depicted as:

θ = [α1 · · ·αNy β1 · · · βNu σ] and X =[x(k − 1)T · · ·x(k − Ny)
T u(k)T · · ·u(k −

Nu)
T 1]T.

As the thermal dynamic in DC is a quite complex process, only a linear ARX

model is insufficient to represent the system. Additionally, the complicated system is

later found to be locally linear in short time series. Thus, multiple local linear models

are put forward to approximatively simulate the nonlinearities in DC system. In order

to obtain multiple models, the dataset for training is divided into some clusters and

then the model parameters are calculated on the basis of each cluster. In this article,

the approach of FCM is used for clustering, which is a typical method of clustering
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and widely adopted for data processing, image segmentation and so on [19, 20]. The

idea of FCM is to obtain the partitioned data and corresponding membership matrix

by minimizing a objective function that is the sum of weighted absolute distances

between cluster centers and each data point. It is noteworthy that the membership

matrix would be utilized for later combination of the identified ARX models. The

mathematical equation of objective function is depicted as follows.

JFCM =
G∑
i=1

D∑
j=1

(µj,i)
q||xi − cj||. (3.4.6)

where xi means the data point and G stands for the amount of data items. cj

denotes the center of clusters and the total number of clusters is D. µj,i expresses

the membership matrix and it means the degree of xi belonging to the jth cluster. q

is defined as a scaling factor on each fuzzy membership. Moreover, some constraints

should be considered within the minimization of objective function, which is described

as following:

µj,i ∈ [0, 1], for 1 ≤ i ≤ G, 1 ≤ j ≤ D,

D∑
j=1

µj,i = 1, for 1 ≤ i ≤ G, 1 ≤ j ≤ D,

0 <
G∑
i=1

µj,i < G, for 1 ≤ i ≤ G, 1 ≤ j ≤ D.

(3.4.7)

After setting the initial value of membership matrix µj,i and cluster centers cj,

the fuzzy clustering is carried out through a method of iterative optimization which

is worked for updating the membership matrix and cluster centers. The equations
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are shown as below:

µj,i =
1

D∑
k=1

(
||xi−cj ||
||xi−ck||

)2/(q−1)
, (3.4.8)

cj =

G∑
i=1

(µj,i)
qxi

G∑
i=1

(µg,i)q
. (3.4.9)

The terminal condition for iteration is maxij|µj,i(s+ 1)− µj,i(s)| < ε or s < Nset,

where ε is defined as a termination criterion, s means the iterative step and Nset is

the set point of terminal steps.

As the total sub-models may contribute to the future prediction, it is better to

identify them simultaneously [21]. The detailed computing trick is represented as

follows:

Y = [θ1 θ2 · · · θD]× [U1�X U2 �X · · ·UD �X]T, (3.4.10)

in which � means Hadamard product, and U stands for an augment of membership

matrix. The extended matrix is shown as below:

Uj =


µj,1 µj,1 · · · µj,1

...
...

. . .
...

µj,G µj,G · · · µj,G


G×D

. (3.4.11)

Then based on the operation introduced above, all the parameters θ and sub-

models could be derived through PLS. In addition, to represent the total nonlinearities

in DC system, all the sub-models should be combined into one equation through

appropriate weights which are related to the membership matrix mentioned above.
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The final integrated ARX model is shown as below:

xk =
D∑
d=1

ωd[
Nx∑
i=1

αi,dxk−i +
Nu∑
j=0

βj,duk−j + ζdλ+ σd]. (3.4.12)

Specifically, in this work xk stands for the temperature in the rack, uk denotes the

control inputs including air flow rate and water flow rate, and ωd means the weight

of each sub-models. Besides, temperature of input water and workload of the whole

rack are considered as measurable disturbances and defined as vector λ. ζg represents

the coefficient vector of disturbances and σd is constant factor. It should be pointed

out that modeling bias b(k) is eliminated during the calculation of PLS. In summary,

the proposed data-driven model has the following advantages. 1) It is suitable for the

complex system which is difficult to model through first principles. 2) The multiple

linear models used in this method are efficient to describe the nonlinear dynamics in

the system. 3) The final form of ARX model could be applied for the controller design

conveniently. The schematic diagram of developed data-driven modeling is described

in Figure 3.4.

3.5 Fault tolerant predictive Control

To accurately regulate the temperature in DCs, many control strategies such as on-off

control, PID control and MPC are employed. Particularly, MPC is widely used for DC

management due to the ability of dealing with time series prediction, constrained op-

timization and nonlinear systems [22, 23, 24, 25, 26]. In our previous work [27], MPC

control is also utilized to implement the temperature regulation based on data-driven

model. However, during the real industrial operation, we found that some occasional
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Figure 3.4: Schematic diagram of developed data-driven modeling.

actuator faults would deteriorate the performance of data-driven predictive controller

and further threaten the security and reliability of entire system. Consequently, in

order to mitigate the effects of actuator faults and ensure the safety of DCs, a novel

fault tolerant part is considered in the MPC framework. At last, three experimental

cases demonstrate the effectiveness and practicability of proposed controller.

3.5.1 Model predictive control

MPC is known as an advanced process control where the control actions are acquired

by predicting the future states in a finite horizon and optimizing corresponding ob-

jective function iteratively [28]. Such predictive characteristic based on system model

brings superior control performance [29]. Nevertheless, the ability of dealing with

state and input constraints is another strength of MPC, and thus it is widely applied
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for practical industry [30, 31, 32].

First, we transform the proposed data-driven model to a general discrete form

(Based upon the validated experiments, Nx is selected as 1, Nu is set as 0 in the

data-driven model):

xk = Axk−1 +Buk + d, (3.5.1)

where x is temperature, u = [Fa, Fw]T represents the vector of air flow rate and water

flow rate, A and B are the coefficient, and d denotes the disturbance. The main chal-

lenge of MPC is to calculate the inputs sequences through constrained optimization

of cost function at each sampling time. The procedure could be formulated as below:

min J =
M∑
k=1

(xk − xref )TΥ(xk − xref ) + ∆uTk Φ∆uk,

s.t. xk = Axk−1 +Buk + d,

uk,min ≤ uk ≤ uk,max,

∆uk,min ≤ ∆uk ≤ ∆uk,max,

(3.5.2)

where J means the cost function, M is the prediction horizon, ∆uk = uk − uk−1

indicates the change of inputs in each step, xref is the reference value of state, Υ and

Φ are weighting parameters, uk,min represents the lower bound of inputs and uk,max

is the upper bound of inputs.

The optimizing procedure above is just for one step. At this time-step, once the

optimization process yields a finite control sequence, the first control action in this

sequence will be applied to the system. Then the same procedure would be repeated

continuously with new measurements for the following sampling instant.
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3.5.2 Fault tolerant control

As mentioned above, some actuator faults during the real industrial operation usu-

ally degrade the performance of our developed controller considerably. Therefore,

fault tolerant control (FTC) is proposed in this work to compensate for the adverse

influence induced by actuator faults, and further ensure the operational safety of D-

C system. Basically, FTC could be categorized into active FTC and passive FTC

[33, 34, 35]. These two methods have different design philosophies, but have the same

control objective [36]. Active FTC indicates that the designed controller could reor-

ganize the control structure online according to the system failures. Besides, a fault

diagnosis scheme is necessary in the active FTC to offer the real-time faults of the

system [37, 38]. On the contrary, passive FTC is able to dispose of the system faults

without any faults information and control structure adjustments [39]. This kind of

controller is fixed and insensitive to failures because of the pre-designed redundancy

and robustness, and thus it is named as passive FTC.

The actuators in this system are direct current fans and electrical motorized ball

valve, which are utilized to control the air flow rate and water flow rate respective-

ly. Based on the feedbacks from engineers, there are three common actuator faults

including fans aging, fans failure and valve deactivation. Generally, it is difficult to

deal with three different actuator faults simultaneously in a fixed control structure,

therefore, active FTC is employed in this work instead of passive FTC. The detailed

methodologies are shown as following.

76



Ph.D. Thesis – Kai Jiang McMaster University – Mechanical Engineering

Fault model

In order to model the actuator faults, a fault factor is proposed in the previous data-

driven model:

xk = Axk−1 +Bρkuk + d, (3.5.3)

where ρ = diag(ρa, ρw) is the fault factor vector which denotes the ratios between

the real actuator responses and control commands from controller. If the actuator

responses are equal to the control commands, it means the system is healthy and

ρ = I; if the actuators lose functionality completely ρ = 0.

Fault identification

To compensate for the faults and work out appropriate control actions in real time, it

is essential to do the fault identification. The detailed procedure of fault identification

in this article is online calculation or estimation of fault factor. The formula of fault

factor is presented as below:

ρi =


νact
νcom

, if |νact − νcom| ≥ δ

1, if |νact − νcom| ≤ δ,

(3.5.4)

in which νact means the real actuator action, and νcom is defined as the control com-

mand. δ represents the threshold for fault diagnosis which is determined by repeated

experiments. In general cases of fault identification, the real actuator information are

usually estimated through input observers such as Kalman filter, sliding mode observ-

er, moving horizon estimation and so on. However, for real industrial applications,

the customers have high demands of information accuracy and reliability, especially
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the input and output data. Consequently, several physical sensors are employed to

measure the actuator actions in this program. Furthermore, for the measurement of

fan speed, it is quite convenient to use the fan’s own internal hall effect sensor. The

water flow rate is measured through the system-provided flow meter. These two ap-

proaches of obtaining actuators information are all more reliable than input observers

without increasing costs.

As we can see in Figure 3.3, there are five fans in the cooling unit. Thus we need

to identify five fault factors of fans at the same time and combine them together. The

simple equation of fault factors is shown as follows.

ρ =

ρa
ρw

 =

1/5(ρa,1 + ρa,2 + ρa,3 + ρa,4 + ρa,5)

ρw

 . (3.5.5)

Here, for the healthy system, all the fault factors of fans ρa,i = 1, and then the

final fault factors of fans ρa = 1. For one of the fans fails to work, the final fault

factors of fans ρa = 0.8 and it means the performance of airflow actuator decreases

by 20%.

Fault tolerant MPC

The fault factor would be identified in each sampling instant, and the state-space

model is updated accordingly. Consequently, the problem of fault tolerant MPC
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could be reformulated as below:

min J∗ =
M∑
k=1

(xk − xref )TΥ(xk − xref ) + ∆uTk Φ∆uk,

s.t. xk = Axk−1 +Bρkuk + d,

uk,min ≤ uk ≤ uk,max,

∆uk,min ≤ ∆uk ≤ ∆uk,max.

(3.5.6)

Additionally, it is also noteworthy that the fault of valve deactivation would result

in the change of cost function in fault tolerant MPC. When the fault of valve deacti-

vation occurs, the water flow rate stays as a constant and cannot be controlled any

more. Thus the MISO system changes to a single-input-single-output (SISO) system,

and the cost function should be adjusted accordingly. The updated fault tolerant

MPC problem is represented as:

min J# =
M∑
k=1

(xk − xref )TΥ(xk − xref ) + ∆u∗Tk Φ∆u∗k,

s.t. xk = Axk−1 +Bρku
∗
k + d,

u∗k,min ≤ u∗k ≤ u∗k,max,

∆u∗k,min ≤ ∆u∗k ≤ ∆u∗k,max,

(3.5.7)

where u∗k = [Fa, νact,w]T, and νact,w is the constant measurement of water flow rate

under valve deactivation and no longer a control input. Finally, by applying a switch

trigger and this updated cost function, the fault of valve deactivation is addressed. To

clearly represent the procedure of fault tolerant MPC in this DC system, a flowchart

is provided in Figure 3.5.
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Figure 3.5: Flowchart of the fault tolerant MPC algorithm in this work.

3.6 Experimental results

All the experiments are implemented in a real single-rack DC with rack-based cooling

architecture which is shown in Figure 3.6. The experimental DC system comprises 30

servers, cooling unit, several sensors, pipes and chilled water supply system from the

building. The control algorithm is programmed in Python environment and conducted

through Raspberry Pi Zero which is regarded as the master micro-controller in this

work. Besides, considering reducing the computational burden of Raspberry Pi, an

Arduino board (Nano) is used as the slave micro-controller whose function is to send

actuators commands of Raspberry Pi and collect data from sensors. Additionally, the
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IT workload in this experiment is set as a constant value.

Figure 3.6: Experimental DC with rack-based cooling architecture.

In order to obtain an efficient data-driven model, the experiment under all work-

ing conditions is carried out and the relevant measurements are utilized for model

training. The experiment costs nearly 80 hours and includes 10 cycles covering dif-

ferent air flow, water flow and IT workload. The experimental cycle is represented in

Figure 3.7. Then a group of data from another experiment is used to validate the per-

formance of data-driven model, and the result of validation is depicted in Figure 3.8.

As we can see in this figure, the error of proposed model is roughly around 0.2 degree,

which is within the acceptable boundary and further demonstrates the data-driven

model is able to describe the DC system.
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Figure 3.7: Measurements under all working conditions for model training.
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Figure 3.8: Validation result of data-driven model.

As mentioned above, three kinds of actuator faults comprising aging of fans, failure

of fans and valve deactivation are investigated in this paper. Therefore, three groups
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of experiment concerning the actuator faults are carried out to test and verify the

effectiveness of designed controller. The detailed experiment results are presented as

follows.

3.6.1 Case I: Aging of fans

The first type of actuator faults is aging of fans, which indicates the performance of

total fans degrade by a certain percent over time. In this experiment, the fault is

injected at 400s and the fans’ performance affected by fault is assumed to degrade by

30 percent. The comparison of results between data-driven predictive controller with

fault tolerant control and without fault tolerant control are depicted in Figure 3.9.

Moreover, the control inputs and measured disturbance are shown in Figure 3.10 as

well.

0 100 200 300 400 500 600 700 800 900 1000

Time (s)

24

25

26

27

28

29

30

31

T
em

pe
ra

tu
re

 (
°C

)

Setpoint
Temperature controlled with FTC
Temperature controlled without FTC

Type 1 fault occurs

Figure 3.9: The comparative performance of data-driven predictive controller with
fault tolerant control and without fault tolerant control in case I.
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Figure 3.10: Control inputs and measured disturbances in case I.

As seen in Figure 3.9, temperatures regulated by both of the controllers are able to

track the set point properly before fault occurs, which represents the good predictive

capability of data-driven model and control accuracy of developed predictive con-

troller. When fault is injected at 400s, the data-driven predictive controller without

fault tolerant control perform badly and the temperature in the rack keeps rising. On

the contrary, the proposed controller with fault tolerant control works properly under

fault and the temperature could still follow the set point well. Besides, the control

inputs after fault occurrence described in Figure 3.10 also prove the superiority of

fault tolerant predictive control.

3.6.2 Case II: Failure of fans

The second type of actuator faults means that one or some of the fans stop working

suddenly in cooling unit, which is one of the major faults in fans. As the other fans
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still work normally under this situation, the temperature in the system could be regu-

lated by some proper control algorithms. In this case, we assume that one of the fans

stops working after the system reaches the steady state and the fault is injected at a

specific point-in-time through the code in advance. The comparative experiments of

data-driven predictive controller with fault tolerant control and without fault toler-

ant control are conducted respectively and the results are described in Figure 3.11.

Besides, the control inputs are represented in Figure 3.12 as well.
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Figure 3.11: The comparative performance of data-driven predictive controller with
fault tolerant control and without fault tolerant control in case II.

In Figure 3.11, the effectiveness of controller with fault tolerant control is satis-

fying after the injection of fault, while the controller without fault tolerant control

shows a bad adaptability to the actuator fault. Furthermore, the differences of con-

trol commands shown in Figure 3.12 express the internal reason why the controller

with fault tolerant control performs better. It is also noteworthy that the control

85



Ph.D. Thesis – Kai Jiang McMaster University – Mechanical Engineering

0 100 200 300 400 500 600 700 800 900 1000

Time (s)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

F
lo

w
 r

at
e 

(m
3
/s

) 
an

d 
T

em
pe

ra
tu

re
 (

°C
)

Air flow rate controlled with FTC
Water flow rate controlled with FTC 100
Temperature of input water in FTC /100
Air flow rate controlled without FTC
Water flow rate controlled without FTC 100
Temperature of input water in compared control /100

Figure 3.12: Control inputs and measured disturbances in case II.

performance is quite sensitive to the change of input water temperature and the tem-

perature fluctuates greatly at the beginning period, thus the controlled temperatures

in the rack overshoot and oscillate around the set point.

3.6.3 Case III: Valve deactivation

The third common actuator fault in cooling unit is the valve deactivation. The valve

fault is also injected around 400s and the pre-arranged stopped water flow rate is set

as 0.000333 m3/s or 20L/min (it can also be set as another value). The comparison of

effects between two controllers is presented in Figure 3.13 and corresponding control

commands are shown in Figure 3.14.

As the Figure 3.13 describes, the temperatures could follow the set point pre-

cisely, and there aren’t obvious overshoot and undershoot before the the injection

of fault. When the valve fault occurs, the temperature managed through controller
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Figure 3.13: The comparative performance of data-driven predictive controller with
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without fault tolerant control appears a big oscillation due to the change of control

structure. In addition, the control input of controller without fault tolerant control

varies significantly as well. However, the behavior of controller with fault tolerant

control is absolutely excellent even under the occurrence of fault owing to the timely

adjustment of cost function in control algorithm.

As we can see in the three cases of experiments, the data-driven fault tolerant pre-

dictive controller behaves quite well in the respects of response time, fault tolerance,

overshoot and undershoot. Besides, the comparison of predictive controller without

fault tolerant control further demonstrate the remarkable performance of developed

controller.

3.7 Conclusion

This paper presents a novel data-driven fault tolerant predictive controller for tem-

perature regulation of DC with rack-based cooling architecture. First, a data-driven

based on combined ARX models is established, which is identified through PLS and

FCM. Then, according to such data-driven model, fault tolerant predictive control

is implemented. In this work, this common actuator faults containing fan aging,

fan failure and valve deactivation are considered to validate the controller. Finally,

the comparative results from real experiments reveal that the proposed controller

works properly under different fault cases. In the future work, more approaches of

data-driven modeling for industrial applications and strategies for power-efficient op-

timization under temperature constraint in DC will be explored.

88



Bibliography

[1] K. Ebrahimi, G. F. Jones, and A. S. Fleischer, “A review of data center cooling

technology, operating conditions and the corresponding low-grade waste heat

recovery opportunities,” Renew. Sustain Energy Rev., vol. 31, pp. 622–638, Mar.

2014.

[2] H. Cheung, S. Wang, C. Zhuang, and J. Gu, “A simplified power consumption

model of information technology (IT) equipment in data centers for energy sys-

tem real-time dynamic simulation,” Appl. energy, vol. 222, pp. 329–342, Jul.

2018.

[3] H. Moazamigoodarzi, P. J. Tsai, S. Pal, S. Ghosh, and I. K. Puri, “Influence of

cooling architecture on data center power consumption,” Energy, vol. 183, pp.

525–535, Sep. 2019.
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Chapter 4

Thermal Modeling in Data Center

via Input Convex Neural Networks

overcoming Catastrophic

Forgetting

This chapter is reproduced from “Thermal Modeling in Data Center via Input Convex

Neural Networks overcoming Catastrophic Forgetting”, Kai Jiang, and Fengjun Yan,

submitted to Mechatronics, 2020. The author of this thesis is the first author and the

main contributor of this publication.

4.1 Abstract

Currently increasing number of data centers (DCs) are built to support the develop-

ment of information technology (IT). In DCs, thermal dynamics play an significant
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role in security, reliability and efficiency. Thus this paper emphatically investigates

the thermal modeling in DCs through deep neural networks (DNNs). As sometimes

the developed thermal model is not only dedicated to temperature prediction but also

used for real-time control, the control tractability of neural network should be taken

into consideration. In this work, a novel model named input convex neural network

(ICNN) is adopted, which is trained under constrained weights, and convex with re-

spect to the inputs. By applying such ICNN, the optimization problem in control

is guaranteed to be solvable. Furthermore, to overcome the problem of catastroph-

ic forgetting during sequential training, the approach of elastic weight consolidation

(EWC) is adopted. Finally, model validations based on real experimental data are

implemented, and the results demonstrate the developed model is remarkable.

Key words: Thermal modeling, Deep Neural Networks, Catastrophic forgetting,

Data center.

4.2 Introduction

Nowadays a series of DCs are established to satisfy the increasing demands of infor-

mation and communication services [1, 2, 3]. Meanwhile, appropriate approaches of

thermal management are required to guarantee the safe operation of IT equipments

(ITEs) such as servers and storage devices in DCs. As is known, temperature monitor-

ing is an important branch of thermal management in DCs [4]. In general, numbers of

physical sensors are mounted everywhere to monitor the real-time temperature in the

plant. However, when the thermal anomalies in DCs occur, the equipments have been

damaged irreversibly already. Therefore, a temperature prediction model is usually

essential to predict the thermal dynamics in advance, and further provide us more
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time to deal with the problems [5, 6, 7].

Temperature model also makes an important contribution to the control strategy

of cooling infrastructure, as the control strategy is developed to generate optimal con-

trol actions by minimizing the errors between model-based temperature predictions

and reference temperatures. The controller in cooling system is mainly utilized to

regulate the environmental temperature in the facility and thus ensure the ITEs work

normally [8, 9, 10, 11]. Nevertheless, an effective control strategy of cooling system is

also crucial to the energy efficiency of DCs. Cooling system usually consumes large

amounts of energy, which accounts for nearly forty percent of the total power con-

sumption in a DC [12, 13]. The controller is able to make proper allocation of cooling

resources according to the temperature distribution, whereby avoiding overcooling

and energy waste [14, 15]. Consequently, a temperature prediction model with con-

trol tractability and high accuracy is really necessary for the thermal management in

DC.

In response to the demand for thermal modeling, many studies have been car-

ried out. First, several physics models based on the thermodynamics and energy

conservation principle are proposed. A thermal model was developed to predict the

temperature distribution of DC in [16]. This paper mainly focused on fast physics

modeling that describes the transient thermal behaviors. In [17], an adaptive nu-

merical temperature model was presented to capture the temperature behaviors in

DCs. This model was built under the framework of state-space model and dedicated

to controller design. A computational fluid dynamics (CFD) model was studied to

predict the thermal field for a small DC in [18]. The thermal boundary condition

was particularly considered in this work, which reduced the prediction error greatly.
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Besides, Hosein et al. investigated real-time temperature modeling in a DC with rack

mountable cooling unit (RMCU) [19]. In this paper, a novel transient zonal model

was proposed based upon mass and energy conservation. According to these articles,

physics models are efficient to describe the internal thermal behaviors and predict

the temperature. However, the physics models heavily rely on modeling assumptions,

which severely degrade the prediction accuracy and result in performance deteriora-

tion. Moreover, due to the complicated heat transfer and air flow in DCs, the thermal

modeling based on first principles is also a time-consuming task.

Compared with physics models, data-driven models are more widely used for ther-

mal modeling in DCs [20]. In [21, 22], the approach of proper orthogonal decompo-

sition (POD) was employed to capture the relationships between temperature and

major variables. Kai et al. studied improved partial least square (PLS) to present

the thermal behaviors in a DC, and combined with adaptive Kalman filter to esti-

mate the temperature distribution [23]. The statistical modeling frameworks show

their superiority in temperature prediction, however, the poor extrapolative accura-

cy restricts the further application. Neural network is another effective method to

implement temperature prediction in DCs. The authors in [24, 25, 26] utilized con-

ventional artificial neural networks (ANN) or convolutional neural network (CNN) to

predict the temperature distribution in DCs. These works show that neural networks

are capable of capturing the thermal dynamics in complex systems and predict the

temperature precisely, while most of them fail to pay much attention to the control

tractability of neural networks.

As we all know, DNNs are widely utilized for industrial systems owing to the

strong representation capability [27]. However, they are seldom used for the following
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optimal control or decision making due to the feature of nonlinearity and noncon-

vexity. To bridge the gap between high model accuracy and control tractability of

DNNs, we adopt an ICNN modeling method [28, 29]. ICNN is constructed within the

architecture of traditional neural networks, while the layer parameters are restrict-

ed to be non-negative to maintain the convexity. By using such ICNN, the issue of

computational optimization in DNN-based optimal control could be converted to a

convex optimization problem and solved easily.

Besides, in order to deal with the problem of catastrophic forgetting in multiple

tasks learning, an algorithm of EWC is employed in this work [30]. This algorithm

could figure out the important weights for previous tasks and slow down the changing

of them to avoid forgetting old tasks. Then the other unimportant weights would

be updated to fit the new tasks. Finally, the simulations according to the data

from different tasks present the effectiveness of our proposed algorithm in continual

learning. In addition, we also investigate the capability of this algorithm against

noises in training data, and the results demonstrate its impressive performance.

The rest of this article is organized as following. Section II and III present the

configuration of DC and the methodology of input convex neural networks separately.

The detailed experimental results in simulation platform are provided in Section IV.

Finally, conclusion is depicted in V.
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4.3 Fundamental of DC with rack-based cooling

architecture

Cooling system plays an significant role in DC to regulate temperature and further

protect servers. Currently, there are three types of cooling methods in DCs, which

contains air cooling, liquid cooling and phase-change-material cooling [31]. Consider-

ing the operational feasibility, cooling security and equipment cost, the method of air

cooling is widely adopted in DC cooling system [32]. In light of cooling architecture,

room-based, row-based and rack-based cooling architecture are regarded as three typ-

ical architectures. Room-based cooling architecture means that the cooling system is

mounted in a room and provides cold air to the whole room to cool the devices in DCs

directly. Row-based cooling architecture indicates that the cooling unit is installed in

a row of connected racks and used for cooling the devices inside. Rack-based cooling

architecture is designed to cool the devices in each enclosed individual rack [33, 34].

The configurations of three type of cooling architecture are presented in Figure 4.1.

According to the studies in [35], row-based and rack-based cooling system are

more energy-efficient over room-based cooling system owing to the shorter airflow

path and better airflow distribution. Besides, in row-based and rack-based cooling

systems, rack-based cooling system is more suitable to DCs with stand-alone high-

density racks due to the flexibility and scalability. Thus, the detailed investigation

relating to rack-based cooling architecture is conducted in this work.

The main concept of rack-based cooling system in DCs is to extract the heat

generated by servers out of rack through the heat exchange between chilled water

and hot air. The airflow from hot aisle to cold aisle is driven by several fans and
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Figure 4.1: Configurations of DCs with room-based, row-based and rack-based
cooling architecture

.

goes through a heat exchanger filled with circulating chilled water, then the heat of

hot air would be taken away via the chilled water. The circulating water is supplied

and cooled through a chiller outside. The whole system is depicted in Figure 4.2.

The RMCU is also represented in Figure 4.3, which comprises fans, heat exchanger,

valve, micro controller, cables, power source and some pipes. Moreover, the location

of RMCU in the rack could be adjusted based on the demand of customers.

As is shown in Figure 4.2 and Figure 4.3, we can figure out the thermal control

system in DC clearly. The output or the control objective is the temperature T in

the front of rack. The inputs are the air flow rate Fa controlled by fans and the water

flow rate Fw controlled by valve. In addition, the temperature of inlet water Tw and

IT workload Θ are considered as measured disturbances, which are determined by

the chiller system in the building and network traffic respectively. The discrete-time

101



Ph.D. Thesis – Kai Jiang McMaster University – Mechanical Engineering

.
.
.
.
.
.

Figure 4.2: Detailed configuration of DC with rack-based cooling architecture.

system model could be described as below:

Tt = f(Tt−1, Ut, Rt), (4.3.1)

where

Ut = [Fa,t, Fw,t], (4.3.2)

Rt = [Tw,t,Θt]. (4.3.3)

102



Ph.D. Thesis – Kai Jiang McMaster University – Mechanical Engineering

Figure 4.3: Internal structure of rack mountable cooling unit.

4.4 Modeling algorithm of input convex neural net-

works and elastic weight consolidation

4.4.1 Input convex neural networks

DNNs are widely applied to describe the nonlinear behaviors in industrial systems,

while they are seldom used for dynamic modeling in control issues owing to their

nonconvexities and nonlinearities [36]. Although DNNs are utilized for model-free or

end-to-end control such as reinforcement learning sometimes, the online training of

end-to-end control is really risky and time-consuming for real industrial systems [28].

To this end, the ICNN is proposed to bridge the gap between DNNs and optimal

control. The ICNN is designed to be convex with regard to inputs through restricting

the layer parameters to non-negative values. Then by using the ICNN, the calculation

of control inputs in optimal control is guaranteed to be a convex optimization problem.

The architecture used in ICNN is recurrent neural network (RNN), therefore the

proposed ICNN can also be called input convex recurrent neural network (ICRNN).
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RNN is one of the most common neural networks in artificial intelligence, and many

novel networks derived from RNN are utilized to deal with different tasks such as

natural language processing (NLP), sequence classification, regression prediction and

so on [37]. The most important characteristic of RNN is the recurrent connection

on hidden layers which indicates the hidden neurons not only receive the current

information from upper layer but also use the neural memory from previous step. Such

feature enables RNN to have a short-term memory, and be applicable to sequence

prediction problems [38]. Accordingly, RNN is adopted as the model structure to

describe the thermal dynamics in our work. The detailed architecture of typical RNN

is shown in Figure 4.4, and the corresponding equations are expressed as following:

ht,i = σh(Wiht−1,i + Ciht,i−1 + bt,i), (4.4.1)

yt = σy(Ckht,k + bt,k), (4.4.2)

where ht denotes the hidden neurons, ut stands for the input, yt means the output,

and σ illustrates the activation function. W and C represent the weights of recurrent

neurons and next layer respectively, b is the layer bias, and k indicates the number

of hidden layers. Additionally, E in Figure 4.4 and Figure 4.5 is the weights of input

layer.

As mentioned above, constraining the layer parameters within non-negative do-

main could ensure the neural network convex. This statement could be concluded as

the following proposition:

Proposition 1. Any designed neural network is guaranteed to be convex from inputs
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Figure 4.4: The detailed architecture of traditional RNN.

to output if all weights on hidden layers C and W are non-negative, and all activation

functions σ should be convex and nondecreasing.

The proof of this proposition is quite simple, which could be proved through the

following facts in [29, 28, 39]:

1) Affine function is still convex when its domain is a convex set.

2) Non-negative weighted sums of convex functions are still convex.

3) The composition of a convex function and convex non-decreasing function is still

convex.

As is shown in Eq. (4.4.1), the Wh+b and Ch+b are all affine functions and should

be convex when the domain is a convex set. Then, the non-negative weighted sum

of these two affine functions could be proved convex based on the second condition.

The composition of these two affine functions and convex non-decreasing activation

function is proved convex as well according to the third condition. Besides, the Eq.

(4.4.2) could be proved convex through the same method. Finally, the whole neural
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network is guaranteed convex by constraining layer weights and activation functions.

Actually, the constraint of activation functions is not restrictive, since many activation

functions such as “rectified linear unit (ReLU)” or “maxpooling unit” already meet

the requirement.

Obviously, the constraints in the proposition would degrade the representation

capability of RNN, as the non-negative weights restrict the use of hidden layers and

lead to part of information lost. To address this problem, the “passthrough” layers

are proposed to improve the representation capability of ICRNN. “passthrough” lay-

ers demonstrate that the inputs u could be connected with each hidden layer directly,

and thus compensate the information lost caused by weights constraints [40, 41]. The

developed architecture of ICRNN with respect to “passthrough” layers is shown in

Figure 4.5. Additionally, the weights on “passthrough” layers maintain non-negative

as well, and thus the introduction of “passthrough” layers would not effect the con-

vexity of ICRNN. The equations of ICRNN is accordingly transformed as follows:

ht,i = σi(Wiht−1,i + Ciht,i−1 + Piut + bt,i), (4.4.3)

yt = σk(Ckht,k + Pkut + bt,k), (4.4.4)

where P stands for the weights of developed “passthrough” layers.

The training process of ICRNN is similar to the traditional neural networks. The

approach used for optimization in the training procedure is stochastic gradient descent

(SGD). The only difference between the training of ICRNN and traditional neural

networks is the constraints of final layer weights, that is implemented through the
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Figure 4.5: The architecture of designed ICRNN with “passthrough” layers.

“Keras” package in Python.

In summary, ICRNN is able to make full use of the powerful representation ca-

pability of neural network by adopting the architecture of RNN with “passthrough”

layers. Meanwhile, the convexity of RNN is also achieved through the non-negative

layer weighting, which could guarantee the solution of control optimization is unique

and globally optimal. Therefore, ICRNN offers us a novel idea to deal with optimal

control problems in complex systems through trading off the modeling accuracy and

control tractability.

Remark: In this work the application object is a single-rack DC with rack-based

cooling architecture, and only a small number of variables are used to represent the

thermal system. It seems that the multi-input-single-output thermal system is easy to

model through the ICRNN. However, the development of the ICRNN is still difficult

owing to the structure design, hyper-parameter tuning and following combination of

EWC algorithm. Furthermore, this ICRNN could also be extended to the thermal

modeling of the whole DC efficiently after the validation.

107



Ph.D. Thesis – Kai Jiang McMaster University – Mechanical Engineering

4.4.2 Algorithm of elastic weight consolidation

In industrial systems, it is quite difficult to collect the data of all working conditions

to train a model with high accuracy. Therefore, sometimes we have to unpredictably

train the neural networks through continual learning or incremental learning. How-

ever, during the process of learning how to deal with new task, the neural networks

always forget the capability of handling previous task [42]. The problem in computer

science is called catastrophic forgetting, which greatly degrades the performance of

neural networks in continual learning [43, 44, 45].

In order to address this problem, an algorithm of elastic weight consolidation has

been proposed recently. This algorithm is inspired through the synaptic consolidation

in human brain. The synaptic consolidation could help human to avoid forgetting the

ability of dealing with previously learned tasks through decreasing the plasticity of

synapses [30]. Similarly, to overcome the catastrophic forgetting in continual learning,

we develop an approach to restrict the important layer parameters of neural networks

to the parameter region of previous task and reduce the the plasticity of such pa-

rameters. The detailed methods of implementing the constraints and figuring out the

important parameters are introduced in the following section.

Generally, the training of a neural network is the procedure of optimizing layer

parameters and adapting the model to specific tasks. As many configurations of

layer parameters would lead to the same performance, we can figure out a unique

parameter region for each task. For the similar tasks (such as the classifications of

different animals, or the regression of data from different working conditions but in

the same system), there is probably a overlap between the parameter regions. The

diagram of different parameter regions are shown in Figure 4.6. So when we retrain a
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neural network of task A based on the data of task B without any penalty, the weights

θ∗A will change through the green arrow in Figure 4.6 to the parameter region for task

B completely and the model would forget the solution of task A. To overcome the

catastrophic forgetting, now we would like to figure out an elastic training method

to guide the weights θ∗A toward the overlap region along the red arrow. Thus, the

retained neural network is capable of dealing with task B and protesting the model

performance in task A simultaneously. Furthermore, it is unnecessary to impose the

constraints on all the parameters, otherwise the weights θ∗A will change along the blue

arrow and the model fails to learn task B.

Figure 4.6: The detailed diagram of EWC algorithm.

In order to make clear the implementation of constraints and justification of

weights importance for previous task, it is better to investigate the model train-

ing from the perspective of probability. Then the optimization of neural network

parameters is converted to the calculation of their most probable values based on
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the training data set. The detailed deduction based on Bayes’ rule is provided as

following:

L(θ) = p(θ | D) =
p(D | θ)p(θ)

p(D)
, (4.4.5)

where θ means the total parameters, D is the data set, L(θ) is defined as the loss

function, p(θ | D) stands for the conditional probability of the layer parameters,

p(D | θ) denotes the conditional probability of data set, p(θ) is the prior probability

of parameters, and p(θ) represents the prior probability of data set.

Now we divide the data set D into two independent parts: DA (task A) and DB

(task B), then the equation is transformed to:

p(θ | D) = p(θ | DA, DB) =
p(DA, DB | θ)p(θ)

p(DA, DB)

=
p(DA | θ)p(DB | θ)p(θ)

p(DA)p(DB)
=
p(θ | DA)p(DB | θ)

p(DB)
.

(4.4.6)

After taking the logarithm of both side, the equation is expressed as below:

log p(θ | D) = log p(θ | DA) + log p(DB | θ)− log p(DB). (4.4.7)

In this equation, the posterior probability of the layer parameters based on the

whole data set p(θ | D) is still regarded as the final loss function L(θ), p(DB | θ)

is considered as the loss function for task B LB(θ), p(θ | DA) is treated as the

important information of task A, and p(DB) is a constant. Then the optimization of
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layer parameters θ could be represented as:

θ = arg max
θ
L(θ) = arg max

θ
log p(θ | D)

= arg max
θ

(−LB(θ) + log p(θ | DA))

= arg min
θ

(LB(θ)− log p(θ | DA)),

(4.4.8)

where the value of probability p(DB | θ) is always less than one, so the negative of

loss function for task B is used to substitute log p(DB | θ).

The posterior probability of parameters for task A p(θ | DA) is essential to im-

plement EWC, as it contains many important memories of task A. Additionally, the

posterior probability p(θ | DA) is quite difficult to compute directly, so here we assume

the probability as a function with respect to θ and implement second-order Taylor

expansion at θ = θ∗A. θ∗A represents the optimal layer parameter for task A and it has

been acquired in the previous training.

f(θ) = log p(θ | DA), (4.4.9)

f(θ) = f(θ∗A) +
f ′(θ∗A)

1!
(θ − θ∗A) +

f ′′(θ∗A)

2!
(θ − θ∗A)2 + ε(θ∗A), (4.4.10)

where ε(θ∗A) stands for the high-order term in Taylor expansion and it would be

neglected in the following calculation. Besides, the first-order derivative f ′(θ∗A) should

be zero, as the optimal parameter θ∗A is the extreme value of the function. At last the

equation could be simplified as below:

f(θ) ≈ f(θ∗A) +
f ′′(θ∗A)

2
(θ − θ∗A)2. (4.4.11)
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Then the optimization of parameter θ is transformed as:

θ = arg min
θ

(LB(θ)− f ′′(θ∗A)

2
(θ − θ∗A)2). (4.4.12)

Since the layer parameter θ in neural network is a matrix, the second-order deriva-

tive of the function f ′′(θ∗A) should be a matrix as well and it is named Hessian matrix

in matrix theory. Generally the computation of Hessian matrix is very complex for

neural networks, which would significantly increase the training time. Therefore, the

diagonal of the Fisher information matrix is adopted in this work to approximate the

Hessian matrix [46, 47]. Finally, the calculation of parameter θ in EWC is illustrated

as:

θ = arg min
θ

(LB(θ) +
∑
i

κ

2
Fi(θi − θ∗A,i)2), (4.4.13)

where κ is the coefficient, and Fi is the Fisher information matrix which denotes

how important the parameters for the previous task A. It noteworthy that the Fisher

information matrix is the negative expectation of Hessian matrix, thus the minus in

Eq. (4.4.12) changes to plus sign in Eq. (4.4.13).

For the learning of multiple tasks, for example the learning of three tasks (task

A, task B and task C), the algorithm of EWC would slow down the learning of

the important parameters for task A and task B. Then the loss function could be

expressed as following:

L(θ) = LC(θ) +
1

2

∑
i

[κAFA,i(θi − θ∗A,i)2 + κBFB,i(θi − θ∗B,i)2]. (4.4.14)
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4.5 Experimental-data-based Simulation results

All the training and testing data is collected in a real single-rack DC with rack-

based cooling architecture, and the experimental devices are shown in Figure 4.7.

The experimental system includes nearly thirty servers, a RMCU, workload monitor,

several air temperature sensors, water temperature sensor, water flow meter, power

source, some pipes and cables. The micro controller board in RMCU comprises

a Raspberry Pi Zero, Arduino board (Nano), voltage converter, and relays. The

Raspberry Pi Zero is used as the master micro-controller to implement the main

control algorithm. The Arduino board is applied as the slave micro-controller to

collect data from sensors and send the control commands to actuators. The design of

slave micro-controller is to reduce the computational load of Raspberry Pi. Besides,

the relays are dedicated to the control of electrical motorized ball valve.

In this section, we present two simulation cases. The first case is implemented to

verify the potential performance of proposed method against catastrophic forgetting

in sequence learning. The ICNN would be trained based on the data collected from a

specific working condition (we name the dataset data-A). Then the ICNN is retrained

through the traditional method (SGD) and the method with EWC based on the

data collected from another working condition (we name the second dataset data-

B). Finally, the ICNN retrained by traditional method and ICNN retrained via the

method with EWC is compared based on the data-A. The simulation is conducted to

reveal whether the algorithm of EWC could allow the ICNN to learn features from

the data in different working conditions without catastrophic forgetting.

The second case is carried out to validate the proposed ICNN trained through
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Figure 4.7: Experimental DC with rack-based cooling architecture.

EWC is robust to the noisy training data during sequence learning. Since the algo-

rithm of EWC is developed to avoid the catastrophic forgetting in continual learning,

it should remember the important features of previous clean data and be resistant

to the noises in following training data. Therefore, the simulation concerning the

robustness of our developed method is conducted to explore whether the EWC algo-

rithm is efficient to eliminate the negative effects of noisy data during the retraining

process.
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4.5.1 Case I: Simulation for validating the ability of over-

coming catastrophic forgetting

In this case, the ICNN is trained through data-A first and then retrained based

on data-B by two different methods: the normal training and EWC-based training.

The basic inputs information of data-A and data-B is represented in Figure 4.8 and

Figure 4.9 respectively. Additionally, 80% data in each dataset is use for training

and the rest of data is used for validation. The first working condition is used to

simulate the common situation in DCs, where the IT workload remains constant, the

air flow rate and water flow rate change randomly. The constant IT workload means

the network traffic is stable, and it is quite normal for most of the time. While, the

varying air flow rate and water flow rate indicate the controller of RMCU works for

regulating the temperature in the rack.

The second working condition is selected to simulate the extreme situation in DCs,

in which the IT workload, air flow rate and water flow rate change simultaneously. In

DCs, most of the racks would run at full power generally, and a small part of racks

stay in standby mode. Only when the network traffic is congested, the idle racks

would start to work and thus result in varying the IT workload. This type of working

condition is irregular, so the data is difficult to collect and thus we need to train the

neural networks in sequence.

The comparison of temperature simulation is shown in Figure 4.10. As is seen

in this figure, the red curve denotes the true value of temperature in the rack, and

the green and black curves represent the performances on the testing set of data-A.

The green curve means the performance of model trained through EWC algorithm

overcoming catastrophic forgetting, and the black curve stands for the performance
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Figure 4.8: Basic input information of the data-A collected in the first working
condition.

of model trained by normal method.

In this figure, the prediction of model trained by EWC algorithm could follow

the true value at beginning, nevertheless, the prediction could also precisely track

the true value even on the inflection point. However, the prediction of model trained

through normal method fails to follow the reference in most of the time. Although

the prediction of model trained through normal method is more accurate in a cer-

tain period, the prediction accuracy cannot remain stable. The simulation result in

this case demonstrates that the catastrophic forgetting in continual learning does de-

grade the model performance with respect to the previous tasks, while the training

method with EWC is able to overcome catastrophic forgetting successfully and keep

the prediction accuracy for both previous task and current task.

In addition, the prediction errors of model trained by EWC algorithm and model
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Figure 4.9: Basic input information of the data-B collected in the second working
condition.

trained through normal method are presented in Figure 4.11. As we can see in this

figure, the prediction error of model trained by EWC algorithm is generally within the

range of 0.1 degree to -0.1 degree. The prediction errors illustrate that the proposed

ICNN achieves significant improvement in thermal modeling in DCs, and further

prove the ICNN is accurate enough to apply for future controller design.

4.5.2 Case II: Simulation for validating the ability of noise

immunity

The second case in conducted to test the performance of ICNN model trained through

EWC algorithm under noisy training data. In this case, the validation data is collected

from the normal working condition which is similar to the data-A in the first case.
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Figure 4.10: The comparison of temperature simulation under different training
methods in case I.
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Figure 4.11: The comparison of predicted temperature errors under different
training methods in case I.
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At beginning, 40% of validation data is used for the first-stage training. Then 40%

of validation data would be added the Gaussian white noise and utilized for the

second-stage retraining. The retraining process is implemented through the normal

method and EWC algorithm like the first case. Finally the rest of validation data is

employed to test the ICNN model based on normal method and method with EWC

algorithm respectively. Besides, the input information of validation data is presented

in Figure 4.12, and the synthetic noisy training data is described in Figure 4.13.
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Figure 4.12: Basic input information of validation data in case II.

The comparison of simulation results for the second case is depicted in Figure 4.14.

In this figure, the performance of model trained through EWC algorithm is still

better than the model trained by normal method. Particularly, the prediction of

EWC-based model could track the true value with small error immediately, while the

prediction of model trained through normal method cannot follow the slowly varying

true value for the first half. The poor simulation result of model trained through
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Figure 4.13: Synthetic noisy data for second-stage retraining.

normal method illustrates that the noisy data has significant negative effect on the

prediction performance in continual learning. Nonetheless, the accurate prediction

of EWC-based model demonstrates that the EWC algorithm could remember the

important features of clean data in the first-stage training, and thus relatively prevent

the disturbance of noise in the second-stage retraining data.

Then the The comparison of predicted temperature errors is shown in Figure 4.15.

As is shown in this figure, the overall predicted error of model trained through EWC

algorithm is smaller than the model trained via normal method. The comparison

of predicted errors reveals the superiority of ICNN trained by EWC algorithm with

new clarity. Moreover, the predicted error of model trained through EWC is still

within 0.1 degree, which indicates it is effective to use our proposed ICNN model for

following control design.

The validation of two cases represent that the algorithm of EWC allows features

120



Ph.D. Thesis – Kai Jiang McMaster University – Mechanical Engineering

0 100 200 300 400 500 600 700
Data point

22.5

23.0

23.5

24.0

24.5
Te

m
pe

ra
tu

re
 (

∘
C)

True Value
Prediction (Normal)
Prediction (EWC)

Figure 4.14: The comparative temperature results under different training methods
in case II.
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Figure 4.15: The comparison of predicted temperature errors under different
training methods in case II.
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of previous training data to be protected during the relearning with newly collected

data, and thus avoid the catastrophic forgetting in continual learning. Besides, the

second validation also explore the robustness of ICNN trained by EWC algorithm

when the latest collected training data is noisy, and prove that our proposed method

is efficient to resist the negative effect of noisy data during the continual learning.

Finally, this method also provide us a novel idea to deal with the noisy labels in deep

learning.

4.6 Conclusion

This paper deals with the thermal modeling issue for DCs with rack-based cooling

architecture. In order to accurately describe the thermal dynamics in this system, an

ICNN model is proposed in this work. The ICNN is designed to bridge the gap be-

tween control tractability and representation capability of neural networks, and thus

could be applied for further optimal control. Moreover, the problem of catastroph-

ic forgetting in continual learning is also considered in this paper. Inspired by the

synaptic consolidation in neurobiology, an algorithm of EWC is developed to elasti-

cally restrict the important layer weights for previous task, thereby overcoming the

catastrophic forgetting in following retraining. The results of simulation illustrate the

effectiveness of our designed method with respect to the avoidance of catastrophic for-

getting. Nevertheless, the results also explore the robustness of our method against

noisy training data, and achieve excellent performance. In the future, an effective

controller would be developed based on this ICNN model to implement the thermal

management in DCs.
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Chapter 5

Thermal Modeling in Data Centers

through Input Convex Neural

Networks with Noisy Data

This chapter is reproduced from “Thermal Modeling in Data Centers through Input

Convex Neural Networks with Noisy Data”, Kai Jiang, and Fengjun Yan, submitted

to Neurocomputing, 2020. The author of this thesis is the first author and the main

contributor of this publication.

5.1 Abstract

This paper proposed a thermal modeling method for data centers (DCs) with rack-

based cooling architecture via a novel input convex neural network (ICNN). This

type of deep neural network is convex from inputs to outputs by constraining the

layer parameters, thus it could be effectively used for convex optimization in optimal
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control issue. Besides, to enhance the robustness with noisy data and avoid overfitting

in the training process, an example reweighting algorithm is adopted. In the proposed

algorithm, the layer parameters in ICNN are computed with the mini-batch in noisy

training data, and then reweighted based on a small portion of the clean dataset.

The proposed algorithm is easily performed without any additional hyperparameter

tuning, and could be applied for any type of deep neural networks. Finally, the

validations demonstrate its effectiveness through experimental data with synthetic

noisy data.

Key words: Thermal modeling, Neural Networks, Control modeling, Noisy data,

Data centers.

5.2 Introduction

With the ever-increasing demands for computing, networking and communication

technologies, a large number of DCs are required to support the services [1, 2, 3].

At the same time, the problem of huge amounts of power consumption in DCs has

become a big challenge for us [4]. The studies revealed that US DCs consumed

nearly 70 billion kW· h of electricity in 2014, which accounts for two percent of

the total power consumption in the US [5]. More seriously, the estimated power

consumption of DCs would double in the next five years [6]. Therefore, efficient

methods of energy management are urgent needs for current electronic equipments

in DCs. Nevertheless, the energy consumption of cooling system in DCs cannot be

ignored as well [7]. Cooling system is essential for guaranteeing safe temperature in

the facilities, and it will consume one third of the total power consumption in DCs

[8, 9]. Thus, productive thermal management techniques based on cooling system are
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also necessary to cooperate with energy management in DCs.

No matter for thermal management or energy management in DCs, an accurate

model of thermal dynamics is indispensable [10, 11]. In the thermal management,

we need a model to forecast the future thermal dynamics and then make proper

actions in the cooling system to keep the temperatures at steady state [12, 13, 14, 15].

For energy management system, the thermal model is also required to predict the

temperature distribution. Based on such predictions of temperature distribution,

appropriate workloads are scheduled for the servers at different location to optimize

the energy utilization. Besides, the latest researches about joint thermal and energy

management are also heavily dependent upon the accurate model of thermal dynamics

in DCs.

In order to build an accurate and efficient temperature model, many approaches

have been developed by researchers. The first type of model is physics model, which

is built based upon thermodynamics and conservation of matter and energy. In [16],

the authors proposed a simplified physics model to represent the temperature distri-

bution in DCs. The advantages of this method include the capabilities of high-speed

computation and transient temperature prediction. The researchers in [17] developed

a computational fluid dynamics (CFD) model to describe the thermal behaviors in

small DCs. The novelty in this paper was the introduction of thermal boundary con-

dition, which could reduce the forecast error significantly. A state-space model was

constructed for DC temperature control in [18]. This developed temperature model is

adaptive to the input perturbations, and thus more suitable to the complex system.

Furthermore, a zonal model for transient temperature prediction was proposed in

[19]. Specially, this model was built for a DC equipped with novel rack-based cooling
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architecture. This type of cooling system is more efficient than traditional computer

room air conditioning (CRAC) system. Although the physics models in DCs are able

to represent the thermal system roughly and easier to apply for control design, the

modeling processes are really difficult and time-consuming. First, the parameters in

fixed thermodynamics formulas are hard to calibrate due to the environmental dis-

turbances, and complicated air flow and heat transfer in the facilities. Secondly, too

many assumptions are proposed during the modeling process, which would seriously

degrade the model accuracy and even deteriorate the control performance.

Considering the drawbacks of physics models, data-driven models are put forward

to accomplish the thermal modeling for DCs [20]. The technique of proper orthogonal

decomposition (POD) is a common method used for data-driven thermal modeling

in DCs [21, 22]. In these papers, the authors collected real experimental data to

calibrate the POD-based data-driven model, and mainly analyzed the errors between

experimental data and model predictions. Along the idea of POD, the authors in [23]

proposed the approach of partial least square (PLS) to describe the thermal dynam-

ics in DCs. Moreover, the algorithm of fuzzy c-means was also adopted to develop

multiple data-driven models to represent the nonlinear system. Compared with the

statistical modeling methods, neural networks have higher accuracy for thermal mod-

eling due to their powerful capability of representing the nonlinear systems. Artificial

neural networks (ANN) were utilized to forecast the airflow and temperature distribu-

tion in DCs [24, 25]. The excellent simulation results demonstrated the superiority of

neural networks. Similarly, convolutional neural networks (CNN) were also employed

to predict the thermal behaviors in [26]. The proposed method could adaptively learn

the local structure, and thus described the underlying system features in DCs. These
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investigations revealed that neural networks have good representation capability for

thermal modeling in DCs, but most of them are related to temperature prediction

and few works focus on using neural networks to deal with control issues in DCs.

According to the literature review, data-driven models based on conventional s-

tatistical framework can be easily combined with control design. However, most of

them are still in the form of linear models which cannot afford to represent the com-

plex thermal dynamics in large-scale systems such as the DCs. On the contrary, Deep

neural networks (DNNs) hold the remarkable representation capability for thermal

modeling, while these models commonly have the characteristics of nonconvexity and

nonlinearity. Such characteristics usually result in great problems for control design.

In order to tackle this problem, the model of ICNN is adopted to make a trade-off

between the model accuracy and control tractability. The ICNN model is built under

the structure of neural networks and it is convex from inputs to outputs. By applying

such method, we could acquire accurate enough thermal models for DCs and solvable

solutions of optimization problems in control issues simultaneously.

Although DNNs have powerful representation capability, they also suffer from

the problem of overfitting when the training data is noisy. Particularly, in the real

industrial experiments, it is quite difficult to collect the clean data owing to the

limitations of physics sensors and environmental disturbances. Therefore, in this

work, we would like to employ an algorithm to improve the robustness of ICNN

and further avoid the overfitting under noisy training data. Inspired by the work in

[27], a specific example reweighting algorithm is adopted in our paper to deal with the

training set biases. In this method, a small number of clean validation data is required

to add in the training set. In each training iteration, the parameters of each layer are
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optimized based on the normal mini-batch in training data first, then the important

layer parameters would be recalculated through the clean validation data to eliminate

the negative effects of noises in the training data. Based on such approach, we could

obtain an accurate and robust ICNN with the capabilities of representing complicated

thermal systems and counteracting noises in training set simultaneously. Finally, the

proposed method is utilized in a single-rack DC with rack-based cooling architecture,

and validated through the real experimental data.

The rest of this paper is organized as follows. Section II shows the detailed struc-

ture of DC. Section III presents the modeling methodology including the construction

of ICNN and example reweighting algorithm. Section IV mainly depicts the simula-

tion results and discussions. At last, the conclusion is shown in Section V.

5.3 Fundamental of DC with rack-based cooling

architecture

Cooling system is an essential section of the DCs, which is employed to maintain

suitable environmental temperature in the facilities and further guarantee the safe

operation of electronic devices [3]. The most commonly used cooling approach in

DCs is air cooling due to the reliability and lower cost compared with liquid cooling

or novel phase-change-material cooling [28]. For the air cooling architecture, three

design concepts including room-based, row-based and rack-based architecture are

developed to implement the cooling task. The room-based cooling system is just like

the conventional air-condition. The cold air is directly delivered to the whole room

for temperature regulation. The row-based cooling system is designed to provide cold
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air to a row of racks with lots of servers, and further control the temperature. The

last one is rack-based cooling system, which is developed to cool the servers in a single

rack. The detailed configurations of three architectures are shown in Figure 5.1.

Figure 5.1: Configurations of DCs with room-based, row-based and rack-based
cooling architecture

.

The room-based cooling system is widely adopted in many DCs due to the compet-

itive price, convenient installation, and easy operation. However, with the increase in

the construction of new DCs, the shortcoming of poor efficiency in room-based cool-

ing system appears gradually. Because of the hot air recirculation and cold air bypass

in the facility, the room-based cooling system cannot cool the devices efficiently and

thus increase the overall power consumption. Conversely, row-based and rack-based

cooling system perform much better on energy efficiency. The shorter airflow paths

and distinct hot and cold chambers in DCs with enclosed row-based and rack-based

cooling architecture could significantly increase the cooling efficiency and reduce the
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power consumption. Moreover, such cooling architectures with short airflow path

also allow us to precisely control the cooling load in response to the disturbances of

IT servers and cooling unit, and thus keep the temperature at a steady state. For

row-based cooling system and rack-based cooling system, the customers could make

different choices according to the specific requirements. Besides, based on the latest

investigations in our group [29], the exergy destruction of rack-based cooling system

is lower. Thus, our studies in this paper would focus on the DC with rack-based

cooling architecture. The configuration and supporting facilities (frontal and profile)

are presented in Figure 5.2 and Figure 5.3 respectively.

Figure 5.2: Frontal configuration and supporting facilities of DC with rack-based
cooling architecture.

The main working principle of rack-based cooling unit is the heat transfer between

the hot air in the rack and chilled water from outside chiller. The hot air is extracted

from the back of rack to the front via the fans, and the circulating cold water is

driven and chilled by the chiller. Then the heat transfer is accomplished in a heat

exchanger mounted in the cooling unit. By such method, the heat generated through
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Figure 5.3: Lateral configuration of DC with rack-based cooling architecture.

the servers and other auxiliary devices is taken out by the chiller water. The rack-

based cooling unit designed by our group is shown in Figure 5.4, which is named rack

mountable cooling unit (RMCU). The RMCU includes several fans, heat exchanger,

power source, valve, pipes, control unit and some cables. According to the arranging

density of servers, the RMCU could be installed at the top, middle or bottle of the

rack.

In the perspective of control theory, the control objective of the system is the

temperature in the rack. One of the inputs is the airflow rate, which is determined

through the fans; the other input is the chilled water flow rate, which is controlled by

the valve. Therefore, the thermal control system in the rack is a multi-input-single-

output (MISO) system. Furthermore, the temperature of inlet chilled water and the

IT workload of servers are regarded as measured disturbances. The temperature

of inlet water is measured by a water temperature meter and it depends on the
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Figure 5.4: Internal structure of rack mountable cooling unit.

outside chiller, which cannot be controlled through the control unit in the RMCU.

The discrete-time dynamic model could be represented as below:

Tt = f(Tt−1, Ut, Dt), (5.3.1)

where

Ut = [Fa,t, Fw,t], (5.3.2)

Dt = [Tw,t,Φt]. (5.3.3)

Here f is the state function, T represents the temperature in the rack, U denotes

the inputs including air flow rate Fa and water flow rate Fw, and D stands for the

measured disturbances including input water temperature Tw and IT workload Φ.
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5.4 Modeling algorithm of input convex neural net-

works with robust learning

5.4.1 Input convex neural networks

Neural networks are known as its powerful representation capability of complex sys-

tems, while they are usually difficult to be used as dynamic model for control design

due to the nonlinearity and nonconvexity. To tackle the control-tractable problem of

neural networks, the approach of ICNN is developed. This method doesn’t change

the internal structure of neural networks too much, but just constrain the parameters

of layers in neural networks during the training process. Based on such trick, the

neural networks are guaranteed to be convex from inputs to outputs. The detailed

introduction is provided as follows.

With the development of deep learning, different types of neural networks are

proposed for different applications. In the neural networks, convolutional neural

network (CNN) and recurrent neural networks (RNN) are most famous. Generally,

CNN is widely used for image processing, segmentation and classification owing to

the ability of capturing spatial features, while RNN is usually applied for the tasks of

time series forecasting such as natural language processing or system modeling due

to the advantage of sequential information acquisition.

As our target in this work is to build a dynamic model to describe the thermal

system in DC, RNN is selected as the basic model structure. The RNN is evolved

through the artificial neural networks, which consists of input layer, multiple hidden

layers and output layer as well. The special feature of RNN is the recurrent connection

on the hidden neurons, which means the previous memories of hidden neurons would
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be employed for themselves again in the following steps [30]. Such looping constraint

guarantees that sequential information would be captured successfully in the training

data. The detailed diagram of common RNN is presented in Figure 5.5, and the

formulas are given as below:

ht = σh(Wht−1 + Eut + bh), (5.4.1)

yt = σy(Cht + by), (5.4.2)

where ut stands for the inputs, ht means the hidden neurons and yt is the outputs

respectively. σ(·) expresses the activation function. The common activation functions

used in RNN include “Sigmoid”, “Tanh”, “ReLU” and some other modified functions.

W , C, E and b are defined as the layer weights and biases. Moreover, if the RNN is

constructed with multiple hidden layers or some other specific layers, it is called deep

RNN.

ht-1

ut-1

yt-1

ht

ut

yt

ht+1

ut+1

yt+1

W WW

E E E

C C C

W

Input layer

Hidden layers

Output layer

Figure 5.5: The brief structure of traditional RNN.

In order to derive convex RNNs, an effective method of constraining layer weights

is proposed. This approach proposes that all the layer weights should be restricted
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to be non-negative during the training process, and the activation function should be

convex and nondecreasing. These constraints are based on the following proposition:

Proposition 1. The developed neural network is guaranteed to be convex should

satisfy that all parameters on hidden layers Ci and Wi are non-negative, and all

activation functions σi should be convex and nondecreasing (e.g. ReLU).

The proof of this proposition is quite easy, and it has been provided in [31, 32]

based on the following facts in [33]:

1) Affine function is still convex when its domain is a convex set.

2) Nonnegative weighted sums of convex functions are still convex.

3) The composition of a convex function and convex nondecreasing function is still

convex.

As the structure of neural network in this work is the RNN, we could also name

the adopted neural network input convex recurrent neural network (ICRNN). The

constraints of layer weights could efficiently ensure that the RNN is convex, however,

such constraints on layer weights also degrade the performance of RNN, which be-

trays our original idea of leveraging the powerful representation capability of RNN.

Therefore, the “passthrough” layers are introduced to ICRNN. The “passthrough”

layers are proposed to connect the input layer and hidden layers directly to make full

use of input information, and thus improve the accuracy of ICRNN [34, 35]. Further-

more, the “passthrough” layers don’t effect the convexity properties of ICRNN. The

detailed formulas of k + 1-layer deep ICRNN with “passthrough” layers are shown as

following and the architecture of reformed deep ICRNN is presented in Figure 5.6.

ht,i = σi(Wiht−1,i + Ciht,i−1 + Piut + bt,i), (5.4.3)

142



Ph.D. Thesis – Kai Jiang McMaster University – Mechanical Engineering

yt = σk(Ckht,k + Pkut + bt,k), (5.4.4)

where P is defined as the weights of our employed “passthrough” layers.

E

P1
Pi

Pk

C1 Ci Ckutut ht1ht1 ytytht2ht2 htkhtk

W1 W2 Wk

Figure 5.6: The architecture of designed ICRNN with “passthrough” layers.

The training method used for ICRNN is also similar to the general training algo-

rithm. First the approaches of forward propagation and back propagation are utilized

to calculate the errors between model predictions and true values. Then the algorithm

of stochastic gradient descent (SGD) is adopted to implement the optimizations. The

key point here is that the optimized weights should be restricted to be non-negative.

Additionally, the approximate capability and computational load of ICRNN com-

pared with multiple affine functions have been provided in [32]. In this work, we

wouldn’t discuss this issue.

Remark: The application in this paper is a single-rack DC with rack-based cool-

ing architecture, and only a small amount of variables are utilized to describe the

thermal behavoirs. Ostensibly, it seems that the thermal system of single-rack D-

C is easy to represent through the neural network. However, the development of

the ICRNN is still complicated due to the model structure design, hyper-parameter

tuning and following combination with reweighting example algorithm. Additionally,

the ICRNN could easily be extended to the thermal modeling of the whole DC in the
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future.

5.4.2 Reweighting example algorithm for robust deep learn-

ing

Both of the noisy labels in image datasets and the noises in industrial data collection

are the big problems for deep learning, which would cause overfitting of training model

and even performance deterioration. To address this problem, many investigations

of learning with noises have been carried out. (1) Regularization : Regularization

is a common method to avoid the overfitting, which utilizes an additional penalty

term in loss function to control the parameters [36]. The widely used regularization

approaches mainly includes: dropout, weight decay, adversarial training and so on

[37]. (2) Robust loss function : The concept of robust loss function is similar

to regularization, where many different noise-tolerant loss functions were designed

to achieve the risk minimization under noisy training data [38, 39, 40]. (3) Loss

Adjustment : The last two methods employ fixed loss functions to deal with the noisy

labels in dataset, while the method of loss adjustment is able to correct the loss by

label transition matrix estimation or reweighted algorithm during the training process

[41, 42, 43]. (4) Robust model architecture : This method uses a dedicated layer

at the end of neural networks to eliminate the negative effects of noises in dataset.

The typical approach in this category is the design of noise adaptation layer, which

could estimate the noise probability distribution during the training and further make

the neural networks adaptive to noises [44, 45]. (5) Meta Learning : Meta learning

is a novel deep learning philosophy, whose core idea is learning to learn. Based on

such method, the neural networks could learn to update the loss function under noisy
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labeled data [46, 47]. (6) Another methods: There are still many other techniques

proposed to deal with the deep learning with noisy training data, such as sample

selection, semi-supervised learning and so on [48, 49]. All of them are developed

according to the different tasks and constraints.

Considering the characteristics of thermal modeling in DCs and the requirements

of constrained weights in ICNN, the reweighting example algorithm in [27] is adopt-

ed to implement robust learning in this work. Specially, the reweighting example

algorithm needn’t to change the model structure and could be applied for any type

of deep neural networks. Such distinguishing features make the algorithm has great

advantage in ICNN training.

Now we define f(x, θ) as the neural network, L(ỹ, y) as the loss function, (x, y) as

the inputs-outputs pair, ỹ as the calculation of neural network, {(xi, yi)|1 ≤ i ≤ N}

as the training dataset, and {(xvj , yvj )|1 ≤ i ≤M} as the clean and trusted validation

dataset. In the sets and functions, θ denote the parameters of the neural network, N

is number of training data, M is number of clean validation data, and the number

of clean data is far less than the number of training data (M � N). The clean

validation dataset is contained in the training dataset, and would be used in the

training process.

In traditional training of neural networks, the parameters θ could be derived by

minimizing the loss function and they are computed equally:

θ∗ = arg min
θ

N∑
i=1

L(ỹi, yi) = arg min
θ

N∑
i=1

li(θ), (5.4.5)

where θ∗ stands for the optimal values of θ, and li(θ) is the transformation of L(ỹi, yi)

with respect to θ.
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In order to reduce the effects of noisy training data, we need to decrease the

proportion of noisy examples and increase the the proportion of clean examples in

the loss function. Thus, a weighted loss function is proposed here to reweight all the

input examples. Then the equation of loss minimization could be expressed as below:

θ∗(β) = arg min
θ

N∑
i=1

βili(θ), (5.4.6)

where β is defined as the training weights in the loss function. At beginning, initial

values are assigned to β, and then it is optimized based on the following function and

clean validation data in each iteration. The optimization of training weight β based

on clean validation data is the procedure of figuring out the noisy data in the training

dataset and reassigning weights.

β∗ = arg min
β

M∑
i=1

lvi (θ
∗(β)), (5.4.7)

where β∗ stands for the optimal value of β, and lvi (·) means the loss function is

transformed based on the clean validation data. It is noteworthy that the weights β

should be keep non-negative, or the minimization with negative training loss cannot

derive optimal results.

At last, the sum of all the weights should be equal to one. Here we could utilize

the following equation to normalize the weights of all samples.

β̃∗i =
β∗i∑

β∗i + δ(
∑
β∗i )

, (5.4.8)
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where

δ(α) =


1, if α = 0

0, if α 6= 0

. (5.4.9)

The use of δ(α) is to avoid the extreme case that all the weights are equal to zero.

In conclusion, based on the two optimization loops, the optimal weights β∗ and

layer parameters θ∗ could be calculated alternately in each iteration. Step on the

layer parameters θ∗ calculated by mini-batch training examples, the training examples

which are similar to the clean validation set would be up-weighted through the Eq.

(5.4.7), and the examples which are noisy and dissimilar to the trusted validation set

would be down-weighted.

Remark: The authors in [27] have developed a method of online approximation

to simplify the optimization loops, and speed the model training, while we don’t adopt

this method in this work. First, the amount of industrial data in DCs isn’t as huge as

the image set, so the time-saving algorithm is not urgent need for thermal modeling.

Secondly, the transformation of online approximation might casuse unstable behaviors

and increase the difficulty of constraining layer weights during the ICNN training.

5.5 Experimental-data-based Simulation results

All the training and validation data is collected in a experimental single-rack DC with

rack-based cooling system. As is shown in Figure 5.7, the servers are placed in an

enclosed rack and managed individually, so we just need to investigate the techniques

of modeling or control based on a single-rack DC and expand them to the whole DC.

Each rack includes nearly 30 servers, one cooling system, several temperature sensors,
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humidity sensors, pipes and cables. The micro-controller used in the cooling unit is

a specifically designed circuit board mainly comprising Raspberry Pi Zero, Arduino

Nano, relays and some cables, where the Arduino Nano is used to collect sensors

data and transmit control signal and Raspberry Pi Zero is utilized to implement the

control algorithm.

Figure 5.7: Experimental DC with rack-based cooling architecture.

In order to build an accurate enough neural network, the experiments covering

almost all working conditions are conducted to collect the training data. The exper-

iments of data collection includes 10 working cycles with respect to different input

water flow, air flow, and IT work load. The experiments cost about 80 hours, and

the detailed information of experiments covering all working conditions is represented
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in Figure 5.8. Additionally, multiple groups of experiments are also carried out to

obtain the data for validation.
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Figure 5.8: Detailed information of experiments covering all working conditions for
model training.

We have tried our best to eliminate the environmental disturbances and use the

reliable temperature sensors during the experiments, thus, the collected training and

validation data is regarded as clean and trusted in this work. As the study in this

paper is designed to promote the robustness of ICNN against noisy data, white syn-

thetic noises are added into part of training data randomly. Furthermore, in this work

we only investigate the effects of noises in output, and ignore the noises in inputs.

In this section, two simulation cases are carried out to validate our proposed

algorithm. In the first case, the IT workload is set as a constant, and the air flow

rate and water flow rate are changed every hour. As the IT workload of each regular

rack is scheduled as a constant at most of the time, this case simulates the common
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working condition in real DCs. The second case is conducted to simulate the specific

situation in the operation of DCs, where the IT workload would change due to the

heavy network traffic. Therefore, in this case, the air flow rate, water flow rate, and

IT workload all change during the experiments. Based on these two simulation cases,

the performance of our developed neural network is tested.

5.5.1 Case I: Model validation through the data collected

under constant IT workload

In the first case, the experiment of simple working condition is conducted to collect

the validation data. During the experiment, the IT workload of whole rack still

maintains constant, while air flow and water flow change per hour. The detailed

inputs information of the experiment is shown in Figure 5.9. The temperature of

input water is considered as the measured disturbance, which cannot be controller

through our cooling unit.

The prediction of ICNN trained based on normal method and noisy training data

is adopted as the comparison in this work. The detailed comparison of temperature

prediction is presented in Figure 5.10, where the red curve denotes the actual tem-

perature data collected from experiment, the black curve stands for the temperature

prediction via normal ICNN, and the green curve is the temperature prediction of

ICNN trained through example reweighting algorithm. In this paper, the ICNN train

through our proposed method is named robust ICNN.

As is seen in Figure 5.10, the overall prediction of robust ICNN is clearly more

accurate than the prediction of normal ICNN. Specifically, the performance of robust

ICNN at the peak is much better than normal ICNN. Besides, at the last part, the
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Figure 5.9: Basic inputs information of experiment for case I.
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Figure 5.10: The comparison of temperature prediction of normal ICNN and robust
ICNN for case I.
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prediction of normal ICNN cannot follow the true value very well, while the prediction

of robust ICNN could still track the target easily. The results shown in this figure

demonstrate that the ICNN just trained through general method is affected by the

noises in training data somehow. The ICNN model is over fitted or learns some

useless feathers from the noises. On the contrary, the robust ICNN trained by example

reweighting algorithm under noisy training data performs very well all the time, which

indicates the effectiveness of our proposed technique.

The errors of prediction by two different methods are compared in Figure 5.11. As

we can see in the figure, the predicted errors of normal ICNN evidently larger than

the errors of robust ICNN, which further prove the superiority of example reweighting

algorithm used in this work. Moreover, the predicted errors of robust ICNN still stay

within 0.1 degree, which proves the accuracy of our proposed ICNN model is much

higher than that of most other data-driven and physics thermal models for DCs.
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Figure 5.11: The comparison of predicted errors between normal ICNN and robust
ICNN in case I.
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5.5.2 Case II: Model validation through the data collected

under varying IT workload

The experiment in second case is designed to simulate the change of IT workload under

exceptional circumstances in the DCs. The varying IT workload would result in more

complicated thermal dynamics in the rack and increase the difficult of temperature

prediction. The detailed inputs information of the experiment in this case is described

in Figure 5.12.
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Figure 5.12: Basic inputs information of experiment for case II.

The comparison of temperature prediction between normal ICNN and robust IC-

NN in this case is depicted in Figure 5.13. The green curve means the prediction of

robust ICNN, the black curve represents the the prediction of normal ICNN and the

red curve stands for the true value of temperature.
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Figure 5.13: The comparison of temperature prediction of normal ICNN and robust
ICNN for case II.

In this figure, the prediction of robust ICNN is able to track the true value immedi-

ately at the beginning, and the tracking errors are no more than 0.1 degree. However,

the prediction of normal ICNN takes a long time to catch the actual value, and the

tracking errors are much larger than that of robust ICNN. Nevertheless, the normal

ICNN performs really badly at the inflection point, and it always fails to follow the

true value at peak as the same as the prediction in the first case. The comparison in

this case illustrates that the example reweighting algorithm we adopted in this work

could eliminate the effects of noises again, and further avoid overfitting during the

training process.

The comparison of predicted errors are expressed in Figure 5.14, where the overall

predicted errors of robust ICNN are smaller than that of normal ICNN as well. The

performance of robust ICNN in this case is not as good as the performance in case
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I, since the varying IT workload in the experiment. However, the predicted errors of

robust ICNN don’t overstep too many, and the model is still accurate enough.
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Figure 5.14: The comparison of predicted errors between normal ICNN and robust
ICNN in case II.

According to the validations in these two cases, the performance of robust ICNN

is tested. Compared with the ICNN model trained through normal method, the

performance of ICNN trained via example reweighting algorithm is much better. The

validations prove that our developed method could eliminate the negative effects of

noisy data during the training process efficiently, and further avoid the overfitting of

ICNN. In addition, the small predicted errors also state our designed ICNN is precise

enough to describe the thermal dynamics in DCs.
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5.6 Conclusion

This work investigates the issue of thermal modeling based on ICNN under noisy

training data in DCs. The ICNN is designed for bridging the gap between neural net-

works and control tractability, and the example reweighting algorithm is employed to

avoid the model overfitting under noisy training data. Model validations with differ-

ent cases of IT workload demonstrate the ICNN trained through example reweighting

algorithm could deal with the noises in training data, and thus prevent overfitting.

Besides, the simulation results also illustrate the ICNN is much more accurate than

most of other data-driven models. In the future, we would study more efficient ther-

mal modeling methods based on deep learning in DCs, and apply the developed ICNN

model to DC control soon.
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Chapter 6

Conclusions and future work

6.1 Conclusions

Thermal management is one of the most important topics in DCs, which is closely

related to the safe operation and energy-efficiency of ITEs. This thesis mainly in-

vestigate the application of data-driven techniques for thermal management in DCs.

Different data-driven models are applied for thermal modeling, temperature distribu-

tion estimation and temperature control in DCs with rack-based cooling architecture.

To reduce the cost and fault diagnosis burden of sensor network, a novel observer

combined adaptive Kalman filter and data-driven model is proposed to estimate the

temperature distribution in DC. The data-driven model is constructed in the form

multiple linear ARX models, and identified by the algorithm if PLS. Besides, FCM

is utilized to partition the data set for the training of multiple sub-models. The

simulation results demonstrate our proposed observer is accurate enough to replace

the physical temperature sensors in DC. Secondly, based on the data-driven model

in previous section, a fault tolerant predictive controller is developed in DC. The
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data-driven fault tolerant predictive controller is designed to deal with three different

types of actuator faults including fans aging, fans failure and valve deactivation. The

real experiments in DC prove the excellent performance of the proposed controller.

In order to further improve the data-driven modeling accuracy, a type of ICNN is

adopted to represent the thermal dynamics in DC. The ICNN is design to be convex

from input to output by constraining the layer weights. Thus, the ICNN could be

applied for optimal control with powerful representation capability. In addition, an

algorithm of EWC is employed during the training process to overcome the catas-

trophic forgetting in continual learning. The results of two simulation cases illustrate

that the proposed ICNN is not only efficient for multiple task learning, but also ro-

bust to noisy training data in sequence learning. Following this idea, an example

reweighting algorithm is adopted to improve the robustness of ICNN against noises

in training data. The adopted algorithm is easily performed without any additional

hyperparameter tuning, and could be applied for any type of DNNs. Finally, two sim-

ulation cases demonstrate its effectiveness through experimental data with synthetic

noisy data.

In summary, multiple data-driven techniques are employed to address the prob-

lems of thermal management in DCs with rack-based cooling architecture. The ex-

perimental and simulation results the superiority of data-driven methods. The inves-

tigations of data-driven techniques in this thesis may not only be used for thermal

management in DCs, but also for other nonlinear industrial systems.
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6.2 Future work

The researches in this work demonstrate data-driven techniques perform considerable

potential for thermal management and energy management in DCs or other industrial

systems. Therefore, some future works are recommended with respect to data-driven

methods and managements in DCs.

1. Implementing ICNN-based predictive control to regulate the temperature in

DC with rack-based or row-based cooling architecture.

2. Employing data-driven methods to combine the thermal and energy models

together, and exploring the joint control method in DCs.

3. Developing reinforcement learning for thermal and energy management in DCs,

validating the control performance and comparing with ICNN-based control.

4. Investigating the application of data-driven techniques for fault diagnosis in

DCs.

5. Developing efficient DNNs with lower computational load to accelerate the

application of DNN-based controller in industry.
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