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Abstract

In this thesis, the problem of multiple text-based traffic sign detection and tracking

in video is explored, and the following specific problems are addressed: 1) localize the

traffic sign in video by fusing the information from the front camera as well as other

on-board data source such as rotation of the wheels and directional information of

vehicles, 2) a CPU-based text-based traffic sign detector and directional parameter

estimation for vehicles based on environmental conditions, 3) a text-based traffic

signs detection and tracking framework for real-time application with a low cost data

acquisition method.

As a crucial component of Advanced Driver Assistance Systems (ADAS), traf-

fic sign detection and tracking play essential roles in the Automotive Traffic Sign

Detection and Recognition (ATSDR) system. Based on their different shapes, col-

ors, letters and symbols, traffic signs in traffic scenario can be roughly categorized

to two groups, namely, graphics-based (symbol-based) traffic signs and text-based

traffic signs. Graphics-based traffic signs are regulatory signs, warning signs and

temporary conditions signs, and text-based traffic signs are information and direction

signs. Compared to graphics-based traffic signs, only a few algorithms have focused

on text-based traffic signs detection and tracking. Detecting and tracking text-based

traffic signs is a challenging task, mainly due to larger variations within the category
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and limited available dataset.

Starting with localizing text-based traffic sign in urban traffic scenarios, the kine-

matic states of vehicles and the spatial-temporal relationships between vehicles and

traffic signs need to be modelled and estimated. To solve this problem, a kinematic

automotive motion model is proposed. This kinematic model fuses information from

the front camera as well as other on-board data source such as rotation of the wheels

and directional information of vehicles. Based on the proposed kinematic model, a

text-based traffic sign localization algorithm is developed. The experiential results

on real world video data show that the proposed localization algorithm achieves good

performance and significantly reduces the computational cost compared to previously

proposed methodologies.

Next, the CPU-based text-based traffic sign detection method is studied. To relax

the restriction of directional data acquisition in kinematic automotive motion model, a

parameter estimation method is developed based on different environmental/weather

conditions. Then, a search region definition approach for traffic signs detection is

presented. This approach takes the advantages of spatial-temporal information of the

previous frames and different kinematic vehicles motion models in video and largely

reduces the massive and repeated detection for common Maximally Stable Extremal

Regions (MSERs) detector. From the experiential results, the proposed approach

achieves good performance in real-time applications.

Finally, a text-based traffic sign detection and tracking framework is proposed

for video-based Traffic Sign Recognition (TSR) system. In the detection stage, a

data-driven text-based traffic signs detector is trained with street view images, and a

low cost data acquisition approach is presented. In the tracking stage, a multi-traffic
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signs tracking algorithm is proposed based on kinematic automotive motion model.

The framework is evaluated on both public Traffic Guide Panel dataset and our self-

collected ETFLab Text-based Traffic Sign Video Dataset. The overall performance

demonstrates the effectiveness of the proposed system, which can be better adapted

to real-time applications.
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Chapter 1

Introduction

As important components of Intelligent Transportation System (ITS), Advanced

Driver Assistance Systems (ADAS) are intelligent systems embedded inside the vehi-

cle intended to get drivers better informed of traffic situations and aid safe driving.

Among the techniques in the ADAS, Automotive Traffic Sign Detection and Recogni-

tion (ATSDR) system, which is also known as Traffic Sign Recognition (TSR) system,

plays an essential role in autonomous driving [1] and mobile mapping [2].

Traffic signs provide important information to drivers and pedestrians, in warning

about dangerous conditions and limitations of the road and in guiding to find the

way. Traffic signs are designed by regulated laws in different countries. In Ontario,

Canada, road signs conform to Ontario Traffic Manual (OTM) [3], which has been

developed by the Ministry of Transportation of Ontario (MTO) since year of 2000.

OTM covers different aspects of traffic control. For easier identification, different

traffic signs use different shapes, colors, letters and symbols. As shown in Figure 1.1,

there are mainly 4 kinds of traffic signs in Ontario, namely, regulatory signs, warning

signs, temporary conditions signs and information and direction signs.
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(a) Regulatory signs

(b) Warning signs

(c) Temporary condition signs

(d) Information and direction signs

Figure 1.1: Four major kinds of traffic signs in Ontario.

• Regulatory signs: These signs give a direction that must be obeyed. Beside stop

sign (shaped in octagon, has white letters on red background) and yield sign

(shaped in triangle with a red border on a white background), regulatory signs

usually shaped in square or rectangular with black, white or coloured letters

and a white or black background.

• Warning signs: These signs warn dangerous or unusual conditions ahead. Warn-

ing sign are usually diamond-shaped and have black letters or symbols on a
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yellow background.

• Temporary condition signs: These signs warn of unusual temporary conditions

such as construction zones, road work zone and lane closures. The shape of

temporary condition signs are usually in diamond with black letters or symbols

on an orange background.

• Information and direction signs (or Guide signs): These signs guide drivers and

pedestrians about destinations and distances. Guide signs are usually rectan-

gular with white letters on a green and blue background. Other background

colours such as white and brown may guide to services, facilities and attractions.

Based on the shapes, colors, letters and symbols of traffic signs, in research studies,

they are further grouped into two categories, namely, graphics-based (symbol-based)

and text-based traffic signs [4]. Graphics-based traffic signs are regulatory signs,

warning signs and temporary conditions signs. And text-based traffic signs are in-

formation and direction signs. Graphics-based traffic signs are then subcategorized

into different classes such as stop signs, speed limit signs and construction signs. The

main difference between graphics-based and text-based traffic signs is the within class

variation. Sub-classes of graphics-based traffic signs often have fixed shape, uniform

graphical appearance and distinct color. However, it is hard to find two identical

text-based traffic signs on the road.

Figure 1.2 shows a complete TSR system containing 3 main stages, namely, traf-

fic sign detection, traffic sign recognition and traffic sign tracking. Their detailed

functionalities are:

• Traffic sign detection: The first stage for either an image-based or video-based

3
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Figure 1.2: Flowchart of video-based TSR system. Tracking functionality can be
applied either before (orange line) or after (blue line) the recognition stage.

TSR system. The outputs of traffic sign detection stage yield bounding box

level results, which enclose the traffic sign region of interests (ROIs).

• Traffic sign recognition: Recognition stage is the post stage after detection

stage, the traffic sign ROIs will be classified and the characters on the traffic

signs will be recognized.

• Traffic sign tracking: This stage can be either applied before or after recognition

stage, and the input of tracking functionality is the localization information or

the recognition results of traffic sign ROIs, respectively. Traffic sign tracking

is vital especially for video-based TSR system, the detected traffic signs are

associated over the following frames.

1.1 Traffic Sign Detection

As a prerequisite task of traffic sign recognition, a timely and accurate traffic signs

detection functionality is vital and has significant impacts on the performance of

subsequent recognition functionality. Poor performance of detected text-based traffic

4
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sign bounding box areas will result in missing characters in the post recognition stage.

Traffic sign detection is a challenging task mainly due to the following aspects [5],

[6], [7]:

• Within- and across-category variation : Similar signs, different standardization

of signs.

• Complexity of environment: Similar colored objects, uneven lighting, color fad-

ing, weather conditions, damaged or occluded signs and background complexity.

• Interference factors during the image acquisition: perspective distortion, defo-

cused or motion-blur imagery, multi-orientation due to motion and partial or

complete occlusion.

• Variations in text content (text-based traffic signs): Font, color, size, stroke

width and multilingual environment.

In recent years, many existing algorithms have focused on graphics-based traffic

sign detection and achieved promising results on many public datasets, such as the

MASTIF Dataset [8], [9], [10], German Traffic Sign Recognition Benchmark (GTSRB)

[11], German Traffic Sign Detection Benchmark (GTSDB) [12], KUL Belgium Traffic

Signs Dataset (BTS Dataset) [2] and Swedish Traffic Signs Dataset (STS Dataset)

[13]. However, only few research studies have focused on text-based traffic sign de-

tection. As described in [4], this maybe partially caused by the difficulties of the task

itself [14] and insufficient public datasets. Currently, the Traffic Guide Panel Dataset

[15] is the only (partially) public text-based traffic sign dataset benchmark, which

is an image dataset, not a video. Some examples of different datasets are shown in

Figure 1.3.
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(a) (b)

(c) (d)

(e) (f)

Figure 1.3: Example of sample images for public graphics-based and text-based
traffic sign datasets. MASTIF Dataset (a), GTSDB (b), BTS Dataset (c), STS

Dataset (d), Traffic Sign Video Dataset ((e), (f))

6



Ph.D. Thesis – J. Hu McMaster University – Electrical & Computer Engineering

A brief review of traffic sign detection methodologies on both categories of traffic

sign are given in the following.

1.1.1 Graphics-based Traffic Sign Detection

The methods of graphics-based traffic sign detection are divided into four groups:

color-based, shape-based, sliding window-based and ROIs-based methods. The color-

based method usually first converts images to a new color space, such as normalized

RGB [2], YUV [16], HSI [17], improved HLS [18], then relies on a designated color

thresholding or color enhancement of the converted images to extract the ROIs. In

[19], a Color Probability Model (CPM) is proposed to deal with the color information

of graphics-based traffic signs by enhancing the red, blue and yellow colors of traffic

signs and suppressing background colors.

Beside color, shape is another major distinct characteristic for traffic signs, which

is relatively constant, such as, triangle, rectangle, square, octagon and circle. The

shape-based methods commonly use Hough Transform [20], [21], [22] and its variants

[23], [24], [25], radial symmetry voting [26] or corner detection to localize the traffic

signs. Though these two kinds of methods are widely used for traffic sign detection,

they are not robust to complex environment, such as uneven lighting and poor weather

conditions.

Similar to the general object detection, sliding window-based methods use a region

classifier such as AdaBoost [27], [28], [29] to determine whether the current window is

a traffic sign. This kind of method is time-consuming and difficult to find the window

size and aspect ratio. ROIs based method usually contains two steps: the traffic

sign ROIs are extracted first, then filters out non-traffic sign regions with a classifier.
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Compared to sliding window based method, ROIs based method is computationally

faster. To effectively extract the traffic sign ROIs in the first step, methods such as

Maximally Stable Extremal Regions (MSERs) detector [30] and template matching

are used in [14], [31], [32]. The second step can be treated as a classification task,

methods like Support Vector Machine (SVM) clasifier [33], Extreme Learning Machine

(ELM) [34] and Convolutional Neural Network (CNN) [35] are commonly used in

this step. For ROIs based method, it is important to balance the recall rate and the

number of ROIs in the first step, since the missed traffic signs can not be recovered

in the later filtering step and the computational time is related to the number of

extracted ROIs.

1.1.2 Text-based Traffic Sign Detection

Compared to graphics-based traffic sign detection, research explicitly focused on the

detection of text-based traffic signs is limited. Informed by road sign detection in color

video sequence [36], a method to detect texts in text-based traffic signs from videos

was proposed in [37]. The method first defines the geometric relationship between a

moving car and traffic signs by assuming that the traffic sign is on a planar surface

perpendicular to the horizontal ground and that the camera moves along its optical

axis that is roughly horizontal. Then, the orientation of the plane is estimated using

three or more points in two consecutive frames. A multiscale text detection algo-

rithm is proposed on each candidate traffic panel area using edge detection, adaptive

search, Gaussian Mixture Model (GMM) and geometric linear analysis to obtain the

position of a text line and to track it with a feature-based tracking algorithm. In

[38], the blue and white rectangular regions of interests (ROIs) were extracted using
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a color-based segmentation algorithm and Fast Fourier Transform (FFT), then the

four corner points of the rectangular regions were reoriented horizontally to align text

characters. After analyzing the chrominance and luminance, an adaptive segmenta-

tion is carried out, and connected components labeling and position clustering are

done for the arrangement of the different characters on the panel. In [39], the traffic

signs that are located above ground and on the right side of the road are separated

into two independent regions of interest. Then, the blue and white traffic panel re-

gions were extracted for every single image based on color segmentation and Bag of

Visual Words (BOVW) approach [40], and then classified the regions using classifiers,

which was trained by support vector machines [33] or Näıve Bayes [41]. In [14], the

pinhole camera model is used to restrict the search areas of the traffic sign in the

detection stage. Then the potential text-based traffic sign candidates are detected in

the defined search region based on the combination of MSERs detector and HSV color

thresholding. Finally, the false positive regions are eliminated with the temporal and

structural information.

Recently, with the intense power of deep learning, some text-based traffic sign

detection methods have achieved promising results. In [15], a Cascaded Localization

Network (CLN) is proposed to detect text-traffic sign candidates in the first stage, and

then to locate text regions and eliminate the false alarm in the second stage. In [42],

the traffic sign ROIs are extracted using MSERs algorithms in gray and normalized

RGB channels, and then the regions are classified into different classes, including both

graphics-based and text-based traffic signs by their proposed multi-task convolutional

neural network. In [4], a text-based traffic signs detection algorithm was proposed
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based on cascaded segmentation detection networks, which can achieve the state-of-

the-art 0.9 precision with a computational speed of 0.15 seconds per frame.

1.1.3 Scene Text Detection

Many recent works on text-based traffic sign detection originated from scene text

detection [43], [44], [45], [46], [47], [48], [49]. Some comprehensive surveys on scene

text detection can be found at [7], [50]. The methods for scene text detection can be

roughly divided into three groups, namely, sliding window-based method, connected

component-based (CC-based) method, and deep learning-based method. The sliding

window-based method uses multi-scale windows to move across the image to localize

the high confidence text regions [51], [52], [53]. The main challenges of this method

are training a powerful classifier by discriminative features and the heavy computation

time caused by a large number of scanning window. Unlike the sliding window-based

method, the connect component-based (CC-based) method is more efficient. CC-

based method assumes that the characters in the image generate connected compo-

nents. And the pixels in the same CCs have the same properties, such as stroke width,

pixel intensity and grayscale level. The total number of the connected components is

much less than the scanning windows so that it will take shorter computational time.

Two representatives in this category are Stroke Width Transformation (SWT)-based

method [46] and Maximally Stable Extremal Regions (MSERs)-based method [30].

SWT-based method utilizes the property that local characters have uniform stroke

width to filter out false alarms [54]. The MSERs-based method uses the uniformity

of the pixel intensity of the text stroke. The advantage of using the MSERs-based

method is that it is fast and able to handle images even in low resolutions and contrast.
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Many works [55], [56], [57] were inspired by SWT and MSERs methods. Recently,

taking advantage of both deep learning algorithms and strong computational power

of GPUs, originating from SSD [58] and TextBoxes [59], deep learning-based method

treats the text detection problem as a regression problem by assuming text region to

be a common category of objects such as cars and have achieved the most promising

result [53], [59], [60], [61], [62].

1.2 Traffic Sign Tracking

Traffic sign tracking stage is vital especially for video-based TSR systems, which

provide more valuable information than detecting signs in single image. The tracking

functionality can be either applied before or after the recognition module. When

recognition stage is applied before tracking stage, the recognition results are used

for data association in later tracking stage. Otherwise, the detection results are

used in the tracking stage. Same traffic sign in the video sequence will be assigned

a unique id, and hence the number of repeated recognition for same traffic sign is

reduced. Compared to traffic sign detection and recognition, only a few approaches

have been studied in traffic sign tracking. In [63], a road sign tracking method is

proposed by using continuous adaptive mean shift (cam-shift) method. In [64], a

detected traffic sign is tracked using a simple motion model and temporal information

propagation. Then, the results of the individual frame are fused for more robust

detection. The works in [36], [65], [66] track the detected traffic signs by using a

kalman filter [67], a credible result is achieved by deleting the detections that cannot

be identified for consecutive frames. The kalman filter based tracker is used to reduce

the computational load in detection stage and fuse the results from consecutive frames
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to get better classification performance in [36], and improve a pre-trained off-line

trained detector with an on-line updated detector in [68]. In [69], a Tracking-Learning-

Detection (TLD) framework is adopted to track the recognized signs in real time to

provide enough information for driver assistance function.

A good traffic sign tracking algorithm should have the following aspects. First,

the tracker can track the detected traffic sign with only one detection (i.e. when the

object is initially detected). Second, the running time of tracking algorithm should be

fast enough to achieve real time application. Third, the algorithm should be able to

handle miss detection in between frames and robust to occlusion. Forth, the tracker

should be able to delete the traffic sign when it moves outside the field of view (FOV).

1.3 Theme and Objectives of Dissertation

In compliance with the terms and regulations of McMaster University, this disserta-

tion has been assembled by three articles in a sandwich thesis format. These articles

represent the independent research work of the author of this dissertation, Jianfeng

Hu.

The articles in the dissertation focuses on building a framework for multiple text-

based traffic signs detection and tracking in video. The objectives of the thesis are

the following:

• To propose a kinematic automotive motion model, which mathematically details

the spatial relationship between traffic signs and different kinematic vehicles

motion models. (Paper I)

• To fuse the information from the front camera as well as other on-board data
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source such as rotation of the wheels and vehicles directional information or

environmental/weather conditions. (Paper I, II, III)

• To propose an efficient CPU-based non-deep learning text-based traffic signs

detector. (Paper II)

• To provide a fast and accurate data-driven text-based traffic signs detection

approach and a low cost data acquisition method. (Paper III)

• To develop a text-based traffic signs detection and tracking framework for real-

time application, which yields highly accurate detection results and at a signif-

icantly reduced computational cost. (Paper III)

1.4 Related Publications

• J. Hu, R. Tharmarasa, R. Lee, and T. Kirubarajan, ”Localization of Text-

based Traffic Signs Using a Kinematic Automotive Model”, Submitted to IEEE

Transactions on Intelligent Transportation Systems, 2020.

• J. Hu, R. Tharmarasa, R. Lee, and T. Kirubarajan, ”Text-based Traffic Sign

Detection in Video using Kinematic Automotive Model”, To be submitted to

IEEE Transactions on Intelligent Transportation Systems, 2021.

• J. Hu, R. Tharmarasa, R. Lee, and T. Kirubarajan, ”A Framework for Text-

based Traffic Sign Detection and Tracking in Video”, To be submitted to IEEE

Transactions on Intelligent Transportation Systems, 2021.
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Chapter 2

Localization of Text-based Traffic

Signs Using a Kinematic

Automotive Model

2.1 Abstract

As a crucial component of Advanced Driver Assistance Systems (ADAS), traffic sign

detection and tracking play essential roles in the Traffic Sign Recognition (TSR)

module. Many algorithms have proposed for the detection of graphics-based traffic

signs, but only a few have focused on text-based traffic signs. Existing state-of-the-

art algorithms, which are usually based on deep learning methods, have achieved

good detection results with near real-time performance on high-end graphical pro-

cessing units. However, these approaches are not yet ready for real consumer-level

TSR systems mainly because of their high cost. In urban traffic scenarios, detecting

text-based traffic signs are challenging due to the complex environment, where the
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kinematic states of vehicles and the spatial relationships between vehicles and traffic

signs need to be modelled and estimated. In this Chapter, we propose a kinematic

automotive model, which details the spatial relationship between traffic signs and a

moving vehicle. In addition, we propose a new text-based traffic sign localization

algorithm, which can predict the position of traffic signs after detecting them in two

frames and obviate the need for the computationally expensive detection process in

every frame. The proposed algorithm yields an Intersection over Union Threshold

(IoUT) of at least 0.8 and 0.5 in the following 10 and 20 frames, respectively. The

computational time of our approach is only 0.012s per frame for a 1080p video in

Python 3.7 on a PC with i7-7700K CPU running at 4.20 GHz with 16 GB RAM. The

prediction results from our localization algorithm can be used as detection results

by applying machine learning-based detection on some key frames, which reduces

the computational complexity even further. Furthermore, the proposed algorithm

is robust to the changes in the external environment such as uneven lighting and

occlusion.

2.2 Introduction

As essential components of intelligent transportation systems (ITS) [70], advanced

driver assistance systems (ADAS) [71] are intended to aid safe driving and to in-

crease general road safety. In ADAS, the traffic sign recognition (TSR) module is an

important feature since traffic signs contain valuable information that can be used

for guidance. Generally, traffic signs can be categorized into two groups [4], namely,

graphics-based and text-based traffic signs. Graphic-based traffic signs usually pro-

vide environmental information, such as school or construction zone, speed limits [72],
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icy or windy road signs, etc. Text-based traffic signs often provide destination details,

which are crucial pieces of information when the GPS or mobile signal is poor.

A typical TSR system has three different functionalities, namely, traffic sign de-

tection, tracking, and recognition [68], [69]. As the first step in a TSR module, the

timely and accurate detection of traffic signs has a significant impact on the sub-

sequent recognition and tracking functionalities. Traffic signs are not amenable for

perfect detection due to many challenging interior and exterior conditions [7]. Com-

pared with the interior conditions such as variations in character font, color, size

and multilingual nature, exterior conditions such as complexity of the background,

uneven lighting [21], perspective distortion, defocused or motion-blur imagery, multi-

orientation [2] due to motion and partial or complete occlusion are more challenging

[73]. Many algorithms for traffic sign detection have been proposed in the literature

with promising results on many public datasets, such as the MASTIF dataset [8] and

the German Traffic Sign Detection Benchmark (GTSDB) [12]. However, only a few

works have focused on text-based traffic sign detection and tracking. Comprehen-

sive surveys on text-based sign detection can be found at [7], [50]. Compared to the

graphics-based traffic signs [29], [69], [74], [75], [76], text-based traffic signs often lack

attributes such as color, shape, size and uniformity in visual appearance [39]. Thus,

techniques that have been shown to work well on graphics-based traffic signs [19]

may not be effective in text-based traffic sign detection and tracking. Most recent

works on text-based traffic sign detection originated from scene text detection [43],

[44], [45], [46], [47], [48], [49]. Among the many techniques proposed for scene text

detection, machine/deep learning-based methods are the most promising [53], [59],

[60], [61], [62].
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The main drawback of machine learning-based methods is the computational cost.

In real-time applications, there is often a trade-off between detection accuracy and

processing time. In [4], a detection algorithm based on cascaded segmentation detec-

tion networks, which can achieve 0.9 Precision but requires 0.15 seconds per frame is

proposed. The major limitations of this algorithm are the high computational cost

and the inability to detect traffic signs in every frame of the video. Down-sampling

of frames to improve detection speed is a possibility. Also, with traffic sign tracking

in videos, there is a correlation between frames, which can be exploited to make sign

detection more efficient. The kinematic status of moving cars and the spatial rela-

tionship between them and the traffic signs can be modelled and used for text-based

traffic signs detection.

In [36], a kinematic visual model for recognizing circular, triangular and octagonal

road signs such as stop signs is introduced. An approximate visual model is used

to predict the size and the position of a sign in the video. In [37], the geometric

relationship between a moving car and traffic signs is defined by assuming that the

traffic sign is on a planar surface perpendicular to the horizontal ground and that the

camera moves along its optical axis that is roughly horizontal. Then, the orientation

of the plane is estimated using three or more points in two consecutive frames. A

multiscale text detection algorithm is proposed on each candidate traffic panel area

using edge detection, adaptive search, Gaussian Mixture Model (GMM) and geometric

linear analysis to obtain the position of a text line and to track it with a feature-based

tracking algorithm. In [39], the traffic signs that are located above ground and on

the right-side of the road are separated into two independent regions of interest. In

[14], the pinhole camera model is used to restrict the search areas of the traffic sign
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in detection, and then text-based traffic sign candidates are detected and matched to

those previous frame.

To sum up, accurate modelling of the kinematic relationship between moving

vehicles and traffic signs can help address many challenging problems such as occlusion

and motion blurriness and reduce false alarms in detection. Existing methods have

four main issues: 1) Most methods were developed specifically for graphics-based

traffic signs. Text-based traffic signs pose different challenges that have not been

addressed in the literature. 2) Most methods focus on detecting traffic signs in single

images. That is, they do not take advantage of the spatio-temporal correlation in

videos. 3) Detection of traffic signs in every frame is computationally burdensome

in real-time applications, and often unnecessary. 4) Existing TSR algorithms only

use the camera sensor. The information from on-board data sources such as wheel

rotation and motion direction are not used. These limitation provide the motivation

for our work in this Chapter.

To better adapt to real-time application and to changes in the environments such

as uneven lighting and occlusion, in this Chapter, we propose a text-based traffic sign

localization algorithm. Our work proposes a more detailed and accurate kinematic

automotive model with better approximation and fewer assumptions than in the

previous work in [37]. The main contributions of our work are as follows: 1) We

develop a traffic sign localization algorithm, which details the spatial relationship

between traffic signs and different kinematic vehicles motion models. 2) The proposed

kinematic model can be further integrated into the current TSR modules and traffic

sign tracking algorithms. 3) The proposed algorithm uses the information from the

front camera as well as other on-board data source such as rotation of the wheels
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and vehicles directional information. 4) Our work yields highly accurate localization

results and at a significantly reduced computational cost. From the experiential

results on real video data, the prediction results of our algorithm have a Precision of

1.0 with Intersection over Union Threshold (IoUT) greater than 0.8 and 0.5 for the

following 10 and 20 frames, respectively. The computational time of our approach

is only 0.012s per frame for a 1080p video in Python 3.7 on a PC with i7-7700K

CPU running at 4.20 GHz with 16 GB RAM. Thus, the proposed algorithm can be

used to substitute existing algorithms and integrated into tracking algorithms at a

significantly reduced computational cost.

The structure of the Chapter is as follows. In Section 2.3, a brief review of the

camera model is given first. Then, the details of the kinematic automotive model

and the proposed traffic sign localization algorithm are presented. Experimental and

evaluation results are presented and compared with the state-of-the-art text-based

traffic sign detection algorithms in Section 2.4. Finally, conclusions are discussed in

Section 2.5.

2.3 Traffic Sign Localization Problem Formulation

The computational cost of detecting and recognizing text-based traffic signs in every

frame in real-time is too high. Unpredictable changes such as uneven light in the envi-

ronment makes detection even harder and less accurate. In this section, we propose a

traffic sign localization algorithm to predict text-based traffic signs in video sequence,

which obviates the need for detection in every frame and reduces the computational

cost.

To facilitate text-based traffic sign tracking, the kinematic states of a vehicle as
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well as the spatial relationship between the vehicle state and a stationary traffic sign

need to be modelled properly. A camera model is used to establish the mapping from

a 3D scene to a 2D camera image plane.

Figure 2.1: Projection of 3D information to 2D with a pinhole camera model.

A pinhole camera model [14], [37] is commonly used to mathematically formulate

the projection relationship between the 3D world and the 2D camera image. As illus-

trated in Figure 2.1, denoted by H, h, f, S are the real-world object height, projected

object height on the camera image, camera focal length and the distance between the

camera and the object in real-world, respectively. Under the pinhole camera model

[77], we have

h

f
=
H

S
(2.3.1)

where f is a predefined parameter of the camera, h is measured in pixels, and H and

S are unknown values.
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2.3.1 Proposed System

In a 2-dimensional coordinate system, the localization of traffic signs in images can be

achieved by applying a deep learning-based traffic sign detection algorithm. However,

detecting traffic signs in every frame is burdensome and sometimes unnecessary. By

taking advantage of the spatio-temporal correlation in videos, the kinematic states

of a vehicle and the spatial relationship between the vehicle state and a stationary

traffic sign over time can be used in a 3-dimensional coordinate system.

The architecture of the proposed text-based traffic sign localization algorithm is

shown in Figure 2.2. The detection begins at t0, and stops when the same sign (target)

is detected the second time at tk (k|k ∈ Z, k ≥ 1). We first consider the possibility

of miss detection during the interval t0 to tk. The probability of detecting the second

time in frame k depends on the nominal probability of detection Pd. Then,

Pr(k = N) = Pd · (1− Pd)N−1 (2.3.2)

For example, if Pd = 90%, the probability of the second detection when k = 1 is 90%,

k = 2 is 9% and k > 2 is the remaining 1%. The proposed localization algorithm

consists of two stages, namely, estimation and prediction. After detection, during the

estimation stage, the improved kinematic automotive model of these two detected

frames t0 and tk is used to estimate the distance between camera and the traffic sign.

This is followed by the prediction stage to calculate the position of this traffic sign

in the next frame at time tk+1. From time tk+1, the position information from the

current and the previous frame is used, and the estimation and prediction steps are

called recursively. In our proposed algorithm, we assume that we know the moving

21



Ph.D. Thesis – J. Hu McMaster University – Electrical & Computer Engineering

distance (or speed) and the turning direction in every frame from on-board sensors.

This assumption can be relaxed by estimating these values in real-time, which is the

focus of our upcoming Chapters.

Figure 2.2: Architecture of the proposed text-based traffic sign localization
algorithm.

2.3.2 Assumptions

With the knowledge of the traffic sign position from the two detected frames and the

on-board sensor information of moving distance and direction in each frame, our goal

is to fuse these information and predict the sign position in the subsequent frames.

The kinematic state of a moving vehicle will be used to fuse this information. The

motion of a forward-moving car can be described using different motion models [37],

including straight line motion, lane changing and turning case. In all these cases, we

make the following two assumptions:

1) The camera is moving alongside its optical axis, which is parallel to the ground
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or road.

2) The text-based street sign lies on a planar surface that is perpendicular to the

horizontal ground.

The first assumption is very close to the real-world scenario when we neglect

the vibration of a moving camera. The second assumption is not limiting, as we

demonstrate with real data. When moving close to an object in the 3D world, the

projection area in the 2D video sequence is focused. Figure 2.3 shows the different

positions and sizes of the same object in two consecutive frames t0 and t1. The simple

(ideal) case is when the center of the object lies on the camera optical axis as shown

in Figure 2.3 (a). In this situation, when the camera moves along its optical axis, the

position of the object center in the image stays the same. However, this case is not

practical in real traffic. Figure 2.3 (b) illustrates a more common scenario where the

text-based road sign changes between the two frames in a forward-moving scenario.

Figure 2.3: Different object positions and sizes in two consecutive frames t0 (black)
and t1 (blue) in camera view. (a) central case (b) non-central case

2.3.3 Kinematic Automotive Model Formulation

The physical relationship between a forward moving car and a traffic sign is shown

in Figure 2.4. Here we have two coordinate systems for each time step tn, namely,
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Figure 2.4: The geometric relationship across two consecutive frames at times tn
and tn+1 and the traffic-sign and its camera image.

a real-world traffic sign 3-dimensional coordinate system OtnX tnY tnZtn and a pro-

jected image plane 2-dimensional coordinate systems otnxtnytn . The 3-D traffic sign

coordinate system is actually a 2-D plane because of the planar surface assumption.

Theoretically, the size of the traffic sign plane is infinite, and the size of image plane

is defined by the camera with width w and height h. The X-axis is horizontal and

parallel to the horizon, Y -axis is vertical and the Z-axis is the camera optical axis.

Also, otn is the origin of the image plane coordinate system and Otn is the inter-

section of the optical axis and the traffic sign plane at time tn. Thus, for any n

(n|n ∈ Z, n ≥ 0), points otn , otn+1 , Otn and Otn+1 are on the same line in the forward

moving case. In Figure 2.4, P1, P2, P3 and P4 are the four corner points (key points)

of a text-based road sign on the real-world traffic sign plane, while P tn
i : (X tn

i , Y
tn
i )

and ptni : (xtni , y
tn
i ) (i = 1, 2, 3, 4) are their coordinates on the traffic-sign plane and the

coordinates of their corresponding projection points on the image plane at time tn,

respectively. The camera’s focal length f is the a known parameter, and its value is

not needed in the algorithm in the forward-moving case. Denote by Stn the distance
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between the traffic-sign plane and the image-plane along optical axis Z, and by dtn

the moving distance from time tn−1 to tn, where dtn is known, usually calculated from

rotation times of the wheels. However, in implementing the proposed algorithms in

this Chapter, the estimated distance d̂tn is obtained by multiplying the velocity value

vtn read from the speedometer in the time interval (tn − tn−1). Here, the velocity

is assumed constant between two consecutive frames in view of high frame rates.

(e.g. 0.0417 seconds for a 24 fps video). In this Chapter, without loss of generality,

the constant velocity dynamic model is used to formulate the kinematic automotive

model, which assumes the velocity is constant in sampling given time interval. Note

that other motion models such as nearly constant acceleration or coordinated turn

[67] can be handled by our algorithm.

Straight Line Motion

In the straight line motion case, the optical axis Z is perpendicular to both the real-

world sign plane OtnX tnY tn and the image plane otnxtnytn at every time tn. Then, the

traffic-sign plane does not change with time (i.e. the turning angle θ is 0◦). Figure

2.5 (a) illustrates the moving direction of points on the traffic sign in camera’s view,

and the derivation of the moving direction of points is given in the Section 2.6. The

knowledge of the moving directions of objects in the camera’s view can help reduce

the search region for detection and filter out false alarms. Note that no traffic sign

plane can appear in the shaded area shown in Figure 2.5 (a) [14].

For convenience, here we only consider a single point P : (X, Y ) on the traffic

sign. With the spatial relationship shown in Figure 2.5 (b), the same traffic sign is

detected at time t0 and tk (k ≥ 1), and the sign may not be detected in any frame
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Figure 2.5: Straight line motion case. (a) Moving directions of points on the
traffic-sign in camera’s view (b) Kinematic model of straight line motion case in

bird’s view

between time t0 and tk. Here, pt0 : (xt0 , yt0) and ptk : (xtk , ytk) are projection points

of P on the image plane ot0xt0yt0 and otkxtkytk , respectively, which are known. Our

goal is to locate the projection point of P from time tk+1.

From the pinhole camera model in (2.3.1), we get

X

xt0
=

Y

yt0
=
St0

f
(2.3.3)

X

xtk
=

Y

ytk
=
Stk

f
(2.3.4)

where xt0 , yt0 , xtk and xtk are known and f is the camera’s focal length parameter.

Later, we will show that it is not necessary to know f in the straight line motion case.

Since the moving distance dk from t0 to tk is also known, we have

St0 = Stk + dk (2.3.5)

where dk =
∑k

i=1 d
ti =

∑k
i=1(v

ti · (ti − ti−1))

Substituting (2.3.3) and (2.3.4) into (2.3.5), we get our plane distance at time tk

as
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StkX =
−dk

1− xtk
xt0

(2.3.6)

StkY =
−dk

1− ytk

yt0

(2.3.7)

where both 1− xtk
xt0

and 1− ytk

yt0
are both than zero, since |xtk | > |xt0| and |ytk | > |yt0|,

and the proof is given in the Section 2.6.

Equation (2.3.6) is obtained by eliminating X and (2.3.7) is obtained by elimi-

nating Y from (2.3.3), (2.3.4) and (2.3.5). Ideally, these two values should be equal.

However, considering sensor noise and truncation errors that may affect the accuracy

of estimation, we take the average of these two to get our estimated planar distance

as

Ŝtk =

(
−dk

1− xtk
xt0

+
−dk

1− ytk

yt0

)
/2 (2.3.8)

Substituting (2.3.8) back into (2.3.4), we have the estimated coordinates of point

P on the traffic-sign plane as

X̂ =

(
−dk

1− xtk
xt0

+
−dk

1− ytk

yt0

)
xtk

2f
(2.3.9)

Ŷ =

(
−dk

1− xtk
xt0

+
−dk

1− ytk

yt0

)
ytk

2f
(2.3.10)

From the camera model, at time tk+1 we have

X

xtk+1
=

Y

ytk+1
=
Stk+1

f
(2.3.11)

27



Ph.D. Thesis – J. Hu McMaster University – Electrical & Computer Engineering

with moving distance dtk+1 from tk to tk+1, we have

Stk = Stk+1 + dtk+1 (2.3.12)

From (2.3.9), (2.3.10), (2.3.11) and (2.3.12), we get our predicted coordinates of

projection point ptk+1 on the image plane as

x̂tk+1 =
Ŝtkxtk

Ŝtk − dtk+1

=

(
−dk

2− 2xtk

xt0

+ −dk

2− 2ytk

yt0

)
xtk(

−dk

2− 2xtk

xt0

+ −dk

2− 2ytk

yt0

)
− dtk+1

(2.3.13)

ŷtk+1 =
Ŝtkytk

Ŝtk − dtk+1

=

(
−dk

2− 2xtk

xt0

+ −dk

2− 2ytk

yt0

)
ytk(

−dk

2− 2xtk

xt0

+ −dk

2− 2ytk

yt0

)
− dtk+1

(2.3.14)

We can further use (2.3.13) and (2.3.14) to recursively predict the coordinates of

the projection point after tk+2. If |x̂tk+1| is larger than w/2 or |ŷtk+1| larger than h/2,

we know that the projection point ptk+1 is no longer on the image plane.

Lane Changing and Turning

The moving trajectory of the vehicles in the lane changing and turning cases are shown

in Figure 2.6. The main difference between moving straight and lane changing or

turning is in the turning angle θ. In the latter cases, with a non-zero angle parameter

θ, the optical axis is no longer perpendicular to the traffic-sign plane, and the image

planes in two consecutive frames are not parallel. Furthermore, all points on the

traffic sign may not be on the same planar plane. These lead to the changes in the
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Figure 2.6: Moving trajectories in the lane changing and turning cases. (a) Turning
(b) Lane changing

traffic sign plane at every time step. In contrast to the situation with the straight line

motion, the direction of the optical axis Z keeps changing with time, so the origin

of the traffic-sign plane is changing as well. Then, any two points with different

horizontal coordinates will not share the same traffic-sign plane. Here, we define θtn

as the direction change between tn−1 and tn. Since the time interval between two

consecutive frames is tiny, we neglect the variation in θ within each time interval.

Also we assume that the direction of the vehicle’s velocity is tangential to the moving

trajectory.

The spatial kinematic model in the line changing or turning case is given in Figure

2.7. From this geometric relationship, one can see that, although all projection points

share the same image plane at same time step, they are not projected from the

same traffic-sign plane. The ground truth of moving distance d is a curve, and we

approximate it here with a straight segment at every time step.
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Figure 2.7: Kinematic model in the lane changing and turning cases.

2.3.4 Algorithm Description

We divide the localization process into two steps: 1) Estimating the distance between

the image plane and the traffic-sign plane and estimating the coordinates of the

traffic sign on the traffic-sign plane by using two consecutive frames with detections.

2) Predicting the coordinates of the traffic sign on the image plane recursively to the

subsequent frames .

Estimation Stage

Consider a single point P : (X, Y ) on the traffic sign. Assume that the same traffic

sign is detected at times t0 and tk (k ≥ 1). Thus, the values of pt0 : (xt0 , yt0) and
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ptk : (xtk , ytk) are known. From the camera model in (2.3.1), we get

X t0

xt0
=
Y t0

yt0
=
St0

f
(2.3.15)

X tk

xtk
=
Y tk

ytk
=
Stk

f
(2.3.16)

where (X tn , Y tn) are the coordinates of the traffic sign on the traffic-sign plane and

Stn is the distance between image plane otnxtnytn and traffic sign plane OtnX tnY tn at

time tn.

Since the turning angle θ affects only the horizontal axis, we have

Y t0 = Y tk (2.3.17)

Figure 2.8: Illustration of the kinematic geometric relationships in the estimation
step.
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From the kinematic geometric relationship shown in Figure 2.8, we have

Stk = (St0 −X t0 tan θk) cos θk − dk (2.3.18)

X tk = (Stk + d) tan θk +
X t0

cos θk
(2.3.19)

where dk =
∑k

i=1 d
ti =

∑k
i=1(v

ti · (ti− ti−1)) is the approximate moving distance from

time t0 to the tk, and θk =
∑k

i=1 θ
ti is the directional difference between times t0 and

tk. Thus, the smaller the value of k, the better the estimation results will be.

To predict the traffic sign position on the image plane to time instants beyond

tk+1, we need to know (X tk , Y tk) and Stk . Substituting (2.3.15), (2.3.16) and (2.3.19)

into (2.3.18), we get

Ŝtk =
d (−1− f sin θk cos θtk

xt0
+ sin2 θk)

1− (x
tk cos2 θk

xt0
− f sin θk cos θk

xt0
− xtk sin θk cos θk

f
+ sin2 θk)

(2.3.20)

Substituting (3.3.8) back into (2.3.16) we get

X̂ tk =
d(−1− f sin θk cos θk

xt0
+ sin2 θk)

1− (x
tk cos2 θk

xt0
− f sin θk cos θk

xt0
− xtk sin θk cos θk

f
+ sin2 θk)

· x
tk

f
(2.3.21)

Ŷ tk =
d(−1− fx sin θk cos θk

xt0
+ sin2 θk)

1− (x
tk cos2 θk

xt0
− f sin θk cos θk

xt0
− xtk sin θk cos θk

f
+ sin2 θk)

· y
tk

f
(2.3.22)

Prediction Stage

From the camera model equation in (2.3.1), we get

X tk

xtk
=
Y tk

ytk
=
Stk

f
(2.3.23)
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X tk+1

xtk+1
=
Y tk+1

ytk+1
=
Stk+1

f
(2.3.24)

Since the turning angle θ affects only horizontal axis, we have

Y tk+1 = Y tk (2.3.25)

Figure 2.9: Illustration of the kinematic geometric relationship in the prediction
step.

From the kinematic geometric relationship shown in Figure 2.9, we have

Stk+1 = Stk cos θtk+1 −X tk sin θtk+1 − dtk+1 (2.3.26)

X tk+1 = (Stk+1 + dtk+1) tan θtk+1 +
X tk

cos θtk+1
(2.3.27)

where dtk+1 = vtk+1(tk+1 − tk), which is the approximate moving distance from time
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tk to tk+1, and θtk+1 is the directional difference between time tk and tk+1.

Substituting (3.3.13), (3.3.14) (3.3.15) into the (3.3.12) we get

x̂tk+1 =
(Stk sin θtk+1 −X tk sin θtk+1 tan θtk+1 + Xtk

cos θtk+1
)f

Stk cos θtk+1 −X tk sin θtk+1 − dtk+1
(2.3.28)

ŷtk+1 =
Y tkf

Stk cos θtk+1 −X tk sin θtk+1 − dtk+1
(2.3.29)

Details of the proposed text-based traffic sign localization algorithm are given in

Algorithm 1.

Algorithm 1: Text-based traffic sign localization algorithm description

Data: vtk and θtk : velocity and directional information for every frame k at
time tk, k ≥ 0

M : the number of corner/key points for the text-based traffic sign,
initial detection: same traffic sign is detected at time t0 and tk, p

t0
m : (xt0m, y

t0
m),

and ptkm : (xtkm, y
tk
m), m = 1, 2, ...,M

1 i = k;
2 while not out of plane do
3 if k ≥ 2 then

4 dti = dk =
∑k

n=1 d
tn , θti = θk =

∑k
n=1 θ

tn , p
ti−1

j = pt0j ;

5 end
6 for j = 1 to M do
7 calculate P ti

j : (X ti
j , Y

ti
j ) and StiPj

by calling function

estimation(p
ti−1

j , ptij , θ
ti , dti) ← using estimation model equation in

(3.3.8), (3.3.9) and (3.3.10);

8 calculate p
ti+1

j : (x
ti+1

j , y
ti+1

j ) by calling function

prediction(ptij , P
ti
j , S

ti
Pj
, θti+1 , dti+1) ← using prediction model equation

in (3.3.16) and (3.3.17);

9 end
10 Draw polygon (corner points pti+1) on frame i+ 1 at time ti+1;

11 end
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2.4 Performance Evaluation and Discussions

2.4.1 Dataset

In the literature, the two recent text-based detection algorithms in [4] and [15] are

evaluated based on the Traffic Guide Panel dataset [15]. The Traffic Guide Panel

dataset is a benchmark dataset containing 3,841 images in total (2,315 images contain

highway guide panels and 1,526 contains no traffic signs). However, this public text-

based traffic sign dataset is only for detection benchmarking, not localization.

There is no public video dataset available for text-based traffic signs with known

moving distance (d) and direction (θ) for every frame. To evaluate the effectiveness of

our proposed traffic sign localization algorithms, we collected a representative dataset

called the ETFLab Text-based Traffic Sign Video Dataset (ETFLab-TTSVD). Our

video dataset is collected using a fixed camera mounted on the interior of the wind-

shield. The videos are captured with 1080p (1920x1080) resolution at 24 frame per

second rate (fps) for a duration of one second each. Thus, there are 24 frames in

one video. There are 30 videos in total and each video contains at least 1 text-based

traffic sign on the highway. The speed and the turning angle are roughly constant in

each video. The focal length of the camera is fixed at 24 mm. Our video dataset is

available from [78].

2.4.2 Evaluation Metrics

The evaluation metric we use to measure the performance of our proposed algorithm

is Intersection over Union (IoU) [4], which is commonly used in the area of object

detection and segmentation. IoU measures whether the predicted bounding box is
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true or false. It is defined as

IoU =
Intersection(G,P )

Union(G,P )
(2.4.1)

where G is the ground truth bounding box and P is the predicted bounding box. The

predicted result is normally considered good, if IoU is larger than 0.5 [7], [73]. Then,

we calculate the Precision, Recall and Fmeasure, which are defined as [4]

Precision =
TP

TP + FP
(2.4.2)

Recall =
TP

TP + FN
(2.4.3)

Fmeasure =
2 · Precision · Recall

Precision + Recall
(2.4.4)

where TP, FP and FN are the true positive, false positive and false negative (miss)

rates respectively . Since our method is a one-to-one prediction algorithm, there is no

false negative, the value of Recall is constant at 1.0. To further test if the predicted

results are accurate enough for post recognition functionality, we set the IoUT to 0.8.

2.4.3 Experimental Details and Overall Results

We implemented our proposed algorithm, which is described in Algorithm 1 in the

Python 3.7 language on a PC with i7-7700K CPU running at 4.20 GHz with 16 GB

RAM. We tested both the straight line motion and turning cases when the value of k

is 1 and 2. The resulting IoU values are shown in Figure 2.10. The IoU of prediction

results with straight line motion are greater then those with turning for both k = 1

and 2. Their corresponding Precision, Recall and Fmeasure results for the following 10
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(a) Straight line motion, k = 1 (b) Straight line motion, k = 2

(c) Turning, k = 1 (d) Turning, k = 2

Figure 2.10: IoU performance with straight line motion and turning for k = 1 and
k = 2.

and 20 frames are given in Tables 2.1 and 2.2, respectively, with IoUT = 0.5.

Figure 2.10 (a), (b) and Table 2.1 show that, with straight line motion, the pro-

posed text-based traffic sign localization algorithm can achieve 100% in Precision,

Recall and Fmeasure for the next 20 frames when k is 1 or 2. With turning, as shown

in Figure 2.10 (c), (d) and Table 2.2, the proposed localization algorithm can achieve

100% in Precision, Recall and Fmeasure for the following 20 frames when k = 1 and

for the following 10 frames when k = 2. However, for the following 20 frames when

k = 2, Precision, Recall and Fmeasure values are only 60%, 100%, 75%, respectively.
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Table 2.1: Precision, Recall and Fmeasure with straight line motion (IoUT = 0.5)

Straight line motion Precision Recall Fmeasure

10 frames, k = 1 1.0 1.0 1.0
10 frames, k = 2 1.0 1.0 1.0
20 frames, k = 1 1.0 1.0 1.0
20 frames, k = 2 1.0 1.0 1.0

Table 2.2: Precision, Recall and Fmeasure with turning (IoUT = 0.5)

Turning Precision Recall Fmeasure

10 frames, k = 1 1.0 1.0 1.0
10 frames, k = 2 1.0 1.0 1.0
20 frames, k = 1 0.9 1.0 0.95
20 frames, k = 2 0.6 1.0 0.75

Over time, the drop rate of IoU is much faster in the turning case when k = 2 than

the other three cases.

If a detection is missed during the initial detection stage, the prediction per-

formance is greatly affected in the turning case. After initial detection, since the

proposed localization algorithm is independent of the camera parameter, it can suc-

cessfully handle many challenging situations such as uneven lighting and occlusion.

Examples of the predicted and ground truth bounding boxes for both cases when

k = 1 are given in Figures 2.11 and 2.12.

We compare our prediction results with those of existing text-based traffic sign

methods in Table 2.3. In [4], a cascaded segmentation-detection framework for text-

based traffic sign detection was presented with significant improvement in Precision,

Recall and Fmeasure compared to the other deep-learning based methodologies pro-

posed in [15], [53]. Consider the first 10 following frames and the following 20 frames

when k = 1, the Precision, Recall and Fmeasure values of our prediction are better than

those of the state-of-the-art detection results in [4]. The computational time with
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Figure 2.11: Results of traffic-sign position prediction with straight line motion
when k = 1. Ground truth bounding box in yellow and predicted bounding box in

magenta.

Figure 2.12: Results of traffic-sign position prediction with turning when k = 1.
Ground truth bounding box in yellow and predicted bounding box in magenta.
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CPU only is 0.012s for a 1080p resolution image, which is one tenth of the fastest

existing GPU-based implementation in [4]. This means that in real application it

is possible to have 4 detections and more than 30 localizations in one second. Our

proposed algorithm is implemented using the Python language, and faster runtimes

can be achieved with C++ and GPU implementations.

Table 2.3: Precision, Recall, Fmeasure, and running times of different text-based
traffic sign methods. (IoUT = 0.5)

Method Precision Recall Fmeasure Time(s) Device
Epshtain et al. [46] 0.35 0.41 0.38 2.51 CPU

Gómez and karatzas [45] 0.46 0.53 0.49 1.32 CPU
Jaderberg et al. [53] 0.59 0.71 0.64 4.53 GPU&CPU

Rong et al. [15] 0.73 0.64 0.68 0.16 GPU
Zhu et al. [4] 0.90 0.87 0.88 0.15 GPU&CPU

Ours (10 frames) 1.00 1.00 1.00 0.012 CPU
Ours (20 frames, k = 1) 0.95 1.00 0.97 0.012 CPU

Ours (20 frames, turn, k = 2) 0.6 1.00 0.75 0.012 CPU

Furthermore, as shown in Table 2.4, when IoUT=0.8, our prediction results for the

first 10 frames are comparable results in terms of Precision, Recall and Fmeasure values

to those in the turning case, which means that the prediction results can be used in

the subsequent tracking and recognition stages. However, when missed detections

occur (i.e., k > 1), the prediction results over 20 frames in the turning case are

not accurate. The performance of the proposed localization algorithm degrades fast

because of the less accurate estimates with poor initial detection.

Table 2.4: Performance of Precision, Recall and Fmeasure in both cases (IoUT = 0.8)

First 10 frames Precision Recall Fmeasure

Straight, k = 1 1.0 1.0 1.0
Straight, k = 2 1.0 1.0 1.0
Turning, k = 1 0.8 1.0 0.89
Turning, k = 2 0.7 1.0 0.82
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2.4.4 Robustness Analysis and Limitations

With prediction being a post-detection step, the performance of the proposed traffic-

sign localization algorithm will be affected by the performance of text-based traffic

sign detection. To analyze the robustness of our proposed algorithm, we take the

poor initial estimates due to the probability of detection into consideration.

The state-of-the-art text-based traffic sign detection method in [4] achieves a pre-

cision of 0.9. As defined in (2.3.2), a probability of detection of 0.9 means that the

second detection in frame k = 1 is 90% and for k = 2 it is 9%. The IoU indicates

how accurate a detected region is. In general, a predicted region is considered good

or correct if its IoU greater than 0.5 [7], [73]. However, for text-based traffic sign al-

gorithm, from our experiments, detected regions may not be accurate enough for the

post-text recognition stage if the IoU less than 0.8. This is because some characters

may be lost with lower IoU values. The IoU results for various values of different

motion models are shown in Figure 2.10. The predicted IoU results do not change

with k in the straight line motion case. However, with k = 2, the IoU results degrade

faster in the turning case.

Figure 2.13: Accumulating prediction errors in the vehicle turning case.
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The reason for this faster degradation is the poor approximation of angle θ. As

illustrated in Figure 2.13, the actual vehicle trajectory is not always a straight line.

In the proposed model, we assume that the movement across two consecutive frame

is straight. Since prediction errors accumulate over time, the poorer initial estimates

with k = 2 result in faster degradation of IoU over time. In addition, faster vehicle

motion can degrade the IoU results as well. Under the condition of a fast moving

vehicle negotiating a curve on highway, our proposed algorithm still gets correct

prediction results for at least the first 10 frames even when miss detection happens.

The limitation of our work is that it needs to know the moving distance (or speed)

and the turning direction θ from on-board sensors. Errors in these on-board sensor

data can further degrade the performance of sign detection. A potential topic for

future research is the on-line egomotion estimation with consideration for egomotion

estimation errors in sign localization.

2.5 Conclusions

In this Chapter, an improved kinematic automotive model and a text-based traffic

sign localization algorithm were presented. The proposed method fuses the informa-

tion from the front camera and other on-board data source based on the spatial re-

lationship between traffic signs and different kinematic vehicles motion models. The

localization algorithm can handle real-world problems such as uneven lighting and

occlusion since the prediction accuracy is independent of camera parameters given

accurate on-board sensor data. The experimental results shows that, with accurate

initial detections, our work can be used to significantly reduce the computational cost

of sign localization and prediction, while maintaining high values of IoU of predicted
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text-based traffic sign bounding boxes in real-time applications. The proposed algo-

rithm yields acceptable prediction results even with poor initial estimates. Moreover,

the prediction results can be also used as an improved predicted state of a Kalman

filter based tracking algorithm.

2.6 Appendix: Apparent moving direction of a

stationary object in a moving camera’s view

Here, we consider a single point on a stationary text-based traffic sign and a pinhole

camera model. As illustrated in Figure 2.14, the point P : (X, Y ) is on the road

sign plane OXY Z. Denoted by otnxtnytn and otn+kxtn+kytn+k , the two frames (image

planes) at time tn and tn+k (k = 1, 2, ...), the projection point of P on them are

ptn : (xtn , ytn) and ptn+k : (xtn+k , ytn+k), respectively. Here, f is the focal length of the

camera, dk is the moving distance from frame tn to tn+k along the optical axis Z, and

Stn is the actual distance between the camera plane and the traffic sign plane at tn.

The optical axis Z is perpendicular to the traffic sign plane and the image planes,

and the intersection points of the traffic sign plane and the two image planes with

the optical axis are O, otn and otn+k , respectively. For convenience, we define O, otn

and otn+k as the origin of their respective plane.

According to our assumptions, Z is approximately parallel to the ground. From
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Figure 2.14: Geometric relationship between two frames tn and tn+k (k = 1, 2, ...)

the camera model in (2.3.1), we get

ptn : (xtn , ytn) =

(
f

Stn
X,

f

Stn
Y

)
(2.6.1)

ptn+k : (xtn+k , ytn+k) =

(
f

Stn − dk
X,

f

Stn − dk
Y

)
(2.6.2)

Here, ptn is known from the detection in frame tn, but the real-world P and Stn are

unknown parameters. Also, f and dk are known from the camera parameters and

on-board sensors, respectively. We show that the values of f and dk have no impact

on predicting the motion direction. The ratios of xtn/xtn+k
and ytn/ytn+k

are given by

xtn

xtn+k
=

f
StnX
f

Stn−dkX
=
Stn − dk

Stn
(2.6.3)

ytn

ytn+k
=

f
Stn Y
f

Stn−dkY
=
Stn − dk

Stn
(2.6.4)
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From (2.6.3) and (2.6.4), we have

xtn
xtn+k

=
ytn
ytn+k

(2.6.5)

Thus, points o, ptn and ptn+k are on the same line.

Figure 2.15: Apparent moving direction of a stationary object as seen from a
straight-moving car

Thus, for a straight-moving car, the moving direction of a non-center point p in

the subsequent following frames is ~op, as shown in Figure 2.15.
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Chapter 3

Text-based Traffic Sign Detection

in Video using Kinematic

Automotive Model

3.1 Abstract

Traffic sign detection plays an essential role in the modern Traffic Sign Recognition

(TSR) module. Traffic signs can be categorized into two groups, graphics-based and

text-based. Compared to graphics-based traffic signs, only a few algorithms have

focused on text-based traffic signs. Due to the complex nature of the urban envi-

ronment, in urban traffic scenarios, text-based traffic signs detection is a challenging

problem. In this Chapter, we propose a text-based traffic sign detection algorithm

for video, including a more detailed and accurate search region definition algorithm

based on the kinematic automotive model. The search regions of text-based traffic

signs can be modelled and estimated mathematically based on the kinematic states
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of vehicles and the spatial-temporal relationships between motionless traffic signs

and moving vehicles. The potential candidate regions will be extracted within the

defined search regions using the Contrast-Enhanced Maximally Stable Extremal Re-

gions (CE-MSERs) detector and then finally selected based on the structural-temporal

information. The proposed text-based traffic sign detection algorithm has achieved

overall precision and recall of 0.95 and 0.97, respectively, with a high Intersection over

Union Threshold (IoUT). The computational time of the proposed approach is 0.035s

per frame for a 1080p video in Python 3.7 on a PC with i7-7700K CPU running at

4.20 GHz with 16 GB RAM. Thus, the proposed algorithm can be used to substitute

existing algorithms and integrated into tracking algorithms at a significantly reduced

computational cost.

3.2 Introduction

Advanced Driver Assistance Systems (ADAS) are intelligent systems embedded inside

the vehicle intended to aid safe driving and get better informed. Among techniques

in the ADAS, traffic sign detection and recognition system plays an essential role in

autonomous driving [1] and mobile mapping [2]. Traffic signs can be generally catego-

rized into two groups, namely, graphics-based and text-based traffic signs. Graphic-

based traffic signs usually provide environmental information such as stop sign, icy

road sign, and construction sign, while text-based traffic signs contain semantic infor-

mation to guide drivers towards their destination, which is useful, especially in poor

GPS and mobile internet signal areas.

As a prerequisite task of traffic sign recognition, a timely and accurate traffic

signs detection functionality is vital and has significant impacts on the performance of
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subsequent recognition functionality. Poor performance of detected text-based traffic

sign bounding box areas will result in missing characters in the post recognition stage.

Many existing works have focused on graphic-based traffic sign detection in recent

years and achieved promising results on many public datasets, such as the MASTIF

dataset [8] and German Traffic Sign Detection Benchmark (GTSDB) [12]. While only

few research studies have focused on text-based traffic sign detection. This maybe

partially caused by the difficulties of the task itself [14] and insufficient public datasets

as mentioned in [4], the Traffic Guide Panel dataset which was proposed in [15] is the

only (partially) public text-based traffic sign dataset benchmark, which is an image

dataset, not a video.

Text-based traffic sign detection is a challenging task mainly due to three aspects,

namely, variations in text content (i.e. font, color, size, stroke width and multilingual

nature), complexity of the background (i.e. tree leaves and building bricks) and inter-

ference factors during the image acquisition (i.e. uneven lighting, perspective distor-

tion, defocused or motion-blur imagery, multi-orientation due to motion and partial

or complete occlusion). The research explicitly focused on the detection of text-based

traffic signs is limited. Informed by road sign detection in color video sequence [36],

a method to detect texts in text-based traffic signs from videos was proposed in [37].

The method first defines the geometric relationship between a moving car and traffic

signs by assuming that the traffic sign is on a planar surface perpendicular to the

horizontal ground and that the camera moves along its optical axis that is roughly

horizontal. Then, the orientation of the plane is estimated using three or more points

in two consecutive frames. A multiscale text detection algorithm is proposed on each

candidate traffic panel area using edge detection, adaptive search, Gaussian Mixture
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Model (GMM) and geometric linear analysis to obtain the position of a text line

and to track it with a feature-based tracking algorithm. In [38], the blue and white

rectangular regions of interests (ROIs) were extracted using a color-based segmenta-

tion algorithm and Fast Fourier Transform (FFT), then the four corner points of the

rectangular regions were reoriented horizontally to align text characters. After ana-

lyzing the chrominance and luminance, an adaptive segmentation is carried out, and

connected components labeling and position clustering are done for the arrangement

of the different characters on the panel. In [39], the traffic signs that are located

above ground and on the right side of the road are separated into two independent

regions of interest. Then, the blue and white traffic panel regions were extracted for

every single image based on color segmentation and Bag of Visual Words (BOVW)

approach [40], and then classified the regions using classifiers, which was trained by

support vector machines [33] or Näıve Bayes [41]. In [14], the pinhole camera model

is used to restrict the search areas of the traffic sign in the detection stage. Then the

potential text-based traffic sign candidates are detected in the defined search region

based on the combination of MSERs detector and HSV color thresholding. Finally,

the false positive regions are eliminated with the temporal and structural information.

Recently, with the intense power of deep learning, some text-based traffic sign

detection methods have achieved promising results. In [15], a Cascaded Localization

Network (CLN) is proposed to detect text-traffic sign candidates in the first stage, and

then to locate text regions and eliminate the false alarm in the second stage. In [42],

the traffic sign ROIs are extracted using MSERs algorithms in gray and normalized

RGB channels, and then the regions are classified into different classes, including both

graphics-based and text-based traffic signs by their proposed multi-task convolutional
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neural network. In [4], a text-based traffic signs detection algorithm was proposed

based on cascaded segmentation detection networks, which can achieve the state-of-

the-art 0.9 Precision with a computational speed of 0.15 seconds per frame.

Many recent works on text-based traffic sign detection originated from scene text

detection [43], [44], [45], [46], [47], [48], [49]. Comprehensive surveys on scene text

detection can be found at [7], [50]. The methods for scene text detection can be

roughly divided into three groups, namely, sliding window-based method, connected

component-based (CC-based) method, and deep learning-based method. The sliding

window-based method uses multi-scale windows to move across the image to localize

the high confidence text regions [51], [52], [53]. The main challenges of this method

are training a powerful classifier by discriminative features and the heavy computa-

tion time caused by a large number of scanning window. Unlike the sliding window

based method, the connect component-based (CC-based) method is more efficient.

CC-based method assumes that the characters in the image generate connected com-

ponents. And the pixels in the same CCs have the same properties, such as stroke

width, pixel intensity and grayscale level. The total number of the connected com-

ponents is much less than the scanning windows so that it will take shorter compu-

tational time. Two representatives in this category are Stroke Width Transformation

(SWT)-based method [46] and Maximally Stable Extremal Regions (MSERs)-based

method [30]. SWT-based method utilizes the property that local characters have

uniform stroke width to filter out false alarms [54]. The MSERs-based method uses

the uniformity of the pixel intensity of the text stroke. The advantage of using the

MSERs-based method is that it is fast and able to handle images even in low reso-

lutions and contrast. Many works [55], [56], [57] were inspired by SWT and MSERs
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methods. Recently, by taking the advantages of both deep learning algorithms and

strong computational power of GPUs, originating from SSD [58] and TextBoxes [59],

deep learning-based method treats the text detection problem as a regression problem

by assuming text region to be a common category of objects such as cars and have

achieved the most promising result [53], [59], [60], [61], [62].

Existing text-based traffic sign detection methods have four main issues: 1) Most

existing methods were explicitly developed for graphics-based traffic signs. Text-based

traffic signs pose different challenges that have not been addressed in the literature. 2)

Most text-based traffic signs detection algorithms focus on a single image, they do not

take advantage of the temporal-spatial information in videos. 3) The main pitfall of

the MSERs detector is massive and repeated detection [47], on average, it could have

more than 3 thousand extracted regions in a 1080p resolution grayscaled image of the

traffic scene. The number of regions will be even higher if combined with more image

space such as HSV, RGB. 4) Deep learning-based algorithms are computationally

burdensome, these kinds of detection methods may not be suitable for every frame

in a complete traffic sign detection, recognition and tracking framework in real-time

applications. These limitations provide the motivation for our work in this Chapter.

In this Chapter, in order to better adapt to real-time application and to address the

limitations listed above, we propose a text-based traffic sign detection algorithm for

video, including a more detailed and accurate search region definition algorithm based

on the kinematic automotive model, which was proposed in our Chapter 2. The main

contributions of our work are as follows: 1) We develop a fast and accurate search

region definition algorithm based on the kinematic automotive model, which was

proposed in Chapter 2, which takes the advantages of spatial-temporal information of

51



Ph.D. Thesis – J. Hu McMaster University – Electrical & Computer Engineering

the previous frames and different kinematic vehicles motion models. 2) The proposed

search region definition method includes a turning angle estimation algorithm, which

details the relationship between the speed of the vehicle and turning angel based

on the environmental conditions. 3) The proposed text-based traffic sign detection

algorithm can be further integrated into the current TSR modules and traffic sign

tracking algorithms. 4) Our work yields highly accurate detection results and at a

significantly reduced computational cost. From the experiential detection results on

real video data, the proposed algorithm has achieved overall a Precision and Recall of

0.95 and 0.97, respectively, with a high Intersection over Union Threshold (IoUT). The

computational time of our approach is 0.035s per frame for a 1080p video in Python

3.7 on a PC with i7-7700K CPU running at 4.20 GHz with 16 GB RAM. Thus, the

proposed algorithm can be used to substitute existing algorithms and integrated into

tracking algorithms at a significantly reduced computational cost.

The structure of the Chapter is as follows. In Section 3.3, a review of the kinematic

automotive model is given first. In Section 3.4, the details of the proposed text-based

traffic sign detection algorithm are presented. Experimental and evaluation results

are presented and compared with the state-of-the-art text-based traffic sign detection

algorithms in Section 4. Finally, conclusions are discussed in Section 3.5.

3.3 Review of the kinematic automotive model

This Chapter applies the model proposed in Chapter 2, which is summarized in this

section, to detail the spatial-temporal relationship between traffic signs and different

kinematic vehicles motion models.
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Figure 3.1: The geometric relationship across two consecutive frames at times tk
and tk+1 and the traffic-sign and its camera image.

3.3.1 Localize the traffic sign

The physical relationship between a forward moving car and a traffic sign at time tk

and tk+1, (k = 0, 1, 2, ..., n − 1) is shown in Figure 3.1, the notations are defined as

follows:

• T = {t0, t1, ..., tn} - sampling period,

◦ t0 - First time a target is detected.

◦ tn - Last time the target is detected on the image plane.

• Z - Optical axis which is assumed parallel to the ground. The camera moves

along side its optical axis. The direction of Z may different at each time.

• OtkX tkY tkZtk - 3-Dimension traffic sign coordinate system at time tk.
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◦ X - Horizontal axis which is parallel to the ground and perpendicular to

optical axis Z.

◦ Y - Vertical axis which is perpendicular to the ground.

◦ O - Intersection of Z and X-Y plane.

• otkxtkytk - 2D camera image plane which is projected by real world coordinate

system OtkX tkY tkZtk at each time step tk.

◦ x,y - Horizontal and vertical axis of image plane.

◦ o - Intersection of Z and image plane.

• P tk - Point of the traffic sign on the real world coordinate system OtkX tkY tkZtk

at time tk.

• ptk - Projected point of P tk on image plane otkxtkytk at time tk.

• f - Camera predetermined parameter.

• StkP - Distance between traffic sign and camera along optical axis Z of point P

at time tk.

• dtk - Moving distance during the time interval tk−1 to tk.

• vtk - Velocity of car at time tk, we assume it is same unchanged during the time

interval tk to tk+1.

• θtk - Difference of turning angle between time interval tk−1 to tk. We define

positive value for turning left and negative for right.
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At each time step tk, we define that the camera is the origin of the 3D real world

coordinate system. P1, P2, P3, P4 are the four corner points (key points) of a text-

based rectangular road sign in the real world traffic sign system. These corner points

are often fixed in real world. However, since the camera moves at every time step, the

coordinates of these corner points are changing with the time. In [37], they assumed

that scene text lies on planar surfaces. We do not require this assumption in our work.

Though these corner points stay on same traffic sign, they do not always share the

same vertical traffic sign plane, which parallels 2D image plane. In addition, the image

plane of time tk and tk+1 may not always parallel to each other. In real world system,

corner points P tk
i (i = 1, 2, 3, 4) ’s coordinates are represented by (X tk

i , Y
tk
i , Z

tk
i ) at

time tk. Their corresponding projected points ptki (i = 1, 2, 3, 4) on image plane are

represented by (xtki , y
tk
i ). The relationship between these two coordinate systems by

using a pinhole camera model are defined by equation (3.3.1)

X tk
i

xtki
=
Y tk
i

ytki
=
Ztk
i

f
, i = 1, 2, 3, 4 (3.3.1)

where Ztk
i = StkPi

by definition.

In this Chapter, without loss of generality, the constant velocity dynamic model

is used to formulate the kinematic automotive model, which assumes the velocity

is constant in sampling given time interval. Note that other motion models such as

nearly constant acceleration or coordinated turn [67] can be handled by our algorithm

as well.
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3.3.2 Kinematic automotive model

For a forward-moving car, its kinematic states can be generally categorized into three

cases, which are straight line motion, lane changing and turning. From Chapter 2,

we know that straight line motion can be treated as a special case of lane changing

and turning, where the value of turning θ is 0. In this Chapter, we only focus on the

general turning scenario.

In general turning case, unlike our previous work in Chapter 2, in this Chapter, we

do not have the on-board sensor information of turning direction θ at each time step.

We will use the rules of physic to limit the range and predict the turning θ, which will

be described in Section 3.4.1. To better address this problem, we further divide this

localization process into two stages, which are the estimation and prediction stages.

During the estimation stage, by knowing the detection result of corner points

pi (i = 1, 2, 3, 4) at time t0 and tm, i.e. pt0i : (xt0i , y
t0
i ) and ptmi : (xtmi , y

tm
i ), and car

velocity vt, (t = t0, t1, ..., tm). m is an integer and larger or equal to 1, and since

currently there is no detection algorithm with 100% reliability, we need to take miss

detection situation into consideration. The miss detection may occur during the time

t0 to tm, the value of m depends on the probability of detection. Denoted by Pd the

probability of detection, we have

Pr(m = N) = Pd · (1− Pd)N−1, m = 1, 2, 3, ..., n (3.3.2)

For example, if Pd = 90%, the probability of m = 1 is 90%, m = 2 is 9% and m > 2

is the rest 1%. And we will be able to estimate the coordinates of corner points in

real world system, i.e. Pi : (X tm
i , Y tm

i , StmPi
) (i = 1, 2, 3, 4) with the knowledge of
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turning direction θ, which will be used in the latter prediction stage to predict the

coordinates of traffic sign on the image plane for the following frames recursively, i.e.

ptki : (xtki , y
tk
i ) (k ∈ Z | m ≤ k ≤ n).

Estimation stage

For convenience, here we only consider a single point P : (X t0 , Y t0 , Zt0) on the traffic

sign in real world system and its corresponding projected point on image plane is

denoted by p. Same traffic sign is detected consecutively at time t0 and tm (m ∈

Z|m ≥ 1), miss detection may occur between the time t0 to tm. pt0 : (xt0 , yt0) and

ptm : (xtm , ytm) are projection points of P on image plane ot0xt0yt0 and otkxtmytm

respectively, and the value of them are known. From (3.3.1), we have

X t0

xt0
=
Y t0

yt0
=
Zt0

f
, (3.3.3)

X tm

xtm
=
Y tm

ytm
=
Ztm

f
, (3.3.4)

where Zt0 = St0P , Z
tm = StmP .

Since the turning angle θ affects only the horizontal axis, we have

Y t0 = Y tm (3.3.5)

As shown in Figure 3.2, the kinematic geometric relationship of t0 and tm, we have

StmP = St0P cosθ
m −X t0sinθm − dm (3.3.6)

X t0 = X tmcosθm − (StmP + dm)sinθm (3.3.7)
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Figure 3.2: Illustration of the kinematic geometric relationships in the estimation
step.

where dm =
∑m

i=1 d
ti =

∑m
i=1(v

ti ·(ti− ti−1)) is the approximate moving distance from

time t0 to tm, θm =
∑m

i=1 θ
ti is the directional difference between time t0 and tm. In

this model, we assume dm is a straight line. However, it should be a curve line. Thus,

the smaller m we have, the better estimation we will get.

To predict the traffic sign position on the image plane for the time after tm+1, we

need to know X tm , Y tm and Stm , substitute (3.3.3), (3.3.4) and (3.3.7) into (3.3.6),

we get

StmP =
dm · (−1− f sin θm cos θtm

xt0
+ sin2 θm)

1− (x
tm cos2 θm

xt0
− f sin θm cos θm

xt0
− xtm sin θm cos θm

f
+ sin2 θm)

(3.3.8)
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Substitute back into the (3.3.4) we get the estimate coordinate of P at time tm

X tm =
dm · (−1− f sin θm cos θm

xt0
+ sin2 θm)

1− (x
tm cos2 θm

xt0
− f sin θm cos θm

xt0
− xtm sin θm cos θm

f
+ sin2 θm)

· x
tm

f
(3.3.9)

Y tm =
dm · (−1− f sin θm cos θm

xt0
+ sin2 θm)

1− (x
tm cos2 θm

xt0
− f sin θm cos θm

xt0
− xtm sin θm cos θm

f
+ sin2 θm)

· y
tm

f
(3.3.10)

Prediction stage (k ∈ Z | m ≤ k ≤ n)

From equation (3.3.1), we get that

X tk

xtk
=
Y tk

ytk
=
StkP
f

(3.3.11)

X tk+1

xtk+1
=
Y tk+1

ytk+1
=
S
tk+1

P

f
(3.3.12)

Since the turning angle θ only affect horizontal axis, we have

Y tk+1 = Y tk (3.3.13)

From the kinematic geometric relationship as shown in Figure 3.3, we have

S
tk+1

P = StkP cos θtk+1 −X tk sin θtk+1 − dtk+1 (3.3.14)

X tk+1 = (S
tk+1

P + dtk+1) tan θtk+1 +
X tk

cos θtk+1
(3.3.15)

where dtk+1 = vtk+1(tk+1 − tk), which is the approximate moving distance from time

tk to tk+1, θ
tk+1 is the directional difference between time tk and tk+1.
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Figure 3.3: Illustration of the kinematic geometric relationship in the prediction
step.

Substitute (3.3.13), (3.3.14), (3.3.15) into the (3.3.12) we get

xtk+1 =
(StkP sin θtk+1 −X tk sin θtk+1 tan θtk+1 + Xtk

cos θtk+1
)f

StkP cos θtk+1 −X tk sin θtk+1 − dtk+1
(3.3.16)

ytk+1 =
Y tkf

StkP cos θtk+1 −X tk sin θtk+1 − dtk+1
(3.3.17)

3.4 Proposed algorithm

By using the spatial-temporal information based on the kinematic automotive model,

a tracking-based text-based traffic signs detection algorithm is proposed. The flowchart

of the proposed algorithm and the result after each stage are shown in Figure 3.4.

There are three major stages of the proposed tracking-based text-based traffic signs

detection method, namely, define the text-based traffic sign search regions, text-based

traffic sign candidates extraction and filtering, and text-based traffic sign candidate
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selection.

Figure 3.4: Flowchart of the proposed text-based traffic sign detection algorithm
and results of the each step.

In define the text-based traffic sign search regions stage, the range of turning

angle is first estimated based on the speed of the vehicles and the conditions of the

environment. Next, by taking the advantages of the spatial-temporal correlation in

videos, the kinematic automotive model is used to define the search regions of the

text-based traffic sign.

In the text-based traffic sign candidates extraction and filtering stage, a contrast-

enhanced MSERs algorithm is used within the defined search region, and most of

the detected regions are filtered by the proper size of the traffic sign to reduce the

computational time in post-stage.
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In the text-based traffic sign candidate selection stage, since most of the non-

text-based traffic sign regions are eliminated in the former stage, a nearest neighbour

algorithm is used to choose the final predicted traffic sign region, which will also be

used in the next frame.

More details of these three stages will be explained in the following sections.

3.4.1 Define the text-based traffic sign search regions

Unlike our previous work in Chapter 2, in this Chapter, we do not have the informa-

tion of turning angle θ from on-board sensors at each time step. When negotiating a

curve safely, the maximum turning angle is in proportion to the vehicle’s speed. By

using the range of the turning angle, we can localize all the possible positions of the

traffic sign and thus define the search regions of current frames based on previous

detection by using the kinematic automotive model. Our goal is to have a minimal

search region, which contains all the possible locations of the traffic sign.

Some physical rules are used to estimate the range of the ideal turning angle.

Assume no skidding during negotiating a curve, according to Newtons second law of

motion [79], net force is equal to mass times acceleration. Thus, the centripetal force

Fc, as shown in Figure 3.5, is

Fc = mac = m
v2

r
(3.4.1)

where r stands for the turning radius.

The kinetic frictional force Fk is defined by (3.4.2).

Fk = µkmg (3.4.2)
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Figure 3.5: Illustration of the centripetal force in the turning scenario.

where µk is the coefficient of kinetic friction, g is the gravitational constant.

The value of µk only depends on the two contacted surface and varies between

two surfaces. From the coefficient of friction table [80], we learned that the kinetic

frictional coefficient of rubber on concrete is 0.6−0.85 on a sunny day and 0.45−0.75

on a rainy day.

To negotiate an unbanked curve, the force of kinetic friction is the only force to

act in the direction of centripetal force and help a car to turn. Thus, we have

Fc ≤ Fk (3.4.3)

m
v2

r
≤ µkmg (3.4.4)

r ≥ v2

µkg
(3.4.5)

Also, the turning radius r should be greater than its manufactured minimum turning

radius, and this value is variant based on different vehicle’s brand. For example, the

turning circle of a year 2020 Toyota Corolla is 5.3 meter [81].
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From the equation of angular velocity, we have

ω =
∆θ

∆t
=
v

r
(3.4.6)

∆θ is the directional difference of the turning angle in given sampling time interval

∆t. Substitute (3.4.5) into (3.4.6), we get our estimated ideal turning angle, which is

|θ| = vt

r
≤ µkgt

v
radians (3.4.7)

Similar to our previous work in Chapter 2, we use corner points pi (i = 1, 2, 3, 4) to

locate the traffic signs. The range of turning angle θ is calculated by using the vehicle’s

speed in the corresponding estimation and prediction stages. As it is shown in Figure

3.6 (a) and (b), the localization results of pi in the following frames are a group of

points. A search region will be defined by connecting these points accordingly.

The computational cost of finding the search region depends on the step value of

the turning angle θ. For example, let the speed of vehicle be 100 km/h, µk = 0.7,

g = 9.8 ms−2 in both estimation and prediction stages, by using (4.3.30) we get

|θ| ≤ 0.59 radians. If the step value equals 0.01, we will have approximately 120

estimated Pi after estimation stage, and more than 10 thousands predicted pi in

prediction stage. This hugely burdens the computational speed, and most of the

prediction results are repeated. To reduce the computational load, we use a larger

step value (eg. 0.3) and find the minimal horizontal rectangle region, which include

all these points, as it is shown in Figure 3.6 (c).
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Figure 3.6: The result after the defined search region step. (a) and (b) Predicted
corner points in red (c) Final defined search region.

3.4.2 Text-based traffic sign candidates extraction and filter-

ing

The next step of the proposed algorithm is to detect the text-based traffic sign within

the defined search region. We divide the detection into two steps, namely, text-based

traffic sign candidates extraction and filtering. Similar to many existing works in

scene text detection [47], [60], we use the MSERs algorithm to extract text-based

traffic sign candidates. As discussed in [14], MSERs detector is robust to lighting

and contrast variations and can detect high-contrast regions, which makes it a pow-

erful and effective method to find the text-based traffic sign regions even in many

challenging situations.

However, in the traffic scenario, the performance of the original MSERs detector

is reduced due to the following reasons. First, text components extraction by using
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MSERs are easily distorted by complex background such as bricks, leaves, which will

result in more false detections and increase computational cost in post-processing

steps. Second, interference factors such as defocused and motion blurring which

common occurrence in traffic circumstance, will destabilize MSERs and make it hard

to extract the correct text traffic sign regions. Third, miss detections in this extraction

stage are impossible to recover in later steps, which will reduce the performance of

defining the search regions in the following frames in the video.

To improve the performance of text-based traffic sign candidate extraction and de-

tect all possible text-based traffic sign regions, a fast and effective contrast-enhanced

MSERs detector (CE-MSERs) [82] is used. A contrast-limited adaptive histogram

equalization (CLAHE) is first applied to the defined search regions before detect-

ing MSERs. The threshold of MSERs is set to 1 for gaining a higher Recall rate

and minimal area size is set for reducing the tiny detected regions, which are false

alarms. In general, the CE-MSERs algorithm could handle more conditions compared

to the original MSERs algorithm. As shown in Figure 3.7 (a) and (b), with the same

minArea parameter setup, CE-MSERs detector is able to detect the true text-based

traffic sign region but with more false alarms.

Many other kinds of enhanced MSERs algorithms, such as edge-enhanced MSERs

[55] and other variants of contrast-enhanced MSERs [60] could also be an alternative

methods in this step. The main reason for using a simple contrast-enhanced MSERs

detector is to reduce the computational cost. Merging the detection result of MSERs

in other color spaces such as HSV may increase the possibility of detecting the text-

based traffic sign regions, but this will also slow down the computational speed,

making it hard to be used in real-time applications.
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(a) MSERs, MinArea = 200 (b) CE-MSERs, MinArea = 200

(c) CE-MSERs, MinArea = 2000 (d) CE-MSERs, MinArea = 2000, sign size
thresholding based on previous frame

Figure 3.7: Illustration of the result of the extracted candidates stage with different
algorithm and parameters setup (delta = 1).

Before proceeding to the traffic sign candidate selection stage, we further reduce

the total number of detected text-based traffic sign candidates by filtering the non-

traffic sign regions using the area size of the detected region. For a forward-moving

vehicle, the size of the traffic sign in frame tk+1 is in proportional to its previous frame

tk [36]. Using this propriety, we set the threshold of the size of the text-based traffic

sign to its possible range depending on the detection results of the previous frame.

As shown in Figure 3.7 (c) and (d), the false alarms are decreased with the proper

traffic sign size threshold setup. In this Chapter, we set the min and max threshold

of the size to 0.8 and 1.2 times the size of the traffic sign in the previous frame. On

average, the number of text-based traffic sign candidates is reduced to less than 20

after the filtering.
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3.4.3 Text-based traffic sign candidate selection

The targeted text-based traffic sign is within its defined search region. The next stage

is selecting one region to be our final predicted traffic sign out of all the extracted

candidates and as inputs for the next estimation stage in the next frame. Since the

time interval of two consecutive frames is small, the same traffic sign should not be

too far apart. The nearest neighbour algorithm is used to select the detected region.

Let ptki (i = 1, 2, 3, 4) to be the corner points of the predicted region of frame tk, and

S = {p̂tk+1

1i
, p̂

tk+1

2i
, ..., p̂

tk+1
ni } (n is number of the candidates) is the set of corner points

of the detected candidates region of frame tk+1. For each pair of the corresponding

corner points, we calculate the euclidean distance

d(ptk , ptk+1
n ) =

(
4∑
i=1

(p̂tk+1
ni
− ptki )2

)1/2

(3.4.8)

The region which has the minimum euclidean distance is selected to be our final

detected text-based traffic sign, as shown in Figure 3.8.

(a) Before selection (b) Final result

Figure 3.8: Illustration of the result of the candidates selection stage.
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3.5 Experiments and results

3.5.1 Evaluation Metrics and Datasets

The recent text-based detection algorithm [4] is tested on the Traffic Guide Panel

dataset and Text-based Traffic Sign Dataset in Chinese and English (TTSDCE),

which are proposed in [4] and [15], respectively. The Traffic Guide Panel dataset is

a benchmark dataset containing 3,841 images in total (2,315 images contain highway

guide panels and 1,526 contains no traffic signs). Moreover, the TTSDCE is a bilingual

text-based traffic sign dataset, which is composed of 1,800 images from the Internet

and car camera with resolution ranging from approximately 300 by 300 to 1280 by

720. However, these two datasets only contain images, not video datasets, which

make them inappropriate for testing in our proposed method.

To evaluate the effectiveness of the proposed algorithm in real-life scenario, the

proposed method is tested on our self-collected the ETFLab Text-based Traffic Sign

Video Dataset (ETFLab-TTSVD) [78], which is proposed in Chapter 2. The ETFLab-

TTSVD is collected using a fixed camera mounted on the interior of the windshield,

captured with 1080p (1920 by 1080) resolution at 24 frames per second rate (fps) for

a duration of one second each. There are 30 videos in total and each video contains

at least one text-based traffic sign on the highway. The focal length of the camera is

fixed at 24 mm. Moreover, the speed of the vehicle is roughly constant in each video.

We measure the accuracy of our proposed algorithm by using the Intersection

over Union (IoU) [4], which is commonly used in the area of object detection and
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segmentation. The IoU is defined as

IoU =
Intersection(G,P )

Union(G,P )
(3.5.1)

where G is the ground truth bounding box and P is the predicted bounding box.

If the value of IoU greater than 0.5, it means the predicted bounding box can be

considered a true detection, otherwise, the detection is false. Setting the threshold of

IoU equals to 0.5, we calculate the Precision, Recall and Fmeasure, which are defined

as [4]

Precision =
TP

TP + FP
(3.5.2)

Recall =
TP

TP + FN
(3.5.3)

Fmeasure = 2 · Precision · Recall

Precision + Recall
(3.5.4)

where TP, FP and FN are the true positive, false positive and false negative (miss)

rates respectively . Since our method is a one-to-one prediction algorithm, there is

no false negative, the value of Recall is constant at 1.0.

3.5.2 Experimental Details and Comparative Analysis

We implemented our proposed method in Python 3.7 language on a PC with i7-7700K

CPU running at 4.20 GHz with 16 GB RAM. We compared our proposed algorithm

with the localization algorithm, which was proposed in Chapter 2 with an example of

a turning case; the IoU of predicted bounding boxes are shown in Figure 3.9. With

the knowledge of the speed of the vehicle and roughly turning angle information from
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the on-board sensor, when k = 1, the localization algorithm can predict the position

of the targeted traffic sign in the next 20 frames with the threshold of IoU greater than

0.5, the predicted results are shown in Figure 3.10 (a). However, if a miss detection

occurs during the initial detection stage, i.e., k = 2, the IoU of predicted bounding

boxes degrades fast.

Figure 3.9: The IoU performance of different algorithm in video

Unlike the localization algorithm, the proposed algorithm does not need the turn-

ing angle information from the on-board sensor. The range of ideal turning angle is

estimated through the speed of the vehicle, with the coefficient of kinetic friction µk

and the gravitational constant g. In this example, we set µk = 0.7 and g = 9.8 ms−2.

As shown in Figure 3.9, after relaxing the data acquisition of turning angel and with

the help of the text-based traffic region extraction algorithm, the IoU of detected re-

gions have a significant improvement compared to the localization algorithm. Though

both of the methods have a good performance initially, the predicted results of the

proposed method are more stable later. The miss detection is not a major impact on
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(a)

(b)
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(c)

Figure 3.10: Comparison of predicted bounding box results with different
algorithms when t = 3, 5, 7, 10, 12, 14, 17, 19, 21, ground truth, localization and
detection bounding boxes are in yellow, magenta and green, respectively. (a)

Localization algorithm, k = 1 (b) Our proposed, k = 1 (c) Our proposed, k = 2

the fast degradation of the IoU, the predicted results when k = 1 and 2 are shown in

Figure 3.10 (b) and (c). In addition, the average of IoU is greater than 0.9.

The running time of the proposed algorithm is increased compared to the localiza-

tion algorithm. From the experiment, the computational time of defining the search

regions only takes less than 0.0005 seconds. The primary computational cost is from

the text-based traffic candidates extraction stage. The candidates extraction stage

needs 0.033 seconds on average depending on the size of the search regions. Our

proposed algorithm is implemented using the Python language and CPU, and faster

runtimes can be achieved with C++ and GPU implementations.

We further compared our proposed algorithm with those of existing text-based
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Table 3.1: Precision, Recall, Fmeasure, and running times of different text-based
traffic sign methods. (IoUT = 0.5)

Method Precision Recall Fmeasure Time(s) Device
Epshtain et al. [46] 0.35 0.41 0.38 2.51 CPU

Gómez and karatzas [45] 0.46 0.53 0.49 1.32 CPU
Jaderberg et al. [53] 0.59 0.71 0.64 4.53 GPU&CPU

Rong et al. [15] 0.73 0.64 0.68 0.16 GPU
Zhu et al. [4] 0.90 0.87 0.88 0.15 GPU&CPU
Our method 0.95 0.97 0.96 0.033 CPU

traffic sign methods in Table 3.1. In [4], a cascaded segmentation detection frame-

work for text-based traffic sign detection was presented with significant improvement

in Precision, Recall and Fmeasure compared to the other deep learning-based method-

ologies proposed in [15], [53]. For 24 fps videos, one-second duration, consider the

remaining frames after initial detection, the Precision, Recall and Fmeasure values of

our prediction are better than those of the state-of-the-art detection results. The

computational time with CPU is 0.033s for a 1080p resolution image, which is one-

fifth of the fastest existing GPU-based implementation in [4]. This means, with our

proposed algorithm, it is possible to implement in a real-time application without

(a)
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(b)

Figure 3.11: More text-based traffic sign detection results.

drop the frame rate. Some additional examples are shown in Figure 3.11.

3.5.3 Robustness Analysis and Failure cases

If the defined search region falls to include the true text-based traffic sign region,

the post-stage cannot recover it. Thus, we require a high Recall rate in the defined

search region. From our experiment, with the high IoU value of detected traffic sign

region from the previous frames, the defined search region always contains the true

targeted traffic sign, even with the less accuracy of the speed of the vehicle. Figure

3.12 illustrates the difference of results in the defined search region stage with different

speeds of the vehicle. The defined search region is able to include the true text-based

traffic sign region with an error of the estimated speed of the vehicle within 10%.

The failure cases are mainly caused by the miss detection of the MSERs algorithm

and the selection stage based on the nearest neighbour algorithm. As shown in Figure

3.13, the MSERs algorithm detected the true text-based traffic sign region, the region

may not be chosen in the candidate selection stage. Though the final selected region
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(a) 70km/h (b) 80km/h

(c) 90km/h (d) 100km/h

Figure 3.12: Illustrate the defined search regions with different the speed of the
vehicle.

is satisfied with the IOU threshold in the current frame, the search region in the

following frame may fail to include the true text-based traffic sign region. This failure

is due to the nearest neighbour algorithm. To balance the computational time, we

use the nearest neighbour algorithm in the selection stage, a fast classifier could be

an alternative solution, which we will improve in our future work.

(a) (b)

Figure 3.13: Failure case sample caused by candidates selection stage. (a) Extracted
candidates (b) Final selected region
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3.6 Conclusions

In this Chapter, a text-based traffic sign detection algorithm for the video, includ-

ing a more detailed and accurate search region definition algorithm based on the

kinematic automotive model, was presented. The proposed search regions defini-

tion algorithm modelled and estimated the search regions of text-based traffic signs

mathematically based on the kinematic states of vehicles and the spatial-temporal

relationships between the motionless traffic signs and moving vehicles. The potential

candidate regions are then extracted within the defined search regions by using a

fast and effective CE-MSERs detector. To balance the computational time, a nearest

neighbour algorithm is used in the final selection stage. From the experimental re-

sults, our proposed method can be used to significantly reduce the computational cost

of traffic sign detection while maintaining the high performance of detection results

in real-time applications. In the future work, a fast and accurate classifier will be

trained and used in the selection stage, and the proposed algorithm will be integrated

into a traffic sign detection, recognition and tracking framework.
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Chapter 4

A Framework for Text-based

Traffic Sign Detection and

Tracking in Video

4.1 Abstract

Video based Traffic Sign Recognition (TSR) system is one of the essential module

in Advanced Driver Assistance Systems (ADAS). A complete TSR system contains

three functionalities, namely, traffic sign detection, tracking and recognition. There

are two categories of traffic signs in traffic scenario, namely, graphics-based (symbol-

based) traffic signs and text-based traffic signs. Although graphics-based traffic signs

have been studies for many years, only a few existing algorithms have focused on

text-based traffic signs detection and tracking. Detecting text-based traffic signs is a

challenging task, mainly due to the reason of larger variations and limited available

dataset. In this Chapter, a text-based traffic signs detection and tracking framework
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is proposed. A text-based traffic signs detector is trained during the detection stage on

street view images, and a multi-traffic signs tracking algorithm is proposed based on

kinematic automotive motion model for video. The framework is evaluated on both

public Traffic Guide Panel dataset and our self-collected the ETFLab Text-based

Traffic Sign Video Dataset. The overall performance demonstrates the effectiveness

of the proposed system, which can be better adapted to real-time applications.

4.2 Introduction

As a crucial component of Intelligent Transportation System (ITS), Advanced Driver

Assistance Systems (ADAS) aim to better inform various traffic users and make safer

use of transport networks. Among techniques in ADAS, traffic sign recognition (TSR)

systems play an important role in autonomous driving [1] and mobile mapping [2].

A complete TSR system contains three stages, namely, traffic sign detection, recog-

nition and tracking. The outputs of traffic sign detection stage yield bounding box

level results, which enclose the traffic sign region of interests (ROIs). The function-

ality of the followed recognition stage is to classify the type of graphics-based traffic

signs or read the characters on text-based traffic signs ROIs. Traffic sign tracking is

vital especially in video-based TSR system, because the detected traffic signs in the

previous frame are tracked over the following image frames and the cost of repetitive

recognition on the same traffic sign are reduced.

Traffic signs can be generally categorized into two groups, namely, graphics-based

(symbol-based) and text-based traffic signs. As shown in Figure 4.1 (a) and (b),

graphics-based traffic signs usually provide environmental information such as stop
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sign, yield sign, and construction sign, text-based traffic signs contain semantic in-

formation to guide drivers towards their destination. Though traffic signs shown in

Figure 4.1 (c) have text on them, they are still categorized into the graphics-based

traffic signs for the reason that the text on each of them are same, which can be

thought of as a typical graphic. The main difference between graphics-based and

text-based traffic signs is the variation in appearance. Graphics-based traffic signs

often have fixed shape, uniform graphical appearance and distinct color. However, it

is difficult to find two identical text-based traffic signs on the road.

(a) Graphics-based traffic signs

(b) Text-based traffic signs

(c) Traffic signs with text

Figure 4.1: Different categories of traffic signs.
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4.2.1 Text-based traffic sign detection

Text-based traffic sign detection is a challenging task mainly due to three aspects,

namely, variations in text content (i.e. font, color, size, stroke width and multilin-

gual nature), complexity of the background (i.e. tree leaves and building bricks) and

interference factors during the image acquisition (i.e. uneven lighting, perspective

distortion, defocused or motion-blur imagery, multi-orientation due to motion and

partial or complete occlusion). As the first step of TSR system, a effective and accu-

rate traffic signs detection functionality is essential and has significant impacts on the

performance of subsequent recognition and tracking functionality. Poor performance

of detected text-based traffic sign bounding box areas and slow detection functionality

running time will result in missing characters in the post recognition stage and low

frame per second (fps) in real time application. In recent years, many existing algo-

rithms have focused on graphics-based traffic sign detection and achieved promising

results on many public datasets, such as the MASTIF dataset [8] and the German

Traffic Sign Detection Benchmark (GTSDB) [12]. However, only few research studies

have focused on text-based traffic sign detection. As described in [4], this maybe par-

tially caused by the difficulties of the task itself [14] and insufficient public datasets.

Currently, the Traffic Guide Panel dataset proposed in [15] is the only (partially)

public text-based traffic sign dataset benchmark, which is an image dataset, not a

video.

The studies have focused on the detection of text-based traffic signs is limited.

Inspired by road sign detection in color video sequence [36], a algorithm was proposed

in [37], to detect text-based traffic signs in videos. The algorithm assumes that the

traffic sign is on a planar surface perpendicular to the horizontal ground and that the
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camera moves along its optical axis that is roughly horizontal. Then, the geometric

relationship between a moving car and traffic signs is defined based on a pinhole

camera model. After that, the orientation of the plane is estimated using three or

more points in two consecutive frames. A multiscale text detection algorithm is

proposed on each candidate traffic panel area using edge detection, adaptive search,

Gaussian Mixture Model (GMM) and geometric linear analysis to obtain the position

of a text line and to track it with a feature-based tracking algorithm.

Focusing on the distinct background color of text-based traffic signs, in [38], the

blue and white rectangular regions of interests (ROIs) were extracted using a color-

based segmentation algorithm and Fast Fourier Transform (FFT), then the four corner

points of the rectangular regions were reoriented horizontally to align text characters.

After analyzing the chrominance and luminance, an adaptive segmentation is carried

out, and connected components labeling and position clustering are done for the

arrangement of the different characters on the panel.

By utilizing spatial information, the search regions of text-based traffic sign can be

limited in urban scenario. In [39], the traffic signs that are located above ground and

on the right side of the road are separated into two independent ROIs. Then, the blue

and white traffic panel regions were extracted for every single image based on color

segmentation and Bag of Visual Words (BOVW) approach [40]. After that, the ROIs

are classified by using support vector machines [33] or Näıve Bayes [41] classifiers. In

[14], the search areas of the traffic signs are restricted first by using a pinhole camera

model in the detection stage. Then, the potential text-based traffic sign candidates are

detected based on the combination of Maximally Stable Extremal Regions (MSERs)

[30] detector and HSV color thresholding in the defined search region. Finally, the
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false positive regions are eliminated with the temporal and structural information.

increasingly, deep learning-based object detection methods are becoming main

stream in research [58], [83]. Many deep learning-based text-based traffic sign detec-

tion algorithms have been proposed and achieved promising results. Inspired by You

Only Look Once (YOLOv1) [84] object detector, in [15], a Cascaded Localization Net-

work (CLN) is proposed to find all text-traffic sign candidates with a high Recall rate

in the first stage. Then, locate text regions and eliminate the false alarms, including

the non-panel and redundant detections in the second stage. In [42], the traffic sign

ROIs, including both graphics-based and text-based traffic signs, are first extracted

using MSERs algorithms in gray and normalized RGB channels. And then the ROIs

are classified into different classes by their proposed multi-task convolutional neural

network. In [4], a text-based traffic signs detection algorithm is proposed based on

cascaded segmentation detection networks, which can achieve the state-of-the-art 0.9

Precision with a computational speed of 0.15 seconds per frame on Traffic Guide

Panel dataset.

4.2.2 Traffic sign tracking

Traffic sign tracking stage is vital especially for video-based TSR systems, which

provide more valuable information than detecting signs in single image. Compare

to traffic sign detection and recognition, only a few approaches have been studied

in traffic sign tracking. In [63], a road sign tracking method is proposed by using

continuous adaptive mean shift (cam-shift) method. In [64], a detected traffic sign is

tracked using a simple motion model and temporal information propagation. Then,

the results of the individual frame are fused for more robust detection. The works in
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[36], [65], [66] track the detected traffic signs by using a kalman filter [67], a credible

result is obtained by deleting the detections that cannot be identified for consecutive

frames. The kalman filter based tracker is used to reduce the computational load in

detection stage and fuse the results from consecutive frames to get better classification

performance in [36], and improve a pre-trained off-line trained detector with an on-line

updated detector in [68]. In [69], a Tracking-Learning-Detection (TLD) framework is

adopted to track the recognized signs in real time to provide enough information for

driver assistance function.

A good traffic sign tracking algorithm should have the following aspects. First,

the tracker can track the detected traffic sign with only one detection (i.e. when the

object is initially detected). Second, the running time of tracking algorithm should be

fast enough to achieve real time application. Third, the algorithm should be able to

handle miss detection in between frames and robust to occlusion. Forth, the tracker

should be able to delete the traffic sign when it moves outside the field of view (FOV).

In this Chapter, in order to better adapt to real-time application, a text-based

traffic sign detection and tracking framework is proposed for video-based TSR system.

The main contribution of our work are summarized as below: 1) A fast and accurate

text-based traffic sign detector is presented. 2) A new text-based traffic sign tracking

algorithm is proposed based on kinematic automotive motion model, the tracker is

robust to occlusion and miss detection in between the frames and can handle the

traffic sign when moves out of FOV. 3) The proposed framework yields highly accurate

detection results and fast computational speed on public Traffic Guide Panel dataset

and our self-collected the ETFLab Text-based Traffic Sign Video Dataset. 4) A new

dataset of text-based traffic signs in urban scenario is collected. From the experiential
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detection results on real life video data, the proposed algorithm has achieved overall

Precision, Recall and Fmeasure of 0.99, 0.78 and 0.88 on the Traffic Guide Panel dataset,

respectively. The computational time of our approach is 0.015 second per frame for

a 1080p video on a PC with i7-7700K CPU running at 4.20 GHz with 16 GB RAM

and a NVIDIA GeForce GTX 1080 Ti GPU with 11 GB RAM. The proposed can be

further extended to multilingual environment and applied on system on chips (SoCs).

The structure of the Chapter is as follows. The proposed text-based traffic sign

detection and tracking framework is detailed in Section 4.3. Experimental and evalu-

ation results are presented in Section 4.4. Finally, conclusions are discussed in Section

4.5.

4.3 Proposed framework

In this Chapter, a text-based traffic sign detection and tracking framework is proposed

for video-based TSR systems. The flowchart of the proposed framework is shown in

Figure 4.2. A fast and accurate text-based traffic sign detector will be applied to

the incoming frame first. Then, the proposed tracking algorithm will be used. There

are five phases during the tracking functionality, namely, update, delete, predict, add

and estimate. The newly detected traffic signs will be associated to the traffic signs

in the known list based on the estimated position of center and size of the traffic

signs from previous frame. Their new position and size will be updated. For the

rest unassociated traffic signs in the known list, their unique ID will be deleted if

they move out of FOV or max disappear time is reached, otherwise their position

and size will be predicted. For the rest unassociated newly detected traffic signs,

they will be added to known list and a unique ID will be assigned. After that, for

85



Ph.D. Thesis – J. Hu McMaster University – Electrical & Computer Engineering

all traffic signs in the known list, their estimated position and size will be calculated

for next frame based on kinematic automotive motion model. Due to the limitation

of available text-based traffic sign dataset, in this Chapter, we collect a text-based

traffic sign dataset for training process from the internet. The details of training set

will be introduced in Section 4.4.1.

Figure 4.2: Flowchart of the proposed text-based traffic sign detection and tracking
framework
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4.3.1 Text-based traffic signs detection

In this section, the detection stage of the text-based traffic signs is presented. To sat-

isfy the requirement of real time application as well as to maintain the high detection

accuracy, a text-based traffic sign detector is trained based on You Only Look Once

version 3 (YOLOv3) [85] object detector.

The detector will divide the input image into a number of N ∗N grid cells, in which

each cells can predict a fixed number of bounding boxes. The output of the detection

results is represented by coordinates of bounding boxes along with its objectness

score and C class confidences. The coordinates of bounding boxes will be represented

using 4 parameters [x, y, w, h], where [x, y, w, h] are the coordinates of the detected

bounding box. The (x, y) coordinates represent the center of the bounding box and w

and h denote the width and height of the bounding box respectively. w and h define

the size of bounding box, which enclose the text-based traffic sign. Unlike YOLOv1,

YOLOv3 predicts the objectness score of each bounding box using logistic regression.

The final output of YOLOv3 is a N ∗N ∗[B∗(4+1+C)] tensor, where B is the number

of bounding boxes can be predicted in each grid cell, C is the number of class, 4 is

bounding box offsets and 1 stands for number of objectness prediction. During the

training process, we set B = 3, C = 1 and fine-tune the YOLOv3 pretrained model

on our newly collected text-based traffic sign training dataset including the ground

truth annotation for the text-based traffic signs in green and blue background. The

detection results on Traffic Guide Panel dataset are illustrated in Figure 4.3.
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(a)

(b)

Figure 4.3: Illustration of the output bounding box level results in detection stage
on Traffic Guide Panel dataset (N = 8).

4.3.2 Text-based traffic signs tracking using kinematic auto-

motive motion model

In this section, we introduce a fast and accurate multiple traffic signs tracking al-

gorithm based on the kinematic automotive motion model, which was proposed in

Chapter 2. The kinematic automotive motion model details the spatial-temporal re-

lationship between traffic signs and different kinematic vehicles motion status, which

will be reviewed later in this section.
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(a) Previous frame (b) Current frame

Figure 4.4: Illustration of the tracking mechanism on two consecutive frames.
(Shady areas represent road.)

The proposed tracking algorithm associates newly detected traffic signs based on

the estimated position of center and size of the traffic signs from previous frame.

As it is shown in Figure 4.4 (a), three traffic signs, namely ts-a, ts-b and ts-c are

detected at previous frame. Their corresponding position and size are estimated for

current frame by using kinematic automotive motion model. Referring to Figure 4.4

(b), two traffic signs, namely ts-A, and ts-D are detected at current frame. Based

on the estimation results from previous frame and detection result at current frame,

ts-A will be associated with ts-a and its position and size will be updated; ts-b will

be deleted, because it moves out of the FOV; the position of ts-c will be predicted

(or delete if max disappear time reaches), because the detection of ts-c is missed at

current frame; ts-d will be added as a new traffic sign. The details of the algorithm

will be explained later in this section.

Kinematic automotive motion model

The physical relationship between a forward moving car and a motionless traffic sign

at time t is shown in Figure 4.6, the notations are defined as follows.

• Z - optical axis, which is assumed parallel to the ground. The camera moves
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Figure 4.5: Illustration of the physical relationship between a forward moving car
and a motionless traffic sign at time t.

along side its optical axis. The direction of Z may different at each time.

• oxy - 2-Dimension camera image plane, which is projected by real world coor-

dinate system OXY Z.

◦ x - horizontal axis of image plane.

◦ y - vertical axis of image plane.

◦ o - intersection of optical axis Z and x-y plane.

◦ o(t)x(t)y(t) - the camera image plane at time t.

• OXY Z - 3-Dimension traffic sign coordinate system.

◦ X - horizontal axis, which is parallel to the ground and perpendicular to

optical axis Z.

◦ Y - vertical axis, which is perpendicular to the ground.

◦ O - intersection of optical axis Z and X-Y plane.
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Figure 4.6: Illustration of the spatial-temporal relationships between the motionless
traffic signs and moving vehicles at time t− 1, t and t+ 1.

◦ O(t)X(t)Y (t) - the assumed traffic sign plane, which always parallels to

the camera image plane o(t)x(t)y(t) at time t.

• f - focal length, camera predetermined parameter.

• D - Distance between traffic sign and camera along optical axis Z.

The kinematic status of a forward moving vehicle can be roughly summarized

in 3 categories, namely, straight line motion, line change and turning. The major

difference between a straight line motion case and latter two cases are the directional

changes of the optical axis. For a video-based TSR system, we define that the camera

is the origin of the 3D real world coordinate system of each time step. The geometric

correlation between a moving car and a motionless text-based traffic sign at time

t− 1, t and t + 1 is shown in Figure 4.6. The real world traffic sign may not always
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be parallel to the camera image plane. If and only if the real world traffic sign lies

on planar surfaces and the optical axis is perpendicular to the traffic sign, the plane

of the traffic and the assumed traffic sign plane will be the same plane. In addition,

the image plane of time t − 1, t and t + 1 may not always be parallel to each other

because of the directional changes of the optical axis. Denote by θ(t), the horizontal

directional difference of optical axis between time t − 1 and t. We define positive

value for left and negative for right. The moving distance between time t − 1 and t

is define as v(t)∆t.

Position prediction

Let P be an arbitrate point on a text-based road sign in the real world traffic sign

coordinate system OXY Z. Since the position of the camera is varying with the

time, the coordinates of P is changing. Denoted by P (t) : (X(t), Y (t), D(t)) and

p(t) : (x(t), y(t)), the coordinates of P in the real world traffic sign system and its

corresponding projected point p on the camera image plane at time t, respectively.

Their physical relationship is determined by a pinhole camera model, which are equa-

tion (4.3.1), (4.3.2), (4.3.3)

X(t− 1)

x(t− 1)
=
Y (t− 1)

y(t− 1)
=
D(t− 1)

f
(4.3.1)

X(t)

x(t)
=
Y (t)

y(t)
=
D(t)

f
(4.3.2)

X(t+ 1)

x(t+ 1)
=
Y (t+ 1)

y(t+ 1)
=
D(t+ 1)

f
(4.3.3)

D(t − 1), D(t) and D(t + 1) are the distances between the traffic sign and the
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camera alongside the optical axis at time t− 1, t and t+ 1, respectively. Referring to

Figure 4.6, we have

D(t− 1) = D(t) + v(t)∆t (4.3.4)

D(t) = D(t+ 1) + v(t+ 1)∆t (4.3.5)

By assuming that the road is roughly horizon, the change of optical axis will not

affect the vertical axis, we have

Y (t− 1) = Y (t) = Y (t+ 1) (4.3.6)

To predict the position of point P on the image plane for time t + 1, we need to

know X(t), Y (t) and D(t) first, from (4.3.1), (4.3.2) and (4.3.4), we obtain

D(t) = D(t− 1)cosθ(t)−X(t− 1)sinθ(t)− v(t)∆t (4.3.7)

X(t− 1) = X(t)cosθ(t)− (D(t) + v(t)∆t)sinθ(t) (4.3.8)

substitute equation (4.3.1), (4.3.2) and (4.3.8) into (4.3.7), we get

D(t) =
v(t)∆t · (−1− f sin θ(t) cos θ(t)

x(t−1)
+ sin2 θ(t))

1− (x(t) cos
2 θ(t)

x(t−1)
− f sin θ(t) cos θ(t)

x(t−1)
− x(t) sin θ(t) cos θ(t)

f
+ sin2 θ(t))

(4.3.9)

Substitute (4.3.8) and (4.3.9) into the (4.3.2) we get the estimate coordinate of P

at time t
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X(t) =
v(t)∆t · (−1− f sin θ(t) cos θ(t)

x(t−1)
+ sin2 θ(t))

1− (x(t) cos
2 θ(t)

x(t−1)
− f sin θ(t) cos θ(t)

x(t−1)
− x(t) sin θ(t) cos θ(t)

f
+ sin2 θ(t))

· x(t)

f
(4.3.10)

Y (t) =
v(t)∆t · (−1− f sin θ(t) cos θ(t)

x(t−1)
+ sin2 θ(t))

1− (x(t) cos
2 θ(t)

x(t−1)
− f sin θ(t) cos θ(t)

x(t−1)
− x(t) sin θ(t) cos θ(t)

f
+ sin2 θ(t))

· y(t)

f
(4.3.11)

From equation (4.3.2), (4.3.3) and (4.3.5), we obtain

D(t+ 1) = D(t) cos θ(t+ 1)−X(t) sin θ(t+ 1)− v(t+ 1)∆t (4.3.12)

X(t+ 1) = (D(t+ 1) + v(t+ 1)∆t) tan θ(t+ 1) +
X(t)

cos θ(t+ 1)
(4.3.13)

Substitute (4.3.6), (4.3.12), (4.3.13) into the (4.3.3) we get

x(t+ 1) =
(D(t) sin θ(t+ 1)−X(t) sin θ(t+ 1) tan θ(t+ 1) + X(t)

cos θ(t+1)
)f

D(t) cos θ(t+ 1)−X(t) sin θ(t+ 1)− v(t+ 1)∆t
(4.3.14)

y(t+ 1) =
Y (t)f

D(t) cos θ(t+ 1)−X(t) sin θ(t+ 1)− v(t+ 1)∆t
(4.3.15)

Using (4.3.9), (4.3.10), (4.3.11), (4.3.14) and (4.3.15), we can predict the coordi-

nate of point p on the image plane at time t+ 1.

Size prediction

Let W (t) and H(t) be the width and height of the traffic sign on the traffic sign plane

at time t, respectively. W (t) and H(t) equal to the actual traffic sign size W and H

if the optical axis Z is perpendicular to the actual traffic sign at time t. Then, we
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have

W (t) ≤ W (4.3.16)

H(t) ≤ H (4.3.17)

Denoted by w(t) and h(t), the width and height of the detected traffic sign at

time t, respectively. From (4.3.2), (4.3.3) and (4.3.5), we have

W (t)

w(t)
=
H(t)

h(t)
=
D(t)

f
(4.3.18)

W (t+ 1)

w(t+ 1)
=
H(t+ 1)

h(t+ 1)
=
D(t+ 1)

f
=
D(t)− v(t+ 1)∆t

f
(4.3.19)

Traffic signs in the real world are not always perpendicular to the optical axis.

Referring to Figure 4.7, the size of traffic sign in next frame will also rely on the

difference of angle between traffic sign and optical axis in current frame.

W (t) = W cosα, −π
2
< α <

π

2
(4.3.20)

W (t+ 1) = W cos(α− θ), −π
2
< α <

π

2
(4.3.21)

Denoted by α, the included angle between traffic sign and the assumed traffic sign

plane at time t− 1 (−π
2
< α < π

2
). When moving in straight line, the value of α will

not affect the changing of size. While when tuning left, if α < 0, the size of traffic

sign may decrease in the following frames, as shown in Figure 4.7 (c).
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Eliminate W in (4.3.20) and (4.3.21), we have

W (t+ 1) = W (t)
cos(α− θ)

cosα
− π

2
< α <

π

2
(4.3.22)

From (4.3.18), (4.3.19) and (4.3.22), we have

w(t+ 1) =
D(t)w(t)

D(t)− v(t+ 1)∆t
· cos(α− θ)

cosα
, −π

2
< α <

π

2
(4.3.23)

α is an unknown parameter and is hard to estimate. Based on observation, we

assume |α| < π/4, the value of cos(α − θ)/ cosα is bounded by 3/2. In this way, we

are able to predict the range of width for the next frame.

From (4.3.6), we have

H(t) = H(t+ 1) (4.3.24)

With (4.3.18) and (4.3.19), we get

h(t+ 1) =
D(t)h(t)

D(t)− v(t+ 1)∆t
(4.3.25)

(a) α = 0 (b) α > 0
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(c) α < 0

Figure 4.7: Illustration of the size changes in next frame based on different value of
α in current frame. (Current frame in black line and next frame in blue line.)

For a detected traffic sign TS at time t, we have

TS(t) =

[
x(t− 1), y(t− 1), w(t− 1), h(t− 1), x(t), y(t), w(t), h(t)

]
(4.3.26)

if TS is not in the known list, it will be initialized as

TS(t) =

[
x(t), y(t), w(t), h(t), x(t), y(t), w(t), h(t)

]
(4.3.27)

Using (4.3.9), (4.3.23) and (4.3.25), we can estimate the range of width and the

value of height for the next frame.

Estimation of parameters

If we have the velocity and directional information of the vehicle from on-board

sensors at each time step, we can use the (4.3.9), (4.3.10), (4.3.11), (4.3.14), (4.3.15),

(4.3.23) and (4.3.25) to predict the position of the center point, size of the targeted

text-based traffic sign. However, the above information may not always obtainable in
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some situations, if we do not have velocity and directional information, we can still

predict the range of them by using physical rules. When negotiating a curve safely,

the maximum turning angle is in proportion to the vehicle’s speed. By using the

range of velocity and turning angle, we can estimate positions of the center points

and size of the targeted traffic sign with different pairs of velocity and turning angle,

and thus narrow down the search region.

From Chapter 3, we have that

r ≥ v2

µkg
(4.3.28)

where r stands for the turning radius, µk is the coefficient of kinetic friction, g is the

gravitational constant.

The value of µk only depends on the two contacted surface and varies between

two surfaces. From the coefficient of friction table [80], we learned that the kinetic

frictional coefficient of rubber on concrete is 0.6−0.85 on a sunny day and 0.45−0.75

on a rainy day. The value of turning radius r should be greater than its manufactured

minimum turning radius, and this value is variant based on different vehicle’s brand.

For example, the turning circle of a year 2020 Toyota Corolla is 5.3 meter [81].

From the equation of angular velocity, we have

ω =
∆θ

∆t
=
v

r
(4.3.29)

∆θ is the directional difference of the turning angle in given sampling time interval

∆t. Substitute (4.3.28) into (4.3.29), we get our estimated ideal turning angle, which
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is

|θ| = vt

r
≤ µkgt

v
radians (4.3.30)

Assume Vmax is the maximum velocity of a vehicle driving on the road, for every

v ∈ [0, Vmax], we can calculate its corresponding range of θ. For each different pair

of (v, θ), we will have a predicted center, width and height. Using extreme points of

predicted center, width and height, a search region of the target traffic sign will be

formulated.

Algorithm description

Let {TS1(t), TS2(t), ..., TSn(t)} be the known traffic sign list at time t, (i.e. TSi(t) =

[xi(t), yi(t), wi(t), hi(t)]) their corresponding search regions for time t+1 are {SR1(t),

SR2(t), ..., SRn(t)}. The bounding box of detected traffic sign tsk at time t + 1 are

presented as [xk(t+ 1), yk(t+ 1), wk(t+ 1), hk(t+ 1)].

The proposed multi-traffic signs tracking algorithm has 5 phases: update, delete,

predict, add and estimate.

• Update: Associate and update the traffic signs in the known list for TSn(t), if

(xk(t + 1), yk(t + 1)) is in its search region SRn(t), and the distance between

(xn(t), yn(t)) and (xk(t+1), yk(t+1)) is the shortest and wk(t+1) and hk(t+1)

is within the range of estimated width and height. Set their disappeared time

to 0.

• Delete: For the rest unassociated traffic signs in the known list, delete the traffic

sign TSm(t) from the known list, if predicted position is out of FOV or max
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disappeared time reaches.

• Predict: For the rest undeleted and unassociated traffic signs in the known

list, predict their bounding box using v = Vmax/2 and θ = 0, then increase its

disappeared time by 1.

• Add: For the rest of unassociated detected traffic sign, add them to the known

list and assign a unique ID.

• Estimate: For all the traffic signs TSi(t+1) in the known list, estimate their cor-

responding search region SRi(t+ 1) using kinematic automotive motion model.

4.4 Experiments and results

4.4.1 Data Preparation for Training

To train a reliable text-based traffic sign detector based on YOLOv3 model, as much

labelled data as possible is required in each different categories of traffic signs. The re-

cent text-based detection algorithms in [15] and [4] presented their self-collected Traf-

fic Guide Panel dataset and Text-based Traffic Sign Dataset in Chinese and English

(TTSDCE), respectively. The Traffic Guide Panel dataset is a benchmark dataset

containing 3, 841 images in total (2, 315 images contain highway guide panels and

1, 526 contains no traffic signs). And the TTSDCE is a bilingual text-based traffic

sign dataset, which is composed of 1, 800 images from Internet and car camera with

resolution ranging from approximately 300 ∗ 300 to 1, 280 ∗ 720. However, these two

works did not release their datasets for training.

It is time consuming and expensive to collect training data by driving a car with a
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car-mounted camera on the highway. In [42] and [86], the images from Google Street

View were used to help develop the vision-based driver assistance system. Due to

the limitation of available text-based traffic sign training dataset, we collect highway

view images from Google Street View as training data for our text-based traffic sign

detection system. Unlike graphics-based traffic sign, there are larger within-class vari-

ations in text-based traffic signs. Therefore, in this Chapter, we focused on the traffic

signs majorly in green and blue background. The self-collected text-based traffic

sign dataset has 810 highway and street scene images with resolution approximately

1, 323 ∗ 965. All the acquired images contain at least one text-based traffic sign and

then were labelled based on the following principle. First, the text-based traffic sign

was not labelled if it is too far to recognize the characters on it. Second, every traffic

sign was labelled with information such as location, size and class. Some examples of

annotated training data are shown in Figure 4.8.

4.4.2 Evaluation Metrics and Testing Datasets

To evaluate the effectiveness of the proposed algorithm in real-life scenario, the pro-

posed method is tested on both Traffic Guide Panel dataset and our self-collected

the ETFLab Text-based Traffic Sign Video Dataset (ETFLab-TTSVD) [78], which

is proposed in Chapter 2. The testing data of Traffic Guide Panel dataset contains

404 images. The ETFLab-TTSVD is collected using a fixed camera mounted on the

interior of the windshield, captured with 1, 080p (1, 920∗1, 080) resolution at 24 frame

per second rate (fps) for a duration of one second each. There are 10 random selected

videos from highway scene, 2400 images in total. The focal length of the camera is

fixed at 24 mm. And the speed of the vehicle is roughly constant in each video.
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(a)

(b)

Figure 4.8: Examples of annotated Google street view images.
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The accuracy of our proposed framework is measured by using the Intersection

over Union (IoU) [4], which is commonly used in the area of object detection and

segmentation. The IoU is defined as

IoU =
Intersection(G,P )

Union(G,P )
(4.4.1)

where G is the ground truth bounding box and P is the predicted bounding box.

If the value of IoU is greater than 0.5, it means the predicted bounding box can be

considered as true detection, otherwise, the detection is false. From experimental

results, if the value of IoU less than 0.75, some characters on the traffic sign may be

lost, make it harder to be used in post recognition stage.

We calculate the Precision, Recall and Fmeasure by setting the threshold of IoU

equals to 0.5, which are defined as [4]

Precision =
TP

TP + FP
(4.4.2)

Recall =
TP

TP + FN
(4.4.3)

Fmeasure = 2 · Precision · Recall

Precision + Recall
(4.4.4)

where TP, FP and FN are the true positive, false positive (false detection) and false

negative (miss) rates respectively .

4.4.3 Experimental Details and Comparative Analysis

During the training process, the initial learning rate is set to 0.001, weight decay =

0.0005 and momentum = 0.9. The training process stops at 4, 000 iterations. During
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(a) (b)

(c) (d)

(e)

(f)

Figure 4.9: Examples of detection results on Traffic Guide Panel dataset ((a)-(d))
and ETFLab-TTSVD ((e),(f)).
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the testing process , the images are resized to 256 ∗ 256 (i.e. N = 8) when testing

on the Traffic Guide Panel dataset. All experiments are implemented on a PC with

i7-7700K CPU running at 4.20 GHz with 16 GB RAM and a NVIDIA GeForce GTX

1080 Ti GPU with 11 GB RAM. Some example are shown in Figure 4.9 (a)-(d).

We compare our detection results with existing text-based traffic sign methods in

Table 4.1. In [4], a cascaded segmentation detection framework for text-based traffic

sign detection was presented with significant improvement in Precision, Recall and

Fmeasure compared to the other deep learning-based methodologies proposed in [15],

[53]. Precision, Recall and Fmeasure of our detection results can achieve 0.99, 0.78

and 0.88 on the Traffic Guide Panel dataset, and the averaged computational time

is 0.02 second. Compare to the state-of-the-art algorithm, the proposed method has

achieved better results in Precision and computational speed, while the Recall rate is

lower. As shown in Figure 4.10, the method fails on many challenging highway scene,

such as backlighting, low resolutions and blur text. Under backlighting situation, the

traffic sign ROIs are too dark to be detected. Low resolutions of small traffic sign

regions will also cause failure. The Traffic Guide Panel dataset contains approximately

1/3 testing images with low light and backlighting, which affects Recall value of the

proposed method.

Table 4.1: Precision, Recall, Fmeasure, and running times of different text-based
traffic sign detection methods on the Traffic Guide Panel dataset

Method Precision Recall Fmeasure Time(s) Device
Epshtain et al. [46] 0.35 0.41 0.38 2.51 CPU

Gómez and karatzas [45] 0.46 0.53 0.49 1.32 CPU
Jaderberg et al. [53] 0.59 0.71 0.64 4.53 GPU&CPU

Rong et al. [15] 0.73 0.64 0.68 0.16 GPU
Zhu et al. [4] 0.90 0.87 0.88 0.15 GPU&CPU

Our framework 0.99 0.78 0.88 0.02 GPU
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(a)

(b)

(c)

Figure 4.10: Failure detection cases on Traffic Guide Panel dataset((a), (b)) and
ETFLab-TTSVD (c).
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(a) Frame 23

(b) Frame 28

(c) Frame 36

(d) Frame 99
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(e) Frame 137

(f) Frame 143

(g) Frame 146

Figure 4.11: Illustration of the comparison results with detection functionality only
(left) and detection with tracking functionality (right) on ETFLab-TTSVD.

Detection and tracking results are in yellow and red bounding boxes, respectively.

To test the effectiveness of the proposed detection and tracking framework in

real life scenario, the proposed framework is evaluated on ETFLab-TTSVD. The

images are resized to 416 ∗ 416 (i.e. N = 13) during the detection stage, and the

threshold of detection probability is set to 0.8, some sample results are shown in
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Figure 4.9 (e)-(f). During the tracking process, we set Vmax = 240 km/h, µk = 0.7

and g = 9.8 ms−2 for estimation stage. From the experiments, Precision, Recall

and Fmeasure of our detection results can achieve 0.98, 0.87 and 0.92, respectively,

with detection functionality only. With additional tracking functionality, the value

of Precision decreases slightly to 0.96, while Recall and Fmeasure increase to 0.98 and

0.97, respectively. The decrease in Precision is related to delayed deletion when the

traffic sign moves out of FOV. In the mean time, the increment in Recall is caused

by the predict phases in the tracking algorithm.

As shown in Figure 4.11, the left and right column are the the results of detection

functionality only and detection with tracking functionality, respectively. First traffic

sign is initially detected at frame 23 (4.11a), it is assigned traffic sign ID 0. Miss

detection occurs while the vehicle moving forward, the tracker predict its position at

frame 28 (4.11b). The traffic sign is detected again at frame 36 (4.11c), the tracker

is able to preserve its identity. Another traffic sign is initially detected at frame 99

(4.11d), it is assigned traffic sign ID 1. Two traffic signs are detected at frame 137

(4.11e), though the detected bounding boxes are overlapping, the tracker maintain

their identity. Only one traffic sign is detected at frame 143 (4.11f), the tracker judges

the traffic sign ID 1 moves out of FOV, delete its ID. No traffic sign is detected at

frame 146 (4.11g) and the tracker judges the traffic sign ID 0 moves out of FOV,

delete its ID.

The limitations of the proposed multi-target detection and tracking algorithm are

as follows: first, the proposed algorithm is able to track the traffic signs with only one

initial detection, but will have better prediction with two initial detections. Second,

the prediction of traffic sign may be tricked when partial of the traffic sign moves out
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of FOV. This may lead to delayed deletion in the tracking stage. Third, the proposed

framework cannot handle false alarm without recognition functionality, hence a high

Precision detector is needed. The effective detected distance depends on the size of

traffic sign, from experimental result, the presented text-based traffic sign detector

can detect the traffic sign on average 3 seconds (approximate 80 meters) before the

sign moves out of FOV for 1080p videos.

The computational time for the detection stage is 0.02 second per frame with

the GPU, and the tracking process takes 0.2 ms (CPU) with 2 ∼ 3 traffic signs

per frame, more time may expect when more traffic signs need to be tracked. The

proposed framework can achieve 24 fps per frame in real application. Our proposed

tracking algorithm is implemented using the Python language, faster runtimes could

be achieved with C++ implementations.

4.5 Conclusion

In this Chapter, a text-based traffic sign detection and tracking framework is proposed

for the video-based TSR system. For detection stage, an effective text-based traffic

sign detector is trained on street view images. The proposed multi-target tracking

algorithm have 5 phases, update existing traffic signs, delete the traffic signs if move

out of FOV or max disappear time is reached, predict the position of traffic signs when

missed detection occurs, add newly detected traffic signs and estimate search regions

for the next frame. To estimate the position and size for the same traffic sign in

the following frame, the kinematic automotive motion model is used. The kinematic

automotive motion model details the kinematic states of vehicles and the spatial-

temporal relationships between the motionless traffic signs and moving vehicles. From
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the experimental results on public and real-life datasets, the proposed framework is

useful and effective to be used in real time application. Future work will increase

the number and variations of the training dataset, and integrate the framework with

recognition functionality.
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Chapter 5

Conclusions and Future Works

5.1 Research Summary

In this thesis, multiple text-based traffic signs detection and tracking related tasks

are studied. A traffic sign localization algorithm, a CPU-based text-based traffic sign

detector, and a text-based traffic signs detection and tracking framework for video

are presented.

For text-based traffic sign localization task, a kinematic automotive motion model

is presented. This kinematic model details the spatial-temporal relationship between

motionless traffic signs and different kinematic states of vehicles. Based on the kine-

matic automotive motion model, the text-based traffic sign localization algorithm

is developed. The proposed localization algorithm takes the advantages of on-board

data source such as rotation of the wheels and directional information of vehicles, and

is able to predict the position of the traffic sign after initial detections. In this way, the

localization algorithm can handle environmental complexities such as uneven lighting

and occlusion since the prediction is independent of data acquisition from camera.
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The experimental results show that, with good initial detections, the proposed local-

ization algorithm can be used to significantly reduce the computational cost as well

as maintain good values of IoU of predicted text-based traffic sign bounding boxes in

real-time TSR applications.

For text-based traffic sign detection task, a CPU-based detection algorithm is pre-

sented. To relax the restriction of data acquisition from on-board sensor, a parameter

estimation method is first developed for kinematic automotive motion model based on

different environmental/weather conditions. Next, with the estimated turning angle

parameter, the search region can be modelled and calculated for the text-based traffic

signs using kinematic automotive motion model. The ROIs are then extracted within

the defined search regions by using a fast and effective CE-MSERs detector. During

the the final selection stage, the spatial information is used to reduce the computa-

tion time. From the experimental results, the method can be used to significantly

reduce the computational cost of traffic sign detection while maintaining the high

performance of detection results in real-time applications.

For detection and tracking framework task, a multiple text-based traffic signs de-

tection and tracking framework is proposed for the video-based TSR system. During

the detection stage, a fast and accurate data-driven text-based traffic sign detector is

trained on street view images, which are collected with low cost. In tracking stage,

a multiple text-based traffic signs tracking algorithm is presented. The proposed

multi-target tracking algorithm have 5 phases, update the position of existing traffic

signs, delete the traffic signs if out of FOV or max disappear time is reached, predict

the position of traffic signs when missed detection occurs, add newly detected traffic

signs and estimate the position and size for the next frame. To estimate the position

113



Ph.D. Thesis – J. Hu McMaster University – Electrical & Computer Engineering

and size for the same traffic sign in the following frame, the kinematic automotive

motion model is used. From the experimental results on public datasets, the proposed

framework is useful and effective to be used in real-time application.

5.2 Future Works

For future research, the proposed framework can be further extended and improved

in the following aspects:

1) A unified traffic sign detector: The current work are only focusing on the

detection of text-based traffic signs. The data driven approach in Chapter 4 can

be further extended to graphics-based traffic signs. In this way, both categorizes of

traffic signs can be detected with one unified detector at the same time.

2) Multilingual environment: Detecting the traffic signs in the multilingual en-

vironment and translating them to the designated language is one of the important

TSR application. In future work, the traffic sign detector can be further extended to

adapt to multilingual environment.

3) Recognition functionality: The current framework does not include traffic sign

recognition functionality, in the future work, the proposed framework will be inte-

grated with a traffic sign recognition module.

4) Night vision situation: Night vision is a challenging situation in TSR stud-

ies. Detecting the traffic signs under night vision and low light situation are worth

exploring in the future.

5) Optimizing for embedded systems: In real world applications, TSR systems

are implemented on embedded systems. Compared to desktop computer, embedded

systems have less computational power and memory size, which will limit the speed
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and accuracy of the current work. In the future, the proposed framework will be

optimized and tested on embedded systems, and make it ready for real consumer-

level TSR systems .
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matic traffic signs and panels inspection system using computer vision,” IEEE

Transactions on intelligent transportation systems, vol. 12, no. 2, pp. 485–499,

January 2011.

[23] N. Barnes and A. Zelinsky, “Real-time radial symmetry for speed sign detection,”

IEEE Intelligent Vehicles Symposium, pp. 566–571, June 2004.

[24] G. Loy and N. Barnes, “Fast shape-based road sign detection for a driver as-

sistance system,” IEEE/RSJ International Conference on Intelligent Robots and

Systems (IROS), vol. 1, pp. 70–75, September 2004.

[25] N. Barnes, A. Zelinsky, and L. S. Fletcher, “Real-time speed sign detection using

the radial symmetry detector,” IEEE Transactions on Intelligent Transportation

Systems, vol. 9, no. 2, pp. 322–332, June 2008.

[26] Y. Gu, T. Yendo, M. P. Tehrani, T. Fujii, and M. Tanimoto, “Traffic sign detec-

tion in dual-focal active camera system,” IEEE Intelligent Vehicles Symposium,

pp. 1054–1059, June 2011.

119



Ph.D. Thesis – J. Hu McMaster University – Electrical & Computer Engineering
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