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Abstract
Environmental monitoring using wireless sensors plays a key role in detecting

hotspots or over-cooling conditions in a data center (DC). Despite a myriad

of Data Center Wireless Sensor Network (DCWSN) solutions in literature, their

adoption in DCs is scarce due to four challenges: low reliability, short battery life-

time, lack of adaptability, and labour intensive deployment. The main objective of

this research is to address these challenges in our specifically designed hierarchical

DCWSN, called Low Energy Monitoring Network (LEMoNet).

LEMoNet is a two-tier protocol, which features Bluetooth Low Energy (BLE)

for sensors communication in the first tier. It leverages multi-gateway packet re-

ception in its second tier to mitigate the unreliability of BLE. The protocol has

been experimentally validated in a small DC and evaluated by simulations in a

midsize DC. However, since the main application of DCWSNs is in colocation and

large DCs, an affordable and fast approach is still required to assess LEMoNet in

large scale. As the first contribution, we develop an analytical model to character-

ize its scalability and energy efficiency in a given network topology. The accuracy

of the model is validated through extensive event-driven simulations. Evaluation

results show that LEMoNet can achieve high reliability in a network of 4800 nodes

at a duty cycle of 15s.

To achieve the network adaptability, we introduce and design SoftBLE, a Software

Defined Networking (SDN) based framework that provides controllability to the

network. It takes advantages of advanced control knobs recently available in BLE
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protocol stacks. SoftBLE is complemented by two orchestration algorithms to opti-

mize gateway and sensor parameters based on run-time measurements. Evaluation

results from both an experimental testbed and a large-scale simulation study show

that using SoftBLE, sensors consume 70% less power in data collection compared

to those in baseline approaches while achieving the Packet Reception Rate (PRR)

no less than 99.9%.

One of its main steps of DCWSN commissioning is sensor localization, which is

labour-intensive if is driven manually. To streamline the process, we devise a novel

approach for automated sensor mapping. Since Radio Frequency (RF) alone is not

a reliable data source for sensor localization in harsh and multi-path rich environ-

ments such as a DCs, we investigate using non-RF alternatives. Thermal Piloting

is a classification model to correlate temperature sensor measurements with the

expected thermal values at their locations. It achieves an average localization error

of 0.64 meters in a modular DC testbed. The idea is further improved by a multi-

modal approach that incorporates pairwise Received Signal Strength (RSS) mea-

surements of RF signals. The problem is formulated as Weighted Graph Match-

ing (WGM) between an analytical graph and an experimental graph. A parallel

algorithm is proposed to find heuristic solutions to this NP-hard problem, which

is 30% more accurate than the baselines. The evaluation in a modular DC testbed

shows that the localization errors using multi-modality are less than one-third of

that of using thermal data alone.
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Chapter 1

Introduction

1.1 Environmental Monitoring in Data Centers

Data centers are becoming more critical and more complex these days, which makes

the need for automated infrastructure management to deal with their forthcoming

operational considerations [20]. Besides traditional considerations like security and

up-time, power efficiency has become a main concern in a data center (DC) as well

[22]. According to the latest reports of U.S Environmental Protection Agency

(EPA), 70 billion kWh equals to 1.8% of the whole electricity power of the U.S.

was consumed in DCs by 2014 [82]. Up to 50% of this power is consumed for

cooling of IT and communication equipment in a wasteful way [22].

The most common air cooling architectures of DCs are based on raised-floor

and overhead cooling units. In both architectures, server racks are lined up in

alternating rows with cold air intakes facing one way and hot air exhausts facing the

other (Figure 1.1). These architectures often cause the cold air to be distributed

among the servers inefficiently, regardless of their need. Detecting and estimating
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Row1 Row2 Row3 Row4

Cold
Aisle1

Cold
Aisle2

Hot Aisle

X(m)

Y(m)

Z(m)

Rack1

Rack10

…

Sensor Nodes 16oc

22oc

Figure 1.1: Thermal map of a sample DC with raised floor cool-
ing.

over-cooled regions or hot-spots enables the controllers and operators of Computer

Room Air Conditioner (CRAC) units to take efficient thermodynamic actions. It

can also support load balancers to make judicious decisions about which servers

are suitable for running the upcoming tasks. Beside power efficiency, the technical

bulletin [8] lists other benefits of environmental monitoring as:

- Cooling performance visualization through software

- Humidification requirements

- Floor tile tuning

- Historical data trending

- Preventative maintenance prediction

- Real-time Power Usage Effectiveness (PUE) calculation
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Inefficient regions in a DC are detectable based on high temporal and spatial

fidelity maps of temperature, relative humidity, airflow, and other environmental

parameters. The party that is responsible for providing such information varies

in different DC types. This work targets colocation DCs (also called “Coloca-

tion” or “CoLo”), a specific type of DCs in which operators provide the required

infrastructure and space for third party IT equipment (ITE) according to some

rental agreements. In a colo, ITE owners are responsible for the maintenance of

their own servers, while its operators need to maintain power, cooling, and the

other required infrastructures to ensure proper operations of the servers. Typi-

cally, colo DC operators have no access to on-board sensors and no control over

the utilization of ITE. Instead, they rely on Data Center Infrastructure Manage-

ment System (DCIM) tools for monitoring the infrastructure status and planning

resources [20].

A DCIM is a family of software tools that enables DC operators to provision and

monitor cooling and power infrastructure in their sites. A typical DCIM provides

asset management, predictive analysis, floor planning, thermal maps of ambient

air temperature, and infrastructure control features along with other management

capabilities through an interactive graphical user interface. Figure 1.2 shows Gart-

ner’s component diagram and 451 group’s functional diagram of a typical DCIM.

In Gartner’s model, sensors are the first primary component that sends raw data

to the other processes. Also, data collection in 451 group’s model is the basis to

support all other DCIM functionalities. Both models emphasize the importance

of sensors.

On-board sensors (e.g., CPU temperature sensors, sensors in cooling systems)

3
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(a) Gartner model

(b) 451 group models

Figure 1.2: Two models for DCIM. [20]

can be a valuable source of data for DCIM; however, these sensors alone do not

provide sufficient spatial resolution to fully characterize DC thermal dynamics

and component level hotspots, which may lead to early equipment failure, low

energy efficiency or degraded server performance. A complimentary solution is

to use extra out-of-band environmental monitoring sensors. The sensors must be

non-intrusive to the servers due to both technical and non-technical reasons:

- Non-interference policy of most colo DC hosts

- Reducing the dependence to the always-ON servers

4
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- Ease of sensor replacement, etc.

Data Center Wireless Sensor Network (DCWSN) is a cost-effective enabling

technology for non-intrusive environmental monitoring in DCs. Wireless sensing

saves up to approximately 75% of the labour and material costs spent for wiring

[9]. This research focuses on the enhancement of the data collection process in

DCIM by proposing a zero-configuration, low power, and reliable DCWSN. A

part of this work also takes advantage of the capability of DCIM in controlling

cooling units during commissioning the network.

1.2 Hierarchical IoT for Environmental Moni-

toring

Internet of Things (IoT), allows large-scale environmental monitoring by connect-

ing low-cost sensors via low-power wireless technologies [1]. It has been applied

in wide range of applications, from water quality assessment in agriculture [74],

bridge displacement monitoring [39], smart power [25], and malfunction detec-

tion in industrial plants [94], to efficient thermal management in smart buildings

[26] and DCs [50]. Most of these monitoring applications require dense and/or

on-demand installation of thousands of wireless sensors in target environments.

In DCWSNs sensors are typically installed in the front and back of every server

(Figure 1.3). So, in a medium to large-scale DC, that contains tens of rows, and

tens of racks per row the density of sensors can be as high as 100 per meter cube.

To support this high density and to ensure data reliability, hierarchical network ar-

chitecture with a wired backbone is desirable. Due to limited wireless bandwidth,

5
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X(m)

Y(m)

Z(m)

16oc

22oc

Controller

BLE Gateways

Wired Link

Sensor Nodes

BLE Advertisements

Figure 1.3: Hierarchical IoT architecture for dense monitoring in
a sample DC.

in absence of efficient cooperation or a wired backbone in a hierarchical topology,

it is well known that individual sensor’s goodput in a dense network with a single

sink decreases with the number of sensors n according to Θ
(

1
n

)
[99]. Hierarchical

organization have led to some recent successful solutions to DC monitoring [21].

In this research, we advocate the deployment of a 2-tier network for DC moni-

toring. Multiple backbone nodes serve as the gateways between the two tiers. They

gather data from sensors in the first tier and forward them through a reliable trans-

port protocol such as TCP over wires or over a single-hop or mesh WiFi network

to a central controller in the second tier (Figure 1.3). Battery-powered sensors

communicate with the gateways through Bluetooth Low Energy (BLE) or LoRA

for better power conservation, low deployment costs, and wide availability [50].
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1.3 Challenges of Implementing a DCWSN

Despite the early successes of experimental DCWSNs for DCIM [e.g. 9, 24, 52],

their adoption in DCs is sparse. From extensive discussions with our industrial

partner, we believe that low reliability, short battery lifetime, lack of adaptability,

and burden of commissioning are among the main roadblocks that hinder wider

adoption of such solutions. These four challenges also persist in our 2-tier BLE

based architecture as well.

Low reliability Legacy advertising in BLE is power efficient and fast but error-

prone. It does not have any mechanism to prevent or recover from packet losses,

such as collision detection, error correction code, or acknowledgment. To utilize

BLE advertising in the first tier of DCWSN, improvements are required to enhance

its reliability.

Short battery lifetime To reduce costs and consequently accelerate Return

of Investment (RoI) a light-weight and power-efficient communication protocol is

needed so that sensors can last for years without battery replacement. Although

BLE PHY has the lowest power consumption among short-range technologies for

personal area networks, extra power consumption due to protocol overheads can

still be substantial. For example, advertisements need to be transmitted three

times over the advertising channels. Transmissions using fixed transmission power

level reduces energy utilization. Furthermore, maximum allowable advertise inter-

val restricts power saving in low data rate applications.

7
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Lack of adaptability Controllability is the main requirement to access network

devices and make them programmable and adaptable. In the first tier of hierar-

chical architecture, data is transferred in one direction from sensors to gateways

through broadcasting BLE advertisements. An alternative mechanism is needed

to deliver commands to the sensors. Furthermore, proper network parameters

selection algorithms are needed be developed for adapting the network to the ap-

plication requirements.

Labor-intensive sensor mapping From our on-site experiences with two DCs,

commissioning of the DCWSN is a labor-intensive task in practice, with much time

spent on recording sensor IDs and their locations in the DC (e.g., by 4-tuple (aisle,

rack, server, front/back)). This problem, called sensor mapping can be solved by

automated localization. Despite of a myriad of wireless sensor localization solu-

tions in literature, the prevalence of dense metal racks hosting IT equipment as

well as pipes and wires in cooling and power subsystems make DCs multipath rich

environments. As a result, RF-based localization solutions are not adequate for

DCs, and a novel approach is needed to automate sensor mapping in the commis-

sioning stage.

1.4 Contributions

At the core of our DCWSN solution is a 2-tier network called Low Energy Moni-

toring Network (LEMoNet). It uses BLE in the first tier and a reliable transport

protocol such as TCP over WiFi or a wired connection in the second tier. My con-

tributions to development of LEMoNet is reliability enhancement using Scannable

mode for advertising, and performance evaluation by simulation.
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2-Tier BLE-based DCWSN

Reliability/Lifetime Adaptability Sensor Mapping

LEMoNet
(ch. 2)

simulation
(ch. 4, 5)

analytical model
(ch. 4)

SoftBLE
(ch. 5)

network
orchestration

(ch. 5)

thermal piloting
(ch. 6)

multimodality
(ch. 6)

Figure 1.4: The relation between the challenges of developing a
DCWSN and our contributions for addressing them.

The challenges of developing a DCWSN are addressed through three solutions:

performance modeling, network controllability, and fast sensor mapping. The rest

of my contributions are classified accordingly. Figure 1.4 shows the relation of

each contribution with the challenges.

Performance Modeling and Evaluation at Scale We extended a network

simulator to evaluate the performance of LEMoNet. Beside simulation, we also

developed an analytical model to accelerate the evaluation process. For analyzing

the collision probability in multi-gateway reception, a union bound approach is

proposed to tackle dependencies of the gateways. The approach is verified origi-

nally in LoRaWAN [66] (another hierarchical IoT network), and then is applied to

LEMoNet.
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Network Controllability To address the challenge of network adaptability, we

provide network controllability through a central controller by designing a frame-

work, named SoftBLE. The framework is based on the concept of Software Defined

Networking (SDN) with an out of band control plane. SoftBLE leverages recent

agilities in BLE5 devices. It also comprehends two orchestration algorithms, the

first one is for channel assignment to the gateways, and the second one is for se-

lecting optimal advertising parameter for the sensors. Experimental results show

that the framework can save up to 70% of the transmission power while preserving

the Packet Reception Rate (PRR) above the threshold of 99.9% in almost all the

sensors.

Fast Sensor Mapping To alleviate the commissioning burden, we propose ther-

mal piloting, which in cooperation with DCIM can automate sensor mapping and

turn it into a zero-configuration task. It maps the sensors to a given set of lo-

cations using the very beginning measurements of temperature sensors. The per-

formance of thermal piloting is subsequently improved by incorporating pairwise

Radio Frequency (RF) signals between the sensors. The network is modeled as

two weighted graphs, analytical and experimental. A novel optimization-based al-

gorithm is proposed for matching the graphs that are more accurate than selected

baseline approaches. Multimodality (using both thermal and RF data) shows three

times higher localization accuracy then single modal approaches.

1.5 Organization

The rest of the thesis is organized as follows. Chapter 2 reviews key aspects of the

BLE protocol. Chapter 3 summarizes related work. Chapter 4 explains in detail
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the base protocol, LEMoNet, and its analytical model. Chapter 5 presents the

proposed SDN framework for network interoperability. Chapter 6 discusses our

solutions to automated sensor mapping. Lastly, chapter 7 concludes the research.
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Chapter 2

Background - Bluetooth Low

Energy

Since the Bluetooth SIG introduced Low Energy (LE) features in Bluetooth v4

in 2010, Bluetooth Low Energy (BLE) has become one of the most popular low-

power IoT edge technologies. By Legacy Advertising, BLE allows arbitrary number

of concurrent advertisers in an area without the need of coordination. However,

since only three advertising channels (channel 37 – 39) are available, when a large

number of advertisers are in close proximity, collisions can be prohibitively frequent

leading to low Packet Reception Rate (PRR) and low neighbor discovery rates [71].

In this section we first review the protocol stack, packet structure, and legacy

advertising timeline of BLE, aiming to target the concepts that are required to

explain the details of our main solutions. At the end, we discuss how poor perfor-

mance of BLE legacy advertising can affect the PRR in a sensor network.
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Initiating Standby Advertising

Connected
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Unprovisioned
Sensors
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Peripheral

Central

Sensors
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Figure 2.1: BLE protocol stack.

2.1 BLE Protocol Stack

As shown in Figure 2.1, BLE protocol stack is comprised of two major divisions:

Host at the top and Controller underneath. The host layer includes components

like Generic Access Profile (GAP) and Generic Attribute Profile (GATT). Those

components are mainly responsible for organizing the profiles and defining the role

of a BLE device. Based on its GAP profiles, any BLE device prior to connection

establishment is assigned a role that is either peripheral or central. Peripheral de-

vices, such as sensors, advertise their data, while central devices, such as gateways,
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scan for the advertisers. The host layer is connected to the controller through Host-

Control Interface (HCI). In the lower half of the stack, the controller provides in-

teroperability between HCI and radio hardwares by implementing a physical layer

a link layer.

In the link layer, a BLE transmitter can transit in five different states (Figure

2.1-LL): Standby, Advertising, Scanning, Initiating, and Connected. Among them,

three are utilized in our base solution: sensors periodically switch between Adver-

tising and Standby, while gateways are always in the Scanning state. We omit

connection related states in the forwarding plane to keep the protocol lightweight

and power-efficient.

BLE physical layer has the same data rate (1Mbps) and the same modulation

(Gaussian Frequency Shift Keying (GFSK)) as conventional Bluetooth at the basic

rate. Also, like its predecessor, BLE’s Radio Frequency (RF) channels are in the

ISM 2.4-GHz band. But, unlike 79 channels in Bluetooth, BLE uses 40 channels,

3 for advertising, and 37 for connections.

2.2 Advertising Packet Structure of BLE

As shown in Figure 2.2, a broadcasting BLE packet contains 5 bytes of a fixed

header (1 byte preamble, 4 bytes Access Address), followed by 8-39 bytes of protocol

data unit (PDU), that is controllable by the host. The packet is then appended

with 3-byte CRC that is handled by the physical layer. Each PDU contains a

two-byte header including its type code, followed by 6 bytes of advertising address
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Figure 2.2: Broadcasting BLE packet structure.

and 0 to 31 bytes of data. In our solutions, an advertising packet PDU is of one

of the following three types:

ADV_IND (code 0000b) declares that the advertiser accepts connection re-

quests.

ADV_SCAN_IND (code 0110b) declares that the advertiser accepts scan re-

quests.

ADV_NONCONN_IND (code 0010b) declares that the advertiser is just broad-

casting and not listening for any connection or scan requests.

An active scanner responds to advertisers with the following packet types ac-

cordingly:

CONNECT_REQ (code 0101b) is a connection request identifier in response

to ADV_IND advertisers.

SCAN_REQ (code 0011b) is a scan request identifier in response toADV_SCAN_IND
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advertisers. The PDU of this packet is fixed and only includes 6 bytes for

the responded advertiser’s address.

2.3 BLE Legacy Advertising

Legacy advertising in BLE is a scheduled and regular process. At the end of each

Advertise Interval (Tai) after a relatively small random delay (Trd), advertisers

broadcast their data on the primary advertising channels, namely, channels 37 –

39 by default. Recent TI and Nordic BLE devices allow selective advertising on an

arbitrary subset of the three primary channels, and the information is stored in a

Advertising Channel Map. In addition to the Advertise Interval, and Advertising

Channel Map, other parameters that can be configures on a BLE advertiser at run-

time include BLE address, and TX power level. Every BLE advertiser has a 6-octet

address, which is exposed in BLE packet PDUs. By default, this field represents

the MAC address of the device. However, depending on application requirements,

it can be set to three other types of addresses, including Random Static(RS),

Random Private Resolvable (RPR), or Random Private Non-Resolvable (RPNR).

The last case is an application-defined number, which can be set to an arbitrary

value. TX power can be set to one of 13 predefined levels: {-21,-18,-15,-12,-9,-6,-

3,0,1,2,3,4,5}dBm. The default TX power is 0dBm in most devices.

A BLE scanner listens to each channel in its Scanning Channel Map for a

length of time defined by Scan Window (Tsw), and at the end of the Scan In-

tervals(Tsi) switches to the next channel in the map. Scanning Channel Map by

default includes all three primary channels, but similar to Advertising Channel

Map in advertisers, it can be configured to any arbitrary subset of them. If the
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Figure 2.3: The time line of advertising ADV_SCAN_IND pack-
ets to an active scanner.

length of Tsw and Tsi are equal, channel switching happens immediately with a

relatively short gap. A scanner can be either active or passive. If it is passive, it

only monitors and discovers advertisers in its neighborhood. An active scanner, on

the other hand, responds to the ADV_IND or ADV_SCAN_IND advertisements

with CONNECT_REQ and SCAN_REQ packets, respectively. In both cases,

the discovery of an advertiser and the possible SCAN_RSP are reported to the

host using a callback function. A BLE scanner can be configured to respond only

to advertisers whose addresses are in its whitelist. Figure 2.3 shows the timeline

of packet transmissions between an ADV_SCAN_IND advertiser, and an active

scanner.

2.4 Reliability of Advertisement in BLE

BER of BLE packets can be estimated with the GFSK BER model [54] as,

ber = Nh−1
Nh

Pe(Nh−1) + 1
Nh
Pe1, (2.1)
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Figure 2.4: Bit Error Rate (BER) model in BLE and the cor-
responding Packet Error Rate (PER) for a 32-bytes packet. The
noise level is set to 110dBm.

where Pe1 is the error probability of the first bit in GFSK frequency hop, Pe(Nh−1)

is the error probability of the rest of the bits in that hop, and Nh is the number

of bits in the hop. Pe1 and Pe(Nh−1) are calculated using covariance matrices as

a function of the received Signal to Noise Ratio (SNR), the details of which can

be found in [54]. The resulted BLE BER model along with the error rate of a

sample BLE packet with 32 bytes length are shown in Figure 2.4. It can be seen

that the reception rate of a BLE bit or packet drops sharply when Received Signal

Strength (RSS) goes below -80dBm. (Noise level is assumed −110dBm).

The high bit error rate along with the lack of collision detection or acknowl-

edgement mechanisms cause BLE to be an unreliable communication protocol for

a network of multiple advertisers. Perez-Diaz et al. [71] analytically prove that
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the rate of neighbor discovery in a network of more than 200 devices is reduced

to 80% for an advertising interval of 500ms compared to the case with 20 device.

To mitigate the poor performance of legacy advertising in BLE, improvements

have been suggested in the later versions of the protocol, including the BLE mesh

standard, and extended and periodic advertising in BLE5. However, they are not

effective in improving neighbor discovery rates in dense networks. The authors of

[71] repeated the same analysis with newer BLE5 enabled chips and have almost

the same findings [37]. In a further study, Shan and Roh [81] show that extended

advertising in BLE5 does not lead to a significant improvement in the network

discovery rate. Furthermore, these features have not yet been widely implemented

by vendors. Therefore, our solution depends on BLE legacy advertising, which is

universally supported by BLE4 through BLE5.

Neighbor discovery rate is directly correlated with the success rate of advertise-

ments, i.e., low neighbor discovery rate implies low PRR for the sensors. These

findings motivated us to improve the performance of first tier of our network by

designing acknowledgement mechanism and a central controller for parameter op-

timization.
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Chapter 3

Related Work

This chapter discusses the related work to the proposed solutions from three per-

spectives. First, the previous attempts to develop practical Data Center Wireless

Sensor Networks (DCWSNs) are reviewed. Next, we summarize existing work

on Software Defined Networking (SDN) in Internet of Things (IoT), and control-

lability in Bluetooth Low Energy (BLE) networks. Third, methods for sensor

localization in IoT are summarized and their practicality in a data centers (DCs)

are investigated. Lastly, the solutions to Weighted Graph Matching (WGM) are

presented.

3.1 Data Center Wireless Sensor Networks

The benefits of environmental monitoring have been verified in several research

reports. For instance, it has been shown in [9] that the introduction of a DCWSN

and subsequent changes made based on sensor measurements result in an over-

all energy reduction of 17% and a reduction of Power Usage Effectiveness (PUE)
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Table 3.1: Specification of wireless protocols on the representative
modules [50]

WiFi 802.11b Zigbee BLE
Module ESP8266 TI cc2520 TI cc2640r2f
Data rate 11 Mbps 250 kbps 1, 2 Mbps
TX power 17 dBm 5 dBm 5 dBm
Sensitivity -91 dBm -98 dBm -97 dBm
TX current 170 mA 33.6 mA 9.1 mA
RX current 56 mA 18.5 mA 5.9 mA

from 1.94 to 1.51. The payback time of deploying such a Wireless Sensor Net-

work (WSN) is 3.4 years. Similar favorable results have been reported elsewhere

[24]. CapNet [77] is a real-time DCWSN for power capping for DC management.

It uses distributed event detection to eliminate the overhead of regularly polling all

nodes in the network. In another work, Chen et al. [17] demonstrated that using

the real-time sensor data to calibrate a Computational Fluid Dynamics (CFD)

model, temperature evolution of servers with highly dynamic workloads can be

forecast at an average error of 0.52oC, within a duration up to 10 minutes. Due

to their promises, a lot of efforts have been devoted to the development of pro-

totypes for DCWSNs. This section reviews these efforts from two perspectives:

communication protocol design, and evaluation techniques.

3.1.1 Protocol Design

802.15.4 is one of the most popular wireless protocols for DCWSN. Researchers at

Microsoft Research designed RACNet, a large-scale sensor network for high-fidelity

data center environmental monitoring [52]. It uses a token-passing mechanism to

provide network-wide arbitration for data collection that has been experimentally
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demonstrated to yield data that is 99% or higher. Sensors in RACNet are daisy-

chained to master nodes, which are in turn connected via a mesh over 802.15.4

protocol. The wiring overhead for sensors will increase the labor cost for installa-

tion and hamper changes in the network. Chen et al. [17] deployed temperature

and airflow sensors to monitor inlet and outlet server temperatures and Computer

Room Air Conditioner (CRAC) units. All sensors run TinyOS and form a single-

hop network using 802.15.4. The cluster area sensor network (CASN) [38] com-

prises TelosB sensor nodes running TinyOS attached to compute servers or work-

stations. It verifies the server’s physical presence through wireless cluster-wide

command dissemination, and thus enhances the security of DC management. In

CapNet [77], sensor nodes use a single IEEE 802.15.4 channel for communication

inside a cluster, where the transmission schedule is slotted and coordinated by a

power-capping manager.

Unlike the aforementioned prototypes that are based on Zigbee or WiFi, our

choice for short range communications is BLE, which outperform them in power

consumption as shown in Table 3.1. This out-performance is desirable since even

small improvements in sensor nodes power consumption can extend the network

lifetime of DCWSN in the order of months or years.

3.1.2 Performance Evaluation Techniques

To our knowledge, almost all existing DCWSN solutions are evaluated only in

experimental DCs. In [58], a network of 588 SynapSense sensors are installed in a

1,200m2 DC with 16 temperature and 16 humidity sensors on a CRAC unit, and

420 tempreture sensors on top, middle, and bottom of the racks. Chen et al. [17]
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deployed 35 temperature and 4 airflow velocity sensors to monitor five racks in a

DC row. For the evaluation of RACNet [52], 174 wireless Genomotes are deployed

in a 1,100m2 production site. Each Genomote collects data from three to four

daisy-chained wired sensors every 30 seconds and forward them to the controller

using up to four channels in 802.15.4. CapNet [76] was tested with an experiment

over 81 TelosB motes (1 for the manager, 80 for the servers) in a Microsoft DC in

Redmond, WA. Our base protocol, Low Energy Monitoring Network (LEMoNet),

was also evaluated first in an experimental testbed [50]. 58 sensors along with

3 gateways were deployed on the racks of a high-performance computing facility.

Although testbed experiments are the necessary first step to verify any DCWSN

solution, they are often limited in scale and time duration. Conducting long-term

experiments in large scale DCs is difficult and costly. Alternatives are simulation

and analytical methods.

Simulation is the most common evaluation technique for WSN and IoT pro-

tocols [18]. There are variety of network simulators for different IoT research

domains. Some simulators like CupCarbon [60] (used for node mobility in smart

cities) or Cooja [68] (used for simulating Contici OS based devices) target a specific

domain, while other simulators like OMNET++ [91] and NS3 [36] are generic and

multi-purpose. Despite the difference in application domain, all aforementioned

simulators are Discrete Event Simulator (DES), which means that every event is

queued and processed serially. We also have leveraged a DES for scalability valida-

tion of LEMoNet. For this purpose, we have extended a current implementation of

BLE in OMNET++ and simulated a network of 1440 sensors and 12 gateways [50].

Comparing to experimental testbed, simulation is more affordable for scalability
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analysis, however, one single round of simulation in a DES can take up to several

days or even weeks to complete.

Besides experimental testbed and simulation, analytical modeling is another

performance evaluation technique that has been widely developed for studying

well-known MAC layer protocols such as WiFi, BLE [44], and Zigbee [48]. There

have been many efforts in studying WSNs analytically as well. These efforts began

since the early days of WSN with studies like [19] where Chiasserini and Garetto

analyzed a duty-cycled WSN with sleeping nodes. More recently Nageswari et

al. [65] analyzed clustered WSNs using energy-efficient N-policy (EENP) models.

or in [73], the end-to-end routing delay in WSNs is modeled by Ramesh and Kan-

nan. Though modeling techniques for general WSNs can be extended to DCWSNs,

the unique design of LEMoNet such as multi-gateway reception warrants the de-

velopment of a new analytical model.

3.2 Network Controllability

This section reviews two categories of related work for network controllability. The

first category includes the recent SDN developments in IoT edge networks, and

the second category consists of the studies on BLE parameter tuning.

3.2.1 SDN in IoT Edge

In the last decade, SDN controllers have become popular in IoT edge to enhance

the efficiency of data transmission protocols[11]. Zheng et, al. [98] formulate the

task scheduling of sensor nodes as a mixed-integer linear programming (MILP)
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problem, with the objective of minimizing the energy consumption of sensor nodes

in a multi-task software-defined sensor network. Li et al. [51] utilize path difference

degree (PDD) in an SDN-based Industrial IoT (IIoT) network to find the optimum

flow path with respect to time delay and goodput. In [93], the authors propose an

SDN based framework to prioritize IIoT tasks based on their real-time performance

to decide whether a task should be offloaded to a fog server or a cloud server.

All these approaches are generic and evaluated by simulations, based on abstract

physical connectivity models. They fail to account for the intricacy of wireless

standards such as Zigbee, LoRaWAN, or BLE and demonstrate the effectiveness

of their approaches in real-world testbeds.

Although Zigbee and LoRaWAN do not explicitly incorporate SDN, they utilize

coordinators and network servers as central controllers (Figure 3.1). A Zigbee Co-

ordinator is responsible for bootstrapping its network by selecting a Personal Area

Network (PAN) identifier, and an operating channel for 802.15.4 based devices.

Taking advantage of such capabilities, several work introduces SDN improvements

for 802.15.4 based networks, including Atomic-SDN [6], SDN-based topology man-

agement [10], or WISE-SDN [30]. In LoRaWAN, network servers have a wider

range of responsibilities, from security features such as authentication and encryp-

tion to routing and data rate adaptation. In [64], the authors propose to deploy

a distributed version of SDN controllers at the edge servers to reduce the load in

the core network that connects LoRa access networks.

In contrast to Zigbee and LoRaWAN, BLE does not feature any built-in mod-

ule as coordinator or controller. The concepts of central controller and SDN have

been introduced in two recent works on BLE networks. In an early work, Uddin
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(a) Zigbee network architecture [96]
FFD: Full Functional Device (Router)
RFD: Reduced Functional Device (End Device)

(b) LoraWAN network architecture [23]

Figure 3.1: The role of coordinator in Zigbee and Network Server
in LoRaWAN.

et al. [89] use an SDN-based architecture to scale up a network by adding a pro-

grammable BLE service switch (BLESS) in between the connected devices. How-

ever, the establishment and termination of BLE connections in this work impose

significant delay and extra power consumption to the network. A SDN frame-

work is also proposed in [63] to reduce network congestion in BLE mesh networks.

However, its evaluation is only limited to a network of 12 nodes. As mentioned in

Section 1, BLE mesh has not been widely supported by BLE chip manufacturers,

and thus is of limited relevance. Unlike these two recent studies, LEMoNet utilizes
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legacy advertising to avoid connection overhead and can be implemented on most

BLE commercial-off-the-shelf devices.

3.2.2 Parameter Configuration of BLE Networks

After designing an SDN based framework for SoftBLE, the next problem is how to

find and set proper parameters for BLE devices. There have been several recent

studies dedicated for parameter assessment of BLE networks. For instance, Luo et

al. study the effect of legacy advertising parameters on energy consumption [55]

and the neighbor discovery latency [57] of network nodes. They find that the

scanning window time of BLE scanners should be set to its maximum possible

value (10.24s) for the maximum efficiency. Inspired by the findings of these studies,

we adopt this setting in our work.

Other researches have taken one step further and tried to optimize the pa-

rameters of BLE networks. Song et al. [85] propose a mechanism for parameter

negotiation between BLE devices to reduce neighbor discovery latency. The feasi-

bility of their solution is validated for scenarios with no more than 100 advertisers.

Other work considers the optimization of BLE scanning intervals [16], advertising

interval [56], or both [53]. Comparing to these works that deal only with interval

settings, the proposed solution for controllability in Chapter 5, named SoftBLE,

considers more control parameters, such as TX power, advertising address, and

recently added features such as scanning and advertising channel maps. Further-

more, unlike above studies, SoftBLE enables tuning of the parameters based on

the statistical information observed from the target network.
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3.3 Automated Sensor Mapping

In this section, we review two lines of related work for automated sensor mapping.

In the first line, unimodal methods for localizing IoT devices are discussed. In the

second line, we review existing algorithms for the WGM problem, which is at the

core of the proposed multi-modal localization solution in Chapter 6.

3.3.1 Localization in IoT

From the methodology perspective, our solution is similar to a group of localization

techniques that are based on optimization. These methods are classified based on

five criteria [62]: single-hop vs multi-hop, range-free vs range-based, anchor-free

vs anchor-based, static vs dynamic, and centralized vs distributed. The proposed

multimodal method in chapter 6 is a single-hop, semi-range based, anchor-free,

static and centralized approach.

Range-free methods are mainly depend on hop counts [70]. In contrast, for

range-based methods, different features of Radio Frequency (RF) signals such as

Time of Arrival (TOA) [33, 31], Time Difference of Arrival (TDOA) [40], Received

Signal Strength Indicator (RSSI) [61], Angle of Arrival (AOA) [95], or a hybrid

of them [88, 95] are utilized to calculate the distances between nodes and local-

ize them. For DC monitoring applications, sensors are installed in high density

with an average distance between them as small as 0.5 meter. TOA and TDOA

methods are infeasible with narrow-band radios such as BLE at such a scale. Be-

sides, the existence of racks, pipes, ducts and other metal infrastructures in DCs

make it a harsh environment for radio propagation. Inferring absolute distances
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based on Received Signal Strength (RSS) tends to be highly inaccurate. The pro-

posed method utilizes RSS information similar to some range-based approaches.

However, it mitigates the limitations due to complex wireless channels in DCs by

incorporating measurements from temperature sensors.

Sensor localization algorithms in IoT can also be classified into anchor-free

and anchor-based approaches. Anchor-free methods do not rely on any extra

infrastructure [62]. However, in the grid topology of DCWSNs, it is impossible to

discriminate the true result in absolute coordinate from the rigid transformations

of the result in relative coordinate. Anchor-based methods [7, 43, 92, 49, 84] solves

this challenge using the location of a subset of sensors or some stationary anchors.

For this purpose, they transform the result from relative coordinate to absolute

coordinate by graph transformation techniques such as Procrustes analysis [7] or

Helmert transformation [43]. The localization result in relative coordinate can

be extracted with or without the help of anchors. In the later case, the relative

node positions are calculated by dimensionality reduction of a graph, whose nodes

correspond to sensors and edge weights correspond to the measured distances

between the sensors. The dimensionality of the graph is reduced to 2D or 3D space

mostly using manifold learning methods such as MDS [72], LLE [75], ISOMAP[92],

PLS-ISOMAP [49], and LLE-ISOMAP [84].

Similar to manifold learning based methods, our proposed multimodal approach

in Chapter 6 also takes distances between the sensor nodes as an input. Though,

our method does not rely on anchors to transform the relative result into absolute

coordinate. Instead, it leverages an additional data source to tackle the rigid

transformations issue. To ensure uniqueness of the result in relative coordinate,
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the proposed multimodal approach imposes pointwise constraints to the problem

using location-dependent temperature sensor measurements.

Furthermore, there is a key difference in the problem definition of automated

sensor mapping in DCs and the sensor localization problem in WSNs. In the former

case, sensors can only be at a set of known locations, while in the latter case, the

search space is continuous and sensors can be localized anywhere. In other words,

instead of searching among continuous locations in a target area, the goal is to

find mapping between the candidate locations and sensor nodes. Therefore, unlike

the manifold learning methods like ISOMAP where the input is distances of the

nodes in one graph, the of proposed multimodal approach is formulated as WGM

of two input graphs. One graph is constructed based on the measurements same as

ISOMAP, but the additional one is analytically estimated based on the distances

of the given potential sensor locations.

3.3.2 Weighted Graph Matching

Given two graphs GM and GD, the goal of graph matching is to find a one-to-one

mapping between their vertices such that a certain distance (dissimilarity) mea-

sure is minimized. Different distance measures have been investigated in literature

including isomorphism for exact matching, and Graph Edit Distance (GED) for

inexact matching [28]. WGM is a specific type of graph matching problems, whose

objective is minimizing the corresponding edge weights differences between the two

input graphs. If the vertices in the graphs are also weighted, the objective function

includes both pointwise and pairwise distances. In this case, the problem is called

labeled WGM, which can be formulated as Quadratic Assignment Problem (QAP)
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[97]. There are three main categories of WGM algorithms: those based on relax-

ation to continuous optimization, spectral methods and direct search methods. An

extensive 10-year survey of WGM algorithms is provided in [28].

To relax inexact graph matching to a continuous optimization problem, different

techniques can be applied including Binary Linear Programming [45], Graduate

Assignment [15] and Expectation Maximization [79]. The main source of errors of

such methods arises from relaxation. The closest discrete solution to the global

minimum point in a continuous space is often not even a local minimum in the

original objective. Almohamad, et al. [2] initially developed the idea of converting

WGM to a convex function in continuous domain. The idea was extended later

to a path following algorithm by Zaslavskiy et al. [97] by gradually pushing the

minimum of the convex function to the edges of a concave function. Despite

the improvements in this convex-concave optimization and later through other

enhancements like Factorized Graph Matching [101], discretization errors cannot

be completely eliminated.

In contrast, spectral methods rely on the fact that the eigenvectors of the ad-

jacency matrix of a graph remains unchanged when the order of its vertices are

permuted. The first and most representative spectral algorithm was proposed by

Umeyama [90]. In this method, the absolute value of the eigenvectors of two given

graphs are aligned by the Hungerian algorithm in O(N3) time. Since then, many

studies have been dedicated to improve the spectral solutions [13]. However, spec-

tral methods are highly sensitive to noise in the input graphs [12]. Moreover,

when the graphs allow rigid transformations, some eigenvalues are zero and the

number of non-identical eigenvectors will be less than the number of vertices in
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the graph. In this case, the problem becomes under-determined where multiple

solutions exist.

The third category of graph matching methods are based on direct searches of

discrete search spaces [28]. Most methods consider GED based objectives or exact

graph matching. Such algorithms do not suffer from suboptimal discretization

as in the relaxation methods and are more resilient to noise compared to spectral

methods. However, when the number of evaluations is large, their time complexity

increases drastically comparing to the previous two categories of methods.

As will be discussed Chapter 6, in formulating sensor mapping as a labeled

WGM problem, we have to handle noisy measurements, imprecise model predic-

tions, non-rigidity of sensor placements and potentially high computation com-

plexity in similarity evaluation. A new WGM method is warranted to deal with

these challenges.
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Chapter 4

Analysis of Low Energy

Monitoring Networks

4.1 Introduction

As mentioned in Chapter 1, a hierarchical Bluetooth Low Energy (BLE)-based

network, named Low Energy Monitoring Network (LEMoNet), is the basis for

this research. Details of the network protocol are reviewed in the next session.

LEMoNet has been evaluated in a high-performance data center (DC) with 60

sensors and studied thoroughly by simulations in a scenario of 360 sensors. How-

ever, further evaluations of its scalability for large-scale enterprise and cloud DCs

face challenges in either prohibitive costs in deployment or excessive computation

time. 1

As a fast and low-cost alternative solution, we develop an analytical model
1a single round of discreet event simulation for a network with more than one thousand sensors

takes days or weeks to finish in OMNET++.
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that can quantify the performance of a network with 5000 sensors in less than one

minute on a regular desktop PC. The proposed model takes network parameters as

inputs and solves a system of nonlinear equations to compute the Packet Reception

Rate (PRR) and the average power consumption of each sensor. In contrast to

existing models for wireless sensor networks that typically assume random place-

ment of sensor nodes, the proposed model can handle regular or arbitrary network

topologies. For small-scale networks, the predictions of the model is corroborated

by simulations. For large-scale networks, analytical results demonstrate that with

only a slight increase in the battery power consumption of sensors, LEMoNet is

able to achieve 99.9% PRR.

In the rest of the chapter, we first review the details of LEMoNet architecture

and protocol, and then discuss the details of its analytical modeling. This chapter

is concluded by the evaluation results from the model.

4.2 Overview of LEMoNet

LEMoNet is a hierarchical and duty-cycled protocol, proposed for Data Center

Wireless Sensor Network (DCWSN)s. The architecture and design of the protocol

are reviewed in this section. Further details can be found in [50].

4.2.1 Multi-Gateway Packet Reception

LEMoNet consists of two tiers, where sensors advertise their measurements to

nearby gateways via BLE in the first tier, and the gateways forward them to a

controller in the second tier. The second tier utilizes reliable transport protocols
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Figure 4.1: Comparing PRR per gateway versus aggregated PRR
by simulating a sample DC with 60 racks, monitored with 360 sen-
sors. Blue filled circles are the gateways.

such as TCP over Ethernet or WiFi (mesh). Therefore, as long as any of the

gateways receives a sensor measurement, it is guaranteed to be delivered correctly

to the controller. LEMoNet is designed such that every sensor is reachable by

more than one gateway, which increases the chance of correct packet reception

exponentially. Multi-gateway packet reception can mitigate the unreliable BLE

advertising service in the first tier.

To understand the effect of multi-gateway packet reception, a simulation has

been conducted. The simulation scenario is a DC with 6 rows and 10 racks per

row that is monitored by 360 sensors and 3 gateways. Each rack is monitored by

6 sensors, 3 sensors installed in front and 3 at the back of the rack. In Figure 4.1,

the PRR of the sensors in each gateway is compared to the aggregated one in the
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Figure 4.2: Energy consumption of measurement and advertising
in LEMoNet using Normal Connectionless (NCL) mode (top row)
versus Scannable Connectionless (SCL) mode (bottom row).

controller. It can be observed that multi-gateway packet reception can increase

the maximum PRR from around 98.3% on individual gateways to 99.7% when

aggregated.

4.2.2 NCL vs SCL nodes

Activities in LEMoNet are scheduled according to a preconfigured duty cycle. At

the beginning of every cycle, sensors collect measurements and depends on the level

of urgency choose between two modes to advertise them: NCL or SCL. If the mea-

sured data is inside a pre-defined normal range, sensors use the NCL mode and the

data is advertised only once through a ADV_NONCONN_IND packet. The NCL

mode is power efficient but does not guarantee packet delivery. If the measured
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data exceeds the normal range or if the payload is urgent, sensors switche to the

SCL (scannable) mode. In this mode, a sensor uses an ADV_SCAN_IND packet,

and after each advertisement waits to be acknowledged by a SCAN_REQ. It re-

peats the transmission of advertisement packets until any of the gateways in range

acknowledges it. Figure 4.2 compares the activity timeline and the power consump-

tion of a sensor in the NCL and SCL modes. By introducing the SCAN_REQ

listening period and possible re-transmissions, a sensor trades off extra power con-

sumption for better reliability.

4.3 Performance Modeling of LEMoNet

The performance of LEMoNet is modeled by a system of non-linear equations. For

tractability, approximations are introduced by taking some simplified assumptions.

The equations are then solved numerically until the result converges.

4.3.1 Simplified Assumptions

The analysis makes several simplified assumptions regarding Radio Frequency

(RF) signal propagation, packet reception under interference, and independence

of transmission times for better tractability.

Log Distance Path Loss Model With 0dBm for transmission (TX) power of

all the sensors, the average Received Signal Strength (RSS) from a sensors s at

gateway g at distance dgs is estimated based on the log-distance path loss model [86],
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as:

rssgs = −10α log10 (dgs) +β, (4.1)

where α is the path loss exponent and β is a constant depending on the transmitter

and receiver antenna gains, and the central frequency of the transmitted waveform.

Protocol Model for Interference The system utilizes the Protocol Model in-

troduced in [32] to determine Interference Ranges for every pair of sensors and

gateways. In the protocol model, any concurrent transmission in the interference

range will cause a packet loss regardless of the RSS of the colliding node. Inter-

ference range is a disk area whose diameter is defined based on the TX power of

the sensors and the sensitivity of the gateway.

Base on the definition of interference ranges we define Interferer Counter(Iχ),

as the number of the nodes that can cause a collision in any of the gateways in a

given set χ. In the protocol model, Iχ is formally defined as:

Iχ =
∑
g∈χ

∑
s∈S


1 if rssgs > Psen

0 otherwise
. (4.2)

Interferer counter will later be used for estimating the packet collision proba-

bility of each sensor node.

Independent Packet Arrival Time Due to the random delay before adver-

tisements (Trd), data transmission of the sensors are assumed to be independent at
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Table 4.1: The parameters and constants of the system

Name Description Default
Dimensional Parameters

sx Rows 6
sy Rack per row 10
sz Sensor per rack 6
gx Gateway per row 1
gy Row per gateway (when gx = 1) 3
S Set of all sensors
G Set of all gateways
N |S| = sx ∗ sy ∗ sz 360
M |G| = sx ∗ sy ∗ sx/gy 2

TX Parameters
α Path loss exponent 4.7
β Path loss constant 40dB

Data Rate Parameters
δ Duty cycle 15s
|PDU | Bit length of the PDU 26*8
rscl The rate of SC mode sensors 0.1
R Maximum re-transmissions 10 (3 in SoftBLE)

Constants
Srack Standard rack size (X*Y*Z) 2*1*0.6m
N Background noise -110dBm
Thcol Collision threshold 5dB
Psen Sensitivity of BLE receivers -120dB
µ BLE bit rate 1Mbps
enc Energy for one NCL advertisement 75µJ
esc Energy for one SCL advertisement 105µJ
eret Energy for one SCL re-transmission 51µJ
|HEADER| Bit length of advertising packet header 16*8

each duty cycle. Furthermore, the back-off mechanism in scanning (on gateways)

[37] along with clock drifts avoids repeated collisions.

4.3.2 System of Equations

The performance of the sensor nodes in LEMoNet is modeled as a system of

non-linear equations. The properties of the network are defined by three sets
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Figure 4.3: Block diagram of the analyical model for LEMoNet.
The white rectangular boxes are nonlinear equations and the shaded
boxes are the outputs.

of inputs: dimension, transmission, and data rate parameters. The definition of

these parameters and their default values are listed in Table 4.1. The model takes

these parameters and yields three outputs: the PRR of each gateway, the PRR of

each sensor, and the average power consumption of all sensors. The block diagram

of the relations between the input parameters and the outputs are represented in

Figure 4.3.

Distances (dgs), RSS (rssgs), Bit Error Rate (BER) (pergs), and Packet

Error Rate (PER) (pergs) Using the dimensional parameters as input, the

location of the sensors and the gateways can easily be extracted based on the

geometry of an standard DC. Since the geometrical equations for their calculations

are trivial we skip the details. The locations are used to calculate the distances

of every pair of sensor s ∈ S and gateway g ∈ G as dgs. Given the distances,
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rssgs is calculated based on the log-distance path loss model (4.1). Consequently,

the corresponding BER, denoted by bergs , is estimated using Signal to Noise Ratio

(SNR) (rssgs − N ) and the BLE BER model (2.1). The BER is then utilized to

calculate PER as,

pergs = 1− (1− bergs)(|PDU |+|HEADER|) (4.3)

PRR per Gateway (prrgs) and Aggregated PRR (prrs) Since advertise-

ments from a sensor can be received by more than one gateway, a packet is cor-

rectly delivered if any of the gateways in the sensor’s interference range receives

the packet successfully. Therefore, the expected aggregated PRR of a single trans-

mission from sensor s that is covered by m gateways, denoted by prrs, can be

determined from the union bound of PRRs at the potential receiver gateways as:

prrs =
m∑
i=1

prr{i}s −
m∑

i<j=1
prr{i,j}s +

m∑
i<j<k=1

prr{i,j,k}s − · · ·+ (−1)m−1prr{1..m}s .

(4.4)

where prrχs is the probability of packet reception in all the gateways in set χ ⊆ G.

Under the assumption of independent bit error among gateways, prrχs can be

calculated as a function of PER and collision probabilities:

prrχs = (1− colχ)×
∏
g∈χ

(1− pergs) . (4.5)

Collisions in Multiple Gateways (colχ) Unlike BER, collisions at neighbor-

ing gateways are dependent on each other. Consider an example in Figure 4.4. In

the example, the interference ranges of a target sensor, which is covered by three
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GW1 GW2

GW3

Target node Interferer node
Sensors that can potentially collide with the target node

Figure 4.4: Simultaneous interference in a sample multi-gateway
reception scenario with three gateways.

gateways, overlap with one another. As a result, the collision in one gateway that

is caused by a sensor in the intersection area will cause a collision in a neighboring

gateway too. We have studied the effect of multi-gateway packet reception for Lo-

RaWAN, where the nodes are uniformly distributed, and the gateways form a circle

in [66]. But a DCWSN does not generally follow either of the two assumptions.

Instead, the locations of sensors and gateways are arbitrary but all are known. As

a result, we can count the number of sensors in the range of all the gateways in

χ using the principle of inclusion-exclusion. For instance, for χ = {g1, g2, g3}, we

have:

Iχ =
|χ|∑
i=1
|I{gi}| −

|χ|∑
i<j=1

|I{gi} ∩ I{gj}|+ |I{g1} ∩ I{g2} ∩ I{g3}| (4.6)

Using ALOHA based collision analysis [87], the joint collision probability in χ

can be approximated as:

colχ =e(−2Iχ·λ·ret) (4.7)
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Retransmissions(ret) and Traffic Load (λ) Nodes operating in the SCL

mode attempt to send each lost packet up to R times. The expected number of

re-transmissions of node s is given:

ret =
R∑
k=1

(1− prrs)kprrs (4.8)

These number of re-transmissions increase the traffic load in the network as,

λ = (|PDU |+ |HEADER|) · (1 + rscl · ret)
δ · µ

(4.9)

Power Consumption(pwr) Lastly, the average power consumption can be

computed by the weighted average of the power consumption of NCL nodes and

SCL nodes, as,

pwrs =1
δ

(
rscl(esc + ret · eret) + (1− rscl)encl

)
(4.10)

The average power consumption depends on the energy consumption of each

transmission, the percentage of SCL nodes, and the expected number of retrans-

missions.

Solving the System of Equations As shown in Figure 4.3, more traffic load

results in higher interference and accordingly less aggregated PRR, which in turn

leads to more re-transmissions. Thus, equations (4.4), (4.8), and (4.9) need to be

solved iteratively until prrs and ret converges.

43



Ph.D. Thesis– M. Jafarizadeh; McMaster University– Computer Science

sensor
gateway

Controller

(a) Network layout

GW1 GW2 GW3 Total
0

20

40

60

80

100

PR
R(

%
)

analysis simulation

(b) Per gateway PRR

5 15 30 60 120
duty cycle

95

96

97

98

99

100

PR
R 

of
 N

CL
 n

od
es

(%
)

analysis
simulation

(c) NCL nodes PRR

5 15 30 60 120
duty cycle

0

5

10

15

20

25

po
we

r c
on

su
m

pt
io

n 
(

W
) analysis

simulation

(d) Power consumption

Figure 4.5: Comparison between the performance evaluation re-
sults [50] of simulation and the analytical model of LEMoNet. The
network includes of 360 sensors deployed in a DC of 60 racks. The
error bars represent the highest and the lowest values among the
sensors.

4.4 Performance Evaluation

We first validate the analytical model and then use it to study the impacts of

different parameters on LEMoNet in large-scale DCs.

4.4.1 Validation Study

The fidelity of the analytical model is first evaluated by comparison against the

simulation results of a medium-scale DC with 6 rows and 60 racks. As shown in

Figure 4.5a, each rack is assumed to be monitored with six sensors, three installed
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Table 4.2: The computation time of simulation versus analytical
model for evaluating a network of 360 sensors

Method Computation Time
Simulation >5h
Analytical Model <1m

in front and three on back. Also three gateways are installed on top of the middle

rack of every other row, forwarding the sensor measurements to a central controller.

This scenario is simulated in OMNET++, and also analysed through the proposed

model.

The results in Figure 4.5 demonstrate a very good agreement in their estimated

values for per gateway PRR, aggregated PRR, and nodal power consumption of

sensors. Even though the simulation and analytical methods use different inter-

ference models (physical model in the simulations versus protocol model, in the

analysis) their outputs are almost identical. However, the analytical approach has

a considerable advantage over simulation in computation time. As shown in Table

4.2, the analytical model could calculate the network performance in less than a

minute while simulation took hours to be accomplished.

4.4.2 Parameter Assessment

Three key parameters affect the power consumption and PRR in LEMoNet, namely,

node density, duty cycle, and the percentage of sensors in the SCL mode. We next

study the effects of these parameters using the proposed analytical model in a

large scale DCWSN. In this scenario, as shown in Figure 4.6, 1440 sensors are

deployed on 240 racks in a DC with 24 rows. Figure 4.7 summarizes the outputs

of the analytic model with varying node density, duty cycle and percentage of SCL
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Figure 4.6: Layout of the parameter assessment DCWSN with
1440 sensors.

nodes in the network. Figure 4.7a illustrates how the increase in node densities

linearly decreases the average PRR in NCL nodes. Adding 10 times more sensors

(i.e., around 4500 sensors in our case) to the network increases the packet collision

probability, and consequently, the PRR of NCL nodes drops by 6%. Meanwhile,

since collisions result in extra re-transmissions among SCL nodes, the average

power consumption increases by at most 1% in the worst case.

Duty cycles of sensors are expected to have a significant impact on the PRR

and power consumption in the network. Figure 4.7b shows that when δ > 5s, the

NCL PRR remains above 90%. For example, with a duty cycle of the 30s, the

PRR is around 98%. This is consistent with the experimental results reported

in [50]. Nevertheless, it also reveals a significant decline in PRR and an increase

in the average power consumption when the duty cycle is below 5s. At one-second

duty cycles, the average PRR of NCL nodes can go down to 75% with power

consumption at 95µW .
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Figure 4.7: Impacts of different parameters on LEMoNet perfor-
mance in large scale DCWSNs.
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The third parameter to be investigated is the rscl, namely the percentage of

nodes in SCL mode. As shown in Figure 4.7c, when the number of SCL nodes

increases, the PRR of NCL nodes remains the same and the average power con-

sumption grows linearly. Interestingly, even in the case that all sensors are in the

SCL mode (rscl = 1), the power consumption is only 2µW higher than that when

rscl = 0.1. This result in conjunction with the fact that PRR of SCL nodes never

falls below 99.999% even in the worst-case scenarios (histograms on the right side

of Figures 4.7a, 4.7b and 4.7c), implies that when the duty cycle is low to medium,

it is beneficial to put all nodes to the SCL mode to improve PRR at a marginal

increase of power consumption.

4.5 Conclusion

This chapter presented an analytical model to study the performance of LEMoNet

in a large scale DC. The model has been verified using event-driven simulations

and used to study the effects of different parameters on the protocol performance.

It was illustrated that there is no significant increase in power consumption when

all the sensors are set in reliable (SCL) mode when duty cycle of the sensors is set

to 15s.
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Chapter 5

SoftBLE: an SDN Framework for

Network Adaptability

5.1 Introduction

Bluetooth Low Energy (BLE) is a parametric protocol. Beside common config-

urable parameters such as advertising intervals and power levels, major BLE ven-

dors (e.g., TI and Nordic) recently enable more agility in their protocol stacks by

introducing tunable advertising and scanning channels. Some research works have

studied the effects of these parameters on neighbor discovery [55, 57, 71], or tried

to improve the overall network performance by tuning one of them [85, 16, 56].

Unfortunately, to the best of our knowledge, there has not yet been a generic

framework that facilitates run-time optimization of BLE advertising parameters

based on network conditions, traffic loads, and application-defined performance

requirements. To bridge this gap, we propose SoftBLE, a Software Defined Net-

working (SDN) based framework. SDN is attractive for BLE-based monitoring
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networks since it allows optimizing network parameters via a central controller

and avoids the complexity of reaching a consensus in distributed systems.

There is no one-size-fits-all fixed BLE parameter settings for all BLE based

Internet of Things (IoT) applications or deployment environments. It is impor-

tant to be able to configure and adapt BLE parameters according to application

requirements both during deployment and at operational time. The key advantage

of SoftBLE lies in its ability to adapt the configurations of sensors and gateways

based on current network conditions through orchestration algorithms. The al-

gorithms aim to find the best set of control knobs such that the average power

consumption is minimized when the PRRs of all sensors are above a certain thresh-

old. For tractability, we break it down into two sub-problems. First, we deter-

mine scanning channel mapping on gateways so that the gateways assigned to the

same channel are as far as possible. Second, we solve for the optimal TX power

and channel assignment of sensors by modeling their effects on Packet Reception

Rate (PRR).

In the rest of the chapter, we first review the details of SoftBLE framework’s

control plane and then discuss the details of two orchestration algorithms. This

chapter will be concluded by evaluating SoftBLE in an experimental testbed as

well as through large-scale simulations.

5.2 SoftBLE Design

Network traffics in SDN are made up of network flows. Each flow is defined in

RFC 3697 as a sequence of packets with specific source and destination(s). In
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Figure 5.1: The components of SDN framework in a SoftBLE.

the forwarding plane, an end-user generates flows based on its predefined schedule

and settings, and SDN switches redirect the flows based on their flow routing

tables. These tables are defined by the controller, which may collocate with the

switches or run in a separate device (called detached). In either case, the process of

orchestration consists of three parts: information building, decision making, and

rule dissemination.

Information building aims to gather flow statistics from SDN switches. Deci-

sion making generates updates for flow table entries and end-user settings using

orchestration algorithms. Rules dissemination is the process of broadcasting the

updates via control command packets to switches and edge devices.

SoftBLE, as shown in Figure 5.1, is based on the detached controller design

with the following SDN elements:

End Users are the sensor nodes. They are in Unprovisioned state initially and

only advertise Provision Requests. When a sufficient number of requests
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from a sensor are collected, its advertising parameters will be orchestrated

by the controller and disseminated through the gateways. Upon successful

delivery and configuration of the parameters on a sensor, its state is changed

to Provisioned. A sensor starts sensing and advertising its measurements

only when it is provisioned.

Flows are the sensor measurements generated at the beginning of each duty cycle.

Flow settings consist of the BLE parameters assigned to every flow, including

the Advertising Channel Map and TX power of a sensor. These parameters

are defined during sensor provisioning in the control plane.

SDN Switches are the BLE gateways. Each gateway is assigned to a group of

sensors by the controller. Its flow routing table contains a BLE scanning

whitelist, which includes the Random Private Non-Resolvable (RPNR) ad-

dresses of sensors assigned to the gateway. The scanning channel map of a

gateway is also stored in the flow table.

SDN Controller is a central computer connected to the gateways via a reliable

network such as Ethernet.

The forwarding plane in SoftBLE is the same as the reliable -Scannable Connec-

tionless (SCL)- mode in Low Energy Monitoring Network (LEMoNet). Provisioned

sensors wake up at the beginning of each duty cycle, read their measurements, and

advertise their measured data in ADV_SCAN_IND packets. The advertisements

are acknowledged by SCAN_REQ packets upon successful receptions; otherwise,

they will be re-transmitted at most R times. Other than advertising time, the
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sensors are in Standby mode. All legacy advertising intervals are fixed in the for-

warding plane of SoftBLE. Advertising interval of every sensor, Tai, is set to its

minimum value to reduce latency and scanning interval of every gateway, Tsi, is

set to its maximum value to reduce gap blind times. Note that sensor duty cy-

cles are application-dependent, and are independent of Tsi. When its duty cycle

is more than Tsi, a sensor will remain in Standby mode and skip the respective

advertisement(s).

5.3 Control Plane

The basic responsibility of the control plane is to provision newly installed sensor

devices in batches or to re-provision any sensor that was temporarily disconnected.

Batch provisioning in the control plane runs on top of the forwarding plane and

consists of three steps:

Information building: The controller extracts the Received Signal Strength (RSS)

of Provision Requests, advertised in ADV_IND packets from new sensors to

gateways. The information is stored in an observation matrix.

Gateway Orchestration: The controller determines which advertising channels

gateways scan. (Section 5.4)

Sensors orchestration determines and configures the TX power levels of all sen-

sors in the network, their advertising channel map, and consequently the

whitelists of gateways (Section 5.5).
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Figure 5.2: The timeline of packet transmission in the control
and forwarding plane of SoftBLE.
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The results of orchestrations are disseminated to all gateways reliably, and to

each sensor through a connection from its closest gateway. Multiple connections

can be established from all gateways at the same time, which allows parallel and

fast parameter dissemination. Furthermore, to reduce the number of entries in a

gateway’s whitelist, all sensors assigned to the same set of gateways are clustered

and are given the same RPNR address. Thus, only one address is inserted in a

gateway’s whitelist per cluster.

5.3.1 Provisioning Timeline

The detailed message exchanges in different stages of SoftBLE are shown in Figure

5.2. The timeline of the provisioning process has 7 steps:

1. Observation matrix is constructed based on RSS of the collected provision

requests.

2. A scanning channel is assigned to each gateway using Algorithm 1 (graph

coloring)

3. Gateways set up their scanning channels

4. Advertising channels and TX power are assigned to sensors using Algorithm

2.

5. Gateways establish connections with sensors and disseminate updated pa-

rameters

6. Provisioned sensors update their advertising parameters
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7. Gateways substitute the MAC address of each sensor in their whitelist with

the new RPNR address of the cluster that the sensor belongs to.

5.3.2 Information Building

The information building stage of the control plane builds up many-to-many re-

lations between the provisioned sensors and the gateways. Each gateway can be

assigned to several sensors, and a sensor can advertise to more than one gateway.

A sensor-gateway observation matrix (OM×N) represents this relation. The matrix

is extracted from the RSS of provision requests as:

O =


o11 . . . o1N

... oij
...

oM1 . . . oMN

 , oij =


1 if max (rssij) > Psen

0 if max (rssij) < Psen
∀i∈{1,..,N},j∈{1,..,M}

. (5.1)

Unlike the analytical model of LEMoNet, where the RSS values are estimated

based on distance, in (5.1), rssgs vector is extracted from the provision requests

received from sensor s in gateway g (∅ if no observation). Matrix O is input to

the two sub-problems of sensors and gateways orchestration, the details of which

are discussed in the next two sessions.

5.3.3 Control Knobs

Five parameters can be tuned on the BLE devices, three on sensors and two on

gateways. These parameters are called the control knobs of the framework. The

sensor control knobs include:
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Table 5.1: Control Knobs of SoftBLE devices

Name Description Default
CSs Channel map of sensors s {37,38,39}
TXs TX power level of sensor s 0dBm
AdvAs Advertise address of sensor s public
CGg Channel map of gateway g 37
WLg Whitelist of gateway g ∅

1. A sensor’s advertising channel can be configured to subsets of {37, 38, 39}

2. TX power levels can be set to any value in {-21, -18, -15, -12, -9, -6, -3, 0, 1,

2, 3, 4, 5}dBm.

3. A sensor’s sdvertising address can be configured to its Public or a Random

Non-Resolvable Private address

For the gateways, the control knobs are:

1. Scanning channels can be set to 37, 38, or 39

2. Whitelist can be filled by up to 8 sensor addresses

Table 5.1 lists the five control knobs together with their default values.

5.4 Gateway Orchestration

In SoftBLE, each gateway only scans a single channel. The gateway orchestration

aims is how to assign each gateway to one of the three legacy channels such that

neighboring gateways have the least interfering sensors. This problem is equiva-

lent to Weighted Improper 3-coloring of a graph [4] in graph theory and Minimum
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Algorithm 1: Channel assignment to gateways
input : observation matrix (OM×N )
output: assigned gateways channels (CG)
// Constructing AGM×M

1 for i← 1 to M do
2 for j ← 1 to M do
3 AGi,j ←

∥∥∥ ~Oi ∧ ~Oj
∥∥∥;

// Coloring of the graph with adjacency AGM×M
4 Initialize SCS and CG to {0}M

. SCS : Sum of the Covered Sensors;
5 for i← 1 to M do
6 candidGW ← arg max (SCS);
7 Initialize CC to {0, 0, 0} . Channel Covered;
8 for j ← 1 to M do
9 if CGj > 0 then

10 CC(CGj −36)
+← AGcandidGW,j

11 CGcandidGW ← arg min(CC) + 36;
12 for k ← 1 to M do
13 if CGk = 0 then
14 SCScandidGW

+← AGcandidGW,k

15 else
16 AGcandidGW,k = 0

Interference Frequency Assignment Problem (MI-FAP) [3] in wireless communi-

cation. The variations of MI-FAP that deal with channel assignment in cellular

networks, such as the one in [34], are the closest to our problem. The problem was

initially formulated as Integer Linear Programming in [3] has been proven to be

NP-Hard in [102]. Heuristic solutions, including greedy search [3], tree search [59],

or branch and cut algorithm [27] have been suggested. In this research, we propose

a max-min optimization heuristic to solve it.

Let G and S denote the set of all gateways and sensors, respectively. Two
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gateways u, v are connected by an edge (u, v) if there exist common sensors within

their communication ranges. Let E = {(u, v)|u, v ∈ G,∃s ∈ S, ou,s = ov,s = 1},

where o denotes the elements of observation matrix O, defined in (5.1). Edge

(u, v) is associated with weight wuv = ∑
s∈S ou,s · ov,s, or equivalently, the number

of common sensors. Given G(G, E, w) and the set of channels C = {37, 38, 30}, the

objective of gateway channel assignment is to minimize the number of overlapping

sensors among gateways in the same channel. Formally,

min
∑

(u,v)∈E
wuvI(xu = xv)

s.t. xu ∈ {37, 38, 39},∀u ∈ V,
(5.2)

where I(·) is an indicator function and xu is the channel assigned to gateway u.

When the chromatic number of G is greater than three, G cannot be 3-colored

such that neighboring gateways are always assigned different channels. To mini-

mize the objective function, we propose a max-min heuristic algorithm that iterates

over all gateways. In each iteration, two steps are taken:

1. The gateway that has the maximum number of common sensors with already

assigned gateways in the three channels is designated as candidate.

2. A channel that has the least number of common sensors between the can-

didate gateway and already assigned gateways is set as the channel of the

candidate gateway.

The details of the heuristics are presented in Algorithm 1.
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5.5 Sensor Orchestration

A sensor can choose to advertise in any of the three primary advertising channels

as long as there exists a gateway in its vicinity scanning the channel. Increasing the

number of advertising channels of a sensor may on one hand increase its PRR since

its advertisement can be received by multiple gateways. On the other hand, doing

so on all sensors may contribute to high traffic loads and consequently, reduced

PRR. TX power levels have a similar effect in that increased TX power can reduce

packet error rates but may lead to higher contention. Additionally, an increased

TX power level leads to higher power consumption.

5.5.1 Problem Formulation

Let E[PRR]s and E[PWR]s be the expected PRR and power consumption of

sensor s. The objective of sensor orchestration problem is to minimize the average

E[PWR] of all the sensors, such that E[PRR] of every sensor remains higher than

the application defined PRR threshold. It can thus be formulated as,

min
CS ,TX

∑
s∈S

E[PWR]s

s.t. E[PRR]s ≥ T,∀s ∈ S,

E[PWR]s = f sPWR(CSs , TXs, E[PRR]s),∀s ∈ S,

E[PRR]s = f sPRR(CS , TX),∀s ∈ S,

TX = {TXs|s ∈ S}, CS = {CSs |s ∈ S}

TXs ∈ {−21,−18,−15,−12,−9,−6,−3, 0, 1, 2, 3, 4, 5},∀s ∈ S,

CSs ⊆ {37, 38, 39}, ∀s ∈ S

(5.3)
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The definitions of the parameters in above formulation are listed in Tables 5.2

and 5.1.

Two control knobs are involved in the process of minimization: advertising

channel map (CSs ), and TX power (TXs). The analytical form of E[PWR]s, de-

noted by f sPWR, depends only on the knobs of sensor s. But the analytical form of

E[PRR]s (denoted by f sPRR) is dependant on the knobs of all the other sensors. It

is because the collision probability on the neighboring sensors are not independent.

As a result, the size of the search space can grow exponentially with the number

of sensors.

To avoid the combinatorial explosion as the number of sensors grows (with 9

power levels and 7 combinations of advertisement channels per sensor), an approx-

imation is warranted. We make the following three simplifications so that sensors

can be analyzed independently:

1. The TX power of all other sensors remain at the values they use during

information building (maximum possible option)

2. All other sensors advertise at all three primary channels.

3. Protocol model for interference is adopted

The simplifications result in an upper bound estimation for collision probability.

They, thus, yield an underestimation of E[PRR]s, which helps the satisfaction of

the lower bound condition for PRR, though at the cost of higher TX power.

The above assumptions also facilitate approximating C and TX in f sPRR by
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the observation matrix (O), defined earlier in (5.1). Subsequently, the problem

formulation in (5.3) is equivalent to the minimization of pwrs on each sensor s ∈ S

individually, as:

min
CSs ,TXs

E[PWR]s

s.t. E[PRR]s ≥ T,

E[PWR]s = f sPWR(CSs , TXs, E[PRR]s), E[PRR]s = f sPRR(CSs , TXs, O),

TXs ∈ {−21,−18,−15,−12,−9,−6,−3, 0, 1, 2, 3, 4, 5}, CSs ⊆ {37, 38, 39}
(5.4)

5.5.2 Estimating PRR and Power Consumption

A similar analytical approach that is used to evaluate LEMoNet in Section 4.3,

can be utilized to estimate the PRR and the mean power consumption of sensors

in SoftBLE as well. As listed in Table 5.2, the analytical model of SoftBLE takes

almost the same input parameters as that of LEMoNet. However, four fundamental

differences between the two protocols affect some of the equations in the system

model:

1. In SoftBLE unlike LEMoNet, sensors are assigned to the gateways by the

means of whitelisting, i.e., only an assigned gateway will respond with Scan_REQ

to an advertiser.

2. The RSSs between sensors and gateways are extracted directly from the

provision requests in SoftBLE and do not need to be estimated.
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Table 5.2: The parameters SoftBLE analytical model

Name Description Default
G Set of gateways
S Set of sensors
N Number of sensors |S|
M Number of gateways |G|
δ Duty cycle 3s
T Application defined PRR threshold 99.9%
R Maximum re-transmissions 3
µ BLE bit rate 1Mbps
|PDU | Length of an advertisement’s PDU in bits 16*8
|HEADER| Length of advertising packet header 16*8
|DATA| Bit length of SCANNABLE_ADV_IND

packet
|HEADER|+|PDU|

|SR| Bit length of SCAN_REQ packet |HEADER|
|SS| Bit length of SCAN_ESP packet |HEADER|
N Noise level -110dBm
V Supply voltage 3v
Psen Sensitivity of BLE receivers -91dBm
Ptx Transmission power of sensor s when

TXs=0dBM
(V*8.9)mW

Prx Listening power consumption (V*5.9)mW
Pifs Power consumption of intra-frame spacing (V*3.8)mW

3. There is no Normal Connectionless (NCL) mode sensor in SoftBLE, and all

sensors are in SCL mode.

4. The TX power of sensors in SoftBLE is variable.

Consequently, the following equations are modified to address the above differ-

ences.
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Expected PRR (E[PRR]s) Since the number of gateways that are assigned

to a sensor is at most 3 (one for each channel) in SoftBLE, (4.4) is rewritten as:

ˆprrs =c37
s prr

{g37
s }

s +c38
s prr

{g38
s }

s +c39
s prr

{g39
s }

s

−c37
s c

38
s prr

{g37
s ,g

38
s }

s −c37
s c

39
s prr

{g37
s ,g

39
s }

s −c38
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39
s prr

{g38
s ,g

39
s }

s

+c37
s c

38
s c

39
s prr

{g37
s ,g

38
s ,g

39
s }

s ,

(5.5)

where gis is the gateway that listens on channel i ∈ {37, 38, 39} and has the highest

RSS from sensor s. It is null if there is no such a gateway, and the correspond

term is removed. prrχs is the probability of packet reception in all the gateways in

set χ ⊆ G, and cis is one if i ∈ CSs , otherwise zero.

Accordingly, the expected PRR for the packets of sensor s is given by:

E[PRR]s = 1− (1− ˆprrs)R. (5.6)

Per Gateway PRR (prrχs ) Since all the sensors are in the SCL mode in Soft-

BLE, PRR in (4.5) is modified to cover both data and SCAN_REQ transmissions

as:

prrχs = (1− colχ)×
∏
g∈χ

(
1− (bergs)

(|DATA|)
) (

1− (bergs)
|SR|

)
, (5.7)

where bergs , which denotes the Bit Error Rate (BER) of advertising packets from

sensor s at gateway g, can be calculated using equation (2.1), and colχ, which

denotes the probability of collisions for packets from sensor s at all the gateways

g ∈ χ, can be estimated by (4.7). Apparently, if χ is empty, prrχi will be zero.
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Interference Counter (Iχ) The number of potentially colliding sensors can

directly be determined from the intersections of the rows in observation matrix

O corresponding to the gateways in χ. For instance, if χ = {g1, g2, g3}, (4.6) is

updated as:

Iχ =
3∑
i=1

∥∥∥ ~Ogi

∥∥∥− 3∑
i<j=1

∥∥∥ ~Ogi ∧ ~Ogj

∥∥∥+
∥∥∥ ~Og1 ∧ ~Og2 ∧ ~Og3

∥∥∥ , (5.8)

where ~Ogi denotes the row gi in O.

Traffic Load (λ) With all nodes in SCL mode the calculation of traffic load

is changed as well. The traffic load (λ) is the sum of the transmission times of

ADV_SCAN_IND, response time of SCAN_REQ, the reception time of SCAN_RSP,

and the decode gap, as:

λ = 1
δ

(
|DATA|+ |SR|+ |SS|

µ
+ gap

)
, (5.9)

Expected Number of Retransmissions (ret) In analyzing the PRR of sensor

s, the PRRs of the other sensors are substituted by a lower bound, 1− R
√
T (recall

that T is the minimally required PRR). Doing so can greatly reduce the compu-

tation complexity of estimating colχ. Thus, the worst case ret can be estimated

as:

ret =
[
R−1∑
i=1

(
R
√
T
)i−1 (

1− R
√
T
)]

+
(
R
√
T
)R−1

, (5.10)
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Expected Power Consumption (E[PWR]s) In SoftBLE, the transmission

power consumption depends on the transmission power (Ptx) as well. Thus, (4.10)

which estimates the power for a PDU delivery from sensor s is updated as:

E[PWR]s =
R∑
r=1

1
δ
· Eadv

s · E[PRR]s(1− E[PRR]s)(r−1)

Eadv
s =P tx

s ·
∥∥∥CSs ∥∥∥ ·

(
|DATA|

µ
+ Pifs

)

+Prx ·
(
|SR|
µ

)
+ Pifs + P tx

s ·
(
|SS|
µ

)

P tx
s =Ptx · 10(TXs/10),

(5.11)

where Eadv
s is the energy consumption of a single advertisement for sensor s in

Joule.

5.5.3 Optimal Parameter Selection

To this end, we are in the position to present the sketch for sensor channel as-

signment and power control in Algorithm 2. This algorithm has two nested loops,

the outer one is for 7 possible combinations of advertising channels (23 − 1), and

the inner one is for 13 different TX power levels. In each iteration, it estimates

the expected power consumption (E[PWR]) and expected PRR (E[PRR]) for

each setting. Among settings that meet PRR threshold, the one with the lowest

E[PWR] is selected for the sensor. Algorithm 2 runs for each sensor node sepa-

rately according to the simplified assumptions in the problem formulation. Since

for each sensor it takes a constant number of calculations to investigate all possible

combinations of control knobs, the complexity of Algorithm 2 is O(c).
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Algorithm 2: TX power optimization on the sensors
input : sensor ID (s), observation matrix (O), RSS of provision requests

received from s ( ~rsss)
output: assigned advertising channel map (CSs ) and TX power (TXSs ) to

sensor s
1 PTX ← {−21,−18,−15,−12,−9,−6,−3, 0, 1, 2, 3, 4, 5}
2 bestC ← {37, 38, 39};
3 bestP ← 5;
4 bestPWR ←∞;
5 for C ← Subsets of {37,38,39} do
6 for p← 1 to 13 do
7 TX ← PTX[p];
8 Estimate E[PRRs] based on C, TX, ~rsss, O using (5.5);
9 Estimate E[PWRs] based on E[PRRs] using (5.11);

10 if E[PRRs] > T and E[PWRs] <bestPWR then
11 bestC ← C;
12 bestP ← PTX[p];
13 bestPWR ← E[PWRs];

14 CSs ← bestC;
15 TXs ← bestP;

5.6 Performance Evaluation

In this section, we first evaluate the performance of SoftBLE using a BLE sensor

testbed. A large-scale simulation study is then conducted to investigate its scal-

ability. The baseline protocol for comparisons is LEMoNet in two setups, all the

sensors are in NCL mode or all are in SCL mode. LEMoNet is the representative

of the protocols with fixed parameter settings for the sensors and the gateways.

5.6.1 Experimental Validation

48 BLE sensor nodes and two gateway devices have been deployed in a 11m-by-8m

laboratory (Figure 5.3). Both sensors and gateways are equipped with TI cc2640r2

MCU chips for BLE communication. The gateway devices are implemented on
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Figure 5.3: A scene of the experiment setup in our lab.
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Figure 5.4: Experimental comparison between LEMoNet and
SoftBLE. 48 sensors and 2 gateways have been deployed in a 11m-
by-8m space. Duty cycles of all sensors are set to 3s.
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LAUNCHXL-CC2640R2 development kits and communicate to a SDN controller

running on a desktop PC via Ethernet. The parameter settings in the experiments

are summarized in Table 4.1.

Each experiment runs for three hours. Utilizing the software development kit

(SDK) by TI, we are able to extract the energy consumption of each sensor and

the time periods that sensors spend in advertising through BEGIN_ADV and

END_ADV. Figure 5.4a shows the results of sensor orchestration and the average

RSS values at the two gateways from each sensor. Gateway 1 and 2 are assigned

Channel 37 and Channel 38, respectively. The majority of sensors are assigned

to a single channel associated the gateway with a higher RSS except for sensor

32, which has low RSS to both gateways. To ensure a high PRR, it advertises its

measurements on both channels 37 and 38. In this scenario, all sensors operating

in channel 37 (38) belong to one cluster and are assigned the same RPNR address.

Sensor 32 is assigned a third RPNR address and is included in the whitelists of

both gateways.

Figure 5.4b shows PRRs under different schemes. We see that both SoftBLE

and LEMoNet-SCL can achieve high PRRs due to the use of SCAN_REQ mes-

sages as acknowledgment and possible re-transmissions. SoftBLE outperforms

both LEMoNet-SCL and LEMoNet-NCL and meets the required PRR threshold

of 99.9% for 47 out of 48 sensor nodes. The PRR of sensor 4 is 99.80, which

is slightly below the threshold. The small discrepancy can be attributed to the

simplified assumptions in PRR modeling in Section 5.5.

We observe from Figure 5.4c, LEMoNet-NCL sensors roughly spend a constant
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amount time in advertising in each duty cycle. This is due to the predefined length

of legacy advertising events. Among SCL mode sensors, the advertisement dura-

tion varies because of the additional time to receive SCAN_REQ. Furthermore,

the total number of advertisement messages is unpredictable in each duty cycle,

depending on which channel a gateway responds with a SCAN_REQ. In contrast,

in SoftBLE, the advertising duration is more than halved since the gateways lis-

ten on a single channel and most sensors only need to advertise on one channel

in each duty cycle. The reduced advertising duration combined with lower TX

power levels leads to around 70% less mean energy consumption in SoftBLE than

LeMoNeT-SCL and LeMoNeT-NCL nodes as shown in Figure 5.4d.

5.6.2 Simulation Study

To study the scalability of the proposed SDN framework and the effects of different

parameters, we have implemented BLE and SoftBLE in OMNET++ [91], an event-

driven network simulator.

Simulation Setup and Performance Metrics

Simulations have been conducted in two scenarios:

Performance at Scale In the first scenario, 2500 sensor nodes are deployed in

a 10000m2 area, and 121 gateways are distributed among them to collect

advertised measurements. The placements are regular, where sensors and

gateways form 50× 50 and 11× 11 grids, respectively.

Parameter Study In the second scenario, sensors are deployed randomly in a

2500m2 area and covered by 36 gateways arranged in a 6 × 6 grid. In the
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simulations, we fix the number of gateways and vary the number of sensor

nodes (N) and duty cycles (δ) to study their impacts on the performance.

The remaining fixed parameters can be found in Table 4.1. The results of each

scenario are the averages of 5 runs, each lasting for 10,000s and with a different

random seed. In addition to PRR and the power consumption of sensors, we also

evaluate sensor utilization defined as,

U = total amount of application data received (bit)
total transmitted bits .

The denominator includes advertisement packets, retransmissions as well as SCAN_REQs

during sensor data collection.

Performance at Scale

Figure 5.5 illustrates the effects of channel assignment and TX power levels on the

PRR and power consumption of a randomly selected sensor. In the experiment, the

parameters of all other sensors are fixed. We observe a non-trivial relation between

the control knobs and performance metrics of interest. The final configuration

determined by Algorithm 2 is indicated by a green circle, which clearly has the

lowest power consumption among settings satisfying the PRR threshold.

Figure 5.6 gives a snapshot of gateway and sensor channel assignments as well

as sensor TX power levels according to Algorithm 1. Sensors advertise with an

average TX power at −5.11dBm (compared to default 0dBm) and use an average

of 2.76 channels for advertisement (compared to the default number of 3). Sensors

in the middle of the area mostly advertise on all three channels with lower TX

71



Ph.D. Thesis– M. Jafarizadeh; McMaster University– Computer Science

0 10 20 30 40 50 60
expected Power Consumption - E[PWR]( W)

0

10 3

10 2

10 1

100

ex
pe

ct
ed

 P
ac

ke
t E

rro
r R

at
e 

- E
[P

ER
]

Threshold = 0.1%

Winner

-21dBm 5dBm0dBm

TX Power assigned to the Sensor

Figure 5.5: The effect of TX power and channel assignment of a
randomly selected sensor node. All other sensors’ parameters re-
main fixed. Results include channel assignments of a single channel
(•), two channels (+), and three channels (?) at different TX power
levels.

power. In contrast, sensors at the corners or along the boundaries of the area

need to advertise with higher TX powers but on fewer channels on average since

they can only reach one or two gateways. Furthermore, a small collection of

neighboring gateways are assigned the same channel. This is because only three

primary advertising channels are available for assignments.

Figure 5.7 compares the performance of SoftBLE and LEMoNet in the large-

scale network. It is seen from Figure 5.7a that in LEMoNet-NCL, around 10%

of the nodes have more than 4% packet loss. This result is expected since BLE

advertising is error-prone, and there is no mechanism in LEMoNet-NCL to detect

and recover from packet losses or collisions. In contrast, both LEMoNet-SCL

and SoftBLE can deliver almost all the data packets correctly because of the
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use of acknowledgment and re-transmissions. However, Figure 5.7c shows that

SoftBLE sensors exceed the PRR threshold of 99.9% while consuming 50% less

power than LEMoNet-SCL ones. They even have less power consumption than the

unacknowledged LEMoNet-NCL sensors. Furthermore, as shown in Figure 5.7b,

all sensors in SoftBLE have more than 30% utilization compared to less than

17% among LEMoNet-NCL sensors, and 10 – 30% among LEMoNet-SCL sensors.

In LEMoNet-SCL, sensor utilization varies between 10% to 30% because of the

variable number of bits transmitted in each duty cycle. Lastly, network utilization,

which is compute as the ratio of the amount of application data bits and total

transmitted bits by both sensors and gateways, is almost 2 times higher in SoftBLE

than its closest baseline (LEMoNet-NCL) as shown in Figure 5.7d.

Impacts of Network Size and Duty Cycle

Figures 5.8a – 5.8c show the effect of the number of sensors (N) on network per-

formance. As expected, as the number of sensors increases, medium contention

increases, and thus the PRRs of LEMoNet-NCL sensors decrease. The power con-

sumption of SoftBLE sensors increases and their utilization drops only slightly

with increasing network sizes. This is due to higher TX power and additional

channels assigned to sensors to mitigate increased collisions. SoftBLE is able to

maintain a consistent PRR above the required threshold regardless of the num-

ber of nodes. Thanks to sensor and gateway provisioning, packet collisions are

rare under these settings with SoftBLE, resulting in both high utilization and low

power consumption.

Figure 5.9a – 5.9c show the effects of sensor duty cycle. Reducing duty cycles (or
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increasing application data rates) increases collision and packet loss probabilities

among LEMoNet-NCL sensors. At 1s duty cyle, LEMoNet-SCL sensors also suffer

from low PRRs. In contrast, SoftBLE behaves consistently over a wide range of

duty cycles with PRR > 99.9%. The power consumption of all three approaches

goes down when the duty cycle increases since sensors spend longer periods in

the StandBy mode. Among all three approaches, SoftBLE has the lowest power

consumption.

The high PRRs in SoftBLE come at the expense of reduced utilization at higher

traffic loads in the network. As shown in Figure 5.9c, the utilization of SoftBLE

gradually decreases from 31% at 30s duty cycle to 27% at 1s duty cycles. This is

because, at a higher traffic load, sensors may need to retransmit packets and do

so over more advertising channels.

5.7 Conclusion

Recent improvements in BLE legacy advertising makes the advertisers and scan-

ners more configurable. SoftBLE leverages this agility to provide adaptability to a

2-tier BLE based network by an SDN framework. It is shown that SoftBLE consid-

erably reduces the average power consumption of sensor nodes while meeting the

application-defined performance requirements. Our proposed framework enables

long lifetime Industrial IoT (IIoT) network deployments for large-scale and dense

monitoring applications.
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Chapter 6

Automated Sensor Mapping for

DCWSN Commissioning

6.1 Introduction

Commissioning thousands of wireless devices in distributed settings is labor-intensive

if done manually. For instance in data center (DC) monitoring applications, prior

to deployment, technicians need to assign unique identifiers to individual devices

and hard code them in sensor software. After deployment, the server-rack loca-

tions and the identifier of deployed sensors shall be recorded and entered into a

Data Center Infrastructure Management System (DCIM) system. Such a manual

process is both time-consuming and error-prone. Moreover, sensor locations may

change due to misplacement, removal, and addition of new equipment.

To streamline the deployment process, it is imperative to automatically map

sensor identifiers to unique locations among the set of known locations (according

to the deployment plan). We call this problem sensor mapping, a special case
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of sensor localization. Although several classes of algorithms have been proposed

for localization [83], most of them depend on a single modality, namely Radio

Frequency (RF). Inside a DC, the presence of IT equipment (ITE), metal racks,

cable trays, and wires creates a multi-path rich environment and hinders reliable

localization based on only RF signals.

Furthermore, methods based on pairwise ranging (or distance estimation from

received signal strength) may violate global rigidity conditions in sparse or regular

deployments [67]. As a result, the inferred locations are not unique and are subject

to “local flips” or “symmetric flips” (two possible types of rigid transformations

in our problem). In order to distinguish the correct placement from flipped ones,

the common approach is to resolve the ambiguity by employing anchor nodes at

known [69] or inferred locations [35]. Unfortunately, adding anchor nodes increases

the commissioning cost.

In this chapter, we first propose a novel alternative to pure RF based ap-

proaches, named thermal piloting, that utilize the measurements of sensors as the

only input for localization. The next section describes of this method in detail.

thermal piloting is completely dependent on thermal data, which makes it prone

to errors caused by inaccurate thermodynamic estimations. To address this issue,

Section 6.3 proposes multimodal sensor mapping using pairwise Received Signal

Strength (RSS) between the sensors as an additional data source. The new prob-

lem is formulated as Weighted Graph Matching (WGM) and solved by a novel

parallel algorithm. The chapter is concluded by evaluating thermal piloting and

comparing it with multimodal sensor mapping approach in a modular DC.
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Figure 6.1: Components of thermal piloting

6.2 thermal piloting

6.2.1 System Architecture

As illustrated in Figure 6.1, there are three main components in thermal piloting:

1. Sensors measure the thermal condition of a target DC.

2. A DCIM module collects sensor measurements. It also stores the geometry

of the target DC such as the number of the racks, the location of the servers,

and the dimensions of the DC environment.

3. A Computational Fluid Dynamics (CFD) module takes the geometry

of the DC, the Computer Room Air Conditioner (CRAC) unit configuration,

and returns predicted temperatures and airflows at defined locations. Due

to its high computation complexity, CFD simulations are often conducted in

high performance DCs remotely.

Also shown in Figure 6.1 is data flow between DCIM and the sensors on one side

and CFD on the other side during localization.
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We assume that sensors are calibrated and the communication protocol between

the sensors and the DCIM backend is reliable. Additionally, the DC geometry is

accurate and CFD simulations are of high fidelity. High fidelity CFD models are

still in the realm of extensive research and are outside the scope of this study.

6.2.2 Problem Formulation

Consider a total of N sensor locations and C configurations. Define a round of C

CFD simulations as simulations with each one of the C configurations once. After

S rounds of simulations with random perturbation and server utilization, we obtain

a training data-set of S × N data samples D = {xi, yi, i = 0, 1, . . . , S × N − 1},

where xi’s are C dimensional feature vectors, yi ∈ {1, 2, . . . , N}’s are their labels

(sensor locations). In the inference phase, we obtain thermal measurements in C

configurations from N sensors deployed at N locations. Let oj be the C-dimension

vector from sensor j, j ∈ {1, 2, . . . , N}. Given D and oj’s, the goal of thermal

piloting is to determine a bijective mapping (permutation) π : {1, 2, . . . , N} →

{1, 2, . . . , N} from locations to sensor indices. Formally, we formulate it as the

following Maximum Likelihood Estimation (MLE) problem:

maximize
π

L
(
oπ(1), oπ(2), . . . , oπ(N)|D

)
(6.1)

where L is the likelihood function. The population of all possible permutations

include O(n!) samples with equal probabilities. So the input of MLE problem

in (6.1) is a permutation group with uniform probability distribution function

(PDF). Every instance of the minimum weight problem in a permutation group

can be reduced to this problem, and the later problem is known to be NP-hard [14].
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Therefore, the MLE problem in 6.1 is NP-hard and we seek to relax it so that poly-

nomial complexity solutions can be found. In particular, we make the simplifying

assumption that the underlying models that generate the data at sensor locations

are independent. In other words,

L
(
oπ(1), oπ(2), . . . , oπ(N)|D

)
=
∏
j

L
(
oπj |Mj

)
,

where Mj is the model for the observations at location j. Let Π be an N × N

permutation matrix, namely, Π satisfies,

Πij ∈ {0, 1}, i, j ∈ {1, 2, . . . , N}

Πij = 1, ∀i = π(j), i ∈ {1, 2, . . . , N}
N∑
j=1

Πij =
N∑
j=1

Πji = 1, i ∈ {1, 2, . . . , N}.

(6.2)

Under the independence assumption, the optimization problem in (6.1) is equiv-

alent to
maximize

Π

∑
i,j

Πi,j × logL(oi|Mj)

s.t., Constraints (6.2),
(6.3)

which is the well-known maximum weighted bipartite matching (MWBM) prob-

lem, where the vertices correspond to the sensor indices on one side and locations

on the other, and the weight between index i to location j is given by logL(oi|Mj).

MWBM in a complete bipartite graph of N vertices can be solved in O(N4) time

using the Hungarian algorithm or in O(N2 logN + N3) time with the Dijkstra

algorithm and Fibonacci heap [78].
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6.2.3 Data Model

To solve (6.3), what remains to be determined is the data model for likelihood

L(o|Mj). For this purpose, we can use different models such as Gaussian Mixture

Model (GMM) or log-linear model. GMM models the likelihood of data given class

labels as a linear superposition of Gaussian distributions. Log-linear models, on

the other hand, are a class of machine learning models with the defining charac-

teristic that the log unnormalized probability is a linear combination of a set of

features (or equivalently, the inner product of feature vector and model parameter

vector) [47]. After trying both mentioned models, log-linear model is selected as

the most accurate one. The likelihood in this model is formally defined as:

L(o|Mj) = eθj ·oZ−1
θj
, (6.4)

where Z−1
θj

is a normalizing factor. Here, we estimate the parameter θj as the

empirical mean of the training data at location j, namely,

θj =
∑

{xi,yi}∈D|yi=j
xi. (6.5)

By taking log of both sides of the likelihood function, we have the the log-linear

model as:

logL(oi|Mj) = cjθj · oj,

where cj = − logZθj .
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Figure 6.2: Flowchart of the thermal piloting process

6.2.4 Localization Process

Our proposed thermal piloting approach consists of six steps (Figure 6.2). In the

first step, the most discriminative set of cooling configurations are selected. This

can be done either through domain knowledge, e.g., turning on a single fan is likely

to create large temperature variations at nearby locations in the DC, or can be

done computationally. In the latter case, one can simulate a variety of different

configurations and score them based on their chi-squared test results with the

location labels. Alternatively, feature selection approaches [42] can be adopted by

treating each configuration as a feature component. In our experimental DC with

two in-row cooling units and five fans, the chi-squared test results in a set of five

isomorphic configurations: one fan is on and the others are off.

In the second step, DCIM uploads the geometry of the target DC, along with

the list of candidate locations and the set of CRAH configurations to the CFD
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Figure 6.3: The proposed multimodal sensor localization frame-
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matching between analytical and experimental graphs.

server. Steady-state CFD simulations return simulated thermal values at the de-

sired locations. Multiple simulations can be executed for each configuration under

different server utilization. These values form feature vectors in training data to

generate machine learning models in Step 4. During the commission phase, the

configurations are applied to the target DC one by one. Actual sensor measure-

ments are collected by the DCIM for each configuration when the system reaches

a steady-state. The machine learning model is then applied to the experimental

data to infer the location of each sensor in Step 5.

6.3 Multimodal Sensor Localization

In this Session, we consider pairwise RSS between sensors as an extra data source

in addition to pointwise temperature measurements. It leads to reformulating
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sensor mapping as a labeled WGM problem. As shown in Figure 6.3, the two

graphs in WGM are instantiated from real-world measurements and predictions

from analytical models, respectively. The objective is to find the best mapping

such that the two agree the most in a probabilistic sense. To solve the NP-hard

labeled WGM problem, we develop a novel search-based heuristic and evaluate it

through experimental data collected from a real-world modular DC testbed. We

find that the heuristic is superior to state-of-the-art methods for labeled WGM in

accuracy with comparable complexity.

6.3.1 Problem Formulation

In this section, we first introduce notations and then provide our data model and

problem formulation.

Notations

Pairwise Similarity: Consider a total ofN sensors atN possible locations l1, l2, . . . , lN

from a deployment plan. Let D be an N ×N symmetric matrix representing the

Euclidean distances between the N known locations, where dij is the Euclidean

distance between sensor locations i and j. Same as formulation of thermal piloting,

a mapping (permutation) function π : {1, 2, . . . , N} → {1, 2, . . . , N} defines the

bijective relation from the locations to sensor indices, and omi ,m = 1, 2, . . . ,M be

a d-dimension vector corresponding to the mth pointwise observation of sensor i.

Conversely, π−1 maps sensor indices to locations l1, l2, . . . , lN . Let P be the set of

all possible permutation matrices where Π ∈ P is defined in (6.2).
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Pointwise Dissimilarity: Denote by Ak, k = 1, 2, . . . , K, the kth pairwise mea-

surement matrix. Its element in the ith row and jth column Ak
ij is the kth pairwise

measurement between sensors i and j1 for i, j = 1, 2, . . . , N . Denote by Mθ and

Mγ the data models for pairwise and pointwise measurements parameterized by

θ and γ, respectively.

Data Model

For pairwise RSS measurements, we adopt the well-known log-normal path loss

model [86]. The RSS of the transmitted signal from a sensor at location i to j is

given by,

aij = Pπ(i) − PL0 +Gπ(j) + 10β log10
dij
d0

+ χ,

where χ is white Gaussian noise with standard deviation of σ. We assume that the

noise on one sensor is uncorrelated with other model parameters and independent

from the the other sensors. Pπ(i) is the transmitted power level of the sensor at

location i, Gπ(j) is the receiving antenna gain at the sensor at location j, β is the

path loss exponent, and PL0 is the path loss at reference distance d0. Under the

assumption that the transmission power levels and antenna gains are the same at

all nodes, it can be further simplified as,

aij = c1 − 10β log10 dij + χ,

where c1 is a constant. Let A = 1
K

∑K
k=1 Ak. Under the assumption that aij, i, j =

1, 2, . . . , N are independent, we thus have
1Missing elements will be imputed based on domain knowledge.
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logP (A|Mθ,Π) = c2 −
K

σ2
1

∥∥∥A + 10β log10(ΠDΠT )− c1JN
∥∥∥2

F
, (6.6)

where JN is a N × N matrix of all ones, || · ||F is the Frobenius norm defined

as the square root of sum of the absolute squares of its elements. In (6.6), θ =

{σ1, β, c1, c2}.

For pointwise measurements, we model the thermal measurements at location

i under C cooling conditions using a multivariate Gaussian distribution. Let j =

π−1(i). The log-likelihood of mth observation omi of sensor i is given by,

logP (omi |Mγj ) = c3 −
1
2 log |Σj | −

1
2
(
(omi − µj)TΣ−1

j (omi − µj)
)
, (6.7)

where c3 is a normalizing factor, µj and Σj are the mean and covariance matrix

of measurements at location j, γj = {Σj, µj}. Let oi = 1
M

∑M
m=1 omi . Denote by

O (M) a C × N matrix with oi (µi) as the ith column. Under the assumption

of independent measurements and identity covariance matrices Σj = σ2
2I,∀j, we

have

logP (O|Mγ ,Π) = −σ−2
2 tr

(
(O−MΠT )T (O−MΠT )

)
+ c4, (6.8)

where c4 is a normalizing constant.

Maximizing Joint Likelihood of Pairwise and Pointwise Measurements

The sensor mapping problem can be formulated as finding a permutation matrix

that maximizes the weighted log-likelihood, namely,
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max α logP (A|Mθ,Π)︸ ︷︷ ︸
pairwise

+(1− α) logP (O|Mγ ,Π)︸ ︷︷ ︸
pointwise

,

s.t. Π ∈ P

(6.9)

where α is a pre-configured parameter that indicates the relative importance of

pairwise and pointwise measurements.

Using the models for pairwise and pointwise measurements in (6.6) and (6.8),

we can further simplify the optimization problem as follows.

Theorem 6.3.1. Under the models for pairwise and pointwise measurements in

(6.6) and (6.8), the sensor mapping problem is equivalent to:

min α′
∥∥∥(A− c1JN )−Π log10 DΠT

∥∥∥2

F
+ (1− α′)tr(LΠT )

s.t. Π ∈ P,
(6.10)

where L = OTM.

Proof. Let AH = A− c1JN and AG = log10 D. The LHS of (6.9) can be written

as,

c2 − K
σ2

1

(
‖AH‖2F + ‖10βΠAGΠT ‖2F − 2tr(10βAT

HΠAGΠT )
)

= c2 −
K

σ2
1

(
‖AH‖2F + ‖10βAG‖2F

)
︸ ︷︷ ︸

independent of Π

−2K
σ2

1
tr(10βAT

HΠAGΠT )

= c′2 −
10Kβ
σ2

1

(
‖AH‖2F + ‖ΠAGΠT ‖2F − 2tr(AT

HΠAGΠT )
)

= c′2 −
10Kβ
σ2

1

∥∥∥AH −ΠAGΠT
∥∥∥

(6.11)

The second equality is due to the fact that Π is a permutation matrix.
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Similarly, the RHS of (6.9) can be written as,

c4 −
1
σ2

2
tr(OTO + MTM)︸ ︷︷ ︸

independent of Π

+ 1
σ2

2
2tr(OTMΠT ).

Therefore, with proper re-scaling, we have the optimization problem in the state-

ment.

In the proof, if we treat AH and AG as adjacency matrices of graphs H and

G, and L as the (vector) labels on the vertices. The sensor mapping problem

is equivalent to the labeled WGM problem, which is known to be NP-hard [80].

Therefore, it is important to devise an efficient heuristic solution.

A important implication of Theorem 6.3.1 is that the optimization objective is

independent of β. Furthermore, c1 is a function of given wavelength and known

antenna gains. Thus, we only need to estimate the model parameter µ for the

log-likelihood functions.

6.3.2 SWAP-ing based Algorithm for Labeled WGM

The main idea is similar to gradient descent, namely, to decrease the objective func-

tion iteratively. However, instead of re-evaluating the objective function in each

iteration, we update it using lightweight vector operations that can be executed

in parallel. The search space of the optimization problem consists of sequences of

sensor indices in the range of 1 to N in Zn. We define the particle movement using

the swap operation.

91



Ph.D. Thesis– M. Jafarizadeh; McMaster University– Computer Science

𝐴𝐻 =

𝐴𝐺 =

L =

-

-

.

-

-

+ +

×2

1− 𝛼

𝛼
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Pointwise term

Figure 6.4: Calculation diagram of cost difference (∆) matrix.

The operation of swapping the ith and jth elements in a sequence S ∈ Zn,

denoted by o, is mathematically defined as the following function:

S′ = SWAP (S, i, j) = i
joS ∈ Zn,

S′k =



Si if k = j

Sj if k = i

Sk otherwise

, ∀k ∈ {1, .., N}.
(6.12)

Next, we first show how to calculate the difference in the objective function with

a single swap operation efficiently, and then present the details of the proposed

steepest descent based algorithm to LWGM.
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Cost Difference Matrix (∆)

Between iterations, we need to incrementally update the objective function. This

can be done by calculating a N ×N symmetric matrix defined as follows:

∆S =


0 . . . δ1n
... . . . ...

δn1 . . . 0

 , δij = O( ijoS)−O (S) , (6.13)

where O is the objective function in (6.10).

Starting from an initial seed S0, calculating ∆S0 involves two terms: pairwise,

and pointwise. Since swap modifies two rows of Π, only two rows in AG and AH

are included in the pairwise term. Similarly, the pointwise term only depends on

four elements of L. Accordingly, the equation (6.13) can be expanded as,

δij = 2α′
(
Ai,:
G −Aj,:

G

)T (
Ai,:
H −Aj,:

H

)
+ (1− α′) (Lii + Ljj − Lij − Lji) (6.14)

Figure 6.4 shows the schematic view of the above expansion. Calculating ∆S0

using (6.14) takes O(N3) time. However, subsequent updates of ∆ can be done

with much lower complexity. This is because most of the elements in ∆ can be

updated based upon the Cartesian Product of the columns i and j in AG and AH ,

except for the row or column corresponding to the indices of the latest swap. As

a result, the complexity of subsequent updates is O(N2). Details of updating ∆

after the initial step are presented in Algorithm 3.
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Algorithm 3: Updating ∆ after Swapping i and j
input : ∆old, i, j
output: ∆new

1 ~cG ← A:,i
G −A:,j

G ;
2 ~cH ← A:,i

H −A:,j
H ;

3 ~rG ← Ai,:
G −Aj,:

G ;
4 ~rH ← Ai,:

H −Aj,:
H ;

5 ∆new ← ∆old − 2(~cG − ~cH)⊗(~rG − ~rH);
6 for k ← 1 to N do
7 δnewk,i , δ

new
i,k , δnewk,j , δ

new
j,k ←(6.14)

8 return ∆new

Steepest Descent Search

To explore the search space by swap, we utilize multi-start Steepest Descent Search.

It starts with a random seed (sequence) and moves iteratively until the objective

function cannot be further reduced. In each iteration, the sequence is replaced by

the neighbor with the minimum objective value. To evaluate quickly all neighbors

that are reachable in one swap, we compute the respective difference cost matrix

following Algorithm 3. Once the neighbor with the maximum decrement is iden-

tified, ∆ is updated accordingly for subsequent iterations. The exploration steps

of each node is summarized in lines 6 to 10 of algorithm 4. To increase the chance

to reach a global minimum, we run this method from multiple starting points and

return the best result among them.

As it can be seen in line 5 of the algorithm 4, the exploration terminates when

either of two conditions is met. First, the algorithm terminates when there exists

no more swap that can reduce the object value. Second, after running the algorithm

for at least N swaps, no further swap is performed if the maximum decrements in

the objective value in one swap is no more than a threshold Threshold.
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Algorithm 4: Steepest Descent Search Method for Weighted Graph
Matching
input : The number of nodes (n), The number of starting points (Cp)
output: The point with the minimum objective value among the explored

ones
1 for k ← 1 to Cp do
2 Start with a random permutation P k;
3 Initialize OkP with (6.10) and ∆k

P with (6.14);
4 i← 1;
5 while (i <= n and min(∆) > 0) or (i > n and min(∆) > threshold)

do
6 OkP ← OkP + min

(
∆k
P

)
;

7 index1, index2 ← arg min
i,j

(
∆k
P

)
;

8 P k ← SWAP (P k, index1, index2);
9 ∆k

P ← UpdateDelta(∆k
P , index1, index2);

10 i← i+ 1;
11 Append (P,OP )k to L . The list of points results;
12 return min

OP
(L);

The reason for running the algorithm for at least N swaps is due to the fact as

stated in Proposition 6.3.2.

Proposition 6.3.2. Given two arbitrary sequences S1, S2 ∈ ZN , it is possible to

convert S1 to S2 within N swap operations.

Proof. In general, any source sequence S = 〈s0s1...sn−1〉 is convertible to any

destination sequences Q by swapping the members of the source with the member
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of destination that holds the corresponding value in indexing order:

1) 0
index(s0,Q)oS → X0

2) 1
index(s1,Q)oX0 → X1

...

i+ 1) i
index(Si,Q)oX i → X i+1

...

n− 2) n−3
index(Sn−3,Q)oX

n−3 → Xn−2

n− 1) n−2
n−1oXn−2 → Q

where index(x, Y ) shows which member of Y holds the value x. For example, the

first SWAP to be transform into the sample destination sequence Q = 〈q0...qi(=

so)...qn−1〉 is (0↔ i). The total number of above swaps is n− 1.

In other words, by enforcing at least N swaps if the first condition is not met, we

allow the algorithm to “sufficiently" explore the search space so that it is unlikely

to be trapped in local optimal prematurely. After n iterations, the termination

condition is changed to a positive threshold on the minimum of ∆. This threshold

sets an upper bound on the iteration counts and ensures convergence in polynomial

time.

Complexity

Recall that the complexity of computing the initial ∆S0 is O(N3) while updating

∆ in subsequent iterations takes O(N2). The worst case number of iterations is

given by O(N+Cr/Threshold), where Cr is a constant that represents the difference
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between the maximum and the minimum possible objective values in the search

space. Let Cp be the number of starting points in the multi-start steepest descent.

The overall complexity of the proposed algorithm is thus,

O(CpN3)︸ ︷︷ ︸
Initialization

+O
(
Cp(N + Cr/Threshold)N2

)
︸ ︷︷ ︸

Exploration

≡ O(N3) (6.15)

The algorithm can be easily parallelized for further acceleration for the following

reasons:

• All the members of ∆ can be initialized independently in parallel threads.

• The Cartesian product in updating ∆ can be computed as a block by vector

processors such as GPUs.

• In each iteration, every particle can move independently based on all the

information from the previous round.

The only remaining serial operations are the iterations of exploration, which

can be done in O(N).

6.3.3 Localization Process

The complete sensor mapping procedure takes four sets of data as input:

1. Sensor locations

2. Pair-wise RSSI measurements between the sensors
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Pointwise Data
Collection CFD simulation

Pointwise
Likelihood

Pairwise Data
Collection

Labeled WGM

Placement
Map

Sensors
Locations

Figure 6.5: Flowchart of the thermal piloting process

3. Temperature readings of the sensors in selected scenarios

4. CFD simulation results of the selected scenarios to build the pointwise like-

lihood model.

It returns the mapping between the locations and the sensors. Figure 6.5 shows

the steps of the procedure. Collected measurement data and the CFD simulation

results provide the pointwise similarity of experimental and analytical graphs.

Meanwhile, the collected RSS data between the sensors in accordance with the

placement map lead to the pairwise dissimilarities of the two graphs. Given the

pointwise and pairwise distances, running the proposed heuristic algorithm on two

graphs gives the estimated mapping between them.

6.4 Experimental Setup

Although the proposed methodology is conceptually applicable to all DCs with

DCIM, we provide a concrete implementation based on modular DCs, where racks,

IT servers, and cooling units are isolated in an enclosure. In this type of DCs, air
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Figure 6.6: Experiment testbed, a modular DC with five racks
and two cooling units. In the first test, 25 sensors were monitoring
the front of the servers.

handlers are often located on the sides with racks and servers in the middle. The

cold aisle is isolated from the hot aisle with little leakage between them except for

through the fans of air conditioners.

6.4.1 Testbed Data Center

As illustrated in Figure 6.6, our testbed modular DC consists of five side-by-side

Rittal TS IT enclosures, each of dimension 2m× 0.6m× 1m (H ×W ×D). Two

in-row Rittal liquid cooling units have been installed on two ends. The left cooling

unit has three fans installed at the top, middle, and bottom fan slots. The right

cooling unit has two fans installed on the top and bottom fan slots.

99



Ph.D. Thesis– M. Jafarizadeh; McMaster University– Computer Science

Scanning

Advertising

Failed RSS polling

Successful RSS polling

Sensor i

Sensor j

Random length periods

+RSS Average

𝑂𝑝𝑎
(𝑖,𝑗 )

Figure 6.7: The random switching strategy to collect RSS mea-
surements between pairs of sensors. Sensors alternate between scan-
ning and advertising periods.

In testbed, the racks host groups of servers at different heights. The remaining

empty space in the racks is covered by blanking panels to prevent cold air leakage

or hot air re-circulation. The sensors monitor and capture the thermal conditions

of the cold aisle every 30 seconds. The reason for placing sensors only on the

cold aisle sides is two-fold: First, hot aisle temperatures are more sensitive to IT

workloads. Second, cold aisle temperatures are more indicative of cooling system

performance. ASHRAE guidelines specify the acceptable operating temperature

range to be from 18 oC to 27 oC[5].

6.4.2 Pairwise Data Collection

Pairwise RSS measurements are taken and then transmitted to a server via a

Bluetooth Low Energy (BLE) gateway. Each sensor collects at least 30 RSS

samples received from the other sensors. Afterward, pointwise data collection

is launched. In the evaluation, the pairwise objective weighted (α′) is set to 0.02.

The wireless sensors are featured with TI2640 transceivers and communicate
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Figure 6.8: Data model for the pointwise data. T zx,y is the tem-
perature of measured by sensor x in the steady state of scenario y
at run z.

with one another via the BLE protocol. To measure pairwise RSS, sensors need to

take turns to transmit broadcast messages and extract RSS from received signals

from others. An energy-efficient schedule for RSS pairwise measurements can be

devised based on optimal block design [100]. Here, we implement a simple random-

ized strategy for ease of implementation. In the approach, each sensor transmits

multiple advertisement messages for a random duration (called advertising peri-

ods) and then switches to a listening mode to receive broadcasts from the neighbor

sensors for some time (called scanning periods). This is repeated several runs on

each sensor. As long as the advertising period is longer than the listening period,

with random starting times, it can be proven that there exists overlapping between

the advertising and listening periods of any two neighbor sensors [100].

Pairwise RSS measurements are sent to a server for further processing. In

particular, we take an average of K measurements and use them to instantiate
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Figure 6.9: Experimental and simulation datasets; Cold side ther-
mal maps from designated scenarios in different tests.

AH = A− c1JN , where c1 can be estimated from sensor calibration.

6.4.3 Pointwise Data Collection

Pointwise data is comprised of the measurements of the temperature sensors in

selected scenarios. Each scenario corresponds to a unique cool unit configuration

such as a selected number of fans to be active, setpoint temperatures, airflow rates,

etc. At a given sensor location i, temperature measurements in the scenarios form

an observation (feature) vector. We found in [41], according to Chi-squared tests,

the most discriminative scenarios are those with one cooling unit ON with 100%
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rpm and all the others OFF. Therefore, given three fans in the modular DC, each

observation vector is of dimension 5.

In data collection, we run each scenario multiple times with different utilization

levels in the servers. until steady states are reached and then collect temperature

measurements from the sensors. Figure 6.8 illustrates the process. For each server,

the utilization changes in random periods between 10 to 600s, to a random value

between 0 to 100%. Figure 6.9a shows the thermal maps in different scenarios

(columns) and different runs (rows). The last row in the figure presents the cor-

relation matrices between different scenarios (with different server utilization) for

the same scenario.

6.4.4 CFD Simulation

To estimate the parameter µ in the pointwise model in (6.8), three-dimensional

CFD simulation is performed in ANSYS Fluent using realizable k − ε turbulent

model. [29]. CFD studies fluid behavior through numerical modeling that involves

solving equations based on physical laws, including mass conservation, momen-

tum balance, and energy equations[46]. With predefined boundary conditions, the

CFD modeling simulates the complex fluid and thermal behaviors and shows the

velocity, pressure, and temperature distribution throughout the entire modeling

regions. CFD is widely used in the field of aerospace, combustion, civil and en-

vironmental engineering, biomedical modeling, etc. In DC applications, CFD is

often used during the design stage for capacity and floor planning. Similar to col-

lecting sensor measurements, steady-state CFD simulations are executed for each

selected scenario over multiple runs with different server utilizations. The results
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will be used to estimate the parameters in γ using maximum likelihood estimation.

Due to the dynamic changes of server loads, the reported temperatures at the

monitoring points are the average temperatures over the last 100 iterations. The

results of the predicted values under five scenarios are illustrated in Figure 6.9b.

To this end, we present the procedure to collect both pointwise and pairwise mea-

surement data for a modular DC as well as to estimate the parameters in the data

models described in Section 6.3.1.

6.5 Performance Evaluation

To evaluate the proposed solution, 25 to 45 sensors have been installed on the

racks of a modular DC in five different test cases. The evaluation aims to verify

the validity of the proposed method and the integrity of data models.

6.5.1 Ground Truth

In the first test, 25 sensors are placed in a 5 × 5 grid, while in the remaining

four tests more sensors are installed with different patterns: 45 sensors for tests

2, 3, and 4, and 40 sensors for test 5. Figure 6.6 and Figure 6.10 show the sensor

placement in test 1, and in the other tests, respectively.

6.5.2 Accuracy of Thermal Estimation

In this section, we evaluate the fidelity of CFD simulations by comparing mea-

surement results from predicted values from CFD. Comparing Figure 6.9a and

Figure 6.9b, we observe similar trends in the thermal maps for the same scenario.
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Figure 6.10: Sensor placement in tests 2 to 5. The locations are
indexed in row-major order from upper most left.

However, there exists discrepancy in the temperature values reported from the

experiments and CFD simulations especially pronounced in scenarios 3 and 5. To

gauge the discrepancy between experiments and CFD simulations, we use PCC

again. Let xei,j,k and xsi,j,k be temperature values at ith location of the jth scenario

in the kth scenario from experiments and simulations, respectively. The correlation

efficient for jth scenario and kth scenario Corrj,k(e, s) is given by,

∑
i(xei,j,k −

∑
i x

e
i,j,k)(xsi,j,k −

∑
i x

s
i,j,k)√∑

i(xei,j,k −
∑
i x

e
i,j,k)2

√∑
i(xsi,j,k −

∑
i x

s
i,j,k)2

(6.16)

In other words, Corrj,k(e, s) captures the spatial similarity. The results are
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Figure 6.11: Correlation between experiments and CFD simula-
tions

illustrated in Figure 6.11. The large discrepancy in scenarios 3 and 5 may be

attributed to the uncertain characterization of the boundary conditions on the

right side of the modular DC that was not considered in CFD simulations. High-

fidelity CFD modeling is an active area of research and is outside the scope of this

paper.

6.5.3 Performance of the Proposed WGM Algorithm

To compare the performance of the proposed solution, we have implemented two

other well-known methods for WGM as baselines:

1. The first one is PATH [97], a representative optimization-based algorithm.

It formulates the problem as convex-concave optimization and solves it by

following a path from the solution of the convex problem to an estimation

of the concave one.

2. The second baseline algorithm is Umeyama [90], a spectral algorithm. It

runs bipartite matching between the eigenvectors of the adjacency matrices

of two input graphs.
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Figure 6.12: The objective value and the localization error from
the baseline methods versus our method in test 2 2

Figure 6.12 shows the localization errors and objective values achieved by dif-

ferent approaches in test 2. The solid dots are the final solution upon convergence.

We can see that the proposed method can indeed achieve a lower localization error

and lower objective value. We also plot in blue the results from 3000 random per-

mutations in a brute force method. Clearly, brute force is unlikely to find a good

solution in a limited number of permutations since the search space is large (e.g.,

of size 40!). Also shown in Figure 6.12 in a red trajectory are the intermediate

results of the proposed method in each iteration. Interestingly, by comparing the

result obtained by our method and the ground truth, we find that though the

localization error of our method is larger, the objective value is in fact smaller. On

one hand, this indicates that the proposed method can indeed approach very low

objective values. On the other hand, the data models used are approximations of
1The objective values of all the plots in this paper have -200 unit offset for better represen-

tation
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Figure 6.13: Comparison between the objective values and the
localization errors from the baseline methods versus those from our
method in all tests

the real processes, and thus the objective function is only a close surrogate of the

true objective.

By comparison, a spectral method such as Umeyama is not robust against noise.

Furthermore, when sensor placements are regular and the resulting graphs are

rigidly transformable by mirroring, flipping, or rotating, the eigendecomposition

of their adjacency matrices contain zero eigenvalues. The corresponding graph

matching problem becomes under-determined.

The main idea behind PATH and many continuous optimization methods for

WGM is to solve the problem for Doubly Stochastic matrices and find the closest

permutation (Π ∈ P) to the solution. Although PATH tries to gradually reach

the integer solution instead of in one shot, it is still prone to be trapped in a

permutation that is far from optimal when the difference between the real solution
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Table 6.1: Running time of different algorithms

nodes algorithm
PATH Umeyama Ours

25 < 1s < 1s 6.5s
40 < 1s 1s 25s
45 < 1s 2s 36s

1 2 3 4 5
Test #
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0.5

1.0

1.5

Er
ro

r(m
)

Thermal RF Thermal_RF

Figure 6.14: The effect of using the pointwise inputs along with
pairwise inputs on the localization error in different tests

and the integer solution is too much.

Table 6.1 summarizes the running time of different algorithms in a X64-based

PC with Intel(R) Core(TM) i7-4790 CPU on Python 3. We can see that the

proposed method is slower than the baseline. As discussed in Section 12, the

method can be easily parallelized to reduce the running time.

6.5.4 Single Modality versus Multimodality

We investigate the effects of utilizing multimodality measurements in sensor map-

ping. Comparisons are made among three approaches, thermal piloting using
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Figure 6.15: The final localization results and the graph matching
objective values for different tests.
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thermal-only (pointwise) measurements, using only RF (pairwise) measurements,

and multimodality using combined thermal and RF measurements. In the case

of thermal-only, maximum bipartite matching is applied to solve for the optimal

solution [41].

Figure 6.14 shows the range of the localization errors from 150 runs. We ob-

serve that the multimodality approach outperforms the two single-modality ones.

Furthermore, the error bars show that the method using pairwise RF measure-

ments suffer from large variants. However, they are complementary to the thermal

measurements.

The main reason for high error variances with RF measurements only is that

when the placement of the nodes are regular and the graphs have rigid transforma-

tions, it is not possible to distinguish from flipped or mirrored version the ground

truth placement. To illustrate this problem, the detailed output of one sample run

is represented in Figure 6.15, including their error-vs-objective plots along with

their final results. The evolution paths of the particles in RF-only approaches are

bifurcated into two groups of minimums. The left group contains those close to

the ground truth, and the right branch leads to the rigid transformations of the

ground truth. The particle may trap in both sides since there is no identifier in

pairwise input to distinguish the branches. Pointwise thermal data can be seen

like a pin that protects our WGM solution from trapping in the local minimums

of the rigid transformations. Figure 6.14 and 6.15 also show that the performance

of thermal only always falls behind cases that utilize additional RF data. The

pairwise RF data helps to overcome the error-prone thermal data and recovers the

nodes that are mislocalized relatively far from the ground truth.
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6.6 Conclusion

In this chapter, two novel approaches for automated sensor mapping were pro-

posed to accelerate Data Center Wireless Sensor Network (DCWSN) commission-

ing. The first approach was thermal piloting, in which temperature sensors are

localized using their own measurements. As demonstrated in experimental results

the localization of thermal piloting is promising, though highly dependent on the

accuracy of the CFD simulation.

In the next step, we improved the accuracy of the thermal piloting by incorpo-

rating pairwise RF measurements. The problem has been reformulated as WGM

between an analytical and an experimental graph. Evaluation results showed that

considerations of multimodal data can lead to 50% less localization error than sin-

gle modal approaches on average. Furthermore, a novel swapping based method

was proposed for WGM, which is 30% more accurate than the current solutions.
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Chapter 7

Conclusion and Future Work

The main outcome of this research is a reliable, low-power, adaptable, and easy

to commission Bluetooth Low Energy (BLE) base network architecture for Data

Center Wireless Sensor Networks (DCWSNs). Toward this goal, we designed a

hierarchical network, named Low Energy Monitoring Network (LEMoNet). Its

performance is analyzed by an analytical model and is further improved by a

Software Defined Networking (SDN) based framework, named SoftBLE. Deploy-

ments can be accelerated by two automated sensor mapping approaches, named

thermal piloting and multimodal sensor localization.

It can be inferred from analytical results of LEMoNet that the protocol can

support a network of 4800 sensors at 15s duty cycles with 0.95% Packet Reception

Rate (PRR). With the introduction of SoftBLE, PRR can be guaranteed at 99.9%

while the 70% of the energy is saved. Furthermore, the sensors were automatically

mapped to their installed locations with acceptable accuracy using their own mea-

surements. In an experimental modular DC, 60 cm and 20 cm RMSE for locations
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are achieved by thermal piloting and the proposed multi-modality sensor mapping

approach respectively.

Although the performances of the above solutions have been validated mostly

in data center (DC) environments, all the suggested frameworks are applicable

in other applications as well. Both the proposed 2-tier BLE based network, and

SoftBLE framework can be deployed in any Industrial IoT (IIoT) for monitoring

applications with fixed sensors such as in Structural Health Monitoring (SHM)

or soil quality monitoring in agriculture. Also, the proposed method for sensor

mapping is extendable to localize wireless sensors in other environments such as

BLE-enabled light fixtures in smart buildings.

Furthermore, the algorithms and methods can be extended to solve other prob-

lems in different contexts. For example, the multi-gateway packet reception anal-

ysis can be applied to similar hierarchical networks, such as what was done for

analyzing LoRaWAN [66]. The simulation module of legacy advertising in BLE

can be used to evaluate arbitrary topologies of BLE based networks. Finally,

the proposed method for Weighted Graph Matching (WGM) problem in multi-

modal sensor mapping, can be implemented in vectorized processing units and

solve Quadratic Assignment Problem (QAP) in object tracking or in Natural Lan-

guage Processing (NLP).
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