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Lay Abstract 

A central goal of education is to equip students with ‘flexible’ knowledge, enabling them 

to transfer the far-reaching principles they have learned to solve new, real-world problems. But 

what conditions of training are most conducive to transfer? One understudied technique involves 

being tested on the same principle in dissimilar contexts. The experiments reported in Chapter 2 

provide evidence for this training technique in the domain of problem solving. Aside from direct 

interventions, another approach has been to measure individual differences among students to 

predict how much they engage in “deep learning”—a process closely associated with transfer. 

However, four correlational studies in Chapters 3 and 4 revealed little support for this approach, 

highlighting the difficulty of characterizing learning strategies using self-reports. In sum, this 

shows promise for interventions involving repeated testing in dissimilar contexts, but little 

promise for a self-report inventory meant to capture individual differences in student learning. 
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Abstract 

The phenomenon of transfer—our ability to perform novel tasks by generalizing from 

past experiences—has long captivated theorists and practitioners. As educators it is essential for 

us to understand what types of learning best promote transfer and to structure our curricula 

accordingly. With that goal in mind, this dissertation outlines two lines of research. 

For the first line of research I adopted an experimental approach in the domain of 

problem solving, examining a training technique whereby the learner solves practice problems 

for the same principle in dissimilar contexts as opposed to highly similar contexts. The key 

finding was that contextual variability improved transfer outcomes when a set of training 

problems were solved spaced in time (akin to a closed-book test), but not when prior training 

problems and their solutions remained visible throughout training (akin to an open-book test). 

This finding suggests that contextual variability during training can be beneficial because it 

forces the learner to more effortfully recall what they have learned in the past. 

For the second line of research I then adopted a correlational approach, investigating a 

ubiquitous self-report inventory, the Study Process Questionnaire (SPQ), which is meant to 

quantify student learning approaches to predict educational outcomes. However, the SPQ’s 

predictive validity has recently been challenged because deep learning and its corresponding 

outcomes remain poorly defined. To tackle this measurement issue, my colleagues and I 

operationally defined outcome measures in real university courses to tap more precisely into 

transfer of learning. Across several studies we found limited evidence for the SPQ’s ability to 

predict transfer outcomes, leading us to suggest that educators and researchers should be more 

cautious about using this self-report inventory to characterize student learning. 
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Chapter 1: General Introduction 

 

“It is the glory of geometry that from so few principles, fetched from without, it is able to 

accomplish so much.” 

—Sir Isaac Newton, 1729 

 

Transfer: A Bird’s Eye View 

Why do we teach? All educators know the well-intentioned student who memorizes every 

fact and superficial detail. But we do not teach topics like physics just so students can recall 

relevant facts and details; we teach physics so they can understand and apply larger principles 

like the laws of thermodynamics, electromagnetism, or gravitation. Likewise, we do not teach 

principles like gravity just so students can predict how long an object will take to fall; we teach 

gravity so they understand why objects fall and how the same principle is remarkable because it 

generalizes to explain a host of other phenomena. So, by teaching an assortment of principles 

across domains, our hope is that students will gain some flexibility in their knowledge, allowing 

them to transfer their understanding of far-reaching principles to new and unfamiliar problems 

(see Bransford & Schwartz, 1999; Halpern & Hakel, 2003; Salomon & Perkins, 1989). 

Unsurprisingly, ideas about transfer are central to many fields of study, including but not 

limited to motor learning (e.g., Jarus & Goverover, 1999; Landin et al., 1993; Newell & Shapiro, 

1976), category learning (e.g., Brooks & Vokey, 1991; Jacoby et al., 2010; Kornell & Bjork, 

2008; Whittlesea & Dorken, 1993), memory (e.g., Butler, 2010; Carpenter, 2012; Morris et al., 

1977), problem solving (e.g., Holyoak & Koh, 1987; Needham & Begg, 1991; Ross, 1987; for 

review, see Reeves & Weisberg, 1994), and education more broadly (e.g., Billing, 2007; Day & 

Goldstone, 2012; Norman, 2009; Salomon & Perkins, 1989). Owing to this diversity, transfer 

and its underlying mechanisms are often described differently depending on one’s field of study 

or the specific learning task under investigation. And yet the core questions remain largely the 

same: What constitutes transfer, when does it occur, and how? 

Context Specificity 

 Early work sparked heated debates about what transfer is and how it ought to be studied. 

The dominant view in the early 20th century was that of formal discipline, which suggests that 

broad mental functions like memory and reasoning could be practised and improved in general 



Ph.D. Thesis – A. LoGiudice; McMaster University – Psychology, Neuroscience & Behaviour 

2 

through repetitive tasks (e.g., Lewis, 1905). By this view, someone might improve their general 

memory capacity by memorizing and recalling poems or texts verbatim, or their general 

reasoning skills by repeatedly solving open-ended problems. However, Thorndike and 

Woodsworth (1901) challenged this view by showing that improvements on one task often did 

not transfer to similar tasks that ought to require the same mental function. So began discussions 

about transfer being rare and difficult to study because it is extremely context-specific1, meaning 

that performance on a novel task depends on how closely it resembles the conditions of initial 

learning (also see Bassok & Holyoak, 1989; Bransford & Schwartz, 1999; Morris et al., 1977). 

 The phenomenon of context specificity has since been reinforced through basic attention 

and memory experiments. Laboratory studies consistently show that performance on a novel task 

depends on the task’s similarity to prior training events in terms of one’s physical environment 

(for review, see Smith & Vela, 2001), but more so in terms of the specific characteristics of 

stimuli (e.g., Brooks et al., 1991; Brooks & Hannah, 2006; Gobet & Simon, 1996; Vokey & 

Brooks, 1992) or task demands (e.g., Morris et al., 1977; Logan, 1996; Whittlesea & Dorken, 

1993; Whittlesea et al., 1994). For example, revealing the importance of similarity in stimuli 

between training and test, Logan (1996) found faster reaction times and fewer errors on a word 

categorization task when the word’s colour remained constant across training and test. However, 

this was only true when participants were forced to attend to the colour dimension at both 

training and test, revealing the impact of similarity in both stimuli and task demands. The 

learning of relatively simple operations thus seems to be highly context specific. 

 More complex problem-solving tasks also seem to be context specific, as shown in 

studies of analogical transfer—i.e., problem solving by analogy to prior examples. The main 

question is how learners extract the higher-order relations between elements within an example, 

thereby permitting transfer of its “deep structure” to new problems (e.g., Gentner et al., 2003; 

Gentner & Smith, 2012; Markman & Gentner, 1993). But problem solving success is also 

strongly driven by the extent to which a problem resembles prior examples in terms of “surface 

features”, the particular (and often arbitrary) characteristics of an example or problem that 

 

1 I adopt the term context specificity for consistency and ease of exposition, but the same general idea is often 

described using terms like encoding specificity (e.g., Tulving & Thomson, 1973), content specificity (e.g., Eva et al., 

1998), domain specificity (e.g., Bassok & Holyoak, 1989), context-dependent memory (e.g., Smith & Vela, 2001), 

and transfer-appropriate processing (e.g., Morris et al., 1977). 
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instantiate it in some concrete way (for reviews, see Day & Goldstone, 2012; Reeves & 

Weisberg, 1994). For example, revealing the impact of even slight contextual changes, Holyoak 

and Koh (1987) found that fewer participants solved Duncker’s (1945) X-ray problem when only 

a few words were changed in the training examples to refer to waves rather than lasers. 

Similarly, Ross (1987) had participants solve mathematics problems using formulas and 

manipulated whether the entities in a new problem (e.g., mechanics fixing cars) aligned with 

either the same or different variables of the formula relative to a prior example. As expected, this 

“cross-mapping” of surface features between training and test impaired transfer (also see Gentner 

& Toupin, 1986; Ross, 1989). Such findings leave little doubt: any sensible theory of transfer 

must explain these robust context specificity effects. 

Instance Models 

Accordingly, transfer phenomena are often explained using instance models of memory 

that assign a pivotal role to context. These models assume that abstract and generalizable 

knowledge only emerges as a result of discrete, context-laden experiences—instances—being 

stored in memory over time (e.g., Brooks, 1978; Hintzman, 1984; Jamieson et al., 2012; Logan, 

1988; Medin & Schaffer, 1978; Whittlesea, 1997). For example, the MINERVA model 

(Hintzman, 1984) posits that episodic traces are stored in memory and later activated in parallel 

based on their similarity to retrieval cues, thereby producing an “echo” that reflects the combined 

output of all activated traces. A similar logic can be seen Whittlesea’s (1997) SCAPE model, 

according to which we construct experiences—including stimuli and any mental operations 

performed on them—that become preserved in memory. These experiences are then said to be 

recruited in memory based on their similarity to retrieval cues, guiding the construction of a new 

experience. So, subsuming the idea of context specificity, these instance models assume the 

similarity between the particular conditions of training and test are critical for determining 

whether transfer will occur. 

 To illustrate the ‘scaling up’ of instance theories to explain problem solving, consider a 

popular framework that distills transfer into three steps: (i) encoding the target problem; (ii) 

recruiting prior examples in memory based on their similarity to the target problem—either in 

terms of surface features or deep structure; and (iii) mapping the relations between elements 

from an example onto the corresponding elements of the target problem (see Day & Goldstone, 

2012; Gentner & Smith, 2012; Reeves & Weisberg, 1994). Learners are thus said to solve new 
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problems by quickly recruiting similar prior examples in memory that guide their solution 

attempts. And because learners are often unaware that prior examples are influencing their 

behaviour, the recruitment of prior instances is partly automatic and unavailable to consciousness 

(e.g., Day & Gentner, 2007; Day & Goldstone, 2011; Kostic et al., 2010; Schunn & Dunbar, 

1996). In sum, this framework for problem solving suggests that performance is driven by 

similarity in context between training and test, even if the learner is often unaware of it. 

Teaching for Transfer: How Far Have We Come? 

These theories of transfer raise some important practical questions about educational 

practice. How well do our modern educational systems achieve this lofty goal of helping students 

overcome context specificity, empowering them to transfer far-reaching principles to new 

contexts? Addressing this question in turn requires a more fundamental understanding of the 

mind and how it acquires new information. Put simply, what conditions of learning are most 

conducive to transfer, and why? 

Studies on these matters can be divided into two broad approaches, mirroring Cronbach’s 

(1957) distinction between two disciplines in psychology: the experimental approach and the 

correlational approach. The experimental approach involves the manipulation of variables during 

training to examine their effects on subsequent transfer, whereas the correlational approach 

involves the identification of variables pertaining to learners (e.g., stable individual differences) 

or the learning environment that predict whether transfer will occur. These approaches 

complement each other; while the experimental approach homes in on candidate variables that 

can be manipulated one-by-one in a controlled manner, the correlational approach embraces the 

natural variability between learners to identify factors most predictive of transfer. 

In what follows, I summarize key findings from each of these approaches and highlight 

questions that are addressed throughout this thesis. The first section reflects the experimental 

approach, focusing on studies in cognitive psychology concerning training interventions that are 

known to enhance subsequent transfer. Data speaking to two of these interventions are then 

presented in Chapter 2. The second section reflects the correlational approach, focusing on 

measurement tools that have been designed to predict a student’s tendency to learn such that they 

can later transfer their knowledge to new contexts. Data speaking to one of these measurement 

tools are presented in Chapters 3 and 4. 
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Experimental Approaches 

Emphasizing Deep Structure 

 The most straightforward way to improve transfer outcomes is to emphasize the deep 

structure of examples during training. This can be accomplished in at least two ways. First, the 

relations between key elements of an example can be highlighted or explicitly labelled during 

training (e.g., Brown et al., 1986; Catrambone, 1996; Kotovsky & Gentner, 1996; Loewenstein 

& Gentner, 2005; Miyatsu et al., 2018). For instance, Brown et al. (1986) asked children to read 

a story and manipulated whether they received questions about the key elements (e.g., about the 

protagonist and challenges they faced). Simply asking them these questions increased their 

probability of solving a related new problem. Second, the surface features of examples can be 

removed (e.g., Garner et al., 1989; Mayer et al., 2008) or made less salient during training (e.g., 

Goldstone & Sakamoto, 2003; Kaminski et al., 2013; Markman & Gentner, 1993; also see Fyfe 

et al., 2014), which presumably enhances learning by helping the learner home in on the deep 

structure of the example. Such findings underscore the need to direct the learner’s attention to the 

deep structure of examples as opposed to nonessential details. 

Case Comparison 

 A similar way to improve transfer outcomes is to have participants compare two or more 

examples of the same principle (e.g., Catrambone & Holyoak, 1989; Christie & Gentner, 2010; 

Gick & Holyoak, 1983; Richland & McDonough, 2010; for meta-analytic review, see Alfieri et 

al., 2013). Identifying similarities among examples is thought to promote structural alignment, 

referring to the encoding of deep structure by mapping the higher-order relations between key 

elements of one example onto the corresponding elements of another example (for brief review, 

see Gentner & Smith, 2012). Interestingly, learners do not always spontaneously compare 

examples even when it is beneficial to do so, as evidenced by learners exhibiting better transfer 

after being explicitly told to identify similarities between examples than after receiving the same 

examples without such instructions (see Alfieri et al., 2013)2. Thus, transfer outcomes can 

 

2 Even in the absence of explicit instructions, there is still some evidence that learners will spontaneously engage in 

comparison if the format of training makes it clear that the examples belong to the same principle (e.g., Quilici & 

Mayer, 2002; Ross & Kennedy, 1990). 
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sometimes be enhanced by encouraging learners to compare multiple examples of the same 

principle, because learners do not always adopt this strategy spontaneously. 

Retrieval Practice 

 Another promising means of enhancing transfer is through retrieval practice, a technique 

whereby previously studied information is repeatedly retrieved from memory during training (for 

reviews, see Kornell & Vaughn, 2016; Roediger & Butler, 2011). The main thrust of this 

literature is that incorporating retrieval opportunities during training often elicits greater 

retention of the content relative to study-only control conditions (for meta-analysis, see Rowland, 

2014). Most critical for present purposes, retrieval practice is also known to enhance subsequent 

transfer (e.g., Butler, 2010; Butler et al., 2017; Eglington & Kang, 2018; Jacoby et al., 2010; 

Larsen et al., 2013; Rohrer et al., 2010; for review, see Carpenter, 2012). 

 Most evidence for improved transfer following retrieval practice comes from studies on 

relatively simple comprehension, memory, or categorization tasks (see Carpenter, 2012). For 

example, Butler (2010) found that retrieval practice of passages during training led to better 

performance on subsequent inference questions than did study-only control conditions (also see 

Butler et al., 2017; Chan et al., 2006). Similarly, Rohrer et al. (2010) reported that retrieval 

practice of individual region names on a map led to better transfer on a final test that required 

more detailed knowledge of the spatial relations between regions. Extending this finding to the 

categorization of natural concepts, Jacoby et al. (2010) had participants learn to categorize 

images of bird species and manipulated whether training included some testing events (i.e., 

indicating which species new exemplars belong to) or only study opportunities (i.e., receiving the 

exemplars with the species name present). The testing group later outperformed the study-only 

group when categorizing new exemplars. Therefore, at least for simple learning tasks, there is 

good evidence that retrieval practice can be used during training to enhance transfer outcomes. 

 There is also some evidence that the benefits of retrieval practice extend to transfer tasks 

in authentic educational settings (Larsen et al., 2013; McDaniel et al., 2007; for review, see 

Agarwal et al., 2012). For example, McDaniel et al. (2007) introduced weekly quizzes in online 

science courses and compared this intervention to a control condition that only involved extra 

reading. Later, for final exam questions that tapped application of course concepts, students who 

had received weekly quizzes outperformed those in the study-only control group. Most 
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convincingly, Larsen et al. (2013) found that medical students who had undergone retrieval 

practice while learning clinical topics (relative to a study-only control condition) were better able 

to transfer their knowledge to encounters with standardized patients six months later. Unresolved 

issues about task complexity notwithstanding3, these studies suggest that retrieval practice can 

enhance subsequent transfer under some conditions. 

 The learning gains caused by retrieval practice are often explained with reference to the 

difficult (e.g., Bjork & Bjork, 2011), effortful (e.g., Carpenter & DeLosh, 2006; Pyc & Rawson, 

2009), or elaborative (e.g., Carpenter, 2009; 2011; Rawson et al., 2015) nature of retrieval 

attempts. More specifically, having to retrieve studied information during training is thought to 

activate other related information in memory, thereby enhancing retention of the target 

information because it can be accessed via more retrieval routes (for reviews, see Karpicke et al., 

2014; Kornell & Vaughn, 2016; c.f. Lehman & Karpicke, 2016). Indeed, forms of retrieval 

practice that provide weaker retrieval cues (e.g., free recall) are known to enhance retention more 

so than forms that provide stronger retrieval cues (e.g., recognition), because weaker retrieval 

cues presumably demand a more effortful or elaborate search through memory to bring to mind 

the target information (e.g., Butler & Roediger, 2007; Carpenter & DeLosh, 2006; Carpenter & 

Yeung, 2017; McDaniel et al., 2007; for meta-analytic review, see Rowland, 2014),  

Contextual Variability 

 Lastly, it is widely acknowledged that varied conditions of learning—what I will broadly 

refer to as contextual variability—can enhance subsequent transfer, but the key variables at play 

are poorly understood. The main idea dates at least as far back as William James (1899): “[T]he 

same thing recurring on different days, in different contexts, read, recited on, referred to again 

and again . . . gets well wrought into the mental structure. (p. 80)”. It also seems intuitive that 

encountering multiple different contexts during training will promote transfer to new contexts. 

What remains unclear is when this logic holds true. 

Even for experiments investigating the retention of simple learning materials (e.g., words 

and word pairs), some studies show a clear benefit of varied contexts across encoding events 

 

3 Some authors are less convinced about the merits of retrieval practice for more complex learning tasks, arguing its 

benefits diminish as task complexity increases (e.g., van Gog & Sweller, 2015). This idea remains contentious, 

however, because it is not clear how to quantify task complexity (e.g., Karpicke & Aue, 2015; Rawson, 2015). 
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(e.g., Gartman & Johnson, 1972; Glenberg, 1979; Cuddy & Jacoby, 1982; Melton, 1970) 

whereas many other studies do not (e.g., Greene & Stillwell, 1995; Postman & Knecht, 1983; 

Verkoeijen et al., 2004; Slamecka & Barlow, 1979). For example, Slamecka and Barlow (1979) 

had participants encode homographs that were shown twice, in either identical contexts (tusk–

horn, tusk–horn), similar contexts (tusk–horn, antler–horn), or dissimilar contexts (e.g., tusk–

horn, whistle–horn). These authors found that the identical contexts led to better performance 

than did dissimilar or similar contexts, contrary to the idea that contextual variability promotes 

learning. Contextual variability thus seems to enhance simple forms of learning under some 

circumstances, but the key variables at play are not well understood (for a more detailed 

discussion of the mixed results, see Delaney et al., 2010). 

The effect of contextual variation during training also remains unclear for more complex 

problem-solving tasks. This issue has typically been studied in the analogical transfer literature 

by considering the surface resemblance between two or more training examples, as contextual 

variability can be conceptualized based on how much examples differ in their particular surface 

features (see Day & Goldstone, 2012, p. 159). Yet studies reveal mixed findings on this front. 

For example, Halpern et al. (1990) had participants read passages on a science topic that were 

either superficially similar or dissimilar in their surface features and found the dissimilar 

examples led to better transfer (also see Rittle-Johnson & Star, 2009;  Holyoak & Koh, 1983). 

However, as noted by Day and Goldstone (2012), “the less similar two situations are overall, the 

less likely it becomes that corresponding entities will share overt surface similarities, and thus 

the process of mapping itself becomes both more cognitively demanding and prone to error. (p. 

159)” Accordingly, Kotovsky and Gentner (1996) found that learners had difficulty aligning the 

key elements of perceptually different examples. Examples with similar surface features can also 

be harmful because irrelevant details may be retained in the learner’s representation of the 

principle at the expense of more general structure (e.g., Vokey & Brooks, 1992; also see Medin 

& Ross, 1989). It thus remains unclear when and how contextual variability during learning 

enhances subsequent transfer. 

 One explanation for these mixed findings is that, at least for problem-solving tasks, 

contextual variability is almost always studied through the lens of encoding processes (e.g., 

comparing dissimilar examples presented simultaneously) and seldom through the lens of 

retrieval processes (c.f. Butler et al., 2017). For instance, based on the retrieval practice literature 
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the changing of contexts or surface features across training problems might provide weaker 

retrieval cues with which to access prior examples that are stored in memory (e.g., Cuddy & 

Jacoby, 1982; Jacoby, 1978), thereby increasing the effort or depth of retrieval required to solve 

the problem. These increased retrieval demands introduced through contextual variability might 

then make one’s training experiences more memorable, resulting in better learning and transfer. I 

tested this hypothesis experimentally in Chapter 2. 

Correlational Approaches 

 In contrast to the experimental approach, relatively little work has sought to identify 

individual differences in students that correlate with subsequent transfer outcomes. Nonetheless, 

I summarize some key findings below, mainly focusing on a popular self-report inventory that is 

meant to predict a student’s tendency to learn so that they can later generalize their 

understanding of key principles to new contexts. 

Basic Concept-Learning Tasks 

 Some success has come from basic laboratory tasks that classify students based on two 

distinct types of learning. So-called “exemplar learners” are said to focus on the concrete 

specifics of examples, whereas “abstraction learners” are said to focus on underlying rules or 

principles conserved across examples (Frey et al., 2017; McDaniel et al., 2014; McDaniel et al., 

2018). For example, McDaniel et al. (2014) had participants complete a simple function-learning 

task where they first received several training exemplars (i.e., x values and associated y values 

from a bi-linear “V” function, which participants never saw directly) and then were asked to 

predict the y values that correspond to new x values. There was a clear dissociation such that 

some participants classified as abstraction learners reliably gave y values matching the bi-linear 

function, whereas other participants classified as exemplar learners did not, thus suggesting a 

difference in how participants processed the training examples. These learner profiles also 

predicted performance on two other categorization tasks (McDaniel et al., 2014, Exp 1c, 2) and 

performance on application questions, but not memorization questions, in university chemistry 

courses (McDaniel et al., 2018). Taken together, these findings support the stability and 

generalizability of these learner profiles to authentic educational settings. 
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Student Learning Inventories and the SPQ 

Far more attention has been directed toward student learning inventories within the 

education literature. Built upon theory from the seminal Student Approaches to Learning 

framework (e.g., Biggs, 1987; Entwistle et al, 1979; Marton & Säljö, 1976; Pask & Scott, 1972), 

these inventories all assume that the specific learning approaches adopted by students can be 

measured and used to predict the types of learning outcomes that will emerge as a result from 

their studies. Most relevant for present purposes, the discussion invariably revolves around the 

process of deep learning as a way to promote transfer. Definitions of deep learning vary slightly 

by author (e.g., Barnett & Ceci, 2002; Chernobilsky et al., 2004; Entwhistle & McCune, 2004; 

Sandberg & Barnard, 1997), but apt examples include the processing of content “at a high level 

of generality, such as main ideas, themes, and principles” (Biggs, 1993, p. 7),  and 

“understanding core concepts [to see] relationships among them or figuring out how to apply 

information in new ways” (Laird et al., 2014, p. 405). Such descriptions suggest these 

inventories were designed to predict a student’s tendency to understand core principles and 

transfer that knowledge to new situations. 

The Study Process Questionnaire (SPQ; Biggs et al., 2001) is arguably the most popular 

of these inventories for measuring deep learning. It simply prompts a student with Likert items 

about their study attitudes and habits within a course or curriculum, in turn producing a “deep 

approach” score and “surface approach” score. Thus, the main assumption behind the SPQ is that 

its deep approach measure reflects a student’s tendency to extract general principles and transfer 

them to solve new problems, at least within a given educational setting. It is easy to see why such 

a tool for quantifying deep learning in practice would be of interest to educators and educational 

developers. 

Despite the SPQ’s intuitive appeal and widespread use in education (for review, see 

Baeten et al., 2010), its predictive validity remains unclear. Two major criticisms stand out: first, 

there is much ambiguity in what specific learning outcomes serve as evidence of deep learning; 

and second, there is a scarce empirical evidence to show that such outcomes positively correlate 

with SPQ deep approach scores (Dinsmore & Alexander, 2012; Howie & Bagnall, 2013). 

Amplifying these criticisms, a large meta-analysis recently found that deep approach scores 

correlated only very weakly with overall academic achievement in university students (r+ = .14, 
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p = .03), accounting for less than 3% of variance (Richardson et al., 2012). These modest 

findings cast doubt on the utility of the SPQ for its intended purpose in practice. 

However, such weak associations might be an artefact of SPQ studies largely relying on 

aggregate outcome measures (e.g., final exam performance, cumulative GPA) that are highly 

heterogenous—and hence may not precisely reflect whether students extracted general principles 

from the courses under investigation (see Watkins, 2001, as cited in Choy et al., 2012). 

Therefore, what remains ambiguous is whether SPQ deep approach scores positively correlate 

with outcome measures that more precisely index how well students can transfer their 

understanding of key principles. I address this issue using a correlational approach in Chapters 3 

and 4, examining SPQ scores in relation to student performance on transfer tasks in both the 

laboratory and the classroom. 

Of secondary interest, another measurement issue is that SPQ scores are thought to be 

highly specific to the learning environment for which the tool was administered, but available 

data do not completely support this view. The claim is that SPQ scores obtained from students 

are sensitive to the specifics of a given learning environment, including variables like the content 

being learned, the instructor’s style of assessment, prior knowledge, and the student’s 

perceptions of learning objectives (e.g., Biggs, 1993; Baeten et al. 2010; Struyven et al. 2006; 

Wilson & Fowler, 2005). It is therefore considered inappropriate to generalize a student’s SPQ 

scores obtained in one educational context to how they will approach studying in other 

educational contexts (e.g., Biggs et al., 2001). Nonetheless, some studies report substantial 

overlap between learning approaches and measures of personality (Duff et al., 2004; Chamorro-

Premuzic & Furnham, 2009; Chamorro-Premuzic et al., 2007; Zhang, 2003) or stable individual 

differences in information processing (Bouckenooghe et al., 2016), implying deep approaches 

may be trait-like. Informal inspection of SPQ items also suggests that some of the targeted 

constructs might reflect general traits that persist across different learning contexts (e.g., “I feel 

that virtually any topic can be highly interesting once I get into it, and “I spend a lot of my free 

time finding out more about interesting topics which have been discussed in different classes”). I 

addressed this issue of the SPQ’s context specificity in Chapter 3.  
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Chapter 2: A synergistic effect of contextual variability and spacing on subsequent transfer 
 

 The present line of research was inspired by two literatures on analogical transfer and 

retrieval-based learning. With respect to analogical transfer, the learning benefits of contextual 

variability are usually investigated such that an experimental group is shown multiple examples 

of the same principle simultaneously and asked (or guided) to compare them, whereas a control 

group is shown each example in isolation without any comparison instructions. Much work has 

shown that this comparison process leads to better subsequent transfer than the non-comparison 

control condition. This effect is usually explained by invoking the variability-induced encoding 

hypothesis, which suggests that comparison facilitates encoding of the higher-order structure 

shared by the examples. 

In contrast, with respect to retrieval-based learning, the impact of contextual variability is 

conceptualized based on increased retrieval demands across successive test events, as retrieval 

cues are presumably weaker when tested in new contexts. These increased retrieval demands via 

contextual variability are in turn thought to promote subsequent retention and transfer—an idea I 

refer to as the variability-induced retrieval hypothesis. However, support for this hypothesis 

stems mostly from simple memory experiments involving word lists and verbatim recall. In this 

chapter I therefore tested the latter retrieval-based learning hypothesis using a task more 

reminiscent of analogical transfer. 

 Note how these two hypotheses have separate but equally important implications for 

educational practice. The variability-induced encoding hypothesis suggests that, at the time of 

initial learning, there is value in placing multiple examples with varying surface features side-by-

side to facilitate encoding of their deep structure. However, we must also remember that learning 

is not a one-time event; it is often distributed over longer periods of time, like throughout a 

course or curriculum, such that the content is periodically retrieved and built upon. In that vein, 

the variability-induced retrieval hypothesis suggests that successive formative assessments ought 

to be varied in their contexts of presentation, imposing greater retrieval demands that promote 

subsequent retention and transfer. 
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Abstract 

Theorists often assume that varied conditions of training give rise to more robust learning. What 

arguably remains unclear is when and how different types of contextual variability improve 

learning depending on the task at hand. Here we explored this issue with respect to analogical 

transfer—i.e., the process by which we learn abstract principles through examples. Prior work 

suggests that variability in surface features across examples can improve learning by helping the 

learner encode conserved deep structural characteristics, which we refer to as variability-induced 

encoding. In contrast, here we hypothesized that variability in surface features across a set of to-

be-solved training problems requires more effortful or ‘deep’ retrieval of relevant prior training 

events, thereby enhancing learning and subsequent transfer. We refer to this as the variability-

induced retrieval hypothesis. Consistent with this latter hypothesis, we found a positive effect of 

contextual variability on subsequent transfer when we encouraged retrieval by presenting to-be-

solved training problems spaced in time, but not when we discouraged retrieval by giving 

participants access to earlier problems and their solutions throughout training. These findings 

suggest contextual variability can sometimes improve transfer outcomes not by enhancing 

encoding of deep structure, but by encouraging more effortful retrieval during training. We 

discuss these findings in relation to analogical transfer and retrieval-based learning. 

 

Keywords: Analogical Transfer; Contextual Variability; Desirable Difficulties; Retrieval 

Practice; Retrieval-based Learning 
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Introduction 

Theorists have long argued that contextual variability during training promotes robust 

and flexible learning. This simple idea harks back to William James (1899, p. 80), “[T]he same 

thing recurring on different days, in different contexts, read, recited on, referred to again and 

again . . . gets well wrought into the mental structure”, and yet remains a cornerstone in 

discussions about learning and memory (e.g., Bransford & Schwartz, 1999; Karpicke et al., 

2014; Smith & Handy, 2014; Posner & Keele, 1968). It also seems intuitive that performing a 

task in many different contexts will lead to more robust learning than performing the task 

repeatedly in the same context. For instance, when teaching Pythagoras’ theorem, it seems wise 

to have students apply their knowledge to various problems that differ in whether the hypotenuse 

or another side length must be deduced, whether a right-angled triangle or isosceles triangle is 

shown, and so on. But what arguably remains unclear is when or how contextual variability 

promotes learning, and how this depends on the specific characteristics of a given learning task. 

Here we explored the effect of contextual variability on analogical transfer—i.e., the 

ability to extract general principles from examples and solve analogous problems (for reviews, 

see Day & Goldstone, 2012; Hager & Hodkinson, 2009; Reeves & Weisberg, 1994)—based on 

theories that posit a key role for effortful, elaborative, or ‘deep’ retrieval of information from 

memory (e.g., Karpicke, 2012; Pyc & Rawson, 2009; Rawson & Dunlosky, 2011; Roediger & 

Butler, 2011). Specifically, we hypothesized that variability in surface features across practice 

problems that are spaced in time might increase retrieval demands, thereby enhancing learning 

and subsequent transfer. In what follows, we outline a rationale for this hypothesis and report 

two experiments designed to test it. 

Context Specificity 

Transfer researchers usually describe ‘context’ in terms of surface features; that is, the 

superficial characteristics of examples that illustrate a general principle in some concrete way 

(Day & Goldstone, 2012; Reeves & Weisberg, 1994). For example, a tutor might teach Newton’s 

second law by presenting several examples of vector diagrams that depict spacecrafts generating 

thrust. In this case surface features might refer to the specific objects depicted, the magnitudes or 

angles of the vectors, the semantic domain (e.g., physics, spaceflight), or any other incidental 

characteristics of the examples. 
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These surface features may seem arbitrary, but they are vital to studies of transfer, 

because a learner’s likelihood of solving a new problem depends heavily on its surface 

resemblance to previously seen examples (Gentner & Markman, 1997; Gick & Holyoak, 1987, 

1983; Holyoak & Koh, 1987; Keane, 1987; Ross, 1987). Surface features of examples are thus 

said to be inextricably linked with a learner’s understanding of the underlying principle, making 

it hard for them to infer how the principle generalizes to unfamiliar contexts. Therein lies the 

dilemma: how can we help students overcome this context specificity by structuring learning in a 

way that is most conducive to transfer?  

Variability-Induced Encoding 

One potent way to improve transfer outcomes is to present multiple examples of the same 

principle that differ in their surface features, in part because this helps the learner to encode deep 

structural relations conserved across examples (Day et al., 2010; Gick & Holyoak, 1983; 

Goldstone & Sakamoto, 2003; Markman & Gentner, 2000; Rittle-Johnson & Star, 2009). We 

will refer to this idea as the variability-induced encoding hypothesis. 

Though fruitful, this emphasis on enhanced encoding has overshadowed potential 

retrieval-based mechanisms. Indeed, given the recent surge of studies showing that recall and 

transfer outcomes can be improved via retrieval demands during training (for reviews, see 

Karpicke et al., 2014; Roediger & Butler, 2011; for meta-analysis, see Rowland, 2014), it may 

also be useful to investigate analogical transfer by examining the interplay between contextual 

variability and retrieval processes. 

Variability-Induced Retrieval 

In particular, it seems plausible that contextual variability during training provides 

weaker retrieval cues with which to access relevant past events, enhancing subsequent retention 

(e.g., Jacoby, 1978). To illustrate the same idea, Cuddy and Jacoby (1982, Exp. 3) had 

participants “solve” a series of paired associates (e.g., Lawyer C--rt) by naming aloud each 

righthand target word. Critically, some pairs were repeated: either the same letters of the target 

(Lawyer C--rt) or different letters of the target (Lawyer -our-) were deleted. The latter trials, 

which resemble a form of contextual variability, were thought to “reduce the effectiveness of the 

second presentation of the problem as a cue for retrieval of the solution constructed on its first 

presentation”, which would require “further processing at the time of the second presentation of 
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a problem to arrive at a solution, and consequently, enhance subsequent retention” (p. 458). Final 

cued recall performance aligned with this reasoning. Similarly, increasing retrieval demands 

through other means (e.g., lag, impoverished retrieval cues) is generally thought to improve 

retention (e.g., Carpenter, 2009; Pyc & Rawson, 2009; Whitten & Bjork, 1977). Together these 

findings suggest contextual variability during training can enhance learning through increased 

retrieval demands—what we will call the variability-induced retrieval hypothesis. 

Variability-Induced Retrieval and Transfer? 

We wondered whether this retrieval-based logic scales up to more complex transfer tasks. 

Imagine a student learning a physics principle by solving two practice problems spaced a few 

minutes apart. Let us assume they successfully solve the first problem and the experience is 

memorable. However, if the second problem has nearly identical surface features, the student 

might trivially solve it by accessing their construction of the first problem’s solution from 

memory. In this case, because the second problem’s solution was guided by a similar prior 

experience and unfolded so fluently, one might say minimal retrieval demands were imposed. In 

contrast, if the second problem has very different surface features than the first problem, the 

learner might instead be forced to effortfully or ‘deeply’ recollect what they remember about the 

first problem and map that information onto the unfamiliar surface features of the second 

problem. In this case, according to the variability-induced retrieval hypothesis, the retrieval 

demands introduced through contextual variability ought to make the student’s training 

experiences more memorable, thereby enhancing subsequent transfer of the principle. 

An experimental design used by Kulasegaram et al. (2017) offers a way to test this 

retrieval-based hypothesis. These authors had participants learn three physiological principles, 

and contextual variability was manipulated by presenting to-be-solved training problems for each 

principle in either multiple organ system contexts (e.g., respiratory, digestive, cardiovascular) or 

a single organ system context (e.g., only respiratory). The key finding was that the multiple-

context group outperformed the single-context group when later asked to solve analogous 

problems embedded in novel organ system contexts (e.g., urinary). The authors explained this 

finding by invoking the variability-induced encoding hypothesis, implying the benefit of 

contextual variability was driven by enhanced encoding of deep structural relations conserved 

across training problems. However, the variability-induced retrieval hypothesis suggests the 
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benefit of contextual variability may have instead stemmed from increased retrieval demands. 

We therefore modified this design to test the variability-induced retrieval hypothesis. 

Present Studies 

In Experiment 1 we sought to replicate the finding of enhanced transfer when contextual 

variability is imposed across a set of to-be-solved training problems that are presented ‘spaced’ 

in time. The spaced nature of the task was also exaggerated by inserting filler tasks between 

successive training problems. Variability-induced encoding might be operative in that dissimilar 

surface features encourage learners to focus on the deep structural relations conserved across 

problems. But, because this spaced format encourages learners to recall prior problems and their 

solutions as a means to solve future training problems, variability-induced retrieval might also be 

operative in that dissimilar surface features across training problems impose greater retrieval 

demands. Thus, we assumed any benefit of contextual variability that emerges under these 

conditions can be attributed to either mechanism. 

In Experiment 2 we then explored an ‘adjacent’ training format where, akin to an open-

book test, previously solved training problems and their correct solutions remained visible to 

participants while they solved all remaining training problems for the same principle. 

Variability-induced encoding would still presumably be operative (or even more pronounced4) 

under these circumstances for the same reason it would be operative in Experiment 1. But, 

relative to the spaced format of Experiment 1, we reasoned that this adjacent format would 

reduce or eliminate the need to engage in effortful retrieval of prior training events because prior 

training problems and their solutions remained visible throughout training. Thus, we assumed 

any benefit of contextual variability that emerges under these conditions where variability-

induced retrieval is stifled would selectively reflect the impact of variability-induced encoding. 

Most importantly, by comparing across experiments, we assumed that any additional 

positive effect of contextual variability obtained in Experiment 1 (when retrieval is encouraged 

 

4 Placing multiple examples of the same principle side-by-side is generally thought to promote identification of deep 

structural relations (see Day & Goldstone, 2012), and so a strong interpretation of the variability-induced encoding 

hypothesis predicts that the positive effect of contextual variability should actually be more pronounced in the 

massed format than the spaced format. 
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through the spaced format) relative to Experiment 2 (when retrieval is discouraged through the 

adjacent format) would serve as evidence for the variability-induced retrieval hypothesis.  

Experiment 1 

Method 

Design 

The design consisted of a between-participant contrast between two groups that differed 

only in the problems received during training. The single-context group (n = 30) received 

training problems such that each principle was instantiated in a single organ system context, 

whereas the multiple-context group (n = 30) received training problems such that each principle 

was instantiated in three different organ system contexts. Both groups then received a series of 

analogous problems to solve in the test phase as a final measure of transfer. 

Participants 

A total of 60 undergraduate students (Mean Age = 19.6, 72% Female) at McMaster 

University participated for course credit. The study was approved by the McMaster Research 

Ethics Board (Protocol #1955), and all participants gave informed consent. 

Materials 

Training and test materials were adopted based on those by Kulasegaram et al. (2017). 

Briefly, these materials centered around three physiological principles: Laplace’s law describes 

the relation between radius, pressure, and tension in a cylindrical vessel; turbulent flow, 

fictitiously labeled Goethe’s law for consistency, describes the relation between flow, velocity, 

viscosity, radius, and roughness in a cylindrical vessel; and Starling’s law describes the relation 

between stroke volume and ventricular stretching in the heart. For ease of exposition, we 

describe the nature of these training and test materials throughout the Procedure section below. 

Procedure 

Participants were seated at individual computer booths in a quiet laboratory setting. 

Learning materials were shown on a computer monitor and all written responses were typed 

using a standard keyboard. The entire experiment was programmed using PsychoPy2 software 

(Peirce, 2007). 
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During the training phase, participants were asked to learn the three principles for an 

upcoming test that would require them to solve new problems. Principles were learned in a 

blocked fashion (i.e., all training materials for a principle were received before learning the next 

principle), and training was self-paced with the constraint that participants could not go back to 

any training material once they chose to proceed past it. For each principle, the participant began 

by reading a passage that described the principle5. A key was then pressed to proceed to the first 

training problem. A sample passage and training problem are shown in Appendix A. Once the 

participant submitted their solution attempt, it was replaced by a normative description of the 

solution, which they could examine for as long as they wished. The participant then pressed a 

key to remove all this information from the display and proceed to the next training problem. 

This process repeated for three training problems. Then training for the next principle began. 

Order of principles and training problems was randomized for each participant. To reinforce the 

spaced nature of the task, participants also performed a 45 s filler task before each training 

problem where they received a unique category label (e.g., fruits) and listed category members. 

Contextual variability was manipulated during training by providing different sets of 

training problems to the two groups. The single-context group received three Laplace training 

problems in the context of the digestive system and three Goethe training problems in the context 

of the respiratory system6. In contrast, the multiple-context group received one Laplace training 

problem in each of the digestive, cardiovascular, and lymphatic systems, and one Goethe training 

problem in each of the respiratory, cardiovascular, and nervous systems. Contextual variability 

was thus operationally defined based on the number of organ systems in which training problems 

for a given principle were instantiated. 

During the subsequent test phase, participants then immediately tried to solve 13 test 

problems shown in sequence. Order of test problems was randomized for each participant. The 

participant’s task for each test problem was to decide which of the three principles best applied 

and to write a brief solution attempt that justified their decision. They then pressed a key to 

 

5 Laplace’s law was described in the context of the digestive system, Goethe’s law in the context of the respiratory 

system, and Starling’s law in the context of the cardiovascular system. 

 
6 Both groups received the same three training problems for Starling’s law. This principle is not relevant to the 

manipulation of contextual variability; it was included only to keep the design comparable to that of Kulasegaram et 

al. (2017). 
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submit their solution attempt and proceed to the next problem. No feedback was provided after 

submitting each solution attempt. 

Scoring 

Similar to Kulasegaram et al. (2017), we differentiated between two measures of transfer 

in the test phase. Seven test problems (Laplace = 2, Goethe = 2, Starling = 3) were designed to 

probe understanding of the principle in a familiar context—i.e., an organ system the participant 

previously encountered for the same principle, which was always the same organ system that the 

single-context group had received for all training problems of that principle. We labelled these 

near transfer test problems because we assumed the match in context would facilitate retrieval of 

prior training events for the appropriate principle, especially for the single-context group who 

received all relevant training problems in that context. The remaining six test problems (Laplace 

= 3, Goethe = 3) were instantiated in novel organ system contexts that neither group had 

encountered; we labelled these far transfer test problems. We disentangled these two measures of 

transfer because we assumed the far transfer test problems would provide a more sensitive and 

purer measure of learning than near transfer test problems. 

Solution attempts for training and test problems were all scored from 0–3 with a higher 

score reflecting greater understanding of the correct principle (Kulasegaram et al., 2017). The 

scoring scheme was as follows: 0 = Does not capture correct principle; 1 = Captures correct 

principle but with obviously flawed understanding; 2 = Captures correct principle but with key 

ideas absent or misconstrued; 3 = Captures correct principle with all key ideas present and 

described accurately. 

To ensure reliability in scoring, training problem solution attempts from a subset of 25 

participants were first scored by both the lead author and an independent rater naive to the 

purpose of the study. Inter-rater reliability was high (ICC = .85), so all training problem solution 

attempts reported hereafter were scored by the independent rater. Similarly, solution attempts for 

test problems from a subset of 55 participants were scored by both the lead author and an 

independent rater while blinded to group membership. Inter-rater reliability was also high for 

both near transfer test problems (ICC = .90) and far transfer test problems (ICC = .89), so all test 

problem solution attempts reported hereafter were scored by the lead author in a blinded fashion. 
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Results 

Exclusions 

Data from two participants were excluded because of software failure, and data from one 

participant were excluded because more than half of their test responses were left blank, 

suggesting noncompliance. This left a total of 57 participants in the following analyses (single-

context group, n = 28; multiple-context group, n = 29). 

Training Phase 

 Mean training problem scores were submitted to an independent samples t-test with 

contextual variability as the independent variable. There was no significant difference between 

groups, t(55) = 1.49, p = .143, though performance was numerically greater for the single-context 

group (M = 1.84, SEM = .12) than the multiple-context group (M = 1.60, SEM = .11). 

Test Phase 

Mean test problem scores were submitted to a 2x2 mixed-design ANOVA with 

contextual variability (single context, multiple contexts) as a between-participant factor and 

problem type (near transfer, far transfer) as a within-participant factor. These data are shown in 

Figure 1. There was a significant main effect of contextual variability, F1,55 = 10.9, p = .002, ηp
2 

= .166, such that the multiple-context group outperformed the single-context group. This finding 

constitutes a replication of the key result observed by Kulasegaram et al. (2017). There was also 

a significant main effect of problem type F1,55 = 58.7, p < .001, ηp
2 = .516, such that performance 

was greater overall for near transfer test problems than far transfer test problems. The interaction 

was not statistically significant, F < 1. 

< Figure 1 here > 

Discussion 

The training phase data were somewhat surprising because we expected there to be a 

larger effect of contextual variability. That is, if consistency in context across training problems 

facilitates retrieval of prior training problems, one might expect the single-context group to 

produce higher quality solution attempts for the training problems. Yet there was only a small 

numerical trend in this direction. We elaborate on this finding after Experiment 2. 
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The near transfer data were also surprising because they differ from the findings of 

Kulasegaram et al. (2017). Whereas their data show that the single-context group outperformed 

the multiple context group on near transfer test problems, our data showed the opposite pattern. 

Means for the single-context group are comparable between our experiment (M = 1.26) and 

theirs (M = 1.28), indicating that the discrepancy is driven by the multiple-context group 

performing better in our experiment (M = 1.78) than in their experiment (M = 1.07). We 

speculate that this discrepancy may have arisen because we exaggerated the spaced format by 

inserting filler tasks between training problems. That is, if our exaggerated spaced format 

imposed greater retrieval demands, and these retrieval demands promote learning, this would 

explain why we observed a more pronounced positive effect of contextual variability for near 

transfer problems. 

Experiment 2 

The purpose of Experiment 2 was to explore whether this positive effect of contextual 

variability on subsequent transfer would be moderated by reduced retrieval demands in the 

adjacent format. To reiterate, we were most interested in a potential interaction across 

experiments such that the benefit of contextual variability on subsequent transfer would be more 

pronounced when paired with the spaced format in Experiment 1 than when paired with the 

adjacent format in Experiment 2. Such an interaction would suggest that the benefit of contextual 

variability observed in Experiment 1 was caused in part by greater retrieval demands. Therefore, 

in addition to analyzing the data from Experiment 2 in isolation, we also planned to conduct an 

analysis with the combined test phase data from Experiments 1 and 2. Specifically, we planned 

to submit the combined data to separate 2x2 ANOVAs for near transfer performance and far 

transfer performance, with contextual variability (single context, multiple context) as one 

between-participant factor and training format (Experiment 1: spaced, Experiment 2: adjacent) as 

a second between-participant factor. 

Given the numerical trend toward better training problem performance for the single-

context group than the multiple-context group in Experiment 1, we also planned to submit the 

training phase data from both experiments to a 2x2 ANOVA with contextual variability (single 

context, multiple context) as one between-participant factor and training format (Experiment 1: 

spaced, Experiment 2: adjacent) as a second between-participant factor. 
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Method 

Participants 

A total of 60 undergraduate students (Mean Age = 19.0, 72% Female) at McMaster 

University participated for course credit. The study was approved by the McMaster Research 

Ethics Board (Protocol #1955), and all participants gave informed consent. Thirty participants 

were randomly assigned to the single-context group and 30 to the multiple-context group. 

Procedure 

The procedure was nearly identical to that of Experiment 1 except that training problems 

and their associated solution feedback remained visible while the participants solved all ensuing 

training problems for the same principle. We also removed the 45-second filler task before each 

training problem to further exaggerate the massed nature of the adjacent training format. 

Results 

Exclusions 

Data from one participant were excluded because of software failure, and data from one 

participant were excluded because more than half of their test responses were left blank, 

suggesting noncompliance. One extra participant was also accidentally recruited in the single-

context group. This left a total of 59 participants in the following analyses (single-context group, 

n = 31; multiple-context group, n = 28). 

Training Phase 

 Mean training problem scores were submitted to an independent samples t-test with 

contextual variability as the independent variable. There was no significant difference between 

groups, t(57) = 1.51, p = .138, though performance was again numerically greater for the single-

context group (M = 1.95, SEM = .12) than the multiple-context group (M = 1.71, SEM = .10). 

Test Phase 

Mean test problem scores were submitted to a 2x2 mixed-design ANOVA with 

contextual variability (single context, multiple contexts) as a between-participant factor and 

problem type (near transfer, far transfer) as a within-participant factor. These data are shown in 

Figure 2. In contrast to Experiment 1, there was no significant main effect of contextual 

variability, F1,57 = 2.31, p = .134, ηp
2 = .039. Like Experiment 1, however, there was a significant 
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main effect of problem type F1,57 = 102.8, p < .001, ηp
2 = .643, such that performance was greater 

overall for near transfer test problems than far transfer test problems. The interaction was not 

statistically significant, F < 1. 

< Figure 2 here > 

Combined Analysis of Experiments 1 and 2 

Training Phase 

 Training problem solution attempts from both experiments were submitted to a 2x2 

ANOVA with contextual variability (single-context, multiple-context) as one between-

participant factor, and training format (Experiment 1: spaced, Experiment 2: adjacent) as a 

second between-participant factor. These data are shown in Figure 4. This combined analysis 

revealed a significant main effect of contextual variability such that, overall, better solutions 

were generated by the single-context groups than the multiple-context groups, F(1,112) = 4.47, p = 

.037, ηp
2 = .038. The main effect of the training format was not significant, nor was the 

interaction, Fs ≤ 1. 

< Figure 3 here > 

Test Phase 

The data from Experiments 1 and 2 were also submitted to separate 2x2 ANOVAs, one 

for near transfer performance and one for far transfer performance, with contextual variability 

(single context, multiple context) as one between-participant factor and training format 

(Experiment 1: spaced, Experiment 2: adjacent) as a second between-participant factor. These 

data are shown in Figure 4. 

< Figure 4 here > 

 For near transfer performance, the combined analysis revealed a significant interaction 

between contextual variability and training format, F(1,112) = 10.9, p = .001. The main effects of 

training format, F(1,112) < 1, and contextual variability, F(1,112)  = 1.39,  were not statistically 

significant. Inspection of the left panel in Figure 4 suggests that the interaction was driven by a 

substantial advantage of the multiple context group over the single-context group when training 

problems were spaced, but also by a slight advantage of the single-context group over the 

multiple context group when training problems were solved adjacent to one another. 
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 For far transfer performance, the combined analysis revealed a main effect of training 

format such the sequential format (M = .91) produced greater performance overall than the 

adjacent format (M = .72), F(1,112) = 3.94, p = .05, ηp
2 = .034. However, this main effect was 

qualified by a significant interaction between contextual variability and training format, F(1,112) = 

6.69, p = .011. Inspection of the right panel in Figure 4 shows this interaction was driven by a 

large advantage of the multiple context group over the single-context group when training 

problems were spaced in Experiment 1. The main effect of contextual variability was not 

statistically significant, F(1,112) = 2.00, p = .160. 

Expecting that the retrieval demands imposed by the spaced format might equate to a 

longer time needed to solve training problems relative to the adjacent format, we also explored 

whether the time taken to solve training problems differed as a function of training format7. 

These data are shown in Figure 5. Contrary to our expectations, the 2x2 ANOVA revealed a 

significant main effect of training format, F(1,112) = 6.99, p = .009, ηp
2 = .059, such that 

participants undergoing the spaced format (M = 2.50 min) actually took less time to generate 

solution attempts per training problem than participants undergoing the adjacent format (M = 

3.02 min). Neither the main effect of contextual variability nor the interaction was statistically 

significant, Fs < 1. 

< Figure 5 here > 

General Discussion 

Contextual variability during training improved transfer outcomes when the training 

problems were spaced in time (i.e., without direct access to prior training problems or their 

solutions), but not when training problems were solved adjacent to one another (i.e., with direct 

access to prior training problems and their solutions). This finding therefore constitutes a 

synergistic effect of contextual variability and spacing on subsequent transfer. 

No Evidence of Variability-Induced Encoding 

The present data are inconsistent with the variability-induced encoding hypothesis. This 

hypothesis posits that variability in surface features across a set of training problems can help the 

 

7 Time taken to complete filler tasks for the spaced format was excluded in this analysis 
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learner encode conserved deep structural relations, thus predicting contextual variability ought to 

be beneficial when paired with either the spaced or adjacent format. If anything, because placing 

examples side-by-side is generally thought to promote comparison and identification of deep 

structural relations (see Day & Goldstone, 2012), a strong interpretation of this hypothesis 

predicts that the positive effect of contextual variability ought to be more pronounced for the 

adjacent format than the spaced format. Contrary to these predictions, contextual variability did 

not enhance subsequent transfer at all when paired with the adjacent format8. 

One explanation for this finding is that participants were never given explicit instructions 

to identify similarities between training problems. For example, Catrambone and Holyoak (1989) 

concluded that the specific instructions participants received while studying multiple examples 

had a large impact on subsequent transfer, arguing that explicit, guided comparison of examples 

was required for robust transfer because “novices in a domain tend to focus on those features of 

examples with which they are most familiar and to miss the underlying concepts that the 

examples are supposed to demonstrate” (p. 1154). Similarly, much work has shown that transfer 

outcomes are enhanced when learners are explicitly told to compare multiple examples relative 

to when they instead receive each example in isolation without such comparison instructions 

(e.g., Catrambone & Holyoak, 1989; Christie & Gentner, 2010; for meta-analysis, see Alfieri et 

al., 2013; cf. Quilici & Mayer, 2002; Ross & Kennedy, 1990). Thus, we may not have detected a 

positive effect of contextual variability within the adjacent format because we did not explicitly 

guide participants to focus on the deep structural relations conserved across training problems. 

Evidence of Variability-Induced Retrieval 

The present data are more consistent with the variability-induced retrieval hypothesis. 

This hypothesis posits that variable surface features across a set of to-be-solved training 

problems that are spaced in time ought to increase retrieval demands. That is, if a set of training 

problems have different surface features and are spaced in time, the learner might be forced to 

more effortfully or deeply recollect what they remember about prior training problems and map 

that information onto the unfamiliar surface features of the next training problems, consequently 

 

8 This hypothesis does not fit the data obtained here, but it is still useful for explaining other findings from different 

paradigms. We suspect the specific nature of the learning task determines whether variability-induced encoding is 

likely to be operative (e.g., whether the content is perceptual or conceptual in nature, how many irrelevant surface 

features are present). However, a full discussion of moderating variables is beyond our scope. 
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making training more memorable. We assumed these retrieval demands would manifest in the 

spaced format where participants were likely to solve training problems by retrieving prior 

training problems or their solutions, but be reduced or eliminated in the adjacent format where 

retrieval was unnecessary because the learner had direct access all prior problems and their 

solutions throughout training. This reasoning is supported by the observed interaction between 

contextual variability and training format. 

Based on this interpretation, it was surprising that we did not observe a stronger main 

effect of training format in the combined analysis. After all, if the spaced format requires 

retrieval to a greater extent than the adjacent format, and increased retrieval demands result in 

more memorable training experiences, one might have expected a larger overall advantage of the 

spaced format over the adjacent format. This unexpected pattern of results might be explained by 

considering that the consistency in surface features for the single-context group may have 

negated the need to effortfully recall prior training problems or their solutions. By this logic, the 

spaced format paired with a single training context may have been functionally similar to the 

adjacent format—that is, despite spacing, the solutions to training problems might have been 

fluently constructed due to their highly similar surface features, eliminating the need to 

effortfully retrieve prior training problems or their solutions. 

Another unexpected finding was that participants undergoing the spaced training format 

took less time to solve training problems than participants undergoing the adjacent training 

format. We are uncertain why this was the case. Considering that the spaced format presumably 

required more effortful retrieval of prior training problems and their solutions to solve ensuing 

training problems, the opposite finding might be expected. A possible explanation is that only the 

adjacent format allowed participants to review prior problems and their solutions periodically 

throughout training, perhaps leading them to engage with the materials for a longer duration 

despite this not equating to more learning. Supporting this idea, a supplementary analysis on the 

combined data from both experiments showed that time taken to solve training problems did not 

correlate with near transfer performance (r = -.03, p = .751) nor far transfer performance (r = .02, 

p = .853). This interpretation remains speculative, however, and underscores the need to test the 

variability-induced retrieval hypothesis using control conditions (other than the adjacent format 

used here) where training instances are not necessarily shown to participants simultaneously. 
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Limitations 

A limitation is that our manipulation of contextual variability relied on different sets of 

training problems that likely differed in surface features other than those pertaining to organ 

system per se. Hence, one might argue that the positive effect of contextual variability may have 

arisen because the training problems given to the multiple-context group somehow better 

illustrated the underlying concepts than those given to the single-context group. However, if this 

were true, one would expect a robust main effect of contextual variability such that, regardless of 

training format, the multiple-context group would produce better transfer outcomes than the 

single-context group. We clearly did not observe this pattern here. In fact, there was a numerical 

trend in the opposite direction for the adjacent training format. We therefore favour an 

explanation related to variability-induced retrieval over this alternative interpretation. 

Another limitation is that we only assessed transfer immediately after training. Immediate 

criterial tasks are standard in the analogical transfer literature, but the retrieval-based learning 

literature suggests the mnemonic benefits of retrieval are often more pronounced when final tests 

are administered after several days (for meta-analysis, see Rowland, 2014). Therefore, future 

work should examine the combined effects of contextual variability and retrieval demands with 

longer retention intervals separating training and final measures of transfer. 

Conclusion 

Transfer poses a formidable challenge for researchers and educators alike. Although it 

may seem self-evident that contextual variability promotes learning and transfer, much remains 

unknown about the mechanisms at play and how they differ depending on the task being learned. 

Only when we better understand these mechanisms in relation to more complex learning tasks 

can we offer educators concrete suggestions about how and when to incorporate contextual 

variability in their teaching to promote transfer. 

Here we made a small step in that direction by drawing links between analogical transfer 

and retrieval-based learning. While the analogical transfer literature offers complex learning 

tasks that go beyond rote memorization, the retrieval-based learning literature offers theory to 

explain the benefits of contextual variability in terms of additional retrieval demands. Combining 

the strengths of these two literatures, the present work provides preliminary evidence for the 

variability-induced retrieval hypothesis: contextual variability across a set of to-be-solved 
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training problems only enhanced subsequent transfer when said training problems were spaced in 

time. However, we caution readers from drawing strong conclusions based on this single 

demonstration. Future work must test this hypothesis using other learning tasks and longer 

retention intervals to further assess its robustness and generalizability.  
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Figure 1. Test problem scores of Experiment 1 as a function of contextual variability (single-

context, multiple-context) and test problem type (near transfer, far transfer). These scores reflect 

the quality of solution attempts for Laplace and Goethe test problems. Error bars depict ± SEM, 

reflecting between-participant variance. 
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Figure 2. Test problem scores of Experiment 2 as a function of contextual variability (single-

context, multiple-context) and test problem type (near transfer, far transfer). These scores reflect 

the quality of solution attempts for Laplace and Goethe test problems. Error bars depict ± SEM, 

reflecting between-participant variance. 
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Figure 3. Training problem scores as a function of contextual variability (single-context, 

multiple-context) and training format (spaced, adjacent). These scores reflect the quality of 

solution attempts for Laplace and Goethe training problems. Error bars depict ± SEM. 
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Figure 4. Data from the combined analysis of Experiments 1 and 2, with near and far transfer 

test performance as a function of contextual variability (single-context, multiple-context) and 

training format (spaced, adjacent). These scores reflect the quality of solution attempts for 

Laplace and Goethe test problems. Error bars depict ± SEM, reflecting between-participant 

variance. 
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Figure 5. Mean time taken to solve each training problem in minutes as a function of contextual 

variability (single-context, multiple-context) and training format (spaced, adjacent). Error bars 

depict ± SEM. 
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Appendix A 

Air flows into your lungs through the trachea (i.e., windpipe) and bronchioles, then 

eventually into alveoli where oxygenation of blood occurs. The air normally travels through the 

trachea and bronchioles in discrete and separate layers; the air molecules do not deviate from 

these layers or bump into each other. These layers are called 'laminae', hence the term laminar 

flow. The flow is unobstructed and generally silent. Irregularities in the flow such as a change in 

velocity, narrowing of the bronchioles, a thick or rough mucus lining around the passageways, or 

in some cases extremely 'thick' viscous air (e.g., smog), cause the air molecules to collide and 

disrupt the laminae. The flow of air therefore changes from laminar to turbulent, often 

accompanied by noise and a decrease in flow rate. Any pathology that causes narrowing or 

obstruction of an airway can produce turbulent flow. 

 

 

There are many examples of laminar and turbulent flow in other parts of the body and in 

the outside world. For example, in an old house, calcium and other mineral deposits can build up 

in the copper pipes. Water can be heard gurgling through the pipe, and the pressure of the water 

coming out of the faucet will be reduced. Similarly, cigarette smoke rising in still air is initially 

laminar, but it becomes turbulent as it rises and cools (though you cannot hear it in this case). 

 

Figure 6. The passage used to describe the principle of turbulent flow (labelled Goethe’s law for 

the purpose of the experiments) during the training phase. 
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A patient with previous history of respiratory problems and asthma arrives at the ER 

wheezing and complaining of difficulty breathing. Investigation reveals excess mucous in the 

bronchioles and upper airway, thereby limiting the amount of air the patient can inhale and 

exhale. Explain why the mucous may have caused the patient's symptoms. 

 

Figure 7. A sample training problem for Goethe’s law in the context of the respiratory system. 
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Chapter 3: Do self-reported learning approaches predict transfer, and just how context 

specific are they? 

 

 Switching to the correlational approach, the goal of following line of research was to 

assess the predictive validity of the SPQ using performance measures that more precisely reflect 

transfer of learning. Given mixed findings in the literature, a secondary goal was to examine the 

degree to which SPQ scores tap into a stable, trait-like construct that generalizes across different 

learning contexts. 

 To examine whether SPQ scores reflect a trait-like construct, Study 1 involved a 

laboratory learning task involving three physiological principles that concluded with a final 

measure of transfer. Participants were then asked to complete the SPQ based on how they 

generally study. We reasoned that if SPQ scores reflect study approaches that are relatively 

stable within individuals, then they ought to predict transfer performance during this controlled 

laboratory task. 

 In Study 2 we then administered the SPQ during a university engineering course that 

focused on the application of various principles and equations. Students were asked to complete 

the SPQ based on their approaches for only this course, thus constituting a more context-specific 

implementation. We then correlated these SPQ scores with their performance on transfer-

oriented exam questions identified by the instructor. We reasoned that this context-specific 

implementation would provide the most favourable conditions to detect the predicted positive 

correlation with SPQ deep approach scores. Further, a subset of students completed the SPQ for 

a different course that operated concurrently, allowing us to conduct a reliability analysis to 

estimate the degree to which SPQ scores ought to generalize across courses. 
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Abstract 

As educators our goal is to equip students with flexible knowledge, allowing them to apply what 

they learn to new contexts that extend far beyond those encountered in the classroom. The same 

ideology is reflected by pervasive usage of the term ‘deep learning’ among educators and 

researchers. This desire for deep learning has led researchers to quantify it in educational 

settings. In particular, a self-report inventory called the Study Process Questionnaire (SPQ) is 

now widely administered to measure how much students engage in deep learning within a given 

learning environment, and hence to evaluate course design. The predictive validity of the SPQ 

remains uncertain, however, because studies seeking correlations between SPQ scores and 

student performance often do not make explicit the nature of the performance measures being 

adopted. Further obscuring the SPQ’s predictive validity, it remains unclear whether SPQ scores 

obtained from students in one learning environment can be generalized to other learning 

environments. Here we tackled these two measurement issues with emphasis on performance 

measures that reflect transfer of learning to new contexts. We found that SPQ scores did not 

predict performance in a laboratory transfer task, nor did they predict performance on transfer-

oriented exam questions within a university engineering course. Analysis of SPQ scores obtained 

from the same students in different courses also showed that the constructs tapped by the SPQ 

ought to be relatively trait-like and generalize across learning contexts. Taken together, these 

data call into question the utility of the SPQ for improving educational practice. 

 

Keywords: Approaches to Learning, Study Process Questionnaire, Transfer of Learning 
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Introduction 

Deep learning 

Education, at its core, is the pursuit of generalizable knowledge. We often begin by 

asking students to remember individual definitions, facts, and examples, but the true goal is to 

have them grasp higher-order structures—the general laws, equations, principles, and so on—

that tie all the information together. Thus, our hope is that students will begin to extrapolate 

beyond the specifics and understand the deeper principles at play, granting them greater 

flexibility in how they later apply these far-reaching principles to novel situations. 

The same idea lies at the heart of the phrase ‘deep learning’ that now pervades 

educational research and practice. Although deep learning has no universally accepted definition, 

it is usually described in terms of higher-order learning (e.g., Agarwal, 2019; Bloom, 1956; 

Krathwohl, 2002), critical thinking (e.g., Kek & Huijser, 2011; Laird et al., 2014; Phan, 2011), 

the understanding of key principles (e.g., Biggs, 1987; Kember et al., 1997; Laird et al., 2008), 

and the application of knowledge to new contexts (e.g., Chernobilsky et al., 2004; Halpern & 

Hakel, 2003). These descriptions make it clear that deep learning ought to produce students who 

can generalize their understanding to solve novel problems. 

The SPQ 

As a testament to how popular this deep learning terminology has become, a ubiquitous 

measurement tool called the SPQ (i.e., Study Process Questionnaire; Biggs et al., 2001) has been 

trumpeted as a way to measure how much students adopt “deep learning approaches”. Briefly, 

the SPQ prompts students to respond to Likert items regarding their strategies or attitudes within 

a given educational context, producing a deep approach score and surface approach score for 

each student. The deep approach score is said to reflect a student’s tendency to process content 

“at a high level of generality, such as main ideas, themes, and principles”, whereas the surface 

approach score is said to reflect a tendency to engage in rote memorization or other superficial 

forms of processing “extrinsic to the real purpose of the task” (Biggs, 1993, p. 7). Put simply, 

students who receive higher SPQ deep approach scores ought to engage in more deep learning, 

presumably resulting in generalizable knowledge that can be applied to many new contexts. 

The SPQ is certainly enticing from a practical perspective. Regardless of the educator’s 

goals, much of learning is governed by what the student actually chooses to do (e.g., Biggs, 
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1999), and so the SPQ might help educators gauge whether students are likely to adopt deep 

learning for educational contexts where learning is largely self-directed. The SPQ also seems like 

a reasonable way to evaluate whether specific educational interventions increase deep learning. 

Speaking to this latter point—and illustrating how directly this tool continues to shape 

educational practice—many authors continue to endorse educational approaches based on 

corresponding increases in SPQ deep approach scores (for review, see Baeten et al., 2010). 

Do SPQ scores lack predictive validity? 

But some authors have recently criticized the SPQ for a lack empirical evidence to 

support its predictive validity (Dinsmore & Alexander, 2012; Howie & Bagnall, 2013). Most 

notably, if the SPQ quantifies a student’s tendency to adopt deep learning, one might expect its 

deep approach scores to positively correlate with aggregate measures of academic achievement 

like GPA or performance on course assessments. Some studies do report a small positive 

correlation in the expected direction (e.g., Cantwell & Moore, 1998; McManus et al. 1998; 

Scouller & Prosser, 1994; Snelgrove & Slater, 2003; Zeegers, 2001) but many others do not 

(e.g., Gijbels et al., 2005; Groves, 2005; Wilding & Andrews, 2006). Amplifying these 

criticisms, a large meta-analysis found that SPQ deep approach scores positively but very weakly 

correlated with academic achievement (r+ = .14), accounting for less than 3% of variance 

(Richardson et al., 2012). Such modest findings suggest the SPQ may not capture the deep 

learning construct as it is meant to. 

Two unresolved measurement issues 

Our goal was to further assess the predictive validity of the SPQ by tackling two 

unresolved measurement issues. First, we discuss how the SPQ’s ability to predict academic 

achievement in past studies is obscured by heterogeneous and ill-defined outcomes measures, 

suggesting that more precisely defined outcome measures are needed. Second, we discuss how 

the SPQ’s ability to predict academic achievement is obscured by its alleged context specificity, 

meaning it remains unclear whether the SPQ measures transient states of the student that depend 

on the specific learning context, or stable traits that are likely to persist across various learning 

contexts. We then describe two studies meant to address both issues. 
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Issue #1: How well do SPQ scores predict transfer? 

One explanation for the modest predictive power of the SPQ in past studies is that they 

have largely relied on aggregate performance measures that are highly heterogenous, and so 

might not have indexed generalization of knowledge per se (Watkins, 2001, as cited in Choy et 

al., 2012). For example, a student who takes exclusively memorization-oriented courses might 

adopt a surface approach and yet perform well on final examinations, in which case exam 

performance and GPA are poor indicators of deep learning. This caveat suggests that more 

precise outcomes measures are needed to properly test the SPQ’s predictive validity. 

Here we suggest the SPQ’s predictive validity rests foremost on how well it predicts 

transfer of learning. Transfer researchers are interested in how a learner abstracts general 

principles from examples based on the deep structural relations that are held constant. Whereas 

an expert’s success at transferring a principle to solve a new problem is largely independent of 

the problem’s particular “surface features”—i.e., superficial aspects of the problem not inherent 

to the principle—a novice’s success is highly dependent on the degree to which the problem’s 

surface features match those of previously seen examples (e.g., Chi et al., 1981; Holyoak & Koh, 

1987; Ross, 1987; for reviews, see Day & Goldstone, 2012; Reeves & Weisberg, 1994). By this 

logic, an apt measure of deep learning is the ability for learners to solve problems instantiated in 

novel contexts. We will return to this point shortly. 

Issue #2: How context-specific are SPQ scores? 

Another consideration obscuring the SPQ’s predictive validity is its reputed context 

specificity. SPQ scores obtained from students are argued to be highly sensitive to the specifics 

of a given learning context, including the content being learned, the instructor’s style of 

assessment, prior knowledge, and the student’s perceptions of learning objectives (e.g., Biggs, 

1993; Baeten et al. 2010; Struyven et al. 2006; Wilson & Fowler, 2005). Following this logic, 

studies have reported substantial gains in SPQ scores after implementing an educational 

intervention and suggest that these findings support the SPQ’s context specificity (e.g., Cowman, 

1998; Kember et al., 1997; Nijhuis et al., 2005). Such findings have also led authors to state that 

it is “inappropriate to categorize students as ‘surface’ or ‘deep’ learners on the basis of SPQ 

responses . . . as if an approach score measured a stable trait of the individual” (Biggs et al., 

2001, p. 136).  
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However, it remains unclear whether SPQ scores reflect stable individual differences. For 

example, one study found substantial overlap between learning approaches and personality traits 

(Duff et al., 2004) whereas others found that learning approaches and personality traits are 

related but account for enough unique variance to be considered distinct constructs (Chamorro-

Premuzic & Furnham, 2009; Chamorro-Premuzic et al., 2007; Zhang, 2003). Another study has 

also reported a substantial association between learning approaches and “cognitive styles” that 

denote stable individual preferences for information processing (Bouckenooghe et al., 2016). 

Lastly, at face value, many SPQ items (e.g., “I feel that virtually any topic can be highly 

interesting once I get into it”) seem to describe a student’s perceptions of their learning in 

general rather than for a specific learning context. In short, the context specificity of the SPQ 

requires further study. 

Note how the context specificity of the SPQ has important theoretical and practical 

implications. If the SPQ is indeed highly context-specific, educators should be cautious about 

extrapolating scores beyond a single learning context. This would also suggest that aggregate 

outcome measures that span multiple courses (e.g., GPA) may not paint an accurate picture of 

the SPQ’s predictive validity. Conversely, if the SPQ captures stable individual differences in 

strategies or attitudes that persist across various learning contexts, then educators could use it as 

a remedial tool to identify students who are not adopting deep approaches early within a larger 

curriculum. Either conclusion affects how the SPQ ought to be studied and used in practice. 

Present Studies 

To tackle the first issue of ill-defined learning outcomes, we sought to define our 

outcome measures more precisely through the lens of transfer. Study 1 was a laboratory study in 

which we had participants learn about several basic science principles, then assessed how well 

their SPQ scores predicted their ability to generalize the principles to solve new problems. Next, 

Study 2 was a classroom study in which we had engineering students complete the SPQ during 

their course, then selectively examined performance on examination questions that the instructor 

identified as demanding transfer. If the SPQ captures a student’s tendency to engage in deep 

learning, and deep learning gives rise to transfer, then deep approach scores obtained from 

participants ought to correlate positively with their transfer performance. 
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To tackle the second issue of context specificity, we sought to compare the SPQ’s 

predictive power when completed in a context-general or context-specific manner. In Study 1 

participants were asked to complete the SPQ based on their general study behaviours without a 

specific course in mind. In Study 2 participants were instead asked to complete the SPQ based on 

their experiences in the two specific engineering courses under investigation. If SPQ scores are 

indeed highly context-specific, then they ought to better predict a student’s transfer performance 

when obtained in relation to a relevant course (i.e., Study 2) than when they complete it without 

a specific course in mind (i.e., Study 1). Moreover, some students completed the SPQ within two 

separate engineering courses for Study 2, allowing us to estimate the extent to which deep 

approach scores obtained from students in one course will generalize to other courses. 

Study 1: Context-General Use of the SPQ 

The goal of Study 1 was to determine whether SPQ scores predicted transfer in a context-

general manner during a controlled laboratory exercise. We had undergraduate participants study 

three basic science principles in a self-paced manner, take a final transfer test that assessed their 

ability to generalize the principles to solve new problems, then complete the SPQ based on how 

they perceive their learning approaches in general—i.e., without any reference to a particular 

course or educational context. 

Method 

Participants 

A total of 221 undergraduate students (Mean Age = 19.0, SD = 3.3; 79% female) enrolled 

in an introductory psychology course at McMaster University participated for course credit. The 

study was approved by the McMaster Research Ethics Board (Protocol #1955), and all 

participants gave informed consent. 

Materials 

We adopted similar learning materials as those used in prior transfer studies 

(Kulasegaram et al., 2012; Kulasegaram et al., 2017). Briefly, these materials focus on three 

physiology principles: Laplace’s Law describes the relation between radius, pressure, and 

tension in a cylindrical vessel; turbulent flow, hereafter labeled Goethe’s Law for consistency, 

describes the relation between flow of fluid in a vessel and fluid velocity, fluid viscosity, vessel 
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radius, and vessel roughness; lastly, Starling’s Law describes the relation between ventricular 

stretching and stroke volume in the heart.  

For each of these three principles we used: (i) a training passage that explained how the 

principle applies to a specific organ system; (ii) three training problems that each outlined a 

clinical scenario in the context of a specific organ system, prompting the participant to explain 

how the principle applies; and (iii) several test problems that each outlined clinical scenarios in 

the context of a specific organ system, prompting the participant to choose which of the three 

principles best applied and why. 

We also manipulated whether test problems were embedded in the same organ system as 

a relevant prior training problem (i.e., near transfer) or a novel organ system context that had not 

been seen during the experiment (i.e., far transfer). Altogether there were seven near transfer test 

cases (2 Laplace, 2 Goethe, 3 Starling) and six far transfer test cases (3 Laplace, 3 Goethe). 

Procedure 

Participants were seated at individual computer booths in a quiet laboratory setting. 

Learning materials were shown on a computer monitor and all written responses were typed 

using a standard keyboard. The study was self-paced with the restriction that participants could 

not go back to any particular training material or test question shown on the monitor once they 

had decided to proceed past it. The whole study took approximately 1–1.5 hours (Mean = 69.1 

min, SD = 20.1) and was programmed using PsychoPy2 software (Peirce, 2007). 

During the training phase, participants were asked to learn three basic science principles 

for an upcoming test where they would have to generalize the principles to solve new problems. 

For each principle they began by studying its associated training passage and then pressed a key 

to proceed to three training problems. The first training problem appeared and prompted the 

participant to explain how the principle they just read about applied to the problem. Once the 

participant pressed a key to proceed, their typed response was replaced by normative written 

feedback that explained the correct answer. The participant then pressed a key to proceed to the 

next training problem. This same process repeated for three training problems. Once all three 

training problems were completed for a given principle, training on the next principle began. The 

order of principles and training problems for each principle was randomized separately for each 



Ph.D. Thesis – A. LoGiudice; McMaster University – Psychology, Neuroscience & Behaviour 

51 

participant. In sum, for each of the three principles, participants studied a training passage and 

attempted to solve a series of training problems with immediate feedback. 

During the subsequent test phase, participants were asked to solve a series of 13 test 

problems without any feedback. Order of test problems was randomized for each participant. For 

each test problem the participant was asked to identify which of the three principles best applied 

and to type a brief explanation of their reasoning. 

Lastly, participants completed the R-SPQ-2F. Each item was shown in sequence on the 

monitor. Participants could not go back to an item after submitting a response. Critically, they 

were asked to respond based on how they study in general—not how they studied the three 

principles during this study. The critical question was whether these SPQ scores obtained in a 

context-general manner could predict their transfer performance. 

Results 

Scoring 

Solution attempts for training and test problems were all scored from 0–3 with a higher 

score reflecting greater understanding of the correct principle (Kulasegaram et al., 2017). The 

scoring scheme was as follows: 0 = Does not capture correct principle; 1 = Captures correct 

principle but with obviously flawed understanding; 2 = Captures correct principle but with key 

ideas absent or misconstrued; 3 = Captures correct principle with all key ideas present and 

described accurately. 

To ensure reliability in scoring, solution attempts for test problems from a subset of 55 

participants were scored by both the lead author and an independent rater. Inter-rater reliability 

was high for both near transfer problems (ICC = .90) and far transfer problems (ICC = .89), so 

all test problem solution attempts were scored by the lead author in a blinded fashion. 

Exclusions 

Data from 7 participants were excluded because they left more than four test problem 

responses blank, suggesting noncompliance. Data from 3 participants were also excluded due to 

software failure. This left 211 participants in the following analyses. 

Data Quality 
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 Internal consistency of SPQ deep approach scores (α = .77) and surface approach scores 

(α = .72) was adequate, suggesting that the various items of each scale were tapping into the 

same construct. 

 Transfer performance was measured by collapsing across performance for near and far 

transfer problems to achieve adequate reliability. Internal consistency of the resulting transfer 

measure was high (α = .70), suggesting it was suitable for detecting the predicted positive 

correlation with SPQ deep approach scores. 

Correlating SPQ Scores and Transfer Performance 

As shown in Figure 1, the correlation9 between SPQ deep approach scores and transfer 

performance was not significant and very close to zero (r = .01, p = .88). The same was true of 

the correlation between SPQ surface approach scores and transfer performance (r = .03, p = .70). 

< Figure 1 here > 

Discussion 

SPQ scores obtained in a context-general manner clearly did not predict transfer of 

knowledge during this laboratory task. However, we emphasize that these results must be 

interpreted with caution because they constitute absence of evidence. 

One advantage of this study relative to prior studies is that it more precisely defines deep 

learning as the ability to transfer knowledge to analogous problems. Indeed, a similar learning 

task has been used in several prior studies examining transfer (Kulasegaram et al., 2012, 2015, 

2017), raising confidence that the transfer construct is sound. Another strength is that 

participants were from a range of disciplines in the sciences, social sciences, and humanities. Our 

sample is therefore representative of populations of interest to SPQ researchers. 

Perhaps the most salient limitation of this study is that we used the SPQ in a way it was 

not intended to be used. Specifically, the SPQ was designed to be implemented in authentic 

educational settings where—unlike the contrived laboratory setting used here—many real-world 

 

9 These data are from four studies using the same general design, differing only in instructions, training problems, or 

the format of presenting training problems. We collapsed across these independent variables because they do not 

pertain to the research question addressed here, and because the correlations of interest were comparable across 

studies. See Appendix A for details. 
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variables (e.g., motivating factors, educator’s assessment style, perceptions of learning 

objectives) are likely to interact and affect responses to the SPQ (e.g., Biggs, 1993; Baeten et al. 

2010; Struyven et al. 2006; Wilson & Fowler, 2005). Given the present null findings, this leaves 

one to wonder: will the SPQ better predict transfer performance when completed in a context-

specific manner? This question was the focus of Study 2. 

Study 2: Context-Specific Use of the SPQ 

In Study 2 we administered the SPQ during two undergraduate-level engineering courses. 

For one of these courses we examined performance on a subset of assessments that the instructor 

perceived as tapping into transfer10. We reasoned that this context-specific use of the SPQ paired 

with our transfer-oriented outcome measures would provide more favourable conditions to detect 

the predicted positive correlation between SPQ deep approach scores and transfer. In addition, 

because some students took both courses, we also performed a reliability analysis to infer how 

much the obtained SPQ scores would be expected generalize across courses. 

Method 

Participants 

A total of 308 undergraduate students enrolled in an engineering systems analysis course 

at the University of Guelph were invited to participate for course credit. Similarly, a total of 228 

undergraduate students enrolled in a material science course at the same university were invited 

to participate for course credit. As noted earlier, some of these students were enrolled in both 

courses. The study was approved by the University of Guelph Research Ethics Board (Protocol 

#17-07-007), and all participants included in the final analysis gave informed consent. 

Briefly, the systems analysis course focused on the integration and extension of concepts 

or equations that students had learned in prerequisite courses. Instruction therefore centered 

around application of concepts to new contexts rather than the initial learning of those concepts. 

In contrast, the material science course was more focused on the memorization of definitions and 

the properties of various materials. 

 

10 We originally planned to examine correlations between SPQ scores and examination performance for both 

courses. However, the exam scores for the material science course had very low internal consistency (), so we will 

not report the corresponding correlations with SPQ scores here. 
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Procedure 

Students were notified about the study near the end of their respective courses and 

received a link to an online survey. The survey asked students for basic demographic 

information; to respond to each of the SPQ items based on their study approaches for the course 

being targeted; and for permission to analyze their survey responses in relation to their 

performance on course assessments. 

The instructor of the engineering systems analysis course, one of the authors of this paper 

(JV), identified a subset of ten midterm and final examination questions that they perceived as 

tapping into memorization and a separate subset of eight questions that they perceived as tapping 

into transfer. Memorization questions were classified on the basis of being highly similar to 

examples or problems that students had seen previously during the course (e.g., posing the same 

problem but with different values in the equations). Conversely, transfer questions were 

classified on the basis of: (i) being dissimilar to any previously encountered examples or 

problems; (ii) providing an abundance of information, some of which being irrelevant to solving 

the problem; and (iii) open-endedness in that students could adopt of many approaches to arrive 

at the correct answer. Sample questions of each type are shown in Figure 2, and a schematic of 

the overall study design is shown in Figure 3. 

< Figure 2 here > 

< Figure 3 here > 

Results 

Response Rate 

A total of 131 students (48% female) from the systems analysis course completed the 

online survey and consented to having their data included in the study, indicating a 42.5% 

response rate. Of these students, 45 (44% female) also completed the survey for the concurrent 

material science course. 

Exclusions 

Seven of the students in the systems analysis course were dropped from analysis because 

they did not complete one of the course assessments, leaving 124 students in the final analysis. 

Data Quality 
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For the systems analysis course, internal consistency was low for memorization 

performance (α = .54) but good for transfer performance (α = .70). This discrepancy is likely 

explained by restriction of range, as the standard deviation of the memorization measure (SD = 

9.6) was much lower than that of the transfer measure (SD = 23.2). We will still report 

correlations between SPQ scores and both memorization and transfer measures for archival 

purposes, but we emphasize that correlations with the memorization measure should be 

interpreted with caution due to its low reliability. 

Correlating SPQ Scores and Test Performance 

Four correlations are shown in Figure 4. As seen in the upper panels, the correlation 

between SPQ deep approach scores and transfer performance was not significant (r = .07, p = 

.46). The same was true of the correlation between SPQ surface approach scores and transfer 

performance (r = -.08, p = .37). As seen in the bottom panels, the correlation between SPQ deep 

approach scores and memorization performance was larger but not significant (r = .15, p = .09). 

Likewise, the correlation between SPQ surface approach scores and memorization performance 

was larger but not significant (r = -.17, p = .06). Although this latter correlation approached 

significance, note how it is in the opposite direction of what would be predicted; a high surface 

approach score ought to be positively correlated with performance on memorization questions. In 

sum, these data do not support the SPQ’s predictive validity. 

< Figure 4 here > 

Reliability Analyses 

Because 45 students completed the SPQ for both courses, we also performed reliability 

analyses to infer how well SPQ scores obtained from students would be expected to generalize to 

other courses. An intraclass correlation was calculated on the SPQ deep approach scores from 

both courses as follows: the numerator consisted of variance accounted for by student; and the 

denominator consisted of variance accounted for by student, variance accounted for by course, 

and error variance. This analysis yielded an intraclass correlation of .64, suggesting moderate 

generalization of deep approach scores across courses. An identical analysis was then conducted 

on the surface approach scores. This analysis yielded an intraclass correlation of .45, suggesting 

moderate generalization of SPQ surface approach scores across courses, albeit less than for deep 

approach scores. 
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Discussion 

SPQ scores obtained in a context-specific manner did not predict performance on 

assessments that the instructor viewed as tapping into transfer. As for our question of context 

specificity, the reliability analyses indicated that SPQ scores from students should generalize to a 

reasonable degree across courses, particularly the deep approach scores. 

A strength of this study is its ecological validity because the data were collected in an 

authentic educational setting with minimal changes to the way students were taught or tested. 

SPQ scores were also obtained in relation to a specific course, ruling out the interpretation that 

we found no correlations simply because the tool was not used in a context-specific manner. 

 A potential weakness was the method for classifying test questions. Although the 

instructor (JV) felt it was relatively intuitive to classify examination questions as tapping either 

memorization or transfer, their subjective perceptions of transfer may not align with the notion of 

generalizable knowledge as discussed by researchers. This interpretation seems unlikely, 

however, because the instructor has taught the course content for over ten years, is actively 

engaged in research on problem solving, and also because the format of the systems analysis 

course (i.e., focusing on integration and application of broad principles and equations) naturally 

lends itself to the transfer of knowledge. 

General Discussion 

Our two goals here were to assess the predictive validity of the SPQ using transfer-

oriented outcome measures, and to examine the context specificity of SPQ scores. We did not 

find significant correlations between SPQ approach scores and transfer performance in a 

laboratory setting when student learning approaches were measured in a trait-like manner. We 

also did not find significant correlations in an authentic classroom setting when student learning 

approaches were measured in relation to a specific course they were taking. Thus, the SPQ did 

not predict transfer of knowledge in either a context-general or context-specific implementation. 

We interpret these results by suggesting that the SPQ may not measure what it is intended 

to measure. Specifically, SPQ scores are based solely on the self-reports of students, and so may 

reflect a student’s perceptions of their approaches rather than the approaches they actually adopt 

in practice (also see Veenman et al., 2003). This interpretation also seems plausible given that 

most studies examine correlations between SPQ scores and aggregate performance measures, 
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with little discussion about the specific mental processes that characterize deep learning or their 

associated outcomes. In short, the SPQ sporadically predicts aggregate learning outcomes, but it 

may be doing so without capturing the so-called deep learning behaviours it is meant to index. 

With respect to our secondary question about context specificity, the reliability analysis 

in Study 2 showed that SPQ deep approach scores ought to generalize a fair amount across 

different courses. This result seems somewhat surprising given that many authors argue that SPQ 

scores are highly specific to the learning context in which they were obtained (e.g., Biggs, 1993; 

Baeten et al. 2010; Struyven et al. 2006; Wilson & Fowler, 2005). Thus, these findings support 

the more nuanced view that SPQ scores partially reflect context-general behaviours that persist 

across courses and context-specific behaviours that hinge upon the particular course under 

investigation. Perhaps the real conclusion, then, is that the SPQ is more context-general than it is 

often perceived to be, especially in light of observed correlations between SPQ scores and other 

stable individual differences in personality (Duff et al., 2004; Chamorro-Premuzic & Furnham, 

2009; Chamorro-Premuzic et al., 2007; Zhang, 2003) and information processing 

(Bouckenooghe et al., 2016). Regardless, discussions about the context specificity of the SPQ are 

arguably rendered moot if it does not predict learning outcomes, as was the case in the two 

studies described here. 

It is worth noting that another context-general tool has shown greater promise as a way to 

predict transfer via stable individual differences (DeLosh et al., 1997). In essence, the tool is a 

simple function-learning task in which participants first receive several training examples (i.e., x 

values and y values from a bi-linear “V” function) and then try to predict the y values that 

correspond to new x values. Studies adopting this function-learning task have found clear 

dissociations in that some participants (labelled “abstraction learners”) reliably provide y values 

matching the bi-linear function whereas others (labelled “exemplar learners”) do not, suggesting 

difference in how participants processed the training examples (Frey et al., 2017; McDaniel et 

al., 2014; McDaniel et al., 2018). The two learner profiles also predicted performance on two 

other basic categorization tasks (McDaniel et al., 2014, Experiments 1c, 2) and student 

performance on application questions, but not memorization questions, within real university 

chemistry courses (McDaniel et al., 2018). Such findings support the stability and 

generalizability of this observed individual difference in authentic educational settings.  
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Also note how this function-learning task focuses on performance rather than 

introspection. Self-report inventories like the SPQ rely on student perceptions of their motivation 

and learning strategies, thus raising concerns about inaccurate introspection (e.g., Dunlosky & 

Rawson, 2012; Nisbett & Wilson, 1977). An informal glance at the SPQ’s items also reveals that 

most pertain to general motivation as opposed to specific forms of information processing (e.g., 

“I find that I have to do enough work on a topic so that I can form my own conclusions before I 

am satisfied”; “I only study seriously what’s given out in class or in course outlines”). In 

contrast, the function-learning task lends itself to discussion of particular forms of information 

processing that promote subsequent transfer (e.g., whether learners are focusing on each training 

example in isolation or commonalities between examples). Proponents of the SPQ therefore 

seem to take a generalist stance—i.e., students who have more motivation will generally learn 

more—whereas the function-learning task emphasizes the need to understand specific mental 

operations enacted during training. This point is critical because learners seldom adopt transfer-

conducive strategies without explicit instructions (e.g., Gentner et al., 2003; Gick & Holyoak, 

1983; for review, see Alfieri et al., 2013). Therefore, using motivation to predict transfer 

outcomes might be painting the problem with too broad a brush, overlooking the connection 

between specific mental processes and their outcomes. 

Conclusion 

We end on a cautionary note. Given the vast uptake of the SPQ in educational circles, it 

is vital to test its predictive validity using more precisely defined outcome measures. The present 

study did this by examining the association between SPQ approach scores and outcome measures 

that were meant to selectively tap transfer of knowledge. Nonetheless, the null findings we report 

here further challenge the construct of deep learning as measured by the SPQ. We encourage 

future work to move in a similar direction by avoiding overly broad definitions of deep learning, 

instead focusing on specific mental processes and how they are linked to specific learning 

outcomes. Until more empirical evidence is provided, however, we argue that the current 

evidence is insufficient to warrant use of the SPQ for its intended purpose. 
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Figure 1. Correlations between SPQ approach scores (Deep, Surface) and transfer performance 

in Study 1 (N = 211). 
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        Transfer Question 
 

You arrive home after a long day of studying 

and decide to bake a cheese pizza. You preheat 

the oven for 10 minutes to a temperature of 220 

°C and cook the pizza for 25 minutes. 

Immediately after removing the pizza from the 

oven, the pizza is at a temperature of 85 °C. The 

pizza has a diameter of 34 cm. The cheese is 

approximately 2 cm thick and the crust is 3 cm 

thick. (Assume the cheese continues to the edge 

of the crust). 

 

Cheese has a specific heat capacity of 2.8 kJ/kg 

°C and a density of 1050 kg/m3. The total 

resistance of the crust is estimated to be 6 °C/W 

and the convective coefficient of the air above 

the pizza is 100 W/m2K. Assume an ambient 

temperature of 20 °C and that the capacitance of 

the crust is negligible. 

 

You want to know how long you must wait to 

consume your pizza. Use any method you wish 

to find the differential equation that you need to 

solve this problem. You must show your work 

for full points, including the calculation of any 

relevant R and C parameters.

                Memorization Question 
 

A particular system has input x, output y and 

differential equation 2ẏ(t)+ 4y(t) = 3x(t) 
 

If the system has input x(t) = 7u(t) and initial 

condition y(0−) = −6, write the equation for the 

complete response. Indicate the free and the 

forced portions of your solution. 

 

 

 

Figure 2. Sample transfer and memorization questions from the engineering systems analysis 

course in Study 2. Note that the transfer problem on the left was dissimilar to any examples or 

problems encountered previously in the course, contained information irrelevant to the solution, 

and could be solved several different ways based on a broad set of principles and equations that 

students had learned. In contrast, the memorization question on the right was the same as a 

previous problem encountered during the course but with different values in the equations.  
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Figure 3. A schematic of the design used for the engineering systems analysis course in Study 2.
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Figure 4. Correlations between SPQ approach scores (Deep, Surface) and test question 

performance (Transfer, Memorization) in Study 2 (N = 124). 
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Appendix A 

 
  Near Transfer Far Transfer 

Experiment N Surface Deep Surface Deep 

1 57 + .25, p = .07 – .13, p = .33 + .05, p = .69 – .02, p = .91 

2 59 – .12, p = .37 + .02, p = .87 + .08, p = .53 + .02, p = .87 

3 38 – .08, p = .63 – .09, p = .59 + .20, p = .23 – .16, p = .34 

4 57 – .15, p = .27 + .17, p = .20 – .06, p = .67 + .15, p = .26 

 

Table 1. Pearson r values and corresponding p values for the four experiments that constituted 

the full data set of Study 1. None of these correlations were statistically significant. 

 

 
Experiment IV1: Additional 

Instructions 

IV2: Training Problem 
Contexts 

IV3: Training Problem 
Presentation 

1 None 1 Context vs. 3 Contexts Sequential 

2 None 1 Context vs. 3 Contexts Adjacent 

3 Generalize 1 Context vs. 3 Contexts Adjacent 

4 Associate 1 Context vs. 3 Contexts Adjacent 

 

 

Table 2. A summary of the three between-participant independent variables manipulated across 

the four experiments outlined above in Table 1. These experiments differed in three independent 

variables: (1) additional instructions during training; (2) specific contexts of training problems; 

and (3) training problem presentation. These manipulations are described in more detail below. 

 

 

IV1: Instructions 

 
Just before studying the training passage for each principle, a set of instructions might be shown: 

 

Generalize: 

It is VERY IMPORTANT to keep in mind that basic medical principles, like those you are studying here, 

are often applicable in several different organ systems and a wide variety of other contexts throughout 

the human body. 

              

So even though all the examples you will see in this experiment are associated with a specific organ 

system or context, try your best NOT to be distracted by these specific contexts, and to think about the 

underlying principles as general principles that are widely applicable throughout the human body. 

 

Associate:  

It is VERY IMPORTANT to keep in mind that basic medical principles, like those you are studying here, 

often apply only in one (or a very few) particular organ system or context in the human body. 
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The examples you will see in this experiment are each embedded in a specific organ system or context, so 

try your best to CLOSELY ASSOCIATE the underlying principles with the specific context(s) they are 

presented in. 

 

 

IV2: Context Variation at Training 

 

Training problems for Laplace’s and Goethe’s Law were either in one or three organ system contexts: 

 

One Context: 

Laplace = 3 gastrointestinal 

Goethe = 3 respiratory 

 

Three Contexts: 

Laplace = 1 gastrointestinal, 1 cardiovascular, 1 lymphatic 

Goethe = 1 respiratory, 1 cardiovascular, 1 nervous 

 

IV3: Training Problem Presentation 

 

Training problems were presented either adjacent to one another on the monitor or sequentially with a 

brief distractor task in between: 

 

Adjacent:  

For a given principle, any preceding training problems and their corrective feedback remained on the 

monitor while participants solved subsequent training problems. 

 

Sequential: 

For a given principle, participants completed a brief filler task (i.e., given a random category label and 

typed as many category members as possible in 45 seconds) after studying the training passage and in 

between training problems. Prior training problems and their corrective feedback were not present on the 

monitor while solving subsequent training problems. 
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Chapter 4: Do deep learning approaches predict transfer of knowledge? Operationally 

defining transfer outcomes in practice via student perceptions 

 

The null correlation reported in Chapter 3 (Study 2) was obtained when we operationally 

defined transfer based on the perceptions of the instructor. Examining the robustness of these 

findings, we next sought to assess the predictive validity of the SPQ by operationally defining 

our performances measures based on the perceptions of students. To that end we administered 

the SPQ to students in two university courses: a lower-year health science course focusing on 

introductory epidemiology concepts, and an upper-year psychology course focusing on the 

diagnosis of mental illness in adolescents. After the final examinations of these courses, we 

invited a subset of students to rate each exam question on three constructs often associated with 

transfer: application of knowledge, contextual novelty, and the integration of multiple ideas or 

concepts. Performing a median split on these ratings, we then selectively examined performance 

on questions that students rated highly for each construct. In short, this study examined the 

predictive validity of the SPQ by operationally defining transfer through the lens of students. 
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Abstract 

Students are often encouraged to focus on ‘deep learning’ by extracting general principles rather 

than memorizing details. As a testament to how entrenched this idea has become, inventories like 

the Study Process Questionnaire (SPQ) are now routinely used to quantify how much university 

students adopt so-called deep learning approaches during their courses. However, the SPQ’s 

validity has been challenged due to vague descriptions of the outcome measures that serve as 

evidence of deep learning. Here we argue that such outcome measures should focus on the 

transfer of learning. To that end, we had university students complete the SPQ during one of 

their courses, write their final exam, then rate how much they perceived each final exam question 

to align with three constructs related to transfer: application of knowledge, contextual novelty, 

and integration of concepts. We then selectively examined performance on exam questions for 

which students reliably gave higher ratings—ostensibly reflecting more precise measures of 

transfer. Across two studies we found that SPQ deep approach scores did not predict or else very 

weakly predicted these transfer-oriented outcomes. These data further challenge the predictive 

validity of the SPQ, suggesting that educators and researchers should be cautious about using 

this tool to characterize student learning. 

 

Keywords: Deep Learning; Approaches to Learning; Study Process Questionnaire; Transfer of 

Learning; Student Perceptions  
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Introduction 

[Understanding is] the interconnection of lots of disparate things . . . the way it all hangs 

together, the feeling that you understand how the whole thing is connected up . . . as 

though one’s mind has finally ‘locked in’ to the pattern. 

—Entwhistle & Entwhistle (1992, p. 9) 

Deep Learning 

The idea of deep learning pervades discussions about higher education. Though it is hard 

to pinpoint a universally accepted definition, deep learning is usually described in terms of 

understanding or meaningful learning (e.g., Biggs, 1987a; Kember et al., 1997; Laird et al., 

2008), higher-order learning (e.g., Agarwal, 2019; Bloom, 1956; Krathwohl, 2002), critical 

thinking (e.g., Kek & Huijser, 2011; Laird et al., 2014; Phan, 2011), or the application of general 

principles to new situations (e.g., Chernobilsky et al., 2004; Halpern & Hakel, 2003). Note how 

all these descriptions imply that deep learning reflects the generalization of abstract principles 

rather than mere memorization of details. As a testament to how entrenched this deep learning 

terminology has become, many researchers now claim that deep learning can be quantified in 

practice by asking students to report their study approaches via self-report inventories (for 

review, see Baeten et al., 2010), ultimately in hopes of evaluating the efficacy educational 

interventions (for review, see Kember et al., 1997). 

The SPQ 

The Study Process Questionnaire (SPQ) is perhaps the most popular inventory used to 

quantify deep learning (Biggs, 1987b; Biggs et al., 2001). Built upon theory from the student 

approaches to learning framework (e.g., Biggs, 1987a; Entwistle et al, 1979; Marton & Säljö, 

1976), the SPQ prompts a student with Likert items about their study attitudes or habits within a 

particular course, in turn producing a ‘deep approach’ score that is said to quantify the student’s 

tendency to adopt deep learning throughout said course. Definitions of deep learning vary by 

author, but apt examples include processing content “at a high level of generality, such as main 

ideas, themes, and principles rather than as conceptually unsupported specifics” (Biggs, 1993, p. 

7) or “understanding core concepts [to see] relationships among them or figuring out how to 

apply information in new ways” (Laird et al., 2014, p. 405). Put simply, the main thrust of the 

SPQ is that its deep approach measure reflects a student’s tendency to extract general principles 
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within a course, and so this measure ought to predict performance on tasks that require this so-

called ‘deep’ form of learning. 

Despite the SPQ’s widespread use, however, there is arguably little evidence of its 

predictive validity. Findings are mixed, with some studies showing positive correlations between 

SPQ deep approach scores and academic achievement (e.g., McManus et al., 1998; Snelgrove & 

Slater, 2003; Zeegers, 2001) and many others showing no correlations (e.g., Gijbels et al., 2005; 

Groves, 2005; Wilding & Andrews, 2006). Shedding light on this issue, a large meta-analysis by 

Richardson et al. (2012) found that deep approach scores correlated only very weakly with 

overall academic achievement in university students (r+ = .14, p = .03), accounting for less than 

3% of variance. But these mixed findings and the weak correlation found in the meta-analysis 

might be an artefact of SPQ studies largely relying on aggregate outcome measures (e.g., final 

exam performance, cumulative GPA) that are highly heterogenous, and hence may not precisely 

reflect whether students extracted general principles per se (Watkins, 2001, as cited in Choy et 

al., 2012). There is also much ambiguity in what specific learning outcomes serve as evidence of 

deep learning (Dinsmore & Alexander, 2012; Howie & Bagnall, 2013). Therefore, the real 

question is whether the SPQ’s deep approach scores positively correlate with outcome measures 

that more precisely index how well students extracted general principles from the course content. 

Transfer-Oriented Outcomes 

We argue that the SPQ’s validity depends on how well it predicts transfer of learning—

i.e., the process by which learners solve novel problems by generalizing from their past learning 

experiences (for review, see Day & Goldstone, 2012). Deep learning and transfer share many 

obvious similarities: both are considered desirable yet difficult (e.g., Gick & Holyoak, 1983; 

Norman, 2009; Sandberg & Barnard, 1997); both entail learning of general principles and 

subsequent application to new problems (e.g., Chernobilsky et al., 2004; Gentner & Smith, 2012; 

Needham & Begg, 1991); both entail the learner understanding how these general principles 

extend to novel contexts (e.g., Barnett & Ceci, 2002; Biggs, 1999; Catrambone & Holyoak, 

1989); and both entail the integration of multiple related ideas or concepts (e.g., Agarwal, 2019; 

Biggs, 1999; Butler, 2010). We emphasize that this comparison is not new; indeed, many others 

have noted the strong conceptual link between deep learning and transfer or learning (e.g., Hattie 

& Donoghue, 2016; Laird et al., 2008). It therefore seems surprising that more work has not tried 

to validate the SPQ using outcome measures that more explicitly tap transfer. 
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Present Studies 

To that end, here we tested the SPQ’s validity by operationally defining our outcome 

measures based on student perceptions of constructs commonly associated with transfer. The 

SPQ relies on the assumption that students hold intuitive notions regarding varied approaches to 

learning in relation to deep learning. Therefore, it was necessary to test that assumption by 

asking students to estimate how much of their exam questions required ‘application’ of course 

content. We additionally assumed that students could estimate how ‘novel’ each exam question 

felt relative to prior course content or assessments, given that they are directly engaged with the 

course content. (e.g., through global feelings of familiarity; Whittlesea et al., 1990; Yonelinas, 

2001), and how much each exam question forced them to ‘integrate’ multiple ideas or concepts 

(e.g., through perceived effort or difficulty; DeLeeuw & Mayer, 2008; Paas et al., 2003). We 

reasoned that performance on these refined subsets of exam questions might serve as more 

precise measures of transfer with which to assess the SPQ’s validity. 

We were guided by one simple prediction: If the SPQ captures a student’s likelihood of 

extracting general principles, then its deep approach scores ought to correlate positively with 

student final exam performance—particularly for subsets of exam questions that students 

perceived to more closely align with the constructs of application, novelty, or integration. 

Study 1 

Method 

Participants 

We selected a course with 366 students from a second-year university course that focused 

on introductory concepts in epidemiology. Subtopics included study designs, standard measures 

of health, indices of association, and specialized research topics relevant to the health sciences 

(e.g., evidence-based medicine, systematic reviews, control of infectious diseases). The study 

was approved by the [Blinded for Review] Research Ethics Board (Protocol #0591). 

Two hundred and seventy-eight students (72% female) consented to participate by 

completing the survey; a 76% response rate. All these students completed the SPQ during the 

course and gave us permission to access their final exam grades. Most students (78%) were in 

the second year of their program, some (21%) in their third year, and the remainder (1%) in their 



Ph.D. Thesis – A. LoGiudice; McMaster University – Psychology, Neuroscience & Behaviour 

77 

first year. As noted in the paragraph above, twelve of these students volunteered to return after 

the final exam to rate the exam questions. 

Materials 

Study Process Questionnaire. We adopted the most popular variant of the SPQ, the R-

SPQ-2F (Biggs et al., 2001). This questionnaire consists of 20 Likert items, 10 corresponding to 

the deep approach construct, and 10 to the surface approach construct (this latter construct relates 

to rote memorization and other superficial study strategies). Note that we were only interested in 

the deep approach construct here because it more closely represents the goal of educators. Each 

of the 10 items corresponding to the deep approach construct requires a response from 1–5 so 

that each student receives a deep approach score from 0–50, with higher scores meant to reflect 

deeper learning approaches. 

Items for Rating Exam Questions. Based on the three target constructs, we created 

three Likert items, each prompting students to rate how strongly one of the three constructs 

aligned with each of the exam questions (Appendix A). The first item adopted typical deep 

learning terminology, asking students to rate how much each question required them to apply 

course content “at a high level of generality, such as main ideas, themes, and principles” (Biggs, 

1993, p. 7); the second item asked students to rate how novel each question felt relative to prior 

course content; and the third item asked students to rate how much they thought each question 

required multiple ideas to be integrated. Each item required a response from 1–4 such that higher 

ratings reflect greater alignment with the targeted construct. 

Procedure 

A month before the course’s final exam, we announced to students that they could 

complete an online survey about their study approaches to earn a small bonus grade. Students 

were permitted to complete the survey anytime between the announcement and the final exam. 

The survey asked them to report their sex, what year of studies they were in, approximately how 

many class sessions they attended, and to respond to all 20 items from the R-SPQ-2F with 

respect to their study approaches for the course. The survey also asked them whether they 

consented to letting us access their final exam grades. 

After these students wrote the final exam—a total of 81 multiple choice questions—we 

invited a randomly selected subset of 12 students to share their perceptions of the exam 
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questions. Seven returned one day after the exam and five returned twelve days after the exam. 

These students first completed the SPQ again; this allowed us to examine its test–retest reliability 

with a mean interval of 35.0 days (SD = 11.9) between tests. They then received a survey that 

asked them to rate each question on the final exam using the three Likert items (Appendix A) 

measuring application, novelty, and integration. These student ratings of exam questions allowed 

us to examine how much students agreed in their perceptions of the three target constructs. Most 

critically, these ratings also allowed us to selectively examine student performance on subsets of 

exam questions that students rated highly for each construct. A schematic of the study design is 

shown in Figure 1. 

< Figure 1 here > 

Results 

We organized our results into three sections: data quality, predicted relations, and 

exploratory relations. Correlations are reported as Pearson’s r and contrasts between means are 

reported as t-tests, with both using two-tailed tests and a significance criterion of α = .05.  

Data Quality 

Reliability of SPQ Deep Approach Scores. Test–retest reliability for the SPQ’s deep 

approach scores was calculated using a two-way random effects model. Reliability was good 

(ICC = .85), indicating that these scores could distinguish between students based on their self-

reported approaches to learning. Because the SPQ data achieved this level of reliability, they 

were deemed suitable for detecting the predicted positive correlation with exam performance.  

Reliability of Aggregate Exam Scores. Internal consistency of the final examination 

was calculated using a two-way mixed effects model. Reliability was good (ICC = .83), 

indicating that this aggregate outcome measure was a reliable estimate of students’ learning of 

the course content. Based on this acceptable level of reliability, the exam scores were deemed 

suitable for detecting the predicted positive correlation with deep approach scores. 

Reliability of Application, Novelty, and Integration Ratings. Inter-rater reliability of 

student ratings of application, novelty, and integration was calculated using a two-way random 

effects model based on mean ratings of the 12 randomly selected students (k = 12). Reliability 

was good for ratings of the application construct (ICC = .84), moderate for ratings of the novelty 

construct (ICC =.64), and good for ratings of the integration construct (ICC =.84). Thus, ratings 
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were relatively consistent between students and effectively discriminated between exam 

questions, justifying use of the three constructs to classify exam questions for further analysis. 

Reliability of Transfer-Oriented Exam Scores. We then used these student ratings of 

exam questions to create outcome measures that more precisely reflect transfer, at least as 

perceived by students. Three median splits were performed on all the exam questions, once for 

each of the three ratings items, with replacement. Exam questions with a mean rating equal to the 

median rating were excluded. Ratings derived from the first item yielded 40 exam questions that 

we labelled ‘high application’ and 35 that we labelled ‘low application’; ratings from the second 

item yielded 35 exam questions that we labelled ‘high novelty’ and 40 that we labelled ‘low 

novelty’; and ratings from the third item yielded 36 exam questions that we labelled ‘high 

integration’ and 38 that we labelled ‘low integration’. We were primarily interested in whether 

SPQ deep approach scores could specifically predict performance on these highly rated subsets 

of questions because students reliably associated them with the three target constructs, and so the 

remaining questions that were rated lowly were not included in further analysis. 

To ensure that these highly rated subsets of questions served as reliable outcome 

measures, we next calculated internal consistency using a two-way mixed effects model. Inter-

item reliability was good for exam questions rated highly on application (k = 40, ICC = .78), 

good for exam questions rated highly on novelty (k = 35, ICC = .75), and moderate for exam 

questions rated highly on integration (k = 36, ICC = .70). All three outcome measures were thus 

suitable for detecting the predicted positive correlations with SPQ deep approach scores. 

Predicted Relations 

Predictive Validity for Aggregate Exam Scores. Consistent with prior work, we 

computed correlations between SPQ deep approach scores and aggregate exam scores. The 

correlation was nearly zero (r = -.02, p = .741). This brings us to our more precise research 

question: Do SPQ deep approach scores more specifically predict performance for the subsets of 

exam questions that students perceived as reflecting the constructs of application, novelty, or 

integration? 

Predictive Validity for Transfer-Oriented Exam Scores. Figure 2 shows correlations 

between SPQ deep approach scores and the three transfer-oriented outcome measures. There was 

no significant correlation for exam questions rated highly on application (r = -.03, p = .618), 
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novelty (r = -.01, p = .910), or integration (r = .03, p = .571). Thus, despite our efforts to create 

outcome measures that more precisely reflect transfer, we found no evidence for the SPQ’s 

predictive validity. 

< Figure 2 here > 

Exploratory Relations 

Correlations Between Student Ratings. We next explored how much student ratings of 

the three target constructs (application, novelty, integration) overlapped. Figure 3 shows 

correlations between ratings of each construct. Perceptions of application and novelty were 

weakly positively correlated (r = .26, p = .017), perceptions of application and integration were 

strongly positively correlated (r = .76, p < .001), and perceptions of integration and novelty were 

moderately positively correlated (r = .55, p < .001). Thus, student perceptions of application and 

integration were closely linked, whereas perceptions of both these constructs were relatively 

distinct from perceptions of novelty. 

< Figure 3 here > 

Exam Performance as a Function of Student Ratings. Lastly, we explored whether 

performance on exam questions varied as a function of classification into the ‘high’ or ‘low’ 

category for each target construct. We did this by performing three paired-sample t-tests on exam 

performance, with ‘high’ and ‘low’ labels for each construct derived from the three median 

splits. Figure 4 reveals a consistent trend: higher ratings of application (p < .001, d = .46), 

novelty (p < .001, d = .99), and integration (p < .001, d = 1.6) were all associated with poorer 

exam performance. At face value, this pattern of results is consistent with the idea that transfer is 

difficult, reinforcing the view that these student ratings reflected meaningful constructs 

associated with transfer. 

< Figure 4 here > 

Discussion 

The SPQ’s deep approach scores did not predict student performance on exam questions 

that students collectively perceived to resemble transfer. Despite the relatively high reliability 

observed for SPQ deep approach scores, for student ratings of the three constructs, and for our 

transfer-oriented outcome measures, there was no evidence of predictive validity.  
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One possibility is that either the course content or the exam questions did not effectively 

capture what researchers view as transfer. After all, this was an introductory course, and so it 

may have focused on memorization of new and unfamiliar terms rather than a richer 

understanding of general principles. The final exam was also comprised exclusively of multiple-

choice questions, which some argue tend to tap into rote memorization or familiarity with key 

terms rather than an understanding of general principles (e.g., Ferland et al., 1987; Frederiksen, 

1984; Stanger-Hall, 2012; cf. Little et al., 2012). Therefore, before drawing conclusions, we 

wished to examine the generalizability of our findings by conducting the same study again, but 

this time using an upper-year course with a final exam comprised mainly of written long-answer 

questions.  

Study 2 

Method 

Participants 

We selected a third-year university course of 194 students that focused on mental health 

in young children and adolescents. Subtopics included symptomology, diagnostic criteria, and 

treatment of mental health disorders. One hundred and forty students (86% female) consented to 

participate in the study; a 73% response rate. All these students completed the SPQ during the 

course and gave us permission to access their final exam grades. Most (54%) were in the third 

year of their program, some (35%) in their fourth year, and the remainder (11%) in their fifth 

year or higher. Seven students returned one day after the final exam and five students returned 

twelve days after the final exam with a mean interval of 51.3 days (SD = 14.1) between 

administrations of the SPQ. The study was approved by the [Blinded for Review] Research 

Ethics Board (Protocol #0591). 

Procedure 

In contrast to Study 1, the 52-question final exam for this course mainly consisted of 

long-answer type questions for which students had to provide written responses with multiple 

steps (e.g., analyzing novel patient cases with the explicit instructor-stated goal of integrating 

multiple course concepts). After the final exam, 12 students returned to rate the exam questions 

in the same manner as Study 1. 
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Results 

Data Quality 

Reliability of SPQ Deep Approach Scores. Test–retest reliability for the SPQ’s deep 

approach scores was calculated using a two-way random effects model. Reliability was good 

(ICC = .81), indicating that these scores were suitable for detecting the predicted correlation 

between SPQ scores and exam performance. 

Reliability of Aggregate Exam Scores. Internal consistency of the final examination 

was calculated using a two-way mixed effects model. Reliability was good (ICC = .86), 

indicating that this aggregate outcome measure was suitable for detecting a correlation with SPQ 

scores. 

Reliability of Application, Novelty, and Integration Ratings. Inter-rater reliability of 

student ratings of application, novelty, and integration was calculated using a two-way random 

effects model based on mean ratings of the 12 randomly selected students (k = 12). Inter-rater 

reliability for the mean of 12 ratings was good for the first item related to application of 

knowledge (ICC = .84), moderate for the second item related to novelty (ICC =.69), and good for 

the third item related to integration of multiple concepts (ICC =.87). As in Study 1, ratings 

pertaining to the three constructs were relatively consistent between students and effectively 

discriminated between exam questions, justifying the use of these ratings for further analysis. 

Reliability of Transfer-Oriented Exam Scores. Three median splits were again 

performed on all the exam questions in the same manner as Study 1. Ratings from the first item 

yielded 25 exam questions that we labelled ‘high application’ and 24 that we labelled ‘low 

application’; ratings from the second item yielded 22 exam questions that we labelled ‘high 

novelty’ and 25 that we labelled ‘low novelty’; and ratings from the third item yielded 25 exam 

questions that we labelled ‘high integration’ and 25 that we labelled ‘low integration’. 

 To ensure the three highly rated subsets of questions produced reliable outcome 

measures, we next calculated internal consistency using a two-way mixed effects model. Inter-

item reliability was good for exam questions rated highly on application (k = 25, ICC = .77), 

good for exam questions rated highly on novelty (k = 22, ICC = .78), and good for exam 

questions rated  highly on integration (k = 25, ICC = .78). All three outcome measures were 
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therefore suitable for detecting the predicted positive correlations with SPQ deep approach 

scores. 

Predicted Relations 

Predictive Validity for Aggregate Exam Scores. Contrary to Study 1, here the 

correlation between SPQ scores and aggregate exam performance was positive albeit small, and 

trending toward statistical significance (r = .17, p = .051). This positive but weak correlation 

raised the interesting possibility that we might detect stronger correlations using our refined 

transfer-oriented outcome measures. 

Predictive Validity for Transfer-Oriented Exam Scores. Correlations between SPQ 

deep approach scores and each of the three outcome measures are depicted in Figure 5. There 

were weak but marginally significant positive correlation between SPQ deep approach scores 

and performance on exam questions rated highly on application (r = .16, p = .054). There were 

also weak and statistically significant correlations with SPQ deep approach scores for 

performance on exam questions rated highly on novelty (r = .17, p = .046) and integration (r = 

18, p = .032). We therefore found some weak evidence to suggest that the SPQ was able to 

predict transfer-oriented learning outcomes, though the correlations were very small. 

< Figure 5 here > 

Exploratory Relations 

Correlations Between Student Ratings. As shown in Figure 6, ratings of application 

were modestly correlated with ratings of novelty (r = .43, p = .001), ratings of application were 

highly correlated with ratings of integration (r = .87, p < .001 ), and there was also a modest 

correlation between integration and novelty (r = .49, p < .001). Once again, student perceptions 

of application and integration were closely linked, whereas perceptions of both these constructs 

were relatively distinct from perceptions of novelty. 

< Figure 6 here > 

Exam Performance as a Function of Students Ratings. Lastly, we explored whether 

performance on exam questions varied as a function of classification into the ‘high’ or ‘low’ 

category for each target construct. We did this by performing three paired-sample t-tests on exam 

performance, with ‘high’ and ‘low’ labels for each construct derived from the three median 

splits. Figure 7 reveals the same trend observed in Study 1: higher ratings of application (p < 
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.001, d = 1.6), novelty (p < .001, d = 1.6), and integration (p < .001, d = .76) were all associated 

with poorer exam performance. 

< Figure 7 here > 

General Discussion 

A similar pattern of results was found across two different courses: (a) SPQ deep 

approach scores were reliable; (b) student ratings of exam questions in terms the three transfer-

oriented constructs were reliable; (c) using these student ratings to select subsets of exam 

questions produced three reliable outcome measures that were perceived to resemble transfer; 

and (d) SPQ deep approach scores did not predict, or else marginally predicted, these transfer-

oriented outcome measures. The strongest evidence for the predictive validity of the SPQ came 

from weak but significant correlations in Study 2, yet even here its deep approach scores only 

accounted for approximately 3% of variance in our transfer-oriented outcome measures.  

A novel contribution of these studies was the method of refining outcome measures based 

on student perceptions of three transfer-oriented constructs. Using 12 students per course, we 

obtained reliable estimates of how much students perceived each exam question to resemble each 

of the three constructs. Because these findings were also replicated across two different courses, 

we propose that future studies might benefit from adopting a similar student-centered approach 

for operationally defined measures of transfer in authentic educational settings. 

Our exploratory analyses also revealed some serendipitous findings that might elucidate 

relations between the three transfer-oriented constructs. First, despite the somewhat vague 

terminology used to describe deep learning, students generally agreed in their perceptions of 

which exam questions required them to apply knowledge at a high level of generality, thus 

providing empirical support for the construct of deep learning. However, while deep learning can 

be associated with specific question characteristics, the link to actual study strategies, which is an 

implicit assumption of the SPQ, seems more tenuous. Second, it was interesting that perceptions 

of application closely aligned with perceptions of integration. This result suggests that deep 

learning (as typically described by researchers) might closely align with the number of ideas or 

concepts that must be integrated. Third, perceptions of novelty were reliable, but relatively 

distinct from perceptions of both application and integration. This result suggests novelty 

represents a separate but meaningful construct related to transfer. These three findings speak to 
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the multifaceted nature of the deep learning and transfer constructs. And in that vein, we suspect 

future studies might benefit from adopting multiple outcome measures that reflect each of the 

three constructs investigated here, perhaps elucidating how the constructs are interrelated. 

Limitations 

A limitation of this work is that many inventories exist to quantify deep learning, and yet 

here we only used the R-SPQ-2F. This leaves open the possibility that other similar learning 

inventories might be more effective at predicting similar transfer-oriented outcomes. 

Nonetheless, the R-SPQ-2F is arguably the most popular of these inventories, and so the present 

data speak to at least a large body of research in higher education investigating deep learning. 

Another limitation is that we relied solely on student perceptions to create our refined 

transfer-oriented outcome measures. This concern might be allayed by considering that student 

ratings of the three constructs were reliable, suggesting these ratings represented meaningful 

constructs. Our exploratory analyses also revealed that performance was substantially worse for 

exam questions that students rated highly for each construct, consistent with what one might 

expect if these subsets of exam questions did effectively tap into transfer. 

Conclusion 

We suspect that the popularity of the SPQ stems from its intuitive appeal and ease of use. 

However, such tools to quantify deep learning are only productive insofar as the specific student 

learning outcomes that evince deep learning are well-defined (see Howie & Bagnall, 2013, for a 

similar argument). Here we made a small step in this direction by harnessing student perceptions 

of transfer, creating outcome measures to more precisely measure whether students extracted 

general principles from the course content. And yet, even with these refined transfer-oriented 

outcome measures, we failed to find substantial evidence for the SPQ’s predictive validity. We 

conclude that deep learning is a fascinating construct, but that the available data—including the 

data reported here—do not convincingly show that the SPQ captures a student’s tendency to 

extract generalizable principles. Unless more compelling evidence is produced in future studies, 

we caution researchers against using this tool to characterize student learning.
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Figure 1. A schematic of the core design adopted in Study 1 and Study 2.
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Figure 2. Correlations between SPQ deep approach scores and performance on exam questions 

that students rated highly in terms of application, novelty, and integration in Study 1 (N = 278).
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Figure 3. Pairwise correlations between mean student ratings of each construct (application, 

novelty, integration) for all 81 final exam questions in Study 1. 
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Figure 4. Performance on exam questions as a function of their classification as ‘high’ or ‘low’ 

for the three transfer-oriented constructs in Study 1. Error bars denote ± SEM. 
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Figure 5. Correlations between the SPQ deep approach scores of students and for performance 

for subsets of final exam questions that they rated highly in terms of the three transfer-oriented 

constructs (application, novelty, integration) in Study 2 (N = 140). 
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Figure 6. Pairwise correlations between student ratings of each construct (application, novelty, 

integration) for all 52 final exam questions in Study 2. 
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Figure 7. Performance on exam questions as a function of their classification as ‘high’ or ‘low’ 

for the three transfer-oriented constructs in Study 2. Error bars denote ± SEM. 
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Appendix A 

 

Each letter below (A, B, C) corresponds to a column in the provided excel document. Enter a 

number from 1–4 in every cell. 

 

Please use the full range of each scale;                                                                                                

and don’t hesitate to use the far ends (1 and 4) as you deem appropriate! 

 

 

A) How much did this question require you to apply course content at a high level of generality 

using main ideas, themes, or principles? 

 

   no                                                                                                              a lot of 

application              1                     2                     3                    4               application 

 

 

B) How similar or novel did this specific question seem to other specific examples, practice 

questions, or test questions that you saw previously during the course? 

 

similar                  1                     2                     3                    4                   novel 

 

 

C) How much did this question require you to integrate multiple ideas or concepts that you 

learned throughout the course? 

 

  no                                                                                                               a lot of 

integration               1                     2                     3                    4               integration 
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Chapter 5: General Discussion 

The goal of this final chapter is to situate all the findings from this thesis into the broader 

literature. For the experimental approach I elaborate upon the findings from Chapter 2 in relation 

to the retrieval-based learning literature, outlining different mechanisms through which effortful 

retrieval attempts might promote learning and subsequent transfer. This focus on underlying 

mechanisms is critical; studies on retrieval practice have been criticized for lacking a strong 

theoretical framework, so there is an impetus toward exploring moderating variables and 

boundary conditions using learning tasks that go beyond verbatim recall (e.g., Butler et al., 2017; 

van Gog & Sweller, 2015; Rawson, 2015; Woolridge et al., 2014). It is my hope that the findings 

from Chapter 2 will help us better understand these moderating variables and boundary 

conditions. 

Next, for the correlational approach I elaborate on the findings from Chapters 3 and 4 in 

relation to ongoing discussions about the SPQ and other similar learning inventories. Most of 

this section is dedicated to contrasting the SPQ with other information-processing accounts that 

have been developed to explain findings with simpler learning tasks. I also discuss the challenges 

of relying on self-report inventories to gauge student learning approaches. Most critically, I 

argue there is little to be gained using the SPQ or similar self-report inventories unless greater 

emphasis is placed on specific cognitive processes and their consequences. 

The Experimental Approach 

Evidence for Variability-Induced Retrieval 

 The experiments in Chapter 2 began with two explanations for why contextual variability 

can promote learning and subsequent transfer. The variability-induced encoding hypothesis 

suggests that variable contexts during training are beneficial because they encourage participants 

to encode the conserved deep structure across training instances rather than nonessential details. 

On the other hand, the variability-induced retrieval hypothesis suggests that variable contexts 

during training can be beneficial because they induce more effortful retrieval of similar prior 

training events stored in memory. 

Studies of analogical transfer nearly always focus on the variability-induced encoding 

hypothesis, as discussed in Chapter 1. The standard design consists of two groups that differ in 

training: an experimental group that receives multiple examples shown simultaneously with 
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explicit instructions to compare them, and a control group that receives the same examples in 

sequence without any such comparison instructions. The experimental group usually outperforms 

control group on a subsequent transfer test, presumably because comparing examples facilitates 

the discernment of deep structure via structural alignment (for review, see Gentner & Smith, 

2012). But note how this typical design overlooks the variability-induced retrieval hypothesis: 

the control condition may involve training instances that are spaced in time, but they are usually 

presented as to-be-studied examples rather than to-be-solved problems, minimizing the need to 

explicitly retrieve instances that were studied in the past. 

The goal of Chapter 2 was therefore to test the benefit of variability-induced retrieval 

above and beyond any benefit of variability-induced encoding. To our surprise, however, we 

found no evidence for variability-induced encoding in the adjacent condition where one might 

expect participants to spontaneously engage in structural alignment. On the other hand, we did 

find evidence for the variability-induced retrieval hypothesis: contextual variability was 

beneficial when training problems were spaced in time, presumably inducing effortful retrieval 

(akin to a closed-book test), but not when training problems and their solutions remained visible 

to help solve subsequent problems (akin to an open-book test). Together these findings suggest 

that contextual variability can enhance transfer not only via structural alignment of to-be-studied 

examples, but also via increased retrieval demands across successive to-be-solved problems. 

It is important to emphasize that this hypothesis is not entirely new; others have noted 

that contextual variability is one of several ways to impose retrieval demands during training and 

thereby enhance subsequent retention (e.g., Butler et al., 2017; Cuddy & Jacoby, 1982; Glass, 

2009; Jacoby, 1978). Nonetheless, the findings of Chapter 2 are salient in that it supports this 

hypothesis using a more complex transfer task rather than a simpler task involving word stimuli. 

How, then, might the variability-induced retrieval hypothesis inform educational design? 

A strong interpretation of the results in Chapter 2 suggests that, in contrast to presenting 

dissimilar problems side-by-side and having learners compare them, there may be situations 

where it is wiser to present one of the problems during initial learning and the other after a 

significant delay. Yet I am reluctant to fully embrace this conclusion because: (i) the experiments 

in Chapter 2 involved learners solving training problems in an unguided fashion, unlike more 

educationally relevant scenarios where the instructor usually prompts some type of explicit 

comparison; (ii) there is a sizable literature on the benefits of being explicitly prompted to 
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compare problems posed in different contexts (see Alfieri et al., 2013); and (iii) the benefits of 

comparing problems in different contexts likely depends on how context is operationally 

defined11, the nature of the problem, and the type of principle being learned. Perhaps the more 

conservative implication is that practice testing techniques might be augmented by varying the 

contexts in which test problems are presented. For example, when designing multiple test 

questions to enhance understanding of a given principle, instructors could ensure that the 

questions differ in their surface features (e.g., the objects described in the problem, the question 

being asked) such that retrieval of relevant prior examples becomes nontrivial.  

How Exactly Does ‘Effortful Retrieval’ Promote Learning? 

 But what exactly is meant by more ‘effortful’ or ‘difficult’ retrieval attempts being 

beneficial for learning? As discussed in Chapter 1, basic memory experiments reliably show that 

the effort or difficulty of a retrieval attempt correlates positively with subsequent retention (e.g., 

Carpenter, 2009; 2011; Pyc & Rawson, 2009; for meta-analysis, see Rowland, 2014). But these 

terms are merely labels that we use to describe a learner’s performance based on either intuition 

or other proxies like longer response times, lower accuracy, or greater perceived effort. In other 

words, explanations related to effort or difficulty are descriptive rather than process-oriented, and 

so do not lend themselves to testable predictions about underlying mechanisms. A more fruitful 

approach might be to consider hypotheses that explain why effortful retrieval attempts benefit 

learning at a mechanistic level. Two prominent mechanistic explanations for the benefits of 

effortful retrieval are discussed below. 

Elaborative Retrieval 

The elaborative retrieval hypothesis posits that effortful retrieval attempts initiate a 

search process that activates similar information in memory, enriching the memory trace so it 

can be accessed via additional retrieval cues in the future (e.g., Carpenter, 2009; 2011; Carpenter 

& Yeung, 2017; Rawson et al., 2015). To illustrate this point, Carpenter (2011) had participants 

study cue–target pairs (e.g., Donor–Heart), then either engage in retrieval practice via cued recall 

 

11 Note how context can be framed in practically infinite different ways: the specific objects described in a problem, 

the type of question being posed by a problem, the learner’s physical environment, the mental state of the learner, 

the time of day in which the problem is administered, and so on. For this reason I think the true challenge lies in 

understanding what forms of contextual variability are beneficial depending on the specific learning task at hand.  
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(e.g., Donor–______) or study the intact pairs again (e.g., Donor–Heart). Critically, the pairs 

were constructed so that a specific semantic mediator (e.g., Blood) had a high association 

strength with the cue word. A final recognition test revealed higher false alarm rates for these 

semantic mediator words from participants who had undergone cued recall relative to the study-

only group, consistent with the idea that retrieval of the target word (Heart) activated related 

information (Blood) in memory. These findings suggest that effortful retrieval attempts are 

beneficial because they trigger activation of related information, rendering the studied 

information more accessible through the newly incorporated retrieval cues. 

However, the elaborative retrieval hypothesis has recently fallen under scrutiny because 

of contradictory findings, most notably when retrieval practice is directly compared with 

elaborative encoding manipulations. For example, Lehman et al. (2014) had participants study 

four lists of words in sequence. After each list, the retrieval practice group engaged in free recall 

for the just-shown list, whereas the elaboration group received the words from the just-shown list 

and typed the first two words that came to mind. Critically, a final free recall test for all the lists 

showed far superior performance for the retrieval practice group than the elaboration group. Such 

findings and others like them (Lehman & Karpicke, 2016; also see arguments about cue overload 

by Watkins & Watkins, 1975; Wixted & Rohrer, 1993) suggest that retrieval practice exerts its 

benefits through a mechanism other than semantic elaboration. 

The Multiple Trace View and Release from Interference 

 A lesser-known hypothesis focuses on retrieval practice as a means to segment learning 

events into more discrete memory representations, thereby overcoming the type of interference 

that arises after studying similar sets of information close in time. Resembling multiple trace 

theories (e.g., Moscovitch et al., 2005; Nadel et al., 2000), this hypothesis suggests that effortful 

retrieval attempts induce contextual changes that better segment or ‘chunk’ the studied 

information in memory. Said segmenting of the information is then thought to improve 

subsequent access because the learner’s subsequent retrieval attempts can be constrained to a 

smaller portion of what they learned, mitigating interference from the other studied information 

that competes for access at the time of retrieval (e.g., Szpunar et al., 2008; for review, see Yang 

et al., 2018). By this view, effortful retrieval attempts promote segmentation of the studied 

information as if more distinct memory traces are formed, imposing a richer higher-order 

structure that can later be used to home in on the desired information. 
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 This multiple trace view also seems consistent with the key finding in Chapter 2. In the 

case of the adjacent format, because training problems for a given principle were solved with 

minimal retrieval demands, one might expect this type of learning to produce one larger, 

unsegmented memory trace. Likewise, in the case of the spaced format when training problems 

for a given principle had highly similar surface features, the close match in context across 

training problems may have stifled the need for effortful retrieval, again producing one 

unsegmented memory trace. This logic would explain why far transfer performance was poor 

following the adjacent format regardless of contextual variability, and also in the spaced format 

in the absence of contextual variability. In contrast, solving training problems in the spaced 

condition with a high degree of contextual variability ought to impose the greatest retrieval 

demands, and thus the highest probability of forming distinct traces for each training problem. 

This would explain why far transfer performance was only improved when contextual variability 

was paired with the spaced format. This multiple trace interpretation remains speculative, 

however, as the experiments in Chapter 2 were not designed to test this hypothesis.  

Although the multiple trace view for the benefits of retrieval practice has recently 

garnered much attention from researchers, most of the evidence comes from basic memory 

experiments involving the recall of word stimuli (e.g., Bäuml & Kliegl, 2013; Szpunar et al., 

2008), text passages (e.g., Wissman et al., 2011), face–name associations (e.g.,. Weinstein et al., 

2011), or the categorization of obscure images (e.g., Lee & Ahn, 2018; Yang & Shanks, 2018). It 

therefore remains unclear whether the same logic extends to more complex learning tasks 

reminiscent of those encountered in higher education (see Yang et al., 2018). Nonetheless, 

because the negative effects of interference are well-documented in a range of different learning 

tasks12 (e.g., Dillon et al., 1973; Marton et al., 2014; Weinstein et al., 2011), I contend that this 

mechanistic explanation deserves more attention to explain when and why retrieval demands are 

beneficial for more complex forms of learning involving problem solving and transfer. I am 

currently conducting other experiments with this goal in mind. 

 

 

 

12 Speaking further to its robustness, interference also reliably impairs learning in many non-human animals, 

including rodents (e.g., Dunnet et al., 1990), monkeys (e.g., Jitsumori et al., 1988), and birds (e.g., Grant, 1975). 
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A Final Note on the Importance of Retrieval Demands 

 It stands to reason that retrieval practice—or as I have framed it here, introducing greater 

retrieval demands during training—may be a key ingredient for the type of durable and flexible 

learning revered by educators. As discussed in the section above, however, mechanistic 

explanations for the benefits of retrieval practice are restrained to simpler learning tasks that do 

not closely resemble those encountered in authentic educational settings. Only by further 

elucidating these mechanisms in relation to more complex learning tasks will we be able to offer 

concrete advice about structuring learning to optimize transfer. 

The Correlational Approach 

Little Evidence for Validity of SPQ Scores 

 The primary goal of Chapters 3 and 4 was to assess the predictive validity of the SPQ 

using transfer-oriented performance measures. A secondary goal of Chapter 3 was to assess 

whether SPQ scores could predict transfer in a context-independent manner as if measuring a 

general trait (i.e., without responses being tied to a specific learning context). The data in 

Chapter 3 showed that SPQ deep approach scores did not predict transfer in a context-general 

manner during a laboratory task, nor in a context-specific manner during a university engineering 

course. For the latter classroom study, however, transfer was operationally defined based solely 

on the perceptions of instructors. I therefore adopted a novel student-centered approach in 

Chapter 4 whereby transfer measures were operationally defined based on the perceptions of 

students. Again, SPQ scores did not, or else very weakly, predicted performance on exam 

questions that students collectively perceived to demand transfer. Given the large sample sizes in 

these studies and the replication of similar results across three separate university courses, these 

data arguably call into question the utility of the SPQ in educational practice. 

 It is critical to note that my colleagues and I are not alone in challenging the validity of 

the SPQ or other similar inventories. From a theoretical standpoint, the central criticism is that 

conceptions of deep learning are ill-defined, with minimal focus on specific types of information 

processing and the corresponding outcome measures that serve as evidence of said processing 

having occurred (e.g., Dinsmore & Alexander, 2012; Howie & Bagnall, 2013). From an 

empirical standpoint, correlations between SPQ deep approach scores and course performance 

are usually below r = .20 (e.g., Cantwell & Moore, 1998; McManus et al. 1998; Snelgrove & 
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Slater, 2003; Zeegers, 2001; for meta-analysis, see Richardson et al., 2012) or else statistically 

insignificant (e.g., Gijbels et al., 2005; Groves, 2005; Wilding & Andrews, 2006). Indeed, it was 

these theoretical and empirical concerns that led us to emphasize transfer-oriented outcomes in 

the first place. Yet these concerns seem to have gone largely ignored: the SPQ and other similar 

inventories are still routinely adopted under the assumption that they capture meaningful 

constructs associated with student learning. 

The rest of this chapter is therefore dedicated to two questions: why are deep learning 

inventories like the SPQ still trumpeted as tools to improve education if there is so little evidence 

for their predictive validity? And is there any hope for such inventories moving forward?  

A Tenuous Link to Levels of Processing 

 Part of the SPQ’s appeal stems from its similarity to the influential levels of processing 

framework (e.g., Craik & Lockhart, 1972). Briefly, this framework emphasizes ‘depth’ of 

encoding such that stimuli are better retained when processed with respect to semantics rather 

than superficial physical features. For example, participants might process words at a ‘deep’ 

level by being oriented toward meaning (e.g., by classifying the referent of each word as animate 

or not) or at a ‘shallow’ level by being oriented toward orthography (e.g., by counting the 

number of vowels in each word). Semantic processing reliably improves performance on 

subsequent memory tests more so than shallower forms of processing (see Craik, 2002; 

Roediger, 2008). Although mainly developed to explain memory phenomena with simple word 

stimuli, the levels of processing framework is also routinely cited as theoretical justification for 

deep learning inventories (e.g., Entwistle & McCune, 2004; Ross et al., 2006; Dinsmore & 

Alexander, 2012). The SPQ is thus viewed as a tool to ‘scale up’ the levels of processing logic 

by characterizing how students approach more complex and realistic learning tasks. 

But the link between levels of processing and the SPQ and is overstated. First, the levels 

of processing framework itself has been criticized for vague indices of ‘depth’ and circularity in 

logic (e.g., Craik, 2002; Eysenck, 1978). That is, enhanced retention following some intervention 

can be attributed to semantic processing based on an intuitive notion of task demands, but this 

does not explain why said processing enhanced retention13. Second, levels of processing studies 

 

13 It also does not explain why different forms of semantic encoding can elicit different memory outcomes (for a 

more detailed critique along these lines, see Jacoby et al., 1979) 



Ph.D. Thesis – A. LoGiudice; McMaster University – Psychology, Neuroscience & Behaviour 

107 

usually rely on artificial stimuli (e.g., words) and memory tests (e.g., recognition or verbatim 

recall), so their relevance to more complex learning is not self-evident. After all, what does it 

mean to process a diagram of the human heart or a textbook chapter at a ‘semantic’ level? And 

besides tests of recall, what outcome measures constitute evidence of said semantic processing 

having occurred? These questions are not easy to answer. Third, most SPQ items appear to 

reflect general motivation rather than specific types of information processing. In fact, the items 

are written in a way so that it becomes obvious some responses are ‘good’ and others ‘bad’ (also 

see Howie & Bagnall, 2013, p. 394). The SPQ might therefore capture a student’s perceptions of 

their general motivation or aptitude instead of the forms of processing they tend to adopt. In 

short, couching the SPQ in terms of levels of processing seems simplistic at best. 

Reliance on Introspection 

 There is also something to be said about these inventories relying exclusively on self-

reports. I will not belabour the point here because others have discussed the limitations of 

introspection at greater length (e.g., Dunlosky & Rawson, 2012; Dunning et al., 2003; Eva & 

Regehr, 2005; Nisbett & Wilson, 1977). It is worth noting, however, that the issue of inaccurate 

introspection is likely to be exacerbated when implementing these inventories because they: (i) 

probe for perceptions of abstract things like motivation rather than performance on a concrete 

task; (ii) are typically administered only once during an entire course, meaning that students 

must introspect about their attitudes and behaviours over a long timespan; and (iii) pertain to 

attitudes and study habits that a student may have adopted relatively routinely and automatically 

during their studies, perhaps impairing introspection (also see Kellog, 1982). Such shortcomings 

underscore the need to be skeptical of how these self-report measures are interpreted. 

A Fool’s Errand? 

Beyond the SPQ, the ultimate question pertains to the feasibility of any such tool 

designed to predict transfer outcomes via self-reported individual differences. The challenge is 

one of context specificity, because it seems misguided to coarsely measure a student’s 

perceptions of their learning across an entire course and expect this to predict performance on a 

wide array of transfer tasks, each requiring a unique set of knowledge or skills. As argued by 

Salomon and Perkins (1989), transfer should not be viewed as a unitary phenomenon, but rather 

in terms of “what” knowledge or skill is actually being transferred. So, by neglecting context 
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specificity, the pursuit of a tool that predicts a diverse range of transfer outcomes by capturing 

student perceptions over a large time scale may prove to be a fool’s errand. 

Extending this argument about context specificity, future work might find greater 

evidence for the validity of these self-report inventories through repeated administrations. For 

example, instead of administering the SPQ only once during a course and examining overall 

exam performance, it may be worthwhile to administer it after every unit and then selectively 

examine performance on transfer-oriented assessments that correspond to each of those units. In 

this way, approach scores obtained via the SPQ are more closely tied to specific sets of content 

and how they were learned, mitigating concerns about context specificity and the students having 

to introspect on behaviour over long timeframes. This idea awaits further study14. 

A Final Note on The Construct of Deep Learning 

In sum, because the SPQ and the larger construct of deep learning continue to dominate 

the education literature, the story emerging here is sobering. As argued by Roediger (2013): 

The field of education seems particularly susceptible to the allure of plausible but 

untested ideas and fads (especially ones that are lucrative for their inventors) . . . . One 

could write an interesting history of ideas based on either plausible theory or somewhat 

flimsy research . . . and once an idea takes hold, it is hard to root out.” (p. 2) 
 

Along the same lines, I argue that inventories meant to quantify deep learning—and the construct 

of deep learning itself—fall under this description. Deep learning certainly seems like an 

intuitive and useful idea to educators, even if only to express a desire for learning outcomes 

associated with application of knowledge, problem-solving, and transfer (Halpern & Hakel, 

2003). Informal discussions about deep learning are also beneficial in that they prompt educators 

to reflect on their teaching practices. Nevertheless, as scientists we must step back from all the 

rhetoric and ask whether the various and dizzying descriptions of deep learning add to our 

understanding of transfer in a meaningful way. Theory is only valuable insofar as it produces 

clear and testable predictions that align with empirical data—yet the construct of deep learning 

 

14 Note how claims of context specificity further obscure the SPQ’s utility: If its approach scores fail to predict 

transfer performance, it is always possible to argue that the transfer task did not align with the particular learning 

context that gave rise to the SPQ scores. At one extreme, this would mean the validity of the SPQ hinges upon it 

being completed for every individual learning task encountered by students! 
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does not convincingly meet these criteria. Maybe, then, it is time to abandon these learning 

inventories until we reach a deeper understanding of what we mean by deep learning and how to 

properly measure whether it occurred or not. 

Concluding Remarks 

I laid out the overall structure of this thesis in Chapter 1, drawing upon Cronbach’s 

(1957) distinction between two approaches in psychology. With respect to studies on transfer, 

the work discussed here suggests that more success has been found through the experimental 

approach than the correlational approach. But, like Cronbach, I am now left wondering about the 

marriage of these two approaches. My hope is that future correlational research on transfer will 

begin to encompass the findings that have arisen through experimentation. That is, instead of 

focusing on broad constructs like motivation, perhaps self-report inventories can be geared 

toward the specific mental operations a student tends to adopt. For example, one could devise a 

questionnaire that asks students to what extent they compare dissimilar examples of same 

principle, engage in retrieval practice, distribute their learning over time, or introduce contextual 

variability in their studying. This hybrid approach seems timely. After all, while controlled 

experiments have yielded many promising findings thus far, at some point we must acknowledge 

that the complexity of human learning requires us to embrace both approaches in tandem. 
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