
 
 

 

 

 

 

 

 

 

 

 
 

MULTI-SUBCARRIER SIGNAL 
PROCESSING FOR FIBER OPTIC 

COMMUNICATION SYSTEMS 
 



 
 

 

MULTI-SUBCARRIER SIGNAL PROCESSING 
FOR FIBER OPTIC COMMUNICATION 

SYSTEMS 
 

 

BY 

RYAN RAMDIAL, B.ENG. 

AUGUST 2020 

 

 

 

A THESIS 

SUBMITTED TO THE DEPARTMENT OF ELECTRICAL & COMPUTER 

ENGINEERING 

AND THE SCHOOL OF GRADUATE STUDIES 

IN PARTIAL FULFILMENT OF THE REQUIREMENTS 

FOR THE DEGREE OF 

MASTER OF APPLIED SCIENCE 

 

 

MCMASTER UNIVERSITY 

© COPYRIGHT BY RYAN RAMDIAL, AUGUST 2020 



ii 
 

 

MASTER OF APPLIED SCIENCE (2020) McMaster University 

Electrical and Computer Engineering Hamilton, ON, Canada 

 

 

 

TITLE:  Multi-Subcarrier Signal Processing for Fiber Optic Communication 

Systems   

 

AUTHOR: Ryan Ramdial 

 B.Eng. 

 McMaster University, Hamilton, ON, Canada 

 

SUPERVISOR:  Dr. Shiva Kumar 

 

NUMBER  

OF PAGES:  xi, 71 

  



iii 
 

 

Abstract 
 

Although fiber optic communication systems have enjoyed tremendous developments since their inception 

roughly fifty years ago, there are still improvements to be made. One such area for growth, relating more to 

long-haul applications of optical fibers, is the mitigation of nonlinear penalties. These nonlinear penalties appear 

due to the transmitted signal affecting the material properties of the fiber itself, and are more prominent when 

said signal has more energy in it—a conflicting effect from the traditional stance where more energy is 

considered beneficial. These penalties come in different forms, although they all have the same degrading effects 

for the system in question. Therefore, it is imperative to find new techniques that can mitigate these nonlinear 

penalties to ensure the optimal performance for our systems. One such technique, that we call multi-subcarrier 

processing, is the interest of the thesis here. 

 The first section proposes a new method to compensate for the receiver side digital signal processing. 

More specifically, it introduces an algorithm that can remove the intermediate frequency offset that the signal 

acquires after passing through the system, which is necessary for coherent systems employed today. As some 

traditional algorithms used in the signal processing no longer work for multi-subcarrier systems, this new 

algorithm is necessary to compensate effectively for said offset. 

 The second section introduces a new signal processing technique for the multiplexing and 

demultiplexing of multi-subcarrier signals. By making use of the well-known Fast Fourier Transform algorithm, 

the computational cost for generating said signals can be drastically reduced as the number of subcarriers grow 

larger. As systems continue the trend of operating at greater baud rates, the savings introduced here should be of 

even greater significance for commercial systems of the future.  
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Chapter 1  

 

Introduction 

 

 

Until the 1970s, the traditional method for transmitting information over communication channels was done via 

either copper cables or free space. However, due to the high losses in these two mediums, a more efficient 

means was needed for transmitting data at ever-increasing distances. With a growing worldwide population that 

desired to be more connected, the need for a material that could transport vast amounts of data quickly was 

required as well. With these two driving forces, optical fibers came into play to meet these demands. 

 In 1965, Charles K. Kao and George A. Hockman of the Standard Telephones and Cable company 

were the first to propose that the attenuation in optical fibers could be reduced to 20 dB/km, or less [1]. Though 

this parameter was still in the range of copper cables such as twisted pair wires, the much greater bandwidth that 

optical fibers brought due to utilizing a higher carrier frequency proved that they could indeed be a viable 

medium for communications systems. Furthermore, through the manufacturing process of the fiber and 

removing some “impurities”, they also proposed that the attenuation could be reduced even further. 
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 Up until the end of the next decade (and still continuing to this day), there was much work done to 

reduce the attenuation as much as possible. This led to the discovery of a first operating point, or “window”, 

centered at 850 nm, followed by a second window at 1300 nm. However, it was in 1979 when a third window at 

1550 nm was discovered which had a loss of ~0.2 dB/km [2]. This point of operation was such a breakthrough 

that it remains the optimal choice for transmitting information on fibers to this day. With another recent 

development—distributed feedback lasers—at that time as well, optical fibers were almost ready to take over the 

telecommunications industry. However, it was until the success of two other key technologies that finally 

enabled it to do so. 

 The first of these was the optical amplifier—more specifically the erbium-doped fiber amplifier 

(EDFA)—developed during the mid-1980s. Prior to optical amplifiers, the transmitted signal had to be 

converted back to the electrical domain after every span of fiber to regain the lost power, and then was 

reconverted back to the optical domain for further transmission. This optical-electrical-optical conversion 

(O.E.O.) process was very expensive and made transmitting signals at large distances unfeasible from a 

commercial standpoint. With the advent of the optical amplifier, the costs associated with regeneration of the 

signal decreased significantly, making low-cost, long-distance transmission one-step closer to becoming a reality. 

 The second of these developments, though not a new concept, was the creation of the technology that 

allowed the application of wavelength-division multiplexing (WDM) to fiber optic systems. Before this, a single 

fiber had to be dedicated for each signal that was to be transmitted—a very inefficient and impractical goal.  

WDM technology instead allowed multiple signals to share the same fiber, reducing the total system cost per 

transmitted bit drastically by making full use of the large bandwidth optical fibers enjoy. 

 With these two technologies, the use of optical fibers exploded during the 1990s and have since 

become a vital part of the connected world we live in today. With the growth of data showing no signs of 

slowing down, it is imperative to improve current systems to meet the demands that the future will hold. 
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 One such area that remains a prominent inconvenience, and thus a possible area for amelioration, for 

optical fibers is due to nonlinear phenomena. These phenomena occur whenever the polarization density of the 

medium, the fiber, responds in a nonlinear fashion to the incoming electric field, the incoming signal. As the 

intensity of the incoming of the signal increases, these nonlinear phenomena start to become more noticeable.  

As lasers are used as the source for the signal in fibers, their very high power naturally causes a problem 

in this regard. This issue is compounded by the fact that the area of the fiber is also made to be very small, due to 

other factors, which causes the intensity, or power per unit area, of the signal to increase further. Thus, it can be 

easily understood then that these nonlinear phenomena become evermore present when increasing the launch 

power into the fiber—a typical preference for communication systems. Although, some of these phenomena 

can be used in a beneficial way in other applications, in the case here they only cause degrading effects. Therefore 

any technology which can help mitigate these nonlinear effects would be of great interest. 

Such a technology, called multi-subcarrier (MSC) signal processing is the focus of the work presented 

here. By breaking up one large single-carrier (SC) signal into several smaller signals, or subcarriers, it has been 

shown that the nonlinear penalties incurred can be reduced. This is because some nonlinear penalties are more 

prominent at smaller baud rates, whereas other penalties appear more at larger baud rates. Thus by finding the 

optimal baud rate, or optimal number of subcarriers, for the system to operate at, we are able to reduce the total 

amount of these penalties. Breaking up a large signal into several smaller ones is not a new concept, as it is 

already an established method used by orthogonal frequency-division multiplexed (OFDM) systems. However, 

for MSC systems the subcarriers do not need to be orthogonal to one another and no guard interval is needed 

between the symbols. 

The outline of the thesis is as follows. In Chapter 2, a more in-depth background explanation is given 

for the key parameters which affect the transmission of the signal along the fiber, as well as the benefits that 

MSC systems bring in this regard. In Chapter 3, a new algorithm is shown which is needed for removing the 
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intermediate frequency offset (IFO) which the signal is introduced to. As traditional algorithms used in SC 

systems for removing this IFO no longer work for MSC systems, this new approach is needed to successfully 

receive the incoming data without any errors. In Chapter 4 a new approach for generating MSC signals is shown, 

which makes use of the powerful Fast Fourier Transform (FFT) algorithm. Although MSC systems bring 

benefits in terms of nonlinear mitigation, they come at the cost of computational efficiency. This FFT technique 

produces great computational savings as the number of subcarriers increases for these MSC systems, thus 

allowing them to remain a viable solution to mitigate the nonlinear problem. 
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Chapter 2  

 

Background 

 

 

This section is intended to introduce the design considerations of modern fiber optic systems, the detrimental 

effects these systems encounter, and current solutions to counteract these effects. Afterwards, it is shown how 

MSC systems can aid in mitigating some of these effects, namely the nonlinear penalties incurred. 

 

2.1 Cutoff Wavelength 

The basic physical structure of a modern fiber is shown in Fig. 2.1. The three components of 

the fiber are the core, the cladding and the polymer jacket. The transmitted light signal is (ideally) 

contained solely in the core of the fiber, where it is able to propagate at the furthest possible 

distance, due to total internal reflection (TIR). TIR occurs due to the small difference between the 

refractive indices between the cladding and core. This difference in indices creates a critical angle Φc 

at the core-cladding interface. Any ray at the interface with an angle θ greater than this Φc will 

experience TIR. The jacket acts as a physical barrier and protects the fiber from environmental 
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damage and interference. Instead of thinking of the minimum angle θ that the ray must have at the core-

cladding interface, we can use think in terms of the maximum angle launched into the fiber imax, as shown in Fig. 

2.2. 

 

Fig. 2.1: Step-index fiber refractive index profile. [3] 

 

 

Fig. 2.2: A three-dimensional “cone” of acceptable angles smaller than imax is allowed for 

TIR. [3] 
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This allows us to define the term numerical aperture (NA) which can shown to be 

2 2 1/2

max 1 2sin ( )NA i n n   .      (2.1) 

As there are many possible (though not infinite) angles which can meet this criterion there are many 

rays, or guided modes, that the optical fiber can support.  We call these multi-mode fibers (MMF). However 

because each mode in a MMF propagates along a different path in the fiber, the light pulse broadens as each 

mode will take a different amount of time to reach the end. This broadening, known as intermodal dispersion, 

severely limits the maximum achievable bit-rate, and is a severe limitation for transmitting signals at long 

distances at high bit-rates. Therefore, for long-haul applications MMF are typically avoided, though the 

application of few-mode fibers has drawn some interest [4]. 

To avoid this intermodal dispersion completely we can instead limit the fiber to utilizing only a single 

mode instead, which is known as single-mode fiber (SMF). To do this we must decrease imax so that only a single 

ray of a small enough angle can be launched into the fiber. This is done either by minimizing the NA or by 

decreasing the core radius of the fiber, or both. This leads to the first design constraint, the cutoff wavelength for 

SMF which is given by 

2  

2.4048
c

a NA
  ,           (2.2) 

where λc is the cutoff wavelength, a is the core diameter and NA is the numerical aperture defined in Eq. 2.1). 

For SMF operation, the operating wavelength must be greater than λc. It can easily be seen here that to ensure 

the operating wavelength meets this criterion, the core radius and the NA should be minimized. This 

minimization of the core radius is an important point to remember for later on, as in contrast a larger core radius 
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is desired to minimize the nonlinear penalties. Thus, the need for SMF operation acts as a boundary for how 

much we can limit the nonlinear interference (NLI) inside the fiber. 

2.2 Attenuation, Amplification and ASE Noise 

Not unlike other transmission mediums, optical fibers also causes a signal to attenuate while propagating. 

However, it is the low-loss that optical fibers experience relative to other mediums such as copper or the 

atmosphere that make them an attractive option. The minimization of the fiber loss is so important that it lays 

the foundation for the operating frequencies. As introduced in Chapter 1, the search for this loss minimum 

resulted in three distinct windows to eventually be found, which is shown in Fig. 2.3. The last of these 

windows—at 1550 nm—is still the standard point of operation for most systems even today. Attenuation in 

fibers occurs mainly due to two phenomena—Rayleigh scattering and material absorption—though other 

factors such as bending and splicing losses also play a role. 

 

Fig. 2.3: The three operating windows of optical fibers. [5] 

Rayleigh scattering is the scattering of light by atoms or molecules of size much smaller than the 

wavelength of the light. As crystals in the fiber are not isotropic in practice, the irregular spaced atoms cause an 
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incident ray to be scattered over a range of angles. If any of these angles of scattering are less than the critical Φc, 

that portion of the ray will escape from the core to the cladding, leading to a loss in power. The loss 

coefficient due to Rayleigh scattering can be shown to be 

4

1
R


 .              (2.3) 

From analyzing Eq. (2.3), it is easy to see that shorter wavelengths will experience more Rayleigh scattering 

induced losses compared to longer wavelengths. This explains why the loss function in Fig. 2.3 generally trends 

upwards as the wavelength decreases. 

 Material absorption comes in two forms: intrinsic and extrinsic. Intrinsic absorption is due to the silica 

molecule absorbing the incoming photon, which causes a change in the vibrational state of the molecule or a 

transition of the molecule’s electron to a higher energy state. This occurs throughout the wavelength range in Fig 

2.3, however it is at longer wavelengths where this absorption becomes more noticeable, hence operations 

beyond ~1600 nm is rare. Extrinsic absorption is caused by the interaction of light with impurities in silica, 

though these can mostly be reduced through manufacturing processes. One such important impurity  of 

noticeable importance is due to water vapour. The OH ion of water vapour is bonded to into the glass structure. 

The vibrational resonances of this combination leads to strong absorption peaks at 880, 950, 1240 and, most 

visibly, at 1380 nm. Fibers designed to reduced this water peak have been designed later on, resulting in loss 

profiles such as that shown in Fig. 2.4.  
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Fig. 2.4: The water peak is reduced when using more advanced fibers, such as G.652D SMF. 

[6] 

 To compensate for attenuation over large transmission lengths, the signal must be regenerated once its 

power diminishes too much. This is known as the span length of the fiber, and is ~100 km for long-haul 

terrestrial systems when using SMF. EDFAs have become the standard method to amplify the attenuated 

signals, as mentioned in Chapter 1. For amplification to take place the number of photons being emitted—the 

stimulated emission rate Rstim—from the atomic system must be greater than the number of photons being 

absorbed into this system, i.e. the absorption rate Rabs. When this occurs, we obtain population inversion that can 

be shown to be 

2

1

stim

abs

R N

R N
 ,           (2.4) 

where N1 and N2 are the atomic densities in the ground state and excited state, respectively. At thermal 

equilibrium, Boltzmann’s law gives this ratio to be 

2

1

exp( / )B

N
E k T

N
  ,                     (2.5) 
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where ΔE is the energy difference between the excited and ground state, kB is Boltzmann’s constant and T is the 

absolute temperature. At thermal equilibrium, N2 is always less than N1, preventing population inversion to be 

achieved. Thus to reach a state of population inversion, an external energy source must be used to pump atoms 

into the excited state. With the aid of such an optical pump, amplification can thus take place via stimulated 

emission in the fiber at a particular wavelength range. When fibers are doped with the erbium ion Er3+, the gain 

spectrum—the photons that are formed through stimulated emission—has a peak wavelength of ~1530 nm, as 

shown in Fig. 2.5. This is very close to the most common operating wavelength of 1550 nm, hence why EDFAs 

have become the primary means for amplifying signals today. Other mechanisms, such as Raman amplifiers, 

have benefits as well, however due to costs constraints they are generally only used in conjunction with EDFAs 

when there is a substantial benefit to be gained. 

 

Fig. 2.5: EDFA gain spectrum. [7] 

 If we represent the loss of the signal in dB as α, then after a length L the output power Pout of the signal 

is related to the input power Pin by 

exp( )out inP P L  .           (2.6) 

If the gain from the amplifier is given by G, then after an ideal amplifier the output power is 
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out inP GP .                (2.7) 

However, the amplifier adds noise and the total field envelope at the amplifier output is 

( ) ( )tot out inn t G n t      .    (2.8) 

The noise term is due to photons which are amplified spontaneously. In stimulated emission, an incident photon 

in the range of ~1530 nm stimulates the emission of another photon at the same polarization, frequency, phase, 

and direction. However, an electron can also make a transition between energy states that releases a photon 

without the need for an incident photon, a process known as spontaneous emission. This released photon does 

not have the same above-mentioned characteristics as the signal photon. These spontaneously emitted photons 

are amplified as well in a process known as amplified spontaneous emission (ASE), and acts as noise. 

The spontaneous emission factor gives the relations between the population densities in the two energy states as 

2

2 1

sp

N
n

N N



.                (2.9) 

For an ideal amplifier N2 is zero—that is full population inversion is achieved. The noise figure is commonly 

used to characterize the noise added by the amplifier and is given by 

2 ( 1) 1sp

n

n G
F

G G


  .        (2.10) 

Even for an ideal amplifier the lowest achievable noise figure is 3 dB—in other words the noise doubles 

after passing through the amplifier. In long-haul systems with a chain of amplifiers, the ASE builds up over 

many amplifiers, degrading the performance of the system and limiting the reach. The power spectral density of 

the ASE noise for a single polarization can be shown to be 

0 ( 1)ASE spn hf G   ,        (2.11) 
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where h is Planck’s constant. After a chain of N amplifiers, the added noise terms add up linearly and the 

resulting equivalent power spectral density is 

( 1)eq

ASE spNn hf G   .          (2.11) 

Thus, with a large number of amplifiers the amount of noise in the system will eventually be too much to detect 

the signal,. Although other noise terms, such as thermal noise and shot noise, play a factor as well, for long-haul 

systems ASE noise by far becomes the dominant term. 

 One may claim them that to transmit the signal as far and as clean as possible, it is desirable to use the 

least amount of amplifiers required. To do this the power of the signal should be as large as possible to reduce 

the number of amplifications needed. However, because of the nonlinear phenomena inside the fiber, any signal 

power beyond a certain amount will start to have detrimental effects on the system performance. Therefore an 

optimal signal power exist due to the presence of nonlinearities, which in turn sets the number of amplifiers 

needed in the system and the amount of noise due to these amplifiers added in too. 

 

2.3 Dispersion 

Dispersion in fibers leads to pulse spreading. This spreading causes the pulses to overlap as the 

transmission distance increases, making the distinct pulses merge into one pulse, and eventually 

making these separate pulses unrecognizable. This process is shown in Fig. 2.6. This pulse spreading 

ultimately limits how closely the pulses/data can be spaced together, therefore the ultimate data rate 

is limited by dispersion. 
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Fig. 2.6: Dispersion causes pulses spreading, making them less distinguishable. [8] 

 

2.3.1 Chromatic Dispersion 
 

The superposition of two monochromatic electromagnetic waves can be written as 

0 02cos( )cos( )E t kz t k z     ,    (2.12)    

where we assume Δω << ω0. This can also be thought of as an optical carrier of frequency ω0 being modulated 

by a sinusoid of frequency Δω. The phase and group velocities can then be defined as 

0

0

phv
k


 ,           (2.13)    

gv
k





,           (2.14)    

respectively. In a dielectric medium, the velocity of light could vary for different frequencies. Therefore, the 

phase velocity is a function of frequency, and in turn so to is the phase number 

( )
( )ph

k k
v





  ,     (2.15) 



M.A.Sc.—Ryan Ramdial  McMaster—Electrical and Computer Engineering 

15 
 

In general, the group speed can be defined as  

0
limg
k

d
v

k dk

 

 


 


.       (2.16) 

Taking the inverse of Eq. (2.16) allows us to define a term we call the inverse group speed, or β1 

   
1

dk

d



 .           (2.17)    

If β1 changes with frequency for a given medium, we call it a dispersive medium. Using a refractive index that 

changes with frequency in a given medium, the basic relation for the speed of light in a medium can be shown as 

   
( )

c
v

n 
 ,           (2.18)    

and substituting Eq. (2.18) into Eq. (2.15) yields 

( )
( )

n
k

c

 
  .            (2.19) 

Subbing in Eq. (2.19) into Eq. (2.17) and differentiating gives 

   1

( ) ( )
( )

n dn

c c d

  
 


  .           (2.20)    

Eq. (2.20) shows that a medium with a variable refractive index will be a dispersive medium, and an optical fiber 

is such a medium. This is known as material dispersion in optical fibers. The waveguide structure can also 

introduce dispersion in optical fibers that is known as waveguide dispersion. Different frequency components 

travel at different speeds in the fiber, leading to pulse spreading. For instance, if two electromagnetic waves are 

co-propagating with frequencies ω1 and ω2, the differential delay ΔT will take to propagate a fixed distance L is  

1 2 1 1 2 2( ) ( )T T T L         .    (2.20)    
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The derivative of Eq. (2.17), β2, called the group velocity dispersion parameter, indicates how much the pulse will 

spread for a given fiber 

2

1
2 2

d d k

d d




 
  ,      (2.21)    

2T L     .                 (2.22) 

Finding the derivative of  β1 with respect to wavelength instead, we can define a term called the dispersion 

parameter D as 

22

2dk c
D

d




 


  ,     (2.23) 

and the differential delay can then be found as 

T DL    .              (2.24) 

Because the higher frequency components can travel slower or faster than the lower frequency 

components, β2 can be either positive or negative. For the former case (higher frequencies being slower), the 

medium is said to exhibit normal dispersion, and for the latter case it is said to exhibit anomalous dispersion. 

Optical fiber experience anomalous dispersion around the 1550 nm window. However, the second optical 

window in Fig. 2.3 (~1320 nm) experiences no dispersion. In fact, this zero-dispersion wavelength was the 

reason why this second window became successful, along with its relatively low-loss profile too. However, as is 

shown later, having some dispersion in the fiber is typically desired, as it can reduce some of the nonlinear 

effects. This dispersion can then be removed at the end of the transmission link using DSP techniques. 
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2.3.2 Polarization Mode Dispersion 

 

A single mode fiber supports two independent propagation modes [9], which we typically call the x-polarization, 

with a propagation constant βx, and y-polarization with propagation constant βy. For a perfectly circular fiber βx is 

equal to βy; however, fabricating a perfectly circular fiber is extremely difficult. Therefore, due to asymmetry in 

the fiber and bending, the propagation constants differ, as well as the inverse group speeds for both the x and y-

polarizations, β1x and β1y. This makes the signal arrive at the output at different times for the x and y 

polarizations, leading to pulse broadening. This process is called polarization mode dispersion (PMD). When 

there is no coupling between the x- and y-polarizations, the differential delay is  

1 1x yT L     .                 (2.25) 

In practice, coupling is not avoidable. Furthermore, because this coupling is due to random fluctuations in the 

fiber, modelling the power transfer functions becomes very difficult. However, as these functions change over a 

time scale much longer than the symbol period, we can instead estimate the transfer function and compensate 

for it using DSP. 

 

2.4 Multiplexing Techniques 

An upper limit exist for symbol rates in single-channel transmission, due to electronic speed 

limitations of transmitter and receiver circuits. Therefore, to achieve data rates that meet modern 

demands, multiplexing techniques must be used. 
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2.4.1 Polarization-Division Multiplexing 

Because a single-mode fiber supports two polarization modes [9], information can be transmitted using both of 

these polarizations. This is known as polarization-division multiplexing (PDM), and is universally used in 

communications systems today, as the data rate is instantly doubled. A polarization beam splitter is used to split 

the x- and y- polarization components of the laser source. An example of how PDM is achieved at the 

transmitter is shown in Fig. 2.7. 

 

Fig. 2.7: PDM setup at transmitter. [9] 

 

2.4.2 Wavelength-Division Multiplexing 

As seen in Fig. 2.5, the amplification range of EDFA extends from 1530-1565 nm, or about 4.3 THz. A single 

channel makes use of only a fraction of this bandwidth. Therefore, multiplexing several channels together allows 

the data rate to increase substantially, while still only using a single fiber. For N carriers each of data rate B, the 

total data rate is N∙B. Therefore, to maximize the total data rate the number of channels that can fit inside the 4.3 

THz spectrum should be maximized. However, the channel spacing Δf must be larger than or equal to the 

signal bandwidth otherwise the channels will overlap. Too large of a channel spacing though, and the bandwidth 

of the fiber is partially wasted. The spectral efficiency η is a metric which gives an idea of how well the fiber’s 

bandwidth is being used and is defined as 
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B

f
 


.           (2.25) 

With a fixed channel spacing, the only way to increase the spectral efficiency is to increase the data rate. 

This can be done by using PDM systems, as well as using higher order modulation formats. However, the 

transmission distance for signals with higher modulation formats are limited due to nonlinear effects. Therefore 

a tradeoff between spectral efficiency and reach. 

 

2.5 Nonlinear Effects 

2.5.1 Kerr Effect 

An optical fiber is a nonlinear system because the refractive index of the fiber varies with the intensity of the 

signal propagating through the fiber. In the linear case the relative permittivity εr is related to the first-order 

susceptibility χ(1) by 

(1)1r   ,             (2.26) 

which can be shown is related to the refractive index as 

2
2 (1)

2 2

0 0

1 1
( )

eNq
n

m


  
   


.     (2.27) 

The refractive index is dependent on the frequency and leads to chromatic dispersion as seen already seen. Eq. 

(2.27) assumes the polarization is related to the electric field intensity linearly as 

(1)

0 P E .             (2.28) 

Eq. (2.28) hold true when the incident signal is weak, however as the power increases this no longer holds true 

and instead this relationship is a function of the electric field intensity in terms of increasing powers 
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(1) (2) (3)

0 0 0 ...           P E EE EEE   .          (2.29) 

The second-order susceptibility, χ(2), is not a factor for optical fibers as silica is a symmetric molecule. The third 

harmonic generation χ(3) does factor in, and is responsible for third harmonic generation and the Kerr effect. 

For a centrally symmetric dielectric material with an electromagnetic field only containing Ex and Hy 

components, Eq. (2.29) can be simplified to obtain 

(1) (3) 3

0 0x xx x xxxx xP E E       .                     (2.30) 

This in turn modifies Eq. (2.27) to be 

2
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,     (2.31) 

where n0 is taken to be the linear refractive index. As the nonlinear part of the refractive index is typically much 

smaller than the linear apart, Eq. (2.31) can be approximated as 

2

0 2 0n n n E  .                (2.32) 

n2 is known as the Kerr coefficient and is found from Eq. (2.31) and Eq. (2.32) 

(3)

2

0

3

8

xxxxn
n


 .              (2.33) 

The refractive index is directly proportional to the optical intensity in Eq. (2.32), which is known as the Kerr 

effect, and is the source of nonlinear phenomena in optical fibers. 

 With dispersion and the Kerr effect taken into account, an optical signal propagating through the fiber 

can be described by the nonlinear Schrödinger equation (NLSE) 
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,                (2.34) 

where γ is the nonlinear coefficient and can be found to be 

2 0

eff

n

cA


  .              (2.35) 

In Eq. (2.35), it can be seen that by increasing the effective area Aeff of the fiber the nonlinear phenomena will 

decrease. However, as mentioned in Section 2.1, the fiber has a maximum dimensional area if it is to operate as a 

SMF. The Kerr effect produces different kinds of nonlinear effects such as self-phase modulation (SPM), cross-

phase modulation (XPM), and four-wave mixing (FWM). 

 

2.5.2 Self-Phase Modulation 

Ignoring the β2 term in the NLSE (Eq. (2.34)), and separating the amplitude and phase terms as 

iq Ae  ,              (2.36) 

the NLSE becomes 

2[ ]
2

A
i i A A i A

Z Z

 


  
      

.               (2.37) 

Solving for this equation yields the result 

2
/2 ( ,0)

( , ) ( ,0) effL i q T L
q T L q T e

  
 ,               (2.38) 

where Leff is  the effective length of the fiber and is defined as 

1 e L

effL





 .              (2.39) 
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 The phenomenon in Eq. (2.38) of the phase of the signal being modulated by it’s own power 

distribution is known as SPM. This effect causes some frequency components in an optical pulse to 

be blue-shifted, while other components to be red-shifted. The total effect creates new frequency 

components and thus a larger spectral width. Because of dispersion in the fiber, this increase in 

spectral width causes the pulse to spread further in the time-domain as well, and ultimately affects 

the achievable data rate. 

 

2.5.3 Cross-Phase Modulation 

The benefits of WDM systems have been mentioned in Section 2.4, however there exits drawbacks 

to these systems as well. For N channels transmitted the total field envelope Ψ can be described as 

/2 1
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q t z e
 


 



   .              (2.40) 

Eq. (2.40) can be written instead relative to the centre frequency ω0 as 

0 0( )i t z
qe

  
  ,                 (2.41) 
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  ,             (2.42) 

where the relative centre frequency Ωn is 

0n n    .                  (2.43) 

Ignoring the other nonlinear effects for the time being, the NLSE is then modified to be 
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where dn is known as the walkoff parameter and is calculated as 

2n nd   .                 (2.45) 

 Due to the Kerr effect, co-propagating pulses with different wavelengths induce a nonlinear phase shift 

on each other. This phase shift is time-dependent, ths the instantaneous frequency across a pulse in a channel is 

modified and new frequency components are generated. In a dispersive fiber this frequency shift is translated 

into a timing shift since different frequency components propagate at different speeds [3]. Therefore, the co-

propagating pulses arrive at different times and we say one pulse “walked-off” the other. 

 The frequency components generated due to XPM travel at different speeds and arrive at different 

times at the fiber output, leading to a timing jitter and amplitude modulation. This results in less ideal decision 

making at the receiver, thereby degrading the system. However, with dispersion, XPM becomes less prominent 

over the length of the fiber, as the co-propagating channels walk-off from each other and have less of an 

influence on one another. Therefore, even with the mentioned drawbacks of dispersion in Section 2.3, it is 

important for the fiber to have some of dispersion in it to counteract XPM. 

 

2.5.4 Four-Wave Mixing 

Using Eq. (2.41) and Eq. (2.42) while ignoring the other nonlinear effects, the NLSE when only 

considering FWM is modified to be 
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   .       (2.46) 

Here, three waves of different frequencies leads to the generation of a fourth wave. Either the 

frequency of this new wave can be different from the initial three waves, or it can be the same as one 

of them. When the latter case occurs, we have what we refer to as FWM. This FWM field acts as 
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noise on the channel it is afflicting, thus degrading the overall performance. The greater the power 

of the initial fields, the more noise will be present. As with XPM, having some dispersion in the 

fiber can reduce the FWM effects as the channels are no longer integer multiples of one another and 

thus the fourth field being generated no longer falls on one of the three original fields. 

 

2.5.5 Other Nonlinear Effects 

SPM, XPM, and FWM are all nonlinear phenomena due to the Kerr effect inside an optical fiber. 

However, there are other effects, namely stimulated Brillouin scattering (SBS) and stimulated Raman 

scattering (SRS), which can also occur. For these effects to be noticeable though, the signal power 

must be greater than a certain threshold. The other nonlinear effects (SPM, XPM, FWM) also 

increase with increasing powers; however, a lower power level is needed to observe the detrimental 

effects they cause. Therefore, SBS and SRS are typically not of much concern for most long-haul 

communications systems, unless the SRS effect is used in a beneficial manner for producing Raman 

amplification. An overview of all linear and nonlinear effects is shown in Fig. 2.8. 

 

  

 

Fig. 2.8: Overview of fiber impairments. [10] 
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2.6 Nonlinear Effects on Channel Capacity 

[11] Provides a theoretical model of how much data can be sent along a transmission link. The 

equation states that the total channel capacity C is related to the bandwidth B and the signal-to-noise 

ratio (SNR) by 

2log (1 )C B SNR   .              (2.47) 

This states that there are two options to increase the total data rate: either increase the bandwidth and/or 

increase the SNR of the signal. For optical fibers, a bandwidth limitation exists due to the need for operation 

within the EDFA gain spectrum for transmitting the signal at a low-loss level, though this is slightly changing 

with L-band transmission being in use too [12]. Nevertheless, increasing the SNR is the de facto practice. 

 However, to increase the SNR either the signal’s power must be increased or the noise level must be 

decreased. Amplification is relatively expensive in practical systems, and therefore finding the optimum number 

of amplifiers while still reducing the noise level is typically done. This in hand means the noise level is fixed to the 

amplifier spacing, leaving increasing the signal power as the sole option. 

 However, as seen in Section 2.5, increasing the signal’s power makes detrimental nonlinear effects to 

become more prominent. In fact they become so prominent that after a certain point, the channel capacity in 

Eq. (2.47) starts to decrease with increasing power level, as shown in Fig. 2.9 [13]. 
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Fig. 2.9: An optimum point exists for input power due to nonlinear effects. [14] 

These nonlinear effects therefore act as a great limitation to achieving data rates required for 

the ever-increasing demand. Thus, reducing these effects has drawn much attention. Methods such 

as digital back-propagation (DBP) exists, which work decently well, however DBP does not 

successfully remove all of the nonlinear effects. A relatively new method, called multi-subcarriers 

(MSC) processing is a promising technique as it has also shown to be able to decrease these 

nonlinear effects, which can work in conjunction with current methods such as DBP. This thesis 

relates to advances in current MSC processing techniques, and thus some cursory knowledge is 

required as to why MSC techniques aid in reducing nonlinear effects. 

 

2.7 Multi-Subcarrier Processing 

Although DBP is effective in mitigating some NLI penalties, it can only remove penalties for the channel it is 

operating on. DBP cannot operate on the entire WDM system due to being very computationally complex to 

do so and, more importantly, different channels in WDM system are added/dropped at any span end using 
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reconfigurable optical add-drop multiplexers (ROADM), making it impractical to know which channels were 

effecting the channel we are interested in. Thus the NLI impact other channels have is typically treated as noise, 

and more specifically was considered additive-white Gaussian noise (AWGN), which is referred to as a 

Gaussian-noise (GN) model. While satisfactory to use this model in some scenarios, it is inaccurate in other 

scenarios. The main inconsistency is that the NLI noise interfering from other channels is modulation-format 

dependent, something that the GN model does not take into account, as it ignores the statistical dependence 

between different frequency components of the interfering channels. In [15] it is shown that the variance of the 

NLI noise when taking into account statistical dependencies is given by  

4

2 3 3

1 2 2
2

2NLI

b
P P

b

  

 
 

   
 
 

,        (2.48) 

where P is the average power, b is the data symbol in the interfering channel and χ1 and χ2 are given in [15]. The 

second term in Eq. (2.48) is the missing term from the GN model. This noise term is related to the kurtosis of 

the random variable and, as it is of the fourth-order, is considered a fourth-order noise (FON) term. When 

taking into account the FON term a new model is formed which is referred to as enhanced Gaussian-noise 

(EGN) model [17]. 

 This presence of this FON term implied modulation formation dependence. For different modulation 

formats, examples this noise term are  

 2 3

, 1 2NLI QPSK P    ,            (2.49) 

 2 3

, 16 1 20.68NLI QAM P    ,                 (2.50) 

2 3

, 1NLI Gaussian P  .             (2.51) 
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Here we can see that the variance of the NLI noise is reduced for any non-Gaussian modulation format. This 

can also be thought of qualitatively since lower modulation formats are less Gaussian-shaped, and thus would 

differ the most when the FON term is considered. 

 In [16] it was shown that for on-off keying systems, carrying data at any given rate, would be affected by 

the channel granularity in a nonlinear channel. This would mean that transmitting information on a high baud-

rate carrier would be sub-optimal for system performance. It was proposed then that if there was a benefit for 

direct-detection systems, then it could potentially be one too for coherent-based systems. In [18] this premise 

was shown to be true, and the benefits of subcarrier bring are shown in Fig. 2.10. [19-21] give further prove to 

these results. The explanation for this been described in detail in [18], though in short it is explained by 

considering the spectra of intensity-fluctuations together with the XPM efficiency. Another way to explain this 

since not all nonlinear phenomena originate from the same source, different nonlinearities will be greater at 

certain symbol rates and smaller at other ones. Finding the point where the total cumulative nonlinearities is 

smallest gives the optimal symbol rate as shown in Fig. 2.11. 

 

Fig. 2.10: The system improvement from using subcarriers is shown in terms of Q-value 

here. [18] 
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Fig. 2.11: Optimal symbol rate is point at which total nonlinearity penalties is smallest 

(lowest value of green curve). [22] 

Although proven experimentally, the GN model was still being used which did not allow the 

experiments to coincide with simulations. It was not until [23] where it was discovered that the EGN model was 

needed for simulations to coincide with experiments. The similarities between simulations and experiments 

could now easily be seen, as shown in Fig. 2.12. 

 

Fig. 2.12: Only the EGN model can accurately show benefits of MSC systems. [22] 
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[23] also provided a closed-form solution for giving the optimal symbol rate  

 22 / (opt span spanR L N  .                (2.52) 

 As previously shown in Eqs. (2.49-2.51), the NLI noise is smaller for lower modulation formats as they 

are less Gaussian-like in nature. However, the NLI term describer here does not make a distinction between 

nonlinear phase noise (NLPN) and the more commonly thought of amplitude noise. In theory, as a significant 

portion of the NLI noise can be considered NLPN, it could be eliminated using more sophisticated DSP, 

however this DSP setup was not used in any experiments we did, and thus higher-modulation formats perform 

worse than lower ones. Furthermore, distributed (Raman) amplification increases the amount of nonlinear 

mitigation compared to lumped amplification systems, especially as the span of the system increases as shown in 

Fig. 2.13. However as our simulations do not currently possess Raman amplification, these benefits could not be 

realized. 

 

Fig. 2.13: The greatest benefits of MSC systems is seen when using distributed 

amplification. [24] 
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 Finally, although current methods such as DBP exist to reduce NLI penalties, MSC systems could be 

used in conjunction to decrease these penalties further. As shown in [25], using DBP and MSC together gives a 

13% gain in system performance. This gain is greater than if either DBP or MSC were used independently (9% 

gain each), although the sum of using the two together is less than the sum of individual use, indicating there is 

some crossover in mitigation of NLI. 

With ever-increasing data rates, the interest of channels with greater throughput have been of growing 

interest [26], which in turn need requires the need for MSC systems more than ever to operate at an optimal 

point. MSC systems however face some different challenges from a DSP perspective compared to SC systems. 

Improvements of some of these DSP problems is the focus of the next two chapters. 

 

 

  



M.A.Sc.—Ryan Ramdial  McMaster—Electrical and Computer Engineering 

32 
 

 

 

Chapter 3  

 

Frequency Offset Estimation 

Algorithm 

 

 

This chapter introduces a novel algorithm that can be used to remove the intermediate frequency offset (IFO) 

which are ever-present in coherent-based communication systems. This new technique is needed as traditional 

algorithms that work for SC systems no longer work for MSC ones. A brief overview of the origin of IFO is 

given before the introduction of the new algorithm is shown. As this method works by moving from the “best 

guess” to the “next best guess”, it is considered an estimation algorithm. 

 

3.1 Origins of Intermediate Frequency Offset 

With the ever-increasing need to increase the spectral efficiency of communication systems, higher-

level modulation formats have become a standard practice for most fiber-optic systems (sub-oceanic 
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being the one exception due to additional constraints). If Bs is the number of symbols per second 

transmitted, it is equivalent to transmitting B bits per second as follows 

2logsB B M ,       (3.1) 

where M is the modulation level. However, to actually detect the signal at the transmitter, coherent 

detection receivers are needed, as they are able to detect both amplitude and phase of the incoming 

signal. In contrast, direct detection receivers, although simpler to build, are only able to identify the 

amplitude of the signal, making them ineffective if higher-order modulation formats are to be used. 

The entirety of the coherent receiver can also be implemented in the digital domain these days using 

modern-day DSP, making it a more attractive option compared to systems of the past that used 

phase-locked loops [27]. 

 After transmission through the fiber, the received signal can be represented as  

( ) ( )exp[ ( )]r r c cq t A s t i t    ,      (3.2) 

where s(t) is the complex field envelope, ωc is the frequency of the optical carrier, and Ar
2 is the peak received 

power. The local oscillator’s (LO)—needed for coherent detection to take place—output signal can be similarly 

represented as 

( ) ( )exp[ ( )]LO LO LO LOq t A s t i t    .           (3.3) 

These two signals are then combined using a 3-dB coupler and pass through a photodetector. After noticing the 

LO power is much larger than the signal power and removing a D.C. component, the photocurrent is 

 ( ) Re ( )exp[ ( )]d r LO IF c LOI t RA A s t i t      ,        (3.4) 
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where R is the responsitivity and ωIF is the IFO term. This term is random within a given range and therefore 

cannot be removed using a priori knowledge. However, it must be removed before further DSP at the receiver 

is done, as this term causes the absolute value of the phase to increase with time, leading to erroneous phase 

decisions and rendering coherent detection ineffective. An example of this phase function without and without 

the removal of the IFO is shown in Fig. 3.1. 

 

Fig. 3.1: Phase function of signal after mixing with LO with and without equalization of 

IFO. [3] 

 Various techniques exists that can successfully remove the IFO, such as the phase increment 

algorithm [28], Tratter IF estimation algorithm, and Kay IF estimation algorithm [29]. However, 

these methods were created for SC systems in mind. For MSC systems, as the subcarriers are 

multiplexed together, it is impossible to know what part of the data belongs to which subcarrier, 

making these algorithms ineffective. Also, the subcarreris cannot be demultiplexed first and then 

have the algorithms applied to them, as the IFO would be removed after the demultiplexing stage 

and be lost forever. Therefore, a new method for estimating the IFO for MSC systems is needed, 

and such a method is laid out in this chapter. This method is the same as that in [30]. 
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3.2 Algorithm Design 

From Eq. (3.4) the signal which we are interested in, s(t), is multiplied by the complex exponential 

term which contains the IFO value (the phase components can be ignored here). Using the Fourier 

transform property 

0

0( ) ( )
i t

s t e S
   ,           (3.5) 

it can be concluded that this IFO term will lead to a shift in the frequency spectrum between the 

transmitted and received signals. Therefore, if this shift can be detected from than the IFO term can 

be effectively removed. 

 One way to detect this shift it find the edges for both the transmitted and received signals’ 

spectrums. The corresponding difference would then correspond to the IFO term wanted. There are 

two sides of which can be used for detection, positive and negative frequency edges; however, we 

chose to focus only on using the positive values, though negative values could also be used. These 

edges are shown in the red box in Fig. 3.2. The bandwidth of this signal is 60 GHz, however the 

difference between the edges are typically in the order of less than 1 GHz. 
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Fig. 3.2: Difference between edges the transmitted and received signals’ spectrum should give IFO. 

 This method of course depends on the ability to accurately detect the edges. To do so, an 

idea similar to some basic image processing algorithms is utilized. As can be seen in Fig. 3.3, the 

maxima of the first derivative of the intensity function of the image should indicate where the edges 

in that image are. Similarly, detecting the location in the spectra where the gradient has the largest 

magnitude should indicate where the edge is, since the edges of the spectra drop off the most there. 

 

 

Fig. 3.3: First derivate of image can be used to detect edges. 
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Although in principle only the true edge should be sharp, in practice, due to the noise and 

distortions introduced by the system, there are many sharp edges. By first locating the spectral edges 

of the transmitted and received signals, we are able to narrow down the search area of the IF offset. 

This range of frequencies is sorted into an array in order of descending power, as it was observed 

empirically that the correct edges typically lie at or near a local maximum of the spectrum’s power, 

with the largest peaks more likely to produce the correct estimate. Using this estimated IF offset, we 

can then demultiplex each subcarrier of the received data. We find the cross-correlation (XC) 

between the received data and the transmitted data using the training sequence for each subcarrier. 

The XC values for all the subcarriers will be close in value if the correct IF offset was chosen, 

therefore the XC values also act as a verification. If the estimated IF does not pass this verification, 

we use a loop to move on to the next element in the array and continue this same process until the 

correct frequency is detected. 

To test our algorithm, experiments have been done using 12 subcarriers at 5 GBaud per 

subcarrier dual polarized QPSK data (total data rate per channel = 240 Gb/s), 8 channel WDM, and 

a transmission over a link length of 6000 km with 100-km long spans of Corning® TXF® optical 

fibers. The new algorithm is used successfully over this system and the mean Q-factors at the 

optimal launch power are found to be 9.4 dB and 10.1 dB with and without DBP, respectively. 

 

3.3 Experimental Setup 

The experimental setup is shown in Fig. 3.4. At the transmitter, 12 subcarriers operating at 5 

GBaud are multiplexed together to obtain a 60 Gbaud (per polarization) signal. The modulation 

format on each subcarrier is quadrature phase-shift keying (QPSK). Root-raised cosine (RRC) pulses 
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with a roll-off factor of 0.05 produce a total signal bandwidth of 63 GHz. The channel of interest is 

modulated using an optical IQ transmitter (60 GBaud Multisubcarrier Tx in Fig. 3.4), while all other 

wavelength division multiplexed (WDM) channels are modulated using a different optical modulator 

(λ1 to λn in Fig. 3.4). The WDM signal has 8 channels spaced by 75 GHz in frequency. The acoustic-

optical modulators (AOMs) are used to control the recirculating loop that consists of six spans of 

TXF fibers, Erbium doped fiber amplifiers (EDFAs) and a gain equalization filter (GEF).  

The fiber spans have 100 km average length, 17.58 dB average span loss including splices 

and connector losses, 21 ps/(nm.km) chromatic dispersion and 125 µm2 effective area. At the 

receiver, signals at the channel of interest are received by a 90 degree optical hybrid followed by a 

real-time oscilloscope with 65 GHz bandwidth and 160 Gsa/s sampling frequency. Then, the off-

line DSP begins by implementing:  front-end correction and resampling. Afterwards, the signal is 

compensated either from DBP or from chromatic dispersion compensation (CDC)—DBP 

compensates for both intra-channel nonlinearities and dispersion impairments, whereas CDC 

compensates for chromatic dispersion only. The DBP is realized using the well-known split-step 

Fourier technique.  

Next, the signal passes through the frequency offset compensation block using the edge 

detection algorithm, which is the main purpose of this paper and is discussed in detail in section 3. 

The subcarriers are demultiplexed using a matched filter (RRC filter) and each subcarrier passes 

through Constant Modulus Algorithm (CMA) and phase-noise compensation blocks. At last, the bit 

error rate (BER) is calculated by direct error counting. 
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Fig. 3.4: Experimental setup and block diagram of receiver side DSP. 

 

3.4 Edge Detection Algorithm 

3.4.1 Detection of spectral edges 

Although in theory the transmitted edge should already be known ((Baud Rate x (1 + Roll-Off 

Factor))/2), for the experimental results this does not always hold true. Therefore, the calculation of 

the transmitted spectral edge can be done before transmission and be sent to the receiver. We first 

take the Fourier transform of the transmitted data in each polarization, take the absolute square and 

add them together to obtain the total power spectral density. From knowledge of the bandwidth of 

the channel under test, we can take a window of the transmission (TX) spectrum of where the 

spectral edge should occur. We focus on the positive frequencies for this spectrum only, although it 

is possible to obtain the same results using the negative half of the spectrum. For the 60 GBaud 

system we used, this would correspond to taking a window around the 30 GHz point. With a 

frequency step size of approximately 1.22 MHz used in our experiment, a window of 4000 samples 
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was taken. This gives a window range between 27.6 GHz and 32.4 GHz. An example of this window 

is shown in Figure 3.5. Although this windowing is not necessary, it makes the algorithm faster by 

making a rational guess of where the edge will lie, thus ignoring irrelevant frequencies. This also 

makes it less prone to errors which may be present elsewhere in the spectrum. 

 With the possible frequencies narrowed in, we then further divide this window into blocks 

of 50, sum over each of these smaller blocks, and then divide by 50 to get the average power over 

this range. The purpose of this averaging is to reduce the effects of noise. A block size of 50 was 

chosen as it produced the best results compared to other block sizes of 25, 40 and 100. An array of 

the derivatives from these blocks was formed and the block at which the (negative) difference is the 

largest corresponds to the edge of the spectrum as that is where the power of the spectrum drops 

off the most. The summing into blocks of 50 becomes evident here, as it essentially acts as a low-

pass filter to remove the sharp transitions that would lead to large, incorrect differentials. This new 

array was then sorted in ascending order. We used two criteria to ensure that the chosen block 

was the correct choice. 

 

Fig. 3.5: Approximate window taken of frequencies used in narrowing down search. 
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The first criterion was used to ensure we did not make an underestimation (2 or more blocks away 

from correct choice). We did this by looking at the “decay rate” of some blocks following the one 

that was chosen. As the correct block lies at the edge of the spectrum, after a small transition the 

following blocks should have a noticeably smaller power level compared with the correct block. 

Therefore, if there were a large underestimation of the desired block, the blocks following it would 

not have their power levels decreased substantially. We can then test the next block in the 

differential array using a loop, and continue to test this criterion until the correct block is chosen. 

For the transitional period, we used a spacing of 3 blocks (150 samples). Therefore, we compare the 

chosen block with the fourth, fifth, and sixth blocks after it, and made sure the power ratios 

between the chosen block and these test blocks was greater than a certain value (a ratio of 1.5 was 

used in our tests). Comparing with 3 blocks instead of just 1 makes the decision less prone to any 

errors arising from possible anomalies in the spectrum. An incorrect chosen block is shown on the 

left image of Figure 3.—the detected (red block) was chosen, however as can be seen the blocks 

after the transition period do not decrease by a substantial amount in power level. 

The second criterion was used for possible overestimations that may occur. Again, by 

looking at the power level at the chosen block it should be in a similar range to the power levels of 

the preceding blocks. Therefore, if an overestimation were to occur, the ratio between the chosen 

block and the blocks prior to the edge would be a small value. To obtain a reference of what the 

power should be, we took the average over the first 10 blocks in the window, as it is extremely 

unlikely that the actual correct block would lie there. We could then test the chosen block’s power 

level with the average of these 10 blocks, and move on to the next estimated block in the array if it 

did not pass this ratio test using the same loop as before. A desired ratio of 0.9 was chosen in our 

experiment. An example of an incorrect detection from overestimation is shown in the middle image 

of Fig. 3.6.  
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In the top left of Fig. 3.6 an underestimation (red window) of the correct block (green) is 

shown. As the blocks (yellow) following the red one do not “decay” in power past the required 

threshold, we conclude that the incorrect block was chosen. In the top right there is an 

overestimation: blocks after the red do decay, but comparing the power level of the red block with 

the average power level of the first 10 blocks (brown window) indicates that this too is the wrong 

block (too weak in power level). The bottom has the correct block detected as there is a decay and 

has appropriate power level. 

 

 

Fig. 3.6: Underestimation, overestimation and correct detection of blocks. 
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We must then look at each sample around this chosen block, as the block itself would just 

give a rough estimate of where the edge frequency is. For example, if the detected block was number 

56 in our 4000 samples (80 blocks) window, we multiply 56 by 50  as there are 50 samples per block. 

This corresponds to the 2800th sample.  We then take +/- 50 samples centered on this sample 

(2751-2850), forming a new smaller window.  It should be evident now that because we are now 

taking a +/- 50 samples window around the detected block’s first sample, it does not matter if we 

are off by one block when obtaining the rough estimate. After this new smaller window is taken, we 

start from the first sample and take it to be our initial maximum value. We then compare the second 

sample with the first. If the power of the second sample is greater than some threshold value, 0.7 in 

our case, we replace the old maximum sample number with the new one. We continue this process 

until we reach the end of this window. The correct edge frequency is now found by adding this value 

to the starting sample of the detected block’s frequency. For example, if the sample we found that 

passes our threshold test is at sample number 61, and the 58th block was the detected block, the 

correct frequency would be the (58*50 + (61-50)) = 2811 value in our original window. We must 

subtract 50 from 61 because we are taking a window centered at 2800, so the first sample would 

correspond to sample number 2751. An example of this process is shown in Fig. 3.7. 

For detecting the edge of the received signal, we start in a similar manner, but take a larger 

window of 6000 samples centered around 30 GHz. This is to accommodate for the frequency 

fluctuation of the laser used for producing the carrier wave. Then we break this window into blocks 

of 50, and average their power again. Because the received signal will have a lower SNR after going 

through the fiber, the edge of the PSD spectrum will not be as sharp. Therefore we did not use the 

exact same method as just described above, though it is similar. Instead, we compared the ratio of 

each block (block remains 50 samples) in the 6000 sample window with another one several over in 

frequency. In this experiment, a difference of 6 blocks was used. This would mean the first block is 
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compared with the seventh, the second with the eighth, and so on. The reasoning is that the ratio of 

the correct block should have the highest ratio between it and the block used for comparison, as the 

spectrum’s power attenuates after the edge. Again, because of the loss in sharpness of the received 

signal’s PSD, this proved to be a more robust method of determining the estimate for the received 

spectrum’s edge. Using this estimate we can then get a general idea of where the true edge is. 

 

 

Fig. 3.7: Example of threshold test. 
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3.4.2 Array Setup 

With the correct edge for the transmitted signal and a rough estimate for the edge of the received, 

we can obtain a good estimate for where the IF offset should be by using 

Offset Tx RxIF FreqEdge FreqEdge  ,           (3.6) 

Because this is a rough estimate, instead of using the value calculated in (1), we take a window centered around 

the calculated value as the range of possible frequencies. For our experiment, a window of +/- 150 MHz was 

taken. A smaller window and the correct frequency may not be detected, whereas a larger window would likely 

take more computations to detect the correct frequency.  As an example, for a TX edge frequency of 30 GHz 

and an RX edge frequency of 30.3 GHz, the estimated IF offset would be -300 MHz. We then take a range of 

frequencies around this estimate—i.e.-450 MHz to -150 MHz. An example of this smaller window is shown in 

Fig. 3.8. 

 We then form a second array from this first array, by sorting the elements in order of decreasing power. 

This is done as from (much) empirical evidence it was seen that, in almost all cases, the correct edge frequency 

would lie at or next to a local peak in the spectrum, with the largest peaks more likely to be the correct value 

(similar to how the Tx. edge frequency was taken at a local peak in Figure 4). By using a range of frequencies, it 

can also be seen here that even an incorrect detection of the TX or RX edge frequency can still lead to the 

correct IF offset, although there would most likely be more computations needed. It is also possible to form the 

second array by utilizing only the local peaks of the first array, and then sort these peaks in order of decreasing 

power. Again, this is due to the edge most likely lying near a local maximum, therefore removing unnecessary 

frequency points. This made the processing faster on average, though in a few cases the correct IF offset could 

no longer be detected. Therefore, we first used this reduced array consisting of only local peaks, and if the IF 

offset was not found, we redid it using the full array. 
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Fig. 3.8: Using only local peaks inside IFO window can greatly speed up algorithm. 

 

3.4.3 Estimation Verification 

Starting from the first index of the sorted power array, we take its value and search for the same 

value inside the unsorted array (the sample with the largest power in Figure 5). Once it is found, we 

take the index corresponding to that term and use it to obtain the estimated IF offset. For example, 

in a window of -450 MHz to -150 MHz, if the index with the largest power corresponded to the 

100th element in the window, then the estimated IF offset would be -350 MHz, assuming each 

sample is spaced 1 MHz apart. We can now shift the spectrum by this frequency, giving us our first 

estimation point.  

For each subcarrier in the MSC system, we start by converting the signal down to baseband 

by shifting the frequency with the appropriate amount for that subcarrier. Here we also take a 

portion of the known transmitted data and do the same procedure of converting to baseband. For 

our experiments 10000 samples of transmitted data were taken out of a total of 98304, although in 
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most cases 5000 samples were sufficient. We then filter the received signal and the training sequence 

of the transmitted signal using a root-raised cosine filter. We can also then downsample to 2 

samples/symbol for quicker processing, giving us 4096 samples for each subcarrier of received data 

and 833 samples for each subcarrier of transmitted data. 

We then take the XC between the downsampled transmitted and received signals. For each 

subcarrier, we save the index corresponding to the maximum of this XC calculation in another array 

(XCArray). The timing shift between two channels is given by 

22T f L    ,           (3.7) 

where Δf is the channel spacing, β2 is the group velocity dispersion parameter and L is the length of 

the fiber. Because the subcarriers are closely spaced together in MSC, only a small timing shift exists 

between all subcarriers. Therefore, , the values inside the XCArray should be the approximately, as  

the subcarriers are closely spaced together. If this is the case, we know that the correct IF offset 

value was chosen, as it would be extremely unlikely that an incorrect IF offset value could produce a 

result of multiple subcarriers with identical peaks 

1
Probability of Incorrect Decision = 

N Choose K
,   (3.8) 

Here we are using a combination where N is the number of samples in the signal and K is 

the number of subcarriers. For our case of 4096 samples and 12 subcarriers, the probability of an 

incorrect frequency giving a correct result is around  4.5e-44, therefore we can assume that this 

verification is valid. The different subcarriers should have a similar index value for the maximum 

point in the XC calculation. Therefore, we can calculate the variance of the XCArray, and that result 

should fall below a small threshold (we used a variance of 5 as our threshold). If the calculated 

variance does not fall below this threshold then we realize that the incorrect IF offset was chosen, 
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move on to the next element in the sorted power array and repeat the process. Once an IF offset 

value is chosen which produces a variance of less than 5 for the XCArray, we end the loop and 

choose that offset as the correct value.  

Although the aforementioned verification method worked for all our test cases, there are a 

few potential possibilities where it may fail. Particularly, if not enough training samples are used or 

one subcarrier’s maximum XC value is off from the rest, this may lead to a large variance even 

though the correct IF offset value was chosen. Therefore another backup verification method was 

also implemented to catch any of these errors should they arise. 

After taking the XC, we save this signal for each subcarrier. After all subcarriers XCs have 

been calculated, we sum all of the XC signals together. The maximum value for the new, total XC 

(TXC) signal should have a large distinct peak if the correct IF offset was chosen, as incorrect 

samples can be thought of as noise, and their sum’s will not form as large of a peak relative to the 

correct sample. An example of a distinct peak that is formed at the correct sample is shown in Fig. 

3.9. We then take the ratio of this peak with the mean of the entire TXC signal. If the ratio is greater 

than a certain threshold, then the correct IF offset was used. A flow-chart of the frequency offset 

estimation algorithm is shown in Fig. 3.10. 
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Fig. 3.9: Adding up each subcarrier’s XC spectrum yields a distinct peak when the correct 

frequency estimate is chosen. 
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Fig. 3.10: Overview of frequency offset estimation algorithm. 

 

3.5 Results 

The results are shown below in Figs. 3.11 and 3.12. The majority of the time, the correct IF offset 

can be detected within the first few guesses. Although the method described above proved to be 

satisfactory, it should be noted compensating for chromatic dispersion prior to searching for the IF 

offset helped here. If we had not done this, then the XC values for each subcarrier would increase in 

a linear manner, instead of centering on a peak. The correct IF offset can still be found if this is the 

case though, by searching for which value gives this constant XC slope for the subcarriers. 

Fig. 3.11 shows the Q-Factor as a function of launch power when the transmission distance 

is 6000 km, with DBP and CDC. As shown, the optimal launch power was found to be 4 dBm for 

this system, and DBP brings about 0.73 dB of performance improvement over CDC. Fig. 3.12 
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shows the Q-Factor as a function of transmission distance at the optimal launch power (4 dBm). As 

can be seen, lengths approaching 9000 km or more are allowable for this system, if soft forward 

error correction is used in conjunction. Finally, Fig. 3.13 shows the number of guesses needed ntilu 

the correct IFO to be chosen. This proves that this algorithm is an efficient means to estimate the 

IFO in the majority of the potential cases.  

 

 

Fig. 3.11: Q-factor as a function of launch power. 
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Fig. 3.12: Q-factor vs. distance at launch power of 4 dBm. 

 

Fig. 3.13: Number of guesses needed for until correct detection. 
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Chapter 4  

 

Fast Fourier Transform Based 

Processing 

 

 

This chapter introduces a more efficient way to generate MSC signals, by making use of the well-known Fast 

Fourier Transform (FFT) algorithm. Traditional based MSC techniques have a computational complexity that 

scales in the order of O(Nc
2). The proposed FFT method’s computational complexity scales in the order of 

O(M∙Nc∙log2(2∙Nc)) though, where Nc is the number of subcarriers and M is the number of samples per second. 

This technique therefore becomes a more enticing alternative as the number of subcarriers increases, which is an 

emerging trend as larger baud rate systems become deployed. 

 

4.1 Need for FFT-Based Processing 

Traditionally, to generate MSC signals an excessive number of samples needs to be generated. Due 

to the multiplexing of the subcarriers, each subcarrier must be oversampled by a factor proportional 
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to the number of subcarriers being used. For example, the bandwidth of a MSC signal is 

proportional to the number of subcarriers, Nc, and therefore, the number of samples per symbol is 

proportional to Nc. The modulation process involves the multiplication of each subcarrier by a 

complex sinusoid and hence, the required complex multiplication per symbol scales as O(Nc
2). Thus 

as the number of subcarriers increases, the computational cost makes generating MSC signals more 

and more impractical, as the cost-per-bit (CPB) increases quadratically. Therefore, to take advantage 

of the benefits MSC signals bring, while still keeping them as a realistic option for commercial 

applications, a more efficient technique for generating these MSC signals is needed which reduces 

the CPB. Such a technique is proposed here. 

We do this by dividing the signal into blocks and in each block we transform the signal in 

such a way that it corresponds to a signal that can be represented by the Discrete Fourier Transform 

(DFT). With the signal in this format, we are able to use the FFT algorithm for faster signal 

processing, as it uses fewer computations than the DFT while yielding the same result. The 

computation cost of the FFT signal scales as O(M∙Nc∙log2(2∙Nc)), thereby giving an increase in CPB savings 

compared with the traditional method, as the number of subcarriers increases. A similar computational saving 

can be shown when demultiplexing the signal at the receiver.  

Recently, superchannels with baud rates up to 120 GBaud per channel have drawn significant interest. 

As the trend of operating at larger system baud rates is likely to continue for the foreseeable future, this method 

of generating MSC signals and the savings that it brings can have a greater impact, as MSC become an even 

more enticing option at larger system baud rates, while also having more subcarriers at these baud rates. 

Although it may appear that the proposed technique resembles orthogonal frequency-

division multiplexing (OFDM), these two techniques are quite different. Firstly, in this approach, the 

carriers are not orthogonal. Secondly because as RRC pulses decay slowly, at a given symbol interval 
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the symbols corresponding to the neighboring intervals interfere strongly. In contrast, OFDM 

symbols do not typically interfere and there is a guard interval between symbols. The purpose of the 

FFT in this approach is only to reduce the computational complexity. 

 

4.2 Theory 

4.2.1 MSC Transmitter 

A baseband signal modulating a single carrier can be represented as 

/2 1
( )

/2

( ) ( )
Ns

m

m n s

n Ns

s t a p t nT




  ,              (4.1) 

where 𝑎𝑛
(𝑚)

 is the data on the mth subcarrier and nth symbol period, Ts is the symbol interval, and p(∙) 

is the pulse shape function. We assumed that p(t) correspnds to root-raised cosine (RRC) filtering 

with a rolloff factor α. pulse in this thesis. After multiplexing, the signal is given by 
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  ,          (4.2) 

where fm is the center frequency of the mth subcarrier. We assume that the subcarriers are uniformly 

spaced with a subcarrier spacing Δfsc i.e. 

m scf m f  .       (4.3) 

The analog signal in (1) is discretized with M samples per symbol period 

sT
t

M
   ,               (4.4) 

where Δt is the sampling period in the baseband. The bandwidth of the signal modulating each 

subcarrier is Bs∙(1+2)/2, where Bs = 1/Ts. In order to avoid spectral overlap between the subcarriers, 

let the subcarrier spacing be 
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(1 )sc sf B    .          (4.5) 

The total bandwidth of the MSC signal is then Nc∙Bs∙(1+α), and by using the Nyquist sampling rate, 

the chosen sampling rate will be twice that, or 2∙Nc∙Bs∙(1+α), and the sampling period is 

2 (1 ) 2 (1 )
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N N


 


 

 
,         (4.6) 

(1 )c cN N      ,          (4.7) 

where ⌊ ⋅ ⌋ denotes the floor function of rounding down to the nearest integer. 

Fig. 4.1: Constant sampling over a block can be used to represent signal needed for 

multiplexing. Each block is equal to the number of subcarriers, 6 in this example. 

 As can be seen in the bottom graph in Fig. 4.1, sm(t) is constant over a time period 𝑁𝑐
′∙δt, and 

we can divide the time vector into blocks of size Δt. Let sm(t) be a constant, 𝑠𝑚
(𝑗)

, in jth block. Eq. (4.2) 

is processed separately for each block. Consider a block j with (j-1)Δt ≤ t < jΔt. This block has 𝑁𝑐
′

 

elements in it. Let k be the index to address these elements. The time vector t is then discretized within 
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this block as 
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where 
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and 
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It can then be shown that 
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 Now, we process Eq. (4.2) so that it can be computed using the FFT, via changing the format 

of the signal to that which can be represented by a DFT. Using Eqs. (4.8), (4.9) and (4.11) for the jth 

block, the exponential term in Eq. (4.2) may be written as 
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Substituting Eq. (4.11) into (4.2) yields 
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In Eq. (4.13), the denominator in the exponent is 2∙Nc, but the summation only extends from 

-Nc /2 to Nc /2 -1. To express Eq. (4.13) as a DFT, we introduce virtual carriers carrying no data, i.e. 

rewrite Eq. (4.13) as 
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Eq. (4.15) can be evaluated using FFT. The number of complex multiplications to evaluate it 

is (Nc /2)∙log2∙(2∙Nc). In contrast, if the FFT is not used, evaluation of (11) requires 𝑁𝑐
2 complex 

multiplications. When RRC pulse is used, M ≤ 2, and hence the computational cost of the evaluation 

of Eq. (4.15) using the FFT is much less than that of Eq. (4.13), as the number of subcarriers grows  

larger than Nc > 8. Additional Nc complex computations are needed per block for evaluating Eq. 

(4.13), which becomes negligible as Nc grows. 

A block diagram up until this point is shown in Fig. 4.2. The output of the FFT operation on 

each block gives the multiplexed data that we are interested in. There are an additional Nc outputs due 

to the addition of the virtual subcarriers, however we only need Nc values for each block. The chosen 

points will depend on where the real subcarriers are placed before performing the FFT. 

Once the unnecessary data is eliminated (which is present due to the virtual subcarriers), we 

can form the final transmitted signal by concatenating the blocks into a single vector. The first Nc 

samples, 1 to Nc, for this vector will correspond to the first block’s data, the second Nc samples, Nc+1 

to 2Nc, with the second block, and so on. 

The complex electrical signal modulating the optical carrier str(t) is shown to be 

( ) ( )exp( )tr total scs t s t i f t  .        (4.17) 

The frequency shifting down here is needed due to the FFT operation not being centered perfectly 

around 0. It is needed if the total number of subcarriers is an even integer—which is always the case 
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since we double the amount of subcarriers when adding in the virtual subcarriers. This adds an 

additional amount of complex computations equal to the signal’s length, i.e. Ns∙M∙Nc, however for a 

large number of subcarriers this term becomes negligible too. 

 

Fig. 4.2: Block diagram of transmitter side using FFT method using four subcarriers (Nc=4) 

and two samples per symbol (M=2). 

The total computation cost of evaluating Eq. (4.2) using the FFT technique is M∙Ns∙[(Nc 

/2)∙log2∙(2∙Nc)+2Nc], where M∙Ns is the number of blocks. When evaluating Eq. (4.2) without the 

FFT, the number of computations is 2∙Ns∙𝑁𝑐
2. Table 1 compares the number of complex 

multiplications required for evaluating Eq. (4.2) with and without the FFT. As the number of 

subcarriers increases, the proposed approach provides significant computational cost savings. Even 
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when the number of subcarriers is 8, the FFT-bases approach provides a computational cost savings 

by a factor of ~2. 

 

Table. 4.1: Comparison between the two approaches at the transmitter side using M=2 

samples per symbol and Ns=4096 symbols. 

  

4.2.2 MSC Receiver 

Let the received signal after dispersion compensation be srec(t). In the absence of fiber nonlinear effects  

( ) ( ) ( )rec trs t s t n t  ,          (4.18) 

where n(t) is the noise added by the channel. To make use of the FFT at the receiver, we first must 

shift the received signal to undo the shift done in (15), allowing the signal to get back into an FFT 

structure. 

' ( ) ( )exp( )rec rec scs t s t i f t   .    (4.19) 

This signal, of length 1xNc, is fragmented into M∙Ns∙Nc blocks. The first Nc samples of 𝑠𝑟𝑒𝑐
′ (𝑡) 

correspond to the first block, the second Nc samples, Nc+1 to 2Nc, with the second block, and so on. 

We call these blocks sm_rx
′(j)

, with j indicating the block number. 

 Similar to the transmitter, the introduction of virtual subcarriers is needed to create a DFT 

structure. This gives us the following equations 
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After the FFT operation we must compensate for Eq. (4.13), which is done by  
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           (4.22) 

Finally, srx_final
(j)

 is then passed through a RRC filter to complete the demultiplexing process 

(see Fig. 4.5). After the matched filter, the data in each subcarrier is processed in parallel. Similar to 

the transmitter section, the operations in Eqs. (4.19) and (4.22) add additional Ns∙M∙Nc complex 

computations each. The computational cost of the demultiplexing using this technique is M∙Ns∙[(Nc 

/2)∙log2∙(2∙Nc)+2Nc], yielding similar savings as the receiver compared with the traditional method. 

  

4.3 Simulations 

Fig. 4.3 shows the schematic of the fiber optic system based on the proposed MSC processing using 

the FFT. Figs. 4.4 and 4.5 show the details of this FFT-based MSC processing at the transmitter side 

and receiver sides, respectively. 

 

Fig. 4.3: Overview of fiber system used in simulations.  
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Fig. 4.4: Overview of transmitter side DSP. 

 

 

 

Fig. 4.5: Overview of receiver side DSP. 
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 We simulate a dual-polarized 60 GBaud system using QPSK data on each subcarrier. The 

fiber spans had lengths of 101 km, with 17.82 dB average span loss. The dispersion parameter was 

21 ps/(nm∙km), and 125 μm2 effective area. The noise figure of the amplifier was 5.26 dB. 100 kHz 

linewidths were used at both the transmitter and local oscillator. The signal propagation in the fiber 

is simulated using the well-known split-step Fourier technique.  

 

Fig. 4.6: Parallel processing of each subcarrier. 

The number of symbols in each carrier was 4096 at 2 samples per symbol. The RRC filtering 

with a rolloff factor of 0.05 was used. The received signal passes through the proposed FFT-based 

demultiplexer and after the matched filter, the data on each subcarrier passes through a PMD 

compensation and phase noise compensation stage. The phase noise compensation is implemented 

using the popular Viterbi-Viterbi algorithm. The mean BER of all the subcarriers is computed by 

error counting and the Q-Factor is calculated using 

1020log ( (2 ) 2)Q erfcinv BER   ,       (4.23) 

where erfcinv is the inverse error function. Fig. 4.7 shows the Q-Factor as a function of fiber launch 

power when the transmission distance is 8000 km. A launch power of 4 dBm was found to be ideal 

for both the traditional method and the FFT method. Fig. 4.8 shows a comparison of the two 

techniques at varying lengths at a launch power of 4 dBm. 16 subcarriers were used. As can be seen, 

the results when using the FFT technique gives similar results to that of the traditional method, while 

taking advantage of the computational costs the FFT brings, thus lowering the CPB. 
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Fig. 4.7: Q-Factor for different launch powers shown. 

 

 

Fig. 4.8: Simulation results at varying length at a launch power of 4 dBm. 
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 Fig. 4.9 shows the computation time of the transmitter side DSP with and without FFT 

processing. The simulations is carried out on Matlab R2017a on and Intel® Core™ i7-7700HQ 

CPU @ 2.80 GHz, 2801 MHz, 4 Cores, 8 Logical Processors. Consistent with Table 1, there is a 

significant reduction in computational time using the proposed FFT based approach when the 

number of subcarriers is large. For example, when the number of subcarriers is 64, the 

computational time decreases by a factor of ~100 for the FFT based technique. Fig. 4.9, as well as 

Table 4.1, includes the computations required for setting up the FFT structure as well. This gives 

further proof that the FFT-based approach is an improvement to the traditional method. 

 

Fig. 4.9: Comparison for transmitter when using M=2 samples per symbol and Ns symbols 

while varying the number of subcarriers.  



M.A.Sc.—Ryan Ramdial  McMaster—Electrical and Computer Engineering 

66 
 

 

 

Chapter 5 

 

Conclusion 

 

 

Fiber optic communication systems are essential for contemporary living standards. Due to the high 

frequency and in turn the large bandwidth these systems occupy, enormous amounts of data are 

enabled to be transferred at a time. With this said, there are still challenges which are needed to be 

overcome for the continued growth. In Chapter 2 an explanation pertaining to why nonlinear 

impairments, one of the main obstacles optical fibers face today, are formed. Multi-subcarrier signal 

processing, which breaks up a large carrier into several smaller carriers, was shown to be an effective 

solution to reduce these detrimental nonlinear effects. It works by finding and operating at an 

optimal point for mitigating these effects. 

 To make use of this new scheme though, some of the signal processing techniques that work 

for single carrier systems have to be altered. Removing the intermediate frequency offset—an 

unavoidable effect for coherent systems—is one such algorithm that has to be modified if we are to 

reap the benefits of multiple subcarriers. In Chapter 3 such an algorithm was proposed. Here, we 
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showed that by correctly detecting the edges of both the receiver and transmitter spectrums, the 

difference between these two parameters could be shown to be the value we are seeking. By using 

the cross-correlation between the received data and a subset of the transmitted data, we are then 

able to verify whether the correct estimate was chosen, and if not, iterate by updating the estimate 

until the correct value is chosen. 

 Although multi-subcarrier systems allow us to reduce the total amount of nonlinearities in a 

system, the computational costs to produce them remained high, thus potentially making them 

impractical for commercial systems. In Chapter 4, a new method to produce these signals was 

introduced. By first rearranging the subcarriers so that they can be represented by the discrete 

Fourier transform, we can then make use of the fast Fourier transform to generate the signal. This 

greatly reduces the computational costs required, especially as the number of subcarriers grows, 

allowing multi-subcarrier systems to become a practical solution to reducing nonlinear penalties. 

 Although multi-subcarrier signal processing can not solve all the problems fiber-optic 

communication systems face, they are a viable solution for a class of problems. This holds even 

further true for long-haul systems. Thus, as multi-subcarrier signal processing is a solution which 

aids optical fibers in meeting the ever-growing capacity demand placed on them, it should be 

enthusiastically accepted.   
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