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Abstract

In this thesis we derive novel results on the complexity of idempotent Mal’tsev
condition satisfaction problems. For a Mal’tsev condition >, the idempotent 3I-
satisfaction problem is the decision problem defined via:

e INPUT: A finite idempotent algebra A.
e QUESTION: Does A satisfy »7

In particular we are able to prove that this decision problem is in the complexity class
NP whenever ¥ satisfies one of the following conditions:

1. X is a strong Mal’tsev condition which implies the existence of a near unanimity
term.

2. ¥ is a strong Mal’'tsev condition of height < 1 (see Definition |5.1.1]).

As a porism of these two results, we are able to derive the stronger result that the
complexity of the idempotent »-satisfaction problem is in NP whenever X is a strong
Mal’tsev condition which implies the existence of an edge term.

On top of this we also outline a polynomial-time algorithm for the idempotent
Y-satisfaction problem when ¥ is a linear strong Mal’tsev condition which implies the
existence of a near unanimity term.

We also examine the related search problem in which the goal is to produce op-
eration tables of term operations of the algebra A which witness that A satisfies
the Mal’tsev condition ¥ whenever such terms exist (and otherwise correctly decide
that such terms do not exist). We outline polynomial-time algorithms for this search
problem for various strong Mal’tsev conditions.

We close the thesis with a short list of open problems as suggested directions for
further research.
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Introduction

This thesis concerns itself with Mal’tsev condition satisfaction problems (MCSPs).
We view this field of study as a natural extension of research on the algebraic approach
to constraint satisfaction problems (CSPs) which was initiated by Jeavons [27] in
1998 and recently led to the successful resolution of Feder and Vardi’s [I7] much-
investigated CSP dichotomy conjecture with the publications [14] and [44]. The CSP
dichotomy theorem now clearly delineates those templates (or algebras) which give
rise to tractable subclasses of the CSP and those which give rise to NP-complete
subclasses. The dividing line can be characterized as the satisfaction of a particular
nontrivial Mal’tsev condition.

The questions naturally arising are what Chen and Larose call “the metaquestions
in constraint tractability” [16] and can be asked (as in Chen and Larose’s work [16])
from the perspective of templates (relational structures) or (as in [20] 24], 30} 29| [19])
from the algebraic perspective (where the focus is on algebraic structures, or algebras
for short).

We focus here on the algebraic version of these “metaquestions” which we call
Mal’'tsev condition satisfaction problems. For a fixed Mal'tsev condition ¥ the X-
satisfaction problem is the following decision problem:

o INPUT: A finite algebra A.
e QUESTION: Does A satisfy ¥7

As an example, consider the Mal’tsev condition of having a binary idempotent
cyclic term. That is, a term which satisfies b(x,y) ~ b(y, x) and b(z,x) ~ x. Given a
finite algebra A we can determine whether or not A satisfies this Mal’tsev condition
by simply building all of the binary term operations of A and checking to see whether
any satisfy these two equations. It is well-known to universal algebraists that such an
algorithm can be executed in exponential-time with respect to the size of the algebra
A. Tt follows from [24, Theorem 3.5] that this problem is indeed EXPTIME-complete.
On the other hand, it follows from [4, Lemma 2.4] that the following variant of the
problem is in the class P:

e INPUT: A finite idempotent algebra A.

e QUESTION: Does A have a binary idempotent cyclic term?
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This is what we call the idempotent Mal’tsev condition satisfaction problem (for
the particular Mal’tsev condition of having a binary idempotent cyclic term) and the
results of [20] provide several other examples of Mal'tsev conditions which have EXP-
TIME-complete satisfaction problems and tractable idempotent satisfaction problems.
It is worth noting at this point that applications of these results are not limited to the
field of constraint satisfaction. In fact many tractability results arising in this area
find practical applications as research tools for universal algebraists and some of the
algorithms developed have been successfully implemented as part of the calculation
software UACalc [1§].

The main goal of this thesis is to explore the complexity of MCSPs for several
Mal’tsev conditions of interest to universal algebraists. Inspired by the results of [19]
we were interested in exploring the question: do nonlinear Mal’tsev conditions give
rise to harder decision problems than linear Mal’tsev conditions? Given a Mal’tsev
condition ¥, one of the primary techniques used to establish a tractability result for
the idempotent Y-satisfaction problem is to compose together term operations which
satisfy the equations of ¥ on different subsets of the algebra to obtain an operation
which satisfies the equations globally. This technique works well in a number of
situations (see for example [24, Theorem 2.6], [42, Theorem 2.2], [30, Theorem 7)) all
of which involve linear Mal’tsev conditions but it seems unlikely that this type of proof
can work when the Mal’tsev condition X is nonlinear. The results of our explorations
are laid out in this thesis as described in the remainder of this introduction.

In Chapter [1| we begin by introducing all the relevant definitions from universal
algebra and in Section [I.2] we provide a description of those Mal’tsev conditions which
feature in this text, including some motivational remarks. In Chapter [2| we introduce
the relevant definitions from the field of complexity theory, including in Section [2.2] an
introduction to the problems CSP and SMP and then in Section 2.3 we formally define
Mal’tsev condition satisfaction problems and explore existing results in the field.

In Chapter [3| we begin to explore novel results obtained in this thesis. In Sec-
tion we use the work of Baker and Pixley [2] to derive a tractability result in
the idempotent case for linear Mal’tsev conditions which imply the existence of near
unanimity terms. In Section we are able to use the same kind of reasoning to de-
termine the existence of nonlinear Mal’'tsev conditions whose idempotent satisfaction
problem is in the class NP. This represents the first example of a nonlinear Mal’tsev
condition whose idempotent satisfaction problem is not EXPTIME-complete (assuming
NP # EXPTIME) which is perhaps an indication that the hypothesis that nonlinear
conditions are necessarily hard to detect may be incorrect.

We take an excursion in Chapter [4] to turn our attention to the related search
problem associated to MCSPs. In their exploration of the idempotent minority sat-
isfaction problem the authors of [29] derive the related result that obtaining term
operations witnessing the satisfaction of the existence of a Mal'tsev term[!]in a finite
idempotent algebra is a tractable search problem [29, Corollary 7]. We reproduce this

L “Existence of a Mal’tsev term” is the name of a Mal’tsev condition. See Example
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result in Section [4.3]and in Section [4.4] we use the result of [24, Theorem 2.6] to extend
this to a much broader class of conditions. Sections 4.2l and [£.5] contain similar results
for the conditions existence of a k-ary cyclic term and congruence n-permutability
respectively.

In Chapter |5l we return to the consideration of the decision problem MCSP. We
show that conditions of height < 1 in the sense described in [6, Definition 5.1] (formally
defined here in Definition give rise to idempotent satisfaction problems which
are also in the class NP. In particular, this extends the result for minority terms [29]
Theorem 17] to include all cube term conditions.

Finally, in Chapter [6] we summarize all the results obtained in this thesis and
develop a common generalization of Theorems and Namely, we show
(Theorem that any strong Mal'tsev condition which implies the existence of an
edge term gives rise to an idempotent satisfaction problem in the complexity class
NP. We then suggest some open problems as direction for future research (Section

632).



Chapter 1

On the Basics of Universal Algebra

In this chapter we introduce those basic notions of universal algebra which are
necessary for an understanding of the results found in subsequent chapters of this
thesis (and their proofs). A more thorough introduction to the topics discussed here
can be found in any universal algebra textbook (see for example [15, 22} [7]). Readers
already familiar with the field may wish to skip this chapter and refer back to the
definitions herein as necessary.

1.1 Algebras, Terms, Varieties, and Free Algebras

There are two main players in the great drama of this thesis. The first major
player is the algebra.

Definition 1.1.1. An algebra A := (A, F) is given by a nonempty set A together
with an indexed set F := {f# | i € I} of finitary operations on A. The set A is called
the universe of the algebra A and every f € F is called a basic operation of A. The
function pa : I — N which assigns to each i € I the arity of the basic operation fA of
A is called the similarity type of A. The superscript in f# is useful particularly when
we are thinking of the index set I as a collection of function symbols (in which case
f € I is a function symbol of arity p(f) whereas f is the corresponding operation on
A of the same arity). In practice we omit the superscript when we think this will not
cause any confusion. An algebra is said to be finite if the sets A and F are both finite.

In this case we define the size of the algebra A to be the natural number S | A2 ()
il

which we denote by ||A||[] An operation g on A is said to be idempotent if it satisfies

g(a,a,...,a) = a for each a € A. The algebra A is said to be idempotent if each basic

operation of A is idempotent.

Example 1.1.2. e A group G := (G, {f1, fo, f3}) is an algebra of similarity type
pc :{1,2,3} = N defined by pg(1) =2, pc(2) =1, pg(3) = 0. In this case we

!Throughout this thesis we assume that every algebra has at least one basic operation of arity at
least one, so that |A| < ||A]|.
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are defining f; to be the multiplication of the group, fs is the inverse (considered
as a unary operation z — z~!), and f3 is the nullary operation whose constant
value is the identity of G. We note that the similarity type of a group is usually
abbreviated as (2,1,0), omitting an explicit description of the indexing set [
(and similarly for other algebras with finitely many basic operations).

e Similarly, a ring (with unit) R := (R,-,+,—,1,0) is an algebra of similarity
type (2,2,1,0,0).

e A lattice L := (L, A, V) is an algebra of similarity type (2,2).

e A Boolean algebra is an algebra B := (B,A,V,—, T, 1) of similarity type
(2,2,1,0,0).

On many occasions we will be required to consider various powers of a given
algebra. The definition is as follows:

Definition 1.1.3. Given a family (A;);c; of algebras all of the same similarity type
p I — N, we define the direct product of (A;);es, denoted by [[ A;, to be the
jed
algebra P whose underlying set is the Cartesian product P := [] A; of the sets A,
jed
and such that the operation f; acts “coordinate-wise” on the elements of the product.
Formally, an element p € [ A, is a function p: J — |J A; such that for each j € J
jeJ jeJ
we have p(j) € A;. Given an index ¢ € I the operation f¥ is given by defining for
each p1,...,ppu) € P:

FR01, - 000) ) = Y 01G)s - D)) (1.1)

For any set X we can similarly define the algebra AX to be the product algebra

[T A, where A, := A for all z € X. The elements of AX are therefore all of the
zeX
functions from X to A and the basic operations of A act on AX via the natural action

on the image points as defined in [L.1] Let [n] denote the subset {1,...,n} C N. We
typically write A" and A™ for A" and A" respectively and we typically write the
elements of A" as “tuples” (ai,...,a,). Formally, (aq,...,a,) is used to denote the
function f : [n] — A : k — aj. The algebra A™ is called the n-th (direct) power of A.

Given a tuple (aq,...,a,) € A" and a subset K C [n| we define (ay,...,a,)|x
to be the restriction of the tuple (ay,...,a,) to the subset K. If K = {k} is a one-
element subset of [n] then we write (ay,...,a,)|r in place of (ay,...,a,)|x. Whereas
formally (a1,...,ay)|x is a function f € A% with f(k) = a; we will always identify
(ay,...,a,)|x with the element a;, € A.

Example 1.1.4. The familiar examples of direct products of (e.g.) groups, rings,
lattices are all examples of this more general direct product. We can also create

5
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product algebras from algebras in distinct classical classes when the similarity types
are the same. For example let Zy := ({0,1},-,4, —,1,0) denote the ring of integers
modulo 2 and 2 := ({0,1}, A, V,—, T, L) denote the two element chain (considered as
a Boolean algebra).

The algebra P := Zy x 2 has similarity type (2,2,1,0,0) (as do Zs and 2) and a
standard application of the basic operations of P is given by (e.g.):

f1P<(070)7 (170)> = ( 1Z2<O7 1)7f12(070)) = (0 La 1,0 Az 0) = (070)

Aside from powers of an algebra we will also need to consider subalgebras and
subpowers. The relevant definitions are:

Definition 1.1.5. Let A := (A, F) and B := (B, G) be algebras of the same similarity
type p: I — N. We say that B is a subalgebra of A if B C A and for each g; € G we
have g; = fi|s (where f;|p denotes the restricted function f;|z : B?® — A : b fi(b)).
It follows that for each basic operation f; of A, the set B is closed under f;. l.e. if
b € B*Y is a tuple of elements from B, then f;(b) is an element of B. Any subset
X C A with this property (being closed under all the basic operations of A) is called a
subuniverse of A. Every nonempty subuniverse therefore corresponds to a subalgebra
of A by equipping it with the restrictions of the basic operations of A (which are
necessarily well-defined operations on the subuniverse). We write B < A to mean B
is a subalgebra of A. We call an algebra C a subpower of A if there is some set X
such that C < AX.

Example 1.1.6. The ring R¥ is the ring of real-valued functions on domain R un-
der point-wise multiplication and addition. The ring C'(R) of continuous real-valued
functions on domain R is therefore a subpower of the ring R (since it is a subalgebra
of R®).

It is an elementary exercise in universal algebra to show that for any algebra A

and any set (B))xea of subuniverses of A, the intersection B := [\ B, is also a
AEA
subuniverse of A. Hence we are justified in making the following definition:

Definition 1.1.7. Let A be an algebra. Given elements aq,...,a, € A we define the
subalgebra of A generated by ay, ..., a, to be the smallest subalgebra of A whose uni-
verse contains all of the elements ay, ..., a,. We denote this algebra by (ai,...,an),
omitting the subscript o whenever we think that this will not lead to any confusion.

Whereas we have taken the decision to frame the results of this thesis as results
concerning finite algebras, many of these results (e.g. Theorems [3.1.8] [3.2.1} [5.2.4)
could equally well be thought of as results concerning the “varieties generated by”
finite algebras satisfying the relevant conditions of each result. In many of the proofs
we will also have cause to reference “free algebras” in certain “varieties” and other
related notions. The relevant definitions close off this section but the reader is referred
to again to [I5] [7, 22] for a more detailed introduction to these objects of study.

6
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Definition 1.1.8. Let A = (A, F) and B = (B, G) be algebras of the same similarity
type p: I — N. A function h : A — B is called a homomorphism if for each i € I and
each ai,...,a,: € A we have h (fi(al, . ,ap(i))) = g (h(al), e h(ap(i))). We say
that B is a homomorphic image of A if there is a surjective homomorphism i : A — B.
We say that A and B are isomorphic algebras if there is an invertible homomorphism
from A to B (whose inverse is necessarily an invertible homomorphism from B to A).

Example 1.1.9. The function h : Zg — Z1 defined via h([k]y) := [4k]12 is a homo-
morphism of additive groups (considered as algebras of type (2,1,0)). The image of
the homomorphism is the subalgebra ({[0]12, [4]12, [8]12}, +, —, 0) which is therefore a
homomorphic image of Zg.

Given a class K of algebras all of the same simlarity type p, we may define three
new classes:

e H(K): the class of all algebras C which are a homomorphic image of some
algebra A in K

e S(K): the class of all algebras C which are isomorphic to a subalgebra B of
some algebra A in K

e P(K): the class of all algebras C which are isomorphic to a direct product
[T A; of algebras A; in K
jeJ
Definition 1.1.10. A wvariety V is a class of algebras all of the same similarity type
which is closed under the three operators H, S and P defined above.

Example 1.1.11. The class of all groups is clearly a variety, since the definition of
homomorphism (and hence of homomorphic image) matches the usual definition of
group homomorphism, the definition of subalgebra matches that of subgroup, and
direct products correspond with the usual direct products of groups. Standard results
from group theory tell us that all of these constructions constitute groups, and hence
the class is closed under the operators defined above.

It should be clear that given a family (V)),ea of varieties of the same similarity

type, the intersection V' := [ V) is also a variety (of the same similarity type). It
AeA
should also be clear that the class of all algebras of some fixed similarity type is a

variety. This justifies the following definition:

Definition 1.1.12. Given a class K of algebras of the same similarity type, we
define the variety generated by K, V(K), to be the smallest variety containing all the
members of the class K. A variety V is finitely generated if there is a finite set of
finite algebras K such that V = V(K).
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A fundamental theorem of Birkhoff [9] tells us that varieties are characterized by
the equations which they satisfy. Before we can concretize this we need a few more
definitions- some of which are also necessary in outlining the Mal’tsev Condition
Satisfaction Problem (defined in Chapter [2]) which is the central topic of this thesis.
We begin by defining “terms” of an algebra, and of a variety.

Definition 1.1.13. Let p : I — N be a similarity type of algebras and X a set which
is disjoint from I whose elements we will call variables. We recursively define the
terms of type p over X as follows:

e If z € X or x € p~1({0}), then z is a term of type p over X, and

e Ifty,...,t, are terms of type p over X and f € p~'({n}), then f(t1,...,t,) is a
term of type p over X.

Given an algebra A := (A, F) of similarity type p we define the n-ary terms of A (for
n in N) to be the terms of type p over a set {1, ..., z,} of size n disjoint from A and
I. By a term of A we mean an n-ary term of A for some n € N. If V is a variety
of similarity type p, then an n-ary term of V is simply a term of type p over a set of
variables of size n and a term of V is an n-ary term of V for some n € N.

Example 1.1.14. If we fix a similarity type p : {-,7},1} — N for the variety of all
groups (hence p(-) = 2, p(7!) = 1, and p(1) = 0), then we see that the expressions:
(x-(y™1)-zand z-((y~') - 2) are two (different) terms of groups. Here we have used
familiar infix notation whereas formally the expressions ought to be -(-(z,”! (y)), 2)
and -(z,-("'(y),2)). We will prefer the former whenever we believe it is unlikely to
cause confusion.

The eagle-eyed reader will have noticed that the terms of groups introduced in
the previous example ought to be “equivalent” in some sense due to the associative
law satisfied by every group. This notion of equivalence is described by saying that
the two terms “induce the same term operation on G” whenever G is a group. We
first define “induced term operations” and then we will define “term algebras” over a
fixed similarity type and then “free algebras” which will be quotients of term algebras
under the equivalence relation given by this definition of equivalence.

Definition 1.1.15. Let A = (A, F) be an algebra of similarity type p and let ¢t be
an n-ary term of A (over the set X := {z1,...,2,}). We recursively define the term
operation on A induced by t, denoted t*, as follows:

e If t € I, then the term operation on A induced by t is t* € F (the basic
operation of A which is indexed by ¢ € I)

o Ift =2, € X, then the term operation on A induced by ¢ is Wf(xl, .., Ty), the
j-th n-ary projection on A defined via ﬂf(al, cooay) =aj forallay,...,a, € A
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o Ift = f(ty,...,t;) for some f € p~'({k}) and some n-ary terms ¢y,...,¢; of A,
then the term operation on A induced by ¢ is

ANy, m), .t (. 1))

where f# is the basic operation of A indexed by f € I and tA(xy,...,z,) is the
term operation on A induced by the n-ary term ¢; of A (for each 1 <i < k).

Example 1.1.16. It is easy to calculate that the term operation induced on the
ring R by the term ((z; 4+ (0-x1)) + (—(z1 - 22))) + 1 is the operation defined by
(x,y) = 1+x—2y

Definition 1.1.17. Let p : I — N be a similarity type of algebras and X a set of
variables. An equation of type p over X is a pair of terms of type p over some finite
subset X' C X, written p ~ ¢. An algebra A of similarity type p is said to satisfy the
equation p ~ ¢ if for any @ € AY" we have p(a) = qA(E) In this case, A is called
a model of the equation p &~ ¢q. A class K of algebras is said to satisfy the equation
p =~ q if every A in K is a model of p =~ ¢q. Given a set X of equations of type p we
say that K satisfies X if every algebra in K is a model of every equation in . We
use the notation Mod(X) to denote the class of all models of ¥, and Id(K') to denote
the class of all equations of type p over some fixed countable set X = {x1,xs,...} of
variables which are satisfied by every member of K.

The following theorem due to Birkhoff [9] is considered fundamental to the study
of universal algebra. It provides a characterization of varieties which is familiar to
every universal algebraist and will be implicitly assumed throughout this text.

Theorem 1.1.18. Let V be a variety. Then V =Mod(1d(V)). Furthermore, for any
class K of algebras of some fized similarity type, we have:

V(K)=HSP(K) = Mod(ld(K)).
We end this section by defining two special algebras of similarity type p.

Definition 1.1.19. Let p : I — N be a similarity type of algebras and X a set of
variables (disjoint from I). We define the term algebra of type p over X to be the
algebra T ,(X) whose underlying set is the set of all terms of type p over X, denoted
T,(X), and whose basic operations are defined as follows: for each f € I there is an
operation fTr(X) of arity p(f) defined via fT(X)(ty, ... o)) = [t ... typ) for
any choice of terms t1,...,t, € T,(X). Note that fZ»Tp(X) is a well-defined operation
on 7T,(X) by the definition of terms of type p over X.

2There is some ambiguity here which we hope to clear up with an example. If p is a term over the
variables z,% and ¢ a term over x, z (for example) given (a,b,c) € A1*¥*} we regard p®((a,b,c)) as
p®(a,b) and ¢*((a,b,c)) as ¢*(a, c).
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The final definition in this section will be that of “free algebras”. There will
be very few explicit references to free algebras within this thesis and the definition
provided here is chosen to reflect the most direct applications of free algebras found
in the following pages. Equivalent formulations will be discussed briefly following the
definition:

Definition 1.1.20. Let V be a class of algebras of similarity type p and let T(X)
be the term algebra of type p over X. Let ~y, be the equivalence relation on 7'(X)
defined via s ~y, t if and only if every algebra in V is a model of the equation s = t.
The algebra Fy,(X) of type p, whose underlying set is the set of equivalence classes of
terms in 7'(X) and whose basic operations are defined similarly to those of the term
algebra of type p over X (via the action of those basic operations on representatives
for given classes) is a well-defined algebra called the free algebra in V over X.

The algebra defined above is called “free (in V)” because it satisfies the suggested
universal mapping property: namely if h : X — A is a function from X to the
underlying set of some A in V, then h extends uniquely to a homomorphism A :
Fy(X) — A. Using the theorem of Birkhoff provided above it can be seen that if
V is V(A) for some algebra A, then Fy({z1,...,2,}) is (clearly isomorphic to) the
algebra whose underlying set consists of all induced term operations on A (induced
by the terms of the similarity type of A over the set {xy,...,2,}). This algebra is
called the clone of n-ary term operations on A and we recall here that every term
operation of A can be obtained as a composition of the basic operations of A (see
Chapter 4 of [7] or Chapter 10 of [I5] for more details).

1.2 Mal’tsev Conditions

The second major player in this thesis is the Mal’tsev Condition. We begin by
exploring the definition and then give some examples of Mal’tsev conditions of special
import in this thesis and in general.

Definition 1.2.1. A strong Mal’tsev condition is a finite set of equations ¥ of some
type p (which we can also take to be finite since we have only finitely many equa-
tions). We say that the algebra A (of type 7 possibly distinct from p) satisfies
the Mal’tsev condition ¥ if there are terms ti,...,t, of A such that the algebra
A= (At tA) is of type p and A’ satisfies all the equations of ¥ in the sense
of Definition [I.1.17] I.e. for every function symbol p appearing in the equations of
¥, there is a term operation p of the algebra A such that under this correspondence
each equation of ¥ relates term operations that are equal (as operations on A). A
variety V satisfies the Mal’tsev condition Y if every algebra in V satisfies the Mal'tsev
condition 2P

3In this case the terms t1, . .., t, can actually be chosen uniformly. This is well-known to universal
algebraists and is a consequence of [I5], Theorem 11.4].
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We say that the (strong) Mal’tsev condition 3 implies the (strong) Mal’tsev con-
dition 7' if for every algebra A we have that if A satisfies X, then A satisfies . We
say that two (strong) Mal’tsev conditions are equivalent if each implies the other.

We define Mal’tsev condition to mean a sequence (3, ),en of strong Mal’tsev con-
ditions X,, such that for each £ € N we have ¥, implies Zkﬂf_f] An algebra A (resp.
variety V) satisfies the Mal’tsev condition (X, )nen if A (resp. every A in V) satisfies
Y for some k € N.

We say that a (strong) Mal’tsev condition is nontrivial if it is not satisfied in
the variety of sets, and consistent if it does not imply the strong Mal’tsev condition
{z =~ y}. A (strong) Mal’tsev condition is called linear if it is equivalent to a Mal’tsev
condition which includes only linear equationg’}

We now look at a series of examples. Each example included here has its own
importance to the field of universal algebra which we touch upon only briefly when
introducing these examples. References are given in each case for further reading.
The order in which the examples appear is loosely based on the order in which these
conditions are used or discussed throughout the rest of the thesis. The study of
Mal’tsev conditions is vast and deep but we limit ourselves here to brief motivations
for studying particular conditions and relevant results that will be used later on.

Example 1.2.2. Let k be an integer with & > 3. The first strong Mal’tsev condition
considered in this paper is the condition of having a k-ary near unanimity term. We
say that the algebra A has a k-ary near unanimity term if it satisfies the strong
Mal’tsev condition

NUK) == {m(z,z,...,z,y) =z, m(x,x,...,¢,y,x) =z, ..., m(y,z,...,x) =z}

in which m is a k-ary operation symbol and there is one equation for each position of
the “lone dissenter” y.

The study of near unanimity terms has been underway since at least the 1970’s,
when Baker and Pixley ([2]) proved the following celebrated result concerning satis-
faction of this Mal’tsev condition.

Theorem 1.2.3 ([2], Theorem 2.1). Let V be a variety and d > 2 a natural number.
The following are equivalent:

1.V has a (d + 1)-ary near unanimity term

2. If A in V s a subalgebra of a direct product P = Cy X --- x C,. where r > d
and C; € V for each i, then A is uniquely determined by its d-fold coordinate
projections. Le. if B is another algebra in V with B < P and the projection of
B onto every choice of d factors Cyy,. .., Cyay agrees with the projection of A
onto these d factors, then A = B.

4We will also occasionally refer to strong Mal'tsev conditions as Mal’tsev conditions, and may
use the term Mal’tsev condition to mean “strong or mot strong” Mal’tsev condition.
5An equation is called linear if the terms related each involve at most one function symbol.
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3. Given any algebra A € V, if r congruences x = a; mod 0; (1 <i<r andr >d)
are solvable d at a time, then they are solvable simultaneousiy]

4. Given any algebra A inV and any partial function f : A™ — A for somen > 1,
if every function f|p agrees with the restriction of some term operation t% of
A, where D ranges over all the subsets of A on which f is defined with d or
fewer elements, then f agrees with the restriction of some term operation t? of

A on the whole domain of f

5. Given any algebra A in 'V and any partial function f : A" — A for somen > 1,
f is the restriction of some term operation t? of A to the domain of f if and
only if every subset of A? is closed undeﬂ the operation f

Looking at the above theorem, we see that satisfying the strong Mal’tsev condition
“Existence of a (d + 1)-ary near unanimity term” gives insight into the existence of
solutions of simultaneous congruences (item 3) as well as the ability to interpolate
partial functions by term operations (items 4 and 5). We also see in item 2 that
subalgebras of products can be recognized or distinguished simply by looking at the
d-fold projections of those algebras. The import of this Mal'tsev condition is therefore
immediately apparent from this theorem. Other nice properties also follow.

Further to the useful properties outlined above, it was established in [2§] that
if an algebra A satisfies the existence of a (d + 1)-ary near unanimity term, then
CSP(A) is tractable (see Definition [2.2.1)). This provides an early example of the
use of Mal’tsev conditions to establish tractability results in the field of constraint
satisfaction, a programme of research which led recently to the celebrated Algebraic
Dichotomy Theorem for Constraint Satisfaction Problems ([I4, 44]). Problems in
constraint satisfaction serve as vital motivation for many active areas of research,
including the study of Mal’tsev Condition Satisfaction Problems which became the
focus of this thesis. Results on algebras of “bounded width” (see Sections 5.3, 5.5, and
5.6 of the survey article [5] for an overview of these ideas) which extend the results
found in [28] will be used later on to establish a polynomial-time decision procedure in
Theorem [3.1.8] Near unanimity terms also serve as a special case of results outlined

in Chapter {4| (Theorem 4.4.5) and Chapter [5 (Theorem [5.2.4)).

Example 1.2.4. The strong Mal’tsev condition of having a k-ary near unanimity
term (see Example naturally suggests the following Mal’tsev condition. We say
that A has a near unanimity term if A satisfies NU(k) for some k > 3. Le. A has a
k-ary near unanimity term for some k£ > 3. To see that this is a Mal’tsev condition (as
defined in Definition |1.2.1)) note that given a k-ary near unanimity term m(xq, ..., zg)

5Congruences are not directly used in this thesis. See [2] for more information on the property
described in this item.

"Following [2, Section 2], we say that S < AF is closed under f if for any choice of n k-tuples
in S the k-tuple obtained by applying f coordinate-wise to these tuples is also in S whenever this
tuple is defined.
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of A we may define m*(z1,...,2541) := m(xq,...,2%) and it is not difficult to see
that m* is a (k + 1)-ary near unanimity term of A. Hence NU (k) implies NU(k +1)
for each k > 3, so NU := (NU(k))k>3 is a Mal’tsev condition.

The following Mal'tsev conditions all make an appearance in Chapter 4l Motiva-
tion for considering each condition is discussed following each example.

Example 1.2.5. Fix k > 2. A k-ary cyclic term is a term t(xy, . . ., x;) which satisfies
the equation t(x1,...,xx) = t(x9, ..., Tk, T1).

The strong Mal'tsev condition “existence of a k-ary cyclic term” is a compelling
object of study because, similarly to the condition NU (k) outlined above, the condi-
tion is extremely simple to define and has very interesting structural consequences.
This condition is explored in great detail in [4] and [3]. In particular, it is shown in [3],
Theorem 4.1] that a finitely generated idempotent Varietyﬁ has a cyclic term of some
arity if and only if it satisfies a nontrivial Mal’tsev condition.

In this thesis, we introduce k-ary cyclic terms as a first example of a Mal’tsev
condition whose satisfaction in a given finite algebra can be determined in polynomial-
timd’] and for which term operations witnessing the satisfaction can also be obtained™)
in polynomial-time. This result is presented in Section and is the first of many
similar results for other Mal’'tsev conditions which make up the content of Chapter [4
This line of research is inspired by the result of [29, Theorem 6] in which the same
result is obtained for “Mal’tsev Terms”. That result is reproduced in this thesis as
Theorem and used as a guiding example to understanding Theorem [4.4.5] We
introduce Mal’tsev terms formally in the next example.

Example 1.2.6. A Mal’tsev term is a ternary term p(z,y,z) which satisfies the
equations p(QZ, x>y) ~Y, and p(ywra Z’) ~Y.

As suggested by the name, Mal’tsev terms have a special place in universal algebra
as the original Mal’tsev condition. Introduced by Anatoly Mal'tsev in [35], it was
demonstrated in that paper that any given variety V satisfies the Mal’tsev condition
of having a Mal’tsev term if and only if the variety V is “congruence permutable”.
While a discussion of congruences and the properties of congruence varieties eludes
the scope of this thesis, we find it pertinent to mention this result since it provides
an early example of the deep connection between structural algebraic properties and
the satisfaction of Mal'tsev conditions.

The condition of having a Mal’tsev term has also played a critical role in the devel-
opment of algorithms for constraint satisfaction problems, since it was demonstrated
n [I4] that if A has a Mal’tsev term, then CSP(A) is tractable. This result was

8A variety is said to be idempotent if each algebra in the variety is idempotent (see Definition
1.1.1]).
?See Chapter
10As operation tables or as circuits (see Definition .
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naturally extended in [§] to include all algebras satisfying the Mal’tsev condition of
having an “edge term” (defined in the next example). The satisfaction of this Mal’tsev
condition also leads to tractability results for certain subclasses of the decision prob-
lem SMP(A)E as demonstrated by Mayr in [36]. Again, this pioneering result led to
the extension given in [I3] to the condition of having an edge term. Following this
pattern, in this thesis we extend the result of [29, Theorem 6] which concerns Mal’tsev
terms to include a much broader class of conditions which includes k-edge terms for

fixed k.

Example 1.2.7. Fix k£ > 2. The strong Mal’tsev condition of having a k-edge term
is given by the equations:

{tly,y,z,x,...,2) = x,
ty,z,y,z,...,x)~x,

t(r,z,x,y,...,0) =,
t(r,z,x,...,y,x) =,
t(z,z,x,...,z,y) = x}
where t is a (k+1)-ary operation symbol and all instances of “...” are the appropriate

number of repeated x variables.

The condition of having a 2-edge term {t(y,y,z) ~ x,t(y,z,y) ~ x} is therefore
clearly equivalent to that of having a Mal’tsev term (defined in the previous example).
It is also clearly the case that NU (k) implies the existence of a k-edge term, and hence
this strong Mal'tsev condition can be thought of as a simultaneous generalization of
both Mal’tsev and k-ary near unanimity terms. The Mal’tsev condition ezistence of
an edge term is given by the sequence (E(k))r>2 where E(k) is existence of a k-edge
term. The argument that this is a Mal'tsev condition is similar to that in Example
124

The condition of having an edge term is another example of a Mal’'tsev condition
with profound structural consequences for the models of this condition. Of particular
importance is the result demonstrated in |8, Theorem 3.10] that having an edge term
precisely characterizes those finite algebras with “few subpowers”. Similarly to the
case of having Mal’tsev terms outlined in [I4], it is shown in [25] that CSP(A) is
tractable if A satisfies the Mal'tsev condition of having an edge term. The technique
in both examples is based on finding small generating sets for subpowers of A with
particular special propertieﬁ. This is the same technique used in [36] and later in

11G8ee Definition
12Gee the referenced papers for more details.
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[13] to show that SMP(A) is in NP whenever A satisfies the condition of having a
Mal’tsev term (in [36]) or more generally, an edge term (in [13]). This fact is then used
to provide a nondeterministic polynomial-time algorithm for the idempotent Mal'tsev
condition satisfaction problem for the condition of having a “minority term” (defined
in the next example) in [29] and extended in this thesis to any condition of height
< 1 (see Chapter [5)).

Edge terms also make an appearance in Chapter [4] as a special case of Theorem
This result (Corollary is then used in Chapter |5 to build parallelogram
term operations (defined in Example [1.2.12)) which are essential in the polynomial-
time verifier of Theorem (and subsequently in Theorem . The Mal’tsev
condition “existence of an edge term” turns out to be equivalent to the property of
“having a cube term” defined in Example which is not a Mal’tsev condition
according to Definition but is rather a collection of Mal'tsev conditions. More
details follow that example.

Example 1.2.8. The Mal’tsev condition of having a minority term is defined via

Minority := {m(z,y,y) =z, m(y,z,y) =z, m(y,y,r) = x}

The case of Minority Terms is particularly interesting for those examining the
complexity of Mal’tsev condition satisfaction problems. Syntactically, it is very sim-
ilar to the NU(3) condition outlined in Example [1.2.2] (here we choose the minority
input rather than the nearly unanimous input) and also to the condition of having a
Mal’tsev term outlined in Example[1.2.6] Freese and Valeriote (in [20]) demonstrated
that the idempotent Mal’tsev condition satisfaction problems for both of these syntac-
tically similar strong Mal'tsev conditions (NU(3) and Mal’tsev) are in the class P[]
These results, together with alternative algorithms given in [24] for these and other
syntactically close Mal’tsev conditions led to the belief that the Mal’'tsev condition
satisfaction problem for minority terms might also be polynomial-time solvable via a
“local-global” type algorithm (i.e. of the kind developed in [24, Section 2]). In [29,
Section 5] it is shown that this kind of approach will not work for minority terms but
the problem is nevertheless in the complexity class NP. In this thesis we are able to
extend this NP result to include all conditions of height < 1 (defined in Chapter but
it is still unknown whether the idempotent Mal’tsev condition satisfaction problem
for minority terms is actually tractable.

Example 1.2.9. A strong Mal’tsev condition is called a cube term condition if it
involves only a single operation symbol and the equations satisfy the following condi-
tions:

13See Chapter
14See Chapter
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e Every equation is of the form ¢(x1,...,z,) =~ x where x is some (fixed) variable
and z; € {z,y} foreachi=1,...,n

e If we arrange the equations into a single matrix equation ¢(M) &~ T, then each
column of M contains at least one y. Le. for each position i € {1,...,n} of the
inputs to ¢ there is an equation ¢(z1,...,z,) ~ x in which z; is y.

If A is an algebra which satisfies a particular cube term condition X, we call any term
t of A which witnesses the satisfaction of 3 a cube term of A. If the matrix M given
by the equations of ¥ is a (k x n)-matrix, we call ¢ a k-cube term (of arity n).

Although the property “having a cube term” is not formally a Mal'tsev condition
(according to our Definition |1.2.1)), the following theorem demonstrated in [8] shows
that the existence of a cube term for A is equivalent to a Mal’tsev Condition:m

Theorem 1.2.10 ([§], Theorem 2.12). Let A be an algebra and k > 2. Then A has
a k-cube term (of some arity) if and only if A has a k-edge term (of arity (k+1)).

The theorem reveals the nature of the k-edge Mal’tsev condition as a generic cube
term condition. The definition of a k-cube term is in itself already very general.
In Section we outline in detail how any nontrivial strong Mal’tsev condition of
height < 1 implies the existence of a k-cube term (for some k depending on the given
condition). This highlights the generality of the definition given in Example m In
particular, any result on cube terms (for example the result of Theorem also
applies to the following particular examples of cube term conditions:

e Near unanimity terms (see Example [1.2.2)

e Mal’tsev terms (see Example [1.2.6)

e Edge terms (see Example [1.2.7)
e Minority terms (see Example [1.2.8])

Example 1.2.11. All of the examples seen above are relatively simple strong Mal’tsev
conditions since they only contain a single operation symbol. Of course we are often
interested also in Mal’tsev conditions which relate many different operation symbols.
Fix n > 1. The strong Mal'tsev condition existence of a sequence of n Hagemann-
Mitschke terms is given by the following equations:

iz, y,y) =z, pi(e,z,y) = pip1(z,y,y) for 1 <i <n—1, p,(z,2,y) =y}

15The definition of k-cube term used in this thesis corresponds to the definition of 6-special cube
terms in [§]. The two are shown to be equivalent in that paper (|8, Theorem 2.12]).
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It was shown in 1973 [2I] that the algebra A has a sequence of n Hagemann-
Mitschke terms if and only if the variety generated by A is congruence (n + 1)-
permutable. In [22] and [31] the Mal’tsev condition of “having a sequence of Hagemann-
Mitschke terms” (i.e. “being n-permutable for some n”) is explored in some detail
and this programme of study is explored further in [42]. Once again, we elect to omit
any detailed exploration of these interesting results and jump straight to the com-
plexity theoretic questions at hand. In particular, it has already been shown that the
idempotent Mal’tsev condition satisfaction problem is in P for the conditions “having
a sequence of n Hagemann-Mitschke terms” (proven in [42]) and “having a sequence
of Hagemann-Mitschke terms” (proven in [20]). In Chapter [4] of this thesis, we are
interested in the related search problem of finding appropriate witnesses (term oper-
ations of A) for satisfaction of various Mal’tsev conditions. In particular, for the case
of the strong Mal’tsev condition “having a sequence of n Hagemann-Mitschke terms”,
we find that witnesses for the satisfaction of this condition can indeed be obtained
in polynomial-time. We also conjecture (Conjecture that this result may be
extended to include all of the “Path Mal’tsev Conditions” outlined in [30] but as yet
that question remains open.

The last Mal’tsev condition to be introduced in this section finds a use in the proof

of Theorem [(£.2.4]

Example 1.2.12. Fix m,n > 1 and set k := m-+n. The Mal’tsev condition “ezistence
of an (m,n)-parallelogram term” is given by the m equations:

P(x,z,y, 2,4,Y,-- Y, Y, YY) R Y
P(x,z,y, ¥,2,9,-- Y, Yy YY) R Y

P(x,z,y, ¥, 9.9,-.,% Y., 4, Y) =Y

together with the n equations:

P(y7x7x7 y?y?y?""y? Z?"'7y7y>%y

P(y’x7x’ y’y)y?"'?y? ya"'a27y>%y
P(y7x7x7 y?y’y?"’?y? y?"‘?y’z)%y

all involving the (k 4 3)-ary operation symbol P.

In [32], Theorem 3.5] the existence of an (m,n)-parallelogram term is shown to be
equivalent to the existence of an (m + n)-edge term (and hence also to the existence
of an (m + n)-cube term). In [I3] Theorem 4.13] the satisfaction of this Mal’tsev
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condition by an algebra A is used to show that SMP(A) is in NP. Definitions of
SMP and NP can be found in Chapter [2] and the proof of Theorem involves
reproducing key sections of [13] to see that the same techniques can be used to solve
Satld when ¥ implies the existence of an (m, n)-parallelogram term.

This chapter has introduced all the relevant notions from universal algebra and
outlined all of the Mal’tsev conditions which will be considered in this thesis. In the
next chapter we introduce the relevant notions from complexity theory and outline the
class of decision problems which are the focus of the thesis, namely Mal'tsev condition
satisfaction problems.
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Chapter 2

On the Complexity of Mal’tsev
Condition Satisfaction Problems

In this chapter we introduce the basic notions of complexity theory necessary to
understand the results and proofs found in the remainder of this thesis. In particular,
we introduce the problems which we are concerned with solving and the relevant
complexity-theoretic definitions to describe how difficult these problems are. For the
purposes of this thesis, we will not concern ourselves with the details of any particular
model of computation, nor do we find it convenient to examine the precise definition
of Turing machines and the relative complexities of single vs. multitape machines and
related problems. We regard these finer details of the theory of computation as an
interesting but ultimately unnecessary distraction.

The aim of this chapter then, is to provide a basic description of the main com-
plexity classes referenced in the results of this thesis. The emphasis when describing
the time taken to complete a specific decision procedure is on how the time changes
as a function of the input size, rather than any concrete description of how much time
a computation takes. For this reason we find it sufficient to present algorithms in
natural language as a sequence of instructions. We analyze how many times a specific
instruction will have to be implemented and how long each implementation will take
— viewing both of these as functions in the size of the input. Of course, the actual
time taken to implement any algorithm outlined in this text will depend heavily on
the machine which runs the computation which justifies our decision to analyze these
algorithms independently of any particular implementation. We do however provide
specific runtime estimates for the algorithms provided in our proofs when such an
analysis is possible, in the standard “Big O” notation defined in Definition [2.1.2]
Where these are provided, we make no claim that our decision procedures are opti-
mal, merely that these upper bounds apply for the algorithms defined. For a more
thorough introduction to complexity theory the reader is directed to [40].
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2.1 O, P, NP and EXPTIME

Later in this thesis we will be interested in analyzing the complexity of certain
decision problems. In order to do so, we first need to define what we mean by certain
complexity theoretic concepts. We prefer not to take too technical a dive into the
intricacies of complexity theory. We begin with an informal definition of “Decision
Problems”.

Definition 2.1.1. A decision problem is given by an infinite set of allowed inputs
each of which is either a YES instance of the problem or a NO instance. A decision
procedure for a decision problem is an algorithm implementable by a Turing machine
which correctly decides whether a given input is a YES instance or a NO instance of
the problem.

It is important to remark that a given decision problem may have no decision
procedure according to our definition (in which case the problem is called undecidable).

For decidable problems, we are interested in knowing the theoretical limits on how
'fast’ a decision procedure could be. As noted in the introduction to this chapter, our
concern here is not specifically how long a given Turing machine would take to answer
the YES/NO question but rather on how the time taken to implement the decision
procedure changes in proportion to the ‘size’ of the input (for some reasonable notion
of ‘size’ which may depend on the problem in hand). The results of this thesis are all
essentially of the nature: “For decision problem D, there is a decision procedure A for
which increasing the size of the input does not lead to a corresponding exponential
increase in the time taken to run procedure A

In order to make this idea more precise, we introduce three classes of decision
problems called “complexity classes” and the results of the thesis are then precisely
stated as “Decision problem D lies in complexity class C”. Before we do so, we need
the following tool of complexity theory.

Definition 2.1.2. Let f,g : N — R be functions. We say that f(n) is O(g(n)) if
there exist positive integers ¢ and N such that for all n > N we have f(n) < cg(n).

The expression f(n) is O(g(n)) therefore means that ‘eventually’ f(n) is at most
cg(n). The function g is thought of as an upper bound of f in this case. We also
occasionally write f(n) = O(g(n)), remembering that “=" in this usage is not sym-
metric. When fi(n) is O(g1(n)) and f2(n) is O(g2(n)) we will also write (for example)
fi(n) + fa(n) = O(g1(n)) + O(g2(n)) = O(h(n)) where h(n) is any function for which
g1(n) and go(n) are both O(h(n)). This expresses the fact that “eventually” the com-
bined value fi(n) + fa(n) is at most ch(n) for some c. Once again, it is important
to note that this use of equality is not symmetric and the usual laws of arithmetic
do not apply. For example, it does not follow from the previous expression that

n the case of Theorems and this description is only valid if NP # EXPTIME.
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O(h(n)) — O(g1(n)) = O(g2(n)). Indeed, we ascribe no meaning to the expression
O(h(n)) - O(g1(n)).

We are now ready to define two important complexity classes. Examples of prob-
lems in each class will be given in Section

Definition 2.1.3. Let D be a decision problem.

e We say that D is tractable or polynomial-time solvable if there is a decision
procedure A for D and a Turing machine implementing A whose runtimeﬂ f(n)
is O(n*) for some k € N.

e The complexity class P is defined to be the class of all decision problems which
are tractable.

o We say that D is exponential-time solvable if there is a decision procedure A
for D and a Turing machine implementing A whose runtime f(n) is O(27() for
some polynomial p(n).

e The complexity class EXPTIME is defined to be the class of all decision problems
which are solvable in exponential time.

The third complexity class that we are interested in has a slightly different defini-
tion:

Definition 2.1.4. Let D be a decision problem.

e A wverifier V for D is an algorithm implementable by a Turing machine with the
following properties:

— For any YES instance Y of D there is a corresponding certificate C(Y)
such that when V' is run on input (Y, C(Y)) the output is YES

— For any NO instance N of D and any string C' the algorithm V' gives output
NO on input (N, C).

e We say that V' is a polynomial-time verifier for D if there is a Turing machine
implementing V' whose runtime f(n) (where n is the size of the instance of D)

is O(n").

e The complexity class NP is the class of all decision problems for which there is
a polynomial-time verifier.

2The runtime of a Turing machine is defined as the function f : N — N U {co} where f(n) is the
maximum number of steps that the Turing machine takes before halting on any input of size n.
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It is immediately clear from Definitions [2.1.4]and [2.1.3|that P C NP (for a verifier,
just use the polynomial-time algorithm which solves D). Less immediate (see [40]
Section 8.2] for a proof) is the inclusion NP C EXPTIME. Later in that book ([40]
Corollary 9.13]) it is demonstrated that P # EXPTIME which demonstrates that at
least one of the inclusions P C NP C EXPTIME is proper. Many researchers in
complexity theory (including the author of this thesis) believe both inclusions to be
proper but as yet this remains an open problem. Occasionally in the thesis we may
allow ourselves the liberty of discussing complexity theoretic results as if it were the
case that P C NP C EXPTIME and we take the opportunity now (and as necessary
later in the text) to remind the reader that it may indeed be the case that P = NP or
NP = EXPTIME. If P = NP then Theorems|3.2.1]and [5.2.4] become tractability results,
whereas if NP = EXPTIME then those theorems are rendered trivial as EXPTIME

results are already well-known for the conditions therein.

Definition 2.1.5. Let D be a decision problem.

e We say that D is NP-hard if given any NP-problem C' there is an algorithm
Ac_,p implementable in time O(n¥) for some k € N such that given an instance
I¢ of C the algorithm Aq_p correctly produces an instance IP of D which
satisfies

IP is a YES instance of D <= I® is a YES instance of C'

e D is NP-complete if D is in NP and D is NP-hard.

o We say that D is EXPTIME-hard if given any EXPTIME-problem C' there is an
algorithm Ac_,p implementable in time O(n*) for some k € N such that given
an instance I¢ of C the algorithm Ac_,p correctly produces an instance IP of
D which satisfies

IP is a YES instance of D <= I¢ is a YES instance of C'

e D is EXPTIME-complete if D is in EXPTIME and D is EXPTIME-hard.

The notion of K-completeness is generally thought of as capturing the “hardest”
problems in the class K. While we do not establish any hardness results in this thesis,
we will make reference to certain problems which are proven elsewhere to be EXPTIME-
complete and we will occasionally make reference in our discussions to problems which
are NP-complete. The definitions introduced in this chapter represent only a tiny
region of what is popularly referred to as the complexity zoo. For a glimpse at all the
other beasts in this unique menagerie see the Complexity Zoo website maintained by
the University of Waterloo at https://complexityzoo.uwaterloo.ca/Complexity_Zoo.

Having introduced decision problems and some of the complexity classes where
they live, we are now ready to introduce a specific class of decision problems whose
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importance to computer science and connection to universal algebra has invigorated
the study of Mal’tsev conditions over the last thirty years. We also introduce a class
of decision problems with classical origins in the theory of groups and modern appli-
cations in the fields of computational group theory and machine learning. Universal
algebraic results concerning the problems in both of these classes have promoted and

supported research into the class of decision problems which are the main focus of
this thesis, which will be introduced in Section [2.3]

2.2 CSP and SMP

The constraint satisfaction problem (CSP) is a general yet structured framework
in which to discuss many and various computational problems. Essentially, an in-
stance of the constraint satisfaction problem is a collection of variables which must be
assigned values from a given domain subject to various “constraints”- collections of
variables must belong to certain relations over the domain. Clearly this description is
broad enough to fit many problems of interest to computer scientists as well as many
problems of practical importance in everyday applications. For example it may be
that we wish to colour the regions of a map in such a way that no two adjacent regions
have the same colour. Or to allot class times for several different courses such that
no two classes which both appear on one syllabus are scheduled to occur at the same
time. The decision version of the CSP is simply the question of deciding whether or
not such an assignment of the variables is possible. It is well-known that this problem
is NP-complete in general. However by limiting the allowed constraint relations one
may obtain tractable versions of the problem.

This study of so-called nonuniform CSPs (subclasses of CSP where the allowed con-
straint relations are restricted) was initiated when Schaefer showed in 1978 [38] that
if the domain is a two-element set then restricting the allowable constraint relations
either gives an NP-complete class or a tractable class. An earlier 1975 result by Lad-
ner [33] showed that if P # NP (which is widely believed to be the case) then there are
problems which lie between these two classes, called NP-intermediate problems. Schae-
fer’s dichotomy theorem viewed from this perspective says that nonuniform CSPs over
two-element domains never fall into this NP-intermediate region. They are either hard
(NP-complete) or easy (in P).

It was conjectured in 1993 [17] that this result was also true for nonuniform con-
straint satisfaction problems over larger domains. Much focus was devoted to extend-
ing Schaefer’s dichotomy theorem over the next decades and in 2017 it was finally
proved independently by Bulatov [14] and Zhuk [44] that restricting the allowed con-
straints to a prescribed finite set I' of relations (called a constraint language) yields
either an NP-complete decision problem (as in the general case) or a tractable prob-
lem.

The dividing line between NP-complete CSPs and those which are tractable is
shown in both [14] and [44] to be the satisfaction of a particular Mal’tsev condition
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in a related algebra, as originally conjectured in [12]. Indeed many of the results
establishing tractable subclasses are dependent upon satisfaction of various Mal'tsev
conditions (see [0] for a survey of results in this area). This connection between
Mal’'tsev conditions and computational decision problems provides one of the most
immediate motivations for the study of Mal’tsev conditions, leading inevitably to the
consideration of the “meta-question” of Mal'tsev condition satisfaction (see Section
. Before we ask ourselves the meta-question, we formalize the definition of nonuni-
form constraint satisfaction problems in the manner most convenient for subsequent
use.

Definition 2.2.1. Let A be a finite algebra. We define the decision problem CSP(A)
(the constraint satisfaction problem over A) to be the problem whose instances are
given by:

e INPUT:

— A finite set V of variables

— The set A (the universe of A) is assumed to be part of the input and is
called the domain of the instance

— A finite set C of constraints, each of which is a pair (5, C') where § is a tuple
of variables from V" (for some n € N) and C' is a subuniverse of A™

e QUESTION: Is there a function (called a solution of the instance) f:V — A
such that for every constraint (5, C) we have f(5) € C' (where f(3) is the tuple
obtained by applying f to s coordinate-wise)?

As mentioned in the discussion before Definition [2.2.1 Bulatov [14] and Zhuk
[44] have recently shown that the decision problem CSP(A) is either NP-complete or
tractable. The problem CSP(A) is a broad enough class that in some cases we can
frame instances of the Mal’tsev condition satisfaction problem (see Section as
instances of CSP(A) for the appropriate choice of A. This technique is used in this
thesis to establish the proof of Theorem [3.1.8 The algebra A involved in that proof
certainly satisfies the (equivalent) tractability conditions outlined in [I4, Theorem
2] and [44], Theorem 1.4] and so either of these results are sufficient to establish
the tractability of the problem under consideration in Theorem However in
that particular case, the full generality of [14, Theorem 2| and [44, Theorem 1.4] is
unnecessary and we instead make reference to the following earlier result of [2§].

Theorem 2.2.2 (See [28], Corollary 3.6). Let A be an algebra which satisfies the
Mal’tsev condition NU. Then CSP(A) is tractable.

As previously mentioned, Theorem is one example among many of the sat-
isfaction of Mal’'tsev conditions being used to establish tractability for restrictions of
the CSP. Results of this kind not only serve to motivate consideration of the Mal’tsev
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condition satisfaction problem outlined in the next section but they can then also
be used (as in Theorem to establish tractability results within that arena -
an aesthetically pleasing observation to note. The next definition introduces another
class of decision problems which serve a similar role as both inspiration for study and
instrument of proof.

Definition 2.2.3. Let A be an algebra. The decision problem SMP(A) (the subpower
membership problem for A) is given by:

e INPUT: Finitely many tuples @, by, ..., b, € A" (for some n € N)

e QUESTION: Is @ in the subpower of A generated by by, ..., by
(ie. @ € <b1, ey bk>An?)

The subpower membership problem for A is a generalization of a question familiar
to computational group theorists known as the subgroup membership problem, in
which A is a group and n = 1. In the general case described here, we see that
the input has size O(n(k + 1)). The result of [20, Proposition 6.1] (alternatively see
Proposition therefore implies that this problem is in the class EXPTIME when
A is a finite algebra. Of course placing further restrictions on the algebra A may give
rise to decision problems in NP or even in P.

Notably from our perspective, Mayr shows in [36] that SMP(A) is in the class
NP when A is a finite algebra which satisfies the Mal'tsev condition of having a
Mal'tsev term (see Example [.2.6). That result uses what Mayr calls “canonical
representations” for subpowers of A- special generating sets of small size given which
membership can be checked in polynomial-time. These representations are based on
earlier work found in [I] and [TI1I]. In [I] Aichinger uses these ideas to bound the
number of distinct finite algebras which satisfy the Mal’tsev condition of having a
Mal’tsev term, whereas in [I1] representations are used to solve CSP(A) when A has
a Mal’tsev term.

The construction of these representations is extended to include any algebra sat-
isfying a cube term condition in [§] where it is shown that such algebras also give rise
to tractable subclasses of CSP. This construction is then used in [13] to demonstrate
that SMP(A) is in NP whenever A is a finite algebra with a cube term and indeed
in the class P if A satisfies the additional property of generating a residually small
variety (not defined in this thesis).

As remarked before Definition these complexity results for SMP(A) can also
be used to derive corresponding results for Mal’tsev condition satisfaction problems.
In [29] it is Mayr’s result on SMP(A) for algebras with a Maltsev term which is
used to show that Satld, .. is in the class NP Similarly, we use the NP result of
[13] to derive Theorem of Chapter 5] Much of the analysis of [I3, Section 2] is
reproduced in Section because we will be interested on the complexity of those

3See Definition m
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algorithms as a function of ||A|| where A is an instance of Sat! whereas in the analysis
of [13] the background algebra A is a fixed constant for any instance of SMP(A).

2.3 MCSP

We are now ready to introduce the class of decision problems about which this
thesis is concerned.

Definition 2.3.1. Let X be a Mal’tsev condition. The Mal’tsev condition satisfac-
tion problem (MCSP) for ¥ (or the X-satisfaction problem) is the following decision
problem:

e INPUT: A finite algebra A
e QUESTION: Does A satisfy »7
The idempotent Mal’tsev condition satisfaction problem for ¥ is the related problem:
e INPUT: A finite idempotent algebra A
e QUESTION: Does A satisfy »7

We denote the X-satisfaction problem by Saty and the idempotent Y-satisfaction
problem by Sat{.

Researchers of the CSP will recognize this problem as the “meta-question” of
constraint satisfaction. Chen and Larose in [16] considered a closely-related problem
in which the input is a relational structure and the question is whether the algebra
of polymorphisms satisfies the condition ¥. We now briefly survey current results
concerning the algebraic version of the problem defined here.

We begin by listing (with references) Mal’tsev conditions whose idempotent sat-
isfaction problem has been proven tractable. For definitions of those conditions not
defined in Section see the references listed for each result. For the most part
we have elected to name each condition as the existence of certain terms. In some
instances universal algebraists will perhaps be more familiar with the names of equiv-
alent conditions (for finite algebras) listed in parentheses.

Theorem 2.3.2. Satl? is in P whenever X is one of the following conditions:
1. Ezistence of a sequence of Day terms [20, Theorem 6.2] (congruence modularity)

2. Ezistence of a sequence of Jonsson terms [20, Theorem 6.2] (congruence dis-
tributivity)

3. Ezistence of a sequence of Hobby-McKenzie Terms [20, Theorem 6.2] (congru-
ence join-semidistributivity)
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4. Existence of ternary and quaternary weak near unanimity operations t(x,y, z)
and q(w, z,y, z) satisfying t(x,y,y) ~ q(z,y,y,y) [20, Theorem 6.2] (congruence
meet-semidistributivity)

5. Existence of a Mal’tsev term [20, Theorem 6.2] (congruence permutability)

6. Existence of a sequence of Hagemann-Mitschke terms [20), Theorem 6.2] (con-
gruence n-permutability for some n)

7. Existence of a majority term [20, Theorem 6.2]

8. Any condition satisfying the downward column condition [24, Theorem 2.6],
including:

(i) For fized n > 2, existence of an n-ary near unanimity term [24], Corollary

2.7]
(ii) For fized k > 1, existence of a k-ary edge term [24, Corollary 2.7]

9. Ezistence of a Pizley term [2]], Lemma 2.8] (generating an arithmetic variety)

10. For fized n > 1, existence of a sequence of n Hagemann-Mitschke terms [{2,
Corollary 2.4] (congruence (n + 1)-permutability)

11. For fized n > 1, existence of a sequence of n Jonsson terms [30, Corollary 8]
12. For fized n > 1, existence of a sequence of n Gumm terms [30, Corollary 8]

Conditions (1)-(7) of the above theorem were shown to be tractable in [20] based
on the congruence properties listed in parentheses and with the help of technical
results in “tame congruence theory”. In particular, the algorithms involved are all
based on generating subpowers of A for some fixed small powers. Conditions (8)-(12)
are shown to be tractable in [24] 42 [30] by checking whether there are terms which
satisfy the given equations (or related equations) on subsets of some small size (fixed
for each condition) and then using technical results to conclude that there are terms
which satisfy the equations globally. Again, this amounts in practice to generating
small subpowers of the given algebra A.

It is notable that each of these conditions is linear (see Definition[1.2.1). For linear
conditions like many of those listed in the above result, compositions of terms which
satisfy the equations locally (i.e. on certain small subsets) in a finite idempotent
algebra can be shown to satisfy the given equations on slightly larger subsets in an
inductive manner. It is not clear how well results like these can extend when the given
equations are nonlinear. The next theorem shows that there are some strong Mal'tsev
conditions for which the idempotent MCSP is not tractable. Notably the condition
below is nonlinear.
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Theorem 2.3.3. Satl is EXPTIME-complete when ¥ is the Mal'tsev condition “ex-
istence of a semilattice term” [19, Theorem 4.5].

As remarked above, existence of a semilattice term is a nonlinear Mal’tsev con-
dition (see [4I] for a proof). In light of the preceding two theorems a conjecture
immediately presents itself: testing for the satisfaction of a linear strong Mal'tsev
condition in an idempotent algebra is tractable, while testing for the satisfaction of a
nonlinear strong Mal'tsev condition is EXPTIME-complete. As we shall see in Chapter
3} this conjecture is false. Corollary[3.2.3]in particular gives an example of a nonlinear
(see again [41]) Mal'tsev condition whose idempotent satisfaction problem is an NP
problem. Whether there are linear strong Mal’tsev conditions whose idempotent sat-
isfaction problem requires superpolynomial-time is yet to be established (even under
the assumption P # NP).

There are however several examples of linear and nonlinear Mal’tsev conditions
whose satisfaction problem is EXPTIME-complete in general. Existing results are
summarized in the next theorem.

Theorem 2.3.4. Sats, is EXPTIME-complete for the following conditions:
1. Ezistence of a semilattice term [20, Corollary 9.3]
2. Existence of a Taylor term [20, Corollary 9.3] (existence of a Siggers term [39])

3. Ezistence of ternary and quaternary weak near unanimity operations t(zx,y, z)
and q(w, z,y, z) satisfying t(z,y,y) ~ q(x,y,y,y) [20, Corollary 9.3/

Omitting types 1 and 5 [20, Corollary 9.3]

FEzistence of a sequence of Hobby-McKenzie terms [20, Corollary 9.3]
Ezistence of a sequence of Day terms [20, Corollary 9.3]

Ezistence of a sequence of Jonsson terms [20, Corollary 9.5]

For fixed n > 3, ezistence of a sequence of n Jonsson terms [20, Corollary 9.3]

© % NS v

For fized n > 2, existence of a sequence of n Hagemann-Mitschke terms [24,
Corollary 3.6] (congruence n-permutability)

10. Existence of a sequence of Hagemann-Mitschke terms [24), Corollary 3.6]
11. Omitting types 1, 2, 4 and 5 [24], Corollary 3.6]

12. For fired n > 1, existence of an idempotent cyclic term of arity n [23, Corollary
5.1.9]

13. For fixzed n > 1, an n-ary weak near unanimity term [23, Corollary 5.1.9]
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In this thesis we will not add to the list of problems known to be EXPTIME-
complete. We return briefly now to the idempotent Y-satisfaction problem and the
somewhat mysterious condition of minority terms. Recall from Examples
& that the conditions NU(3), existence of a Mal’tsev term, and existence of a
minority term are syntactically quite similar. It is interesting to note that the Mal’tsev
condition Minority of Example[I.2.§is missing from Theorem [2.3.2] In a recent paper
of Kazda, Oprsal, Valeriote and Zhuk [29] it is shown that techniques involving the
local-global type argument described in the discussion following Theorem may
turn out to be ineffective in establishing tractability of the condition Minority. In
particular, the authors of that paper provide a family of algebras of increasing size
which each have term operations satisfying the minority equations on subsets of some
size proportional to the size of the algebra but which do not have global minority
operations.

This could suggest some initial evidence that the Mal’tsev condition Minority may
give rise to an EXPTIME-complete MCSP. However, the authors of [29] rule that outf]
in the following theorem:

Theorem 2.3.5 ([29], Theorem 17). Sati? € NP.

Minority

The complexity of the idempotent Minority-satisfaction problem is still not known
to be either tractable or NP-complete. It seems unlikely to the author of this thesis
that Satﬁinority is a genuine NP-intermediate problem but more research is needed to
determine the precise complexity of this MCSP. In this thesis, we are at least able to
extend the result of [29, Theorem 17]. In Theorem we replace “Minority” with
any Mal’tsev condition of height < 1 (see Definition[5.1.1]) thus extending this result to
a broad class of decision problems. As noted in [29], the complexity of Y-satisfaction
problems for such conditions seems to be closely linked with subpower membership
problems over algebras which satisfy related conditions. See the discussion in Chapter
for more detailed analysis.

In the next chapter we begin to extend the boundaries of current knowledge by
proving tractability and NP results for some conditions not yet established in the
field.

2.4 Circuits

Let ¥ be a Mal’tsev condition. Aside from the decision problems Saty, and Satid
we will also concern ourselves in this thesis with the related search problems:

e INPUT: A finite (idempotent) algebra A.

e GOAL: Obtain operation tables for term operations of A which witness that A
satisfies the Mal'tsev condition ¥ if such terms exist.

4Once again assuming NP # EXPTIME.
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Clearly this is a “harder” problem than the decision problems Saty and Sati? since
in obtaining operation tables witnessing the satisfaction we also answer the question of
whether the Mal’tsev condition is satisfied. One can easily imagine contexts in which
an algorithm implementing the search problem would be of greater practical use than
one which merely answers the decision problem. For example, in [I1] an algorithm
is given for deciding CSPs over Mal'tsev templates (i.e. instances of CSP(A) where
A is an algebra with a Mal'tsev term) in which a Mal’'tsev term operation of A is
explicitly used to decide whether a solution exists. Hence in order to implement the
algorithm it is necessary first to have a Mal’tsev term operation “in hand”.

Similarly, the result of [13, Theorem 4.13] provides a polynomial-time verifier for
SMP(A) whenever A is a finite algebra with a parallelogram term and to implement
the algorithm requires explicitly evaluating the parallelogram term on particular in-
puts. The proof of Theorem also uses the same verifier and hence provides
another example when knowing that such a term operation exists is insufficient with-
out being able to evaluate the term operation.

The usual presentation for an operation f on a finite set A is as a table listing the
value f(a) at each input tuple @. Clircuits provide an alternative representation of
term operations which sometimes prove more effective in computations. We introduce
the definition here and provide a reference for readers interested in further exploring
the computational advantages.

Definition 2.4.1. Let A = (A, F) be an algebra, n > 1 and t(z,...,z,) an n-ary
term operation of A. An n-ary circuit C in the language of A is a finite directed,
acyclic graph satisfying the following conditions:

e Each node of the circuit is designated as either an input or a gate and there are
precisely n input nodes which are linearly ordered.

e Every input is a source (in-degree 0). The out-degree of an input may be any
nonnegative integer.

e Every gate is labelled by an operation symbol f of a basic operation of A. If
the operation symbol f has arity k, then the in-degree of a gate labelled f is
k and the k in-edges of the gate are linearly ordered. The out-degree of a gate
may be any nonnegative integer.

e Some nodes are designated as outputs of the circuit and for convenience these
are also assumed to be linearly ordered.

We define the value of the n-ary circuit C' on the input ay, ..., a, € A by first induc-
tively defining the value of a node of the circuit C' on the input aq, ..., an:

e For ¢ =1,...,n the value of the i-th input node on the input ay,...,a, is a;.
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e The value of a gate V' labelled with the k-ary operation symbol f on the input
ay,...,a, is fA(vy, ..., vx) where v; is the value of the i-th in-edge of the gate
V on the input ay, ..., a,.

e The wvalue of C on the input a4, ..., a, is the value of the output nodes of C' on
the input aq,...,a,.

We say that the n-ary circuit C'is a circuit for t(zy, ..., x,) if C has precisely one
output and for any input aq,...,a, € A we have that the value of C' on aq,...,a, is

t(al, N ,an).

The size of the circuit C' is defined to be the number of nodes of C' and it should
be clear that given operation tables for the basic operations of A, the value of the
circuit C' on a given input as,...,a, can be determined in time O(R|C|) where R is
the maximum in-degree of any node of C.

It should be clear from the above definition that circuits provide an alternative
way to represent one or more term operations of A. A simple example is given in

Figure . A more elaborate example is found in Chapter || (Figure |5.1]).

Figure 2.1: A Circuit in the Language of Groups for the Term 2% := z - (z - (z - (-

(@ (z- (2 2))))))

It is clear that any term operation of an algebra can be represented by a circuit
since every term operation is built from the basic operations by generalized compo-
sition. Note that the circuit in Figure has four nodes’] whereas the circuit built
based on the composition tree for the term z® would have eight input nodes and seven
instances of the - gate.

Indeed in |26, Example 2.1] an example is provided which demonstrates that there
really is a computational advantage to representing terms by circuits as compared
to operation tables (assuming P # NP). For an exploration of the computational
benefits of representing term operations by circuits the interested reader is directed

o [26]. The benefits can also be seen within the pages of this thesis. In the proof of
Theorem we make use of circuits for term operations of an algebra A which can
be built and evaluated on a single input in polynomial-time with respect to ||A|| but
for which an operation table could not be effectively calculated (or even printed) in
less than exponential time.

5The “node” labelled 28 is included in the illustration but does not formally make up part of the
circuit.
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Chapter 3

Polynomial-Time and NP Results
Using Near Unanimity Terms

Let’s write a Haiku
To achieve that noble goal
Unanimity

In this chapter we examine how the interpolation results of Baker and Pixley [2] can
be used to provide an NP certificate for the satisfaction of strong Mal’tsev conditions
which imply the existence of near unanimity terms. This result implies the existence
of nonlinear Mal’tsev conditions whose satisfaction problem is not EXPTIME-complete
(assuming EXPTIME # NP). In the case of linear strong Mal'tsev conditions which
imply near unanimity terms the results of Baker and Pixley can actually be used to
derive a polynomial-time algorithm. We cover the (computationally) easier case of
linear strong Mal’tsev conditions first in Section before proving the more general
result in Section 3.2l

3.1 A Polynomial-Time Result Using Near Una-
nimity Terms

In this section we show that the problem Satl{ is tractable if ¥ is a linear strong
Mal’tsev condition which implies the existence of a near unanimity term. We begin
with a reminder of the definition of a near unanimity term.

Recall from Example [1.2.4; For & > 3 a k-ary near unanimity term is a term
m(zy,...,xy) satisfying the k equations

m(z,x,..., ,Y,T,...,T,T)~ T

for each position of the “lone dissenter” y. We use NU(k) to denote the strong
Mal’tsev condition “ezistence of a k-ary near unanimity term” given by these equa-
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tions. The Mal'tsev conditionﬂ NU, “existence of a near unanimity term”, is defined
to be the sequence (NU(k))g>3. The study of near unanimity terms has a long history
and was especially popularized with Baker and Pixley’s celebrated result |2, Theorem
2.1]. We now reproduce the parts of that theorem upon which the main result of
this section (as well as the main result of Section will rely. Note that in [2] the
result is stated at the level of varieties whereas for our purposes we have rephrased
the theorem to consider particular algebras. The full theorem appears in Chapter
of this thesis as Theorem [1.2.3

Theorem 3.1.1 (Corollary of [2], Theorem 2.1). Let A be an algebra, d > 2 and
suppose that A has a (d + 1)-ary near unanimity term. Then for any n > 1 and any
partial operation f: Dy — A (Dy C A™), if every subalgebra of A% is closed under f,
then f is the restriction of a term operation of AE|

Proof. This is an immediate consequence of the Baker-Pixley Theorem. See [2, The-
orem 2.1]. [

As observed in [2], Section 2], this theorem of Baker and Pixley greatly simplifies the
problem of determining whether or not a given (partial) operation is (the restriction
of) a term operation of A in the case that A has a near unanimity term. The following
result forms part of Lemma 3.1 in [2] and will give us a more precise algorithm for
answering the same question. A proof of this result is an easy exercise in universal
algebra.

Lemma 3.1.2 ([2], Lemma 3.1). Let A be an algebra, r,k > 1, and f : Dy - A a
partial operation on A of arity r. The following are equivalent:

1. Every subalgebra of A* is closed under f,

2. For any (r x k)-matrix M over A with columns in Dy, the row vector f(M)
(whose entries are f applied to each column of M) is in the subalgebra of A*
generated by the rows of M.

With this lemma and Theorem [3.1.1]in hand, we see that if A has a near unanimity
term of arity (d 4+ 1) then the problem of determining whether a given (partial)
operation f on A of arity r is (the restriction of) a term operation of A is equivalent
to the problem of determining whether for every (r x d)-matrix M with columns in
the domain of f, f(M) is in the appropriate subalgebra of A%. We will use this result
to show that instances of Satld can be solved in polynomial-time if ¥ is linear, strong,
and implies the existence of a near unanimity term.

1See Definition

2Following [2, Section 2], we say that S < A* is closed under f if for any choice of n k-tuples
in S the k-tuple obtained by applying f coordinate-wise to these tuples is also in S whenever this
tuple is defined.
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Recall that our definition of “X implies NU” is that for any algebra A we have: if
A satisfies 22, then A satisfies NU/. We may worry that the arity of the near unanimity
term guaranteed by this implication could grow with the instance A of Satid. Our
next result rules out this potential problem.

Lemma 3.1.3. Let X be a strong Mal’tsev condition which implies the existence of a
near unanimity term. Then there is some k > 3 such that X implies the existence of
a k-ary near unanimity term.

Proof. Let X be a strong Mal’tsev condition which implies the existence of a near
unanimity term and let V := V(%) be the variety axiomatized by the equations of .
Let F :=Fy({z,y}) be the free algebra in V on two generators.

Since F € V we have that F satisfies X.. Hence F satisfies NU.

Le. there is some k > 3 such that F has a near unanimity term m(zy,...,zy) of
arity k. For this term m we have:

m¥(y,z,2,... x,x) =mF(v,y,z,...,0,2) = =mF(v,z,2,...,2,9) =
and hence the equations
m(y,xz,x,...,x,z) ~m(z,y,z,...,v,x) = - ~m(x,z,x,...,0,y) =T

hold in the variety V.

Since for every algebra A we have that A satisfies X if and only if there are terms
t1,...,t, of A such that the algebra A’ := (At ... t4) lies in V, and A’ € V
implies that A’ satisfies NU(k), it follows that X implies NU(k), as required. O

Thanks to [37, Theorem 2.5] the decision problem “does the strong Mal’tsev con-
dition ¥ imply NU?” is actually undecidable.ﬂ Nevertheless if there is some way
to guarantee that the Mal’tsev condition in which we are interested actually implies
NU (for example, if the equations of NU (k) are included in X), then we may use the
results of Theorems |3.1.8/and [3.2.1| to solve the problem Sati! or verify YES instances
respectively. In practice for the Mal'tsev conditions of interest to universal algebraists
it is already known whether or not they imply the existence of near unanimity terms.

We are now almost ready to prove the main result of this section. For convenience,
we first introduce a lemma about linear strong Mal’tsev conditions in general. The
result of the lemma is an observation which has been made many times before, for
example in the proof of [22) Lemma 9.4]. The lemma is not a necessary ingredient in
the proof of Theorem but serves to shorten the proof and simplify complexity
estimates (see the discussion after the proof of the theorem for details on bypassing

Lemma (3.1.4])).

3Take H in the statement of [37, Theorem 2.5] to be the set of strong Mal’tsev conditions ¥ such
that ¥ implies NU. The same argument shows that the decision problem “does the strong Mal’tsev
condition 3 imply NU(k)?” is also undecidable.
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Lemma 3.1.4. Let X be a linear strong Mal’tsev condition. Then there is a Mal’tsev

condition T of the form {f(Z1) =~ f(5,),..., f(T) = f(7,)} (involving a single func-
tion symbol f) such that for any idempotent algebra A we have that A satisfies 3 if
and only if A satisfies T'.

Proof. The idea is to compose all of the function symbols of ¥ together in a particular
way such that the original operations can be recovered using the idempotent law. We
also replace any instance of the variable x (say) with the term f(x,xz,...,z). See the
proof of [22 Lemma 9.4] for more details. O

Example 3.1.5. Let X be the Mal’'tsev condition

Yo=Ag(z,y) =gy, 2), 9(z,y) = f(z,y.2), fy,y.2) = f(z,2,9)}.
An idempotent algebra A satisfies 3 if and only if it also satisfies the condition:
Xy = {h(zzz yyy) ~ hyyy zxx), h(zzz yyy) ~ h(zys zyz),
hyyx yyr) = h(zry xry)}

in which commas have been omitted and spaces added for readability. Term opera-
tions interpreting f and g can be recovered from a term operation interpreting h via
gA(z,y) == k™ (xzx yyy) and fA(x,y,2) = h®(zyz zyz). A term operation inter-
preting h can be recovered from idempotent term operations interpreting f and g via
WA (21, T2, T3, T4, 5, 06) = [A(g™ (21, 24), g (22, 25), g™ (3, 76)).

We now introduce a definition which will be used during the proof of Theorem

B.1.8

Definition 3.1.6. Let A and X be sets and r > 2 an integer. For tuples @ € A" and
T € X" we say that @ matches the equality pattern of @ if for each 1 < i < 7 < r we
have T|7, = f|j — G|Z = E|j.

Example 3.1.7. Let X = {w, x,y, z} be a set of variables.
e The tuple (0,0,1,1,1,0) € {0,1}° matches the equality pattern of
(w,w,z,z,y,2) € X°.
e Every tuple in {0,1}® matches the equality pattern of some T in
{(y.z,2), (z,y,2), (z,2,y)}.
Theorem 3.1.8. Let X be a linear strong Maltsev condition which implies the exis-
tence of a near unanimity term. Then there is some k > 3 such that any instance A

of Satl can be solved by
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1. Solving A as an instance of Satf\‘}u(k) and then

2. Solving a corresponding instance Pa of CSP(A) if A is a YES instance of
Satf\c}u(k).

Furthermore, the instance Pa can be constructed by an algorithm whose runtime s
polynomial in ||Al|, and hence Sat¥ € P.

Proof. Let Y be a linear strong Mal'tsev condition which implies the existence of a
near unanimity term and let A be an instance of Sati!. Without loss of generalit
we may assume that ¥ is a condition of the form

By Lemma we know that ¥ implies NU(k) for some fixed & > 3. Our first
step then is to use the algorithm given by [24] Corollary 2.7 (1)] to determine whether
A supports a k-ary near unanimity term. If A does not have a k-ary near unanimity
term, then we return the answer NO, since A cannot satisfy ¥ in this case.

Otherwise, we know that A has a k-ary near unanimity term. We will construct
an instance Py = (A", A,Ca) of CSP(A) which has a solution if and only if A satisfies
¥.. The instance P has variable set A” (where r is the arity of the function symbol
f) and domain A and hence a solution s to Pa is an r-ary operation on A. The
constraints Ca will be chosen such that:

e Any solution s to P is an operation which satisfies the equations of >,
e Any solution s to P is a term operation of A, and

e If s is a term operation of A which satisfies the equations of ¥, then s is a
solution to Pa.

If we can choose constraints which guarantee these outcomes, then clearly A is a
YES instance of Satl if and only if Ps is a YES instance of CSP(A). We be-
gin by defining the constraints that will guarantee that s satisfies the equations
s(xf, .. xd) = sy, ..., y%) for each a € {1,...,1}.

Define

E:={(ay,...,a.by,...,b) € A¥ | (@,b) matches the equality pattern of

(f,...xyl, .. yy) for some o =1,...,1}.

For each tuple (@,b) € E we include in Ca the constraint Cap = ((a, b),=4) which
says that any solution s to P5 must satisfy s(@) = s(b). By guaranteeing the satis-
faction of each of these equalities by any solution s to P, we see that the equation
s, .. x) = s(y, ..., y%) is also satisfied by any solution.

4See Lemma
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We now introduce the constraints which will guarantee that a solution s to Pa will
be a term operation of A. Using the theorem of Baker and Pixley (Theorem
we need only guarantee that every subalgebra of A*~! is closed under any solution s,
and using Lemma 3.1.2| we can encode this condition in the constraints of the instance
Pa, in the following manner:

For any choice ¢q,...,¢_1 of k — 1 distinct tuples in A", we include in Cp the
constraint

TE1,...,Ek_1 = ((617 s 7616—1); <317 s 7ET‘>Ak71)

where d; is the i-th row of the matrix whose columns are (transposes of) @i, ..., 1.
To satisfy the constraint 7%, 7, we must have (s(¢1),...,s(¢-1)) € <d1, . ,dr>Ak_1.
Since we include such a constraint for every choice of ¢, ...,¢_1 in A” (the domain of

the instance Py ), we see that satisfying each of these constraints is equivalent to the
second condition of Lemma|3.1.2} Using that lemma and Theorem [1.2.3] any solution
to the constructed instance P is a term operation of A.

On the other hand, it is clear that a term operation of A which satisfies the equa-
tions of ¥ also satisfies all of the constraints outlined in the previous two paragraphs.

It follows that the instance Pa := (A", A,Ca) of CSP(A) constructed above has
a solution if and only if A is a YES instance of Sat!d. Since A has a near unanimity
operation it follows that A has “bounded width” ([28, Corollary 3.6], [34]) and hence
CSP(A) is tractable via an algorithm whose runtime is independent of the algebra AE|
It remains only to prove that given A, the instance P can be built in polynomial-
time.

The equality constraint relation =4 can clearly be constructed in time O(|A])
and need only be constructed once. To build all of the constraints Cj 3 for a,b €
E we need to check for each tuple (ai,...,a,,b,...,b,) € A* whether we have
(a1,...,a;,b1,...,b,) € E or not. For a fixed tuple (ay,...,a,by,...,b) this proce-
dure is clearly linear in r and independent of ||A||. Hence the time taken to build all
of the constraints Cy; € E is O(|A[*") which is O(||A]|*").

Next, for each choice of distinct ¢, ...,¢._1 € A" we need to build the correspond-
ing constraint relation <31, . ,c_ir> Ak for the constraint 75, 5 , defined above.
Thanks to [20, Proposition 6.1] this relation can be built in time O(]|A[|¥). Since

there are 14" P, = %—many such constraints to construct, the total time to

build all of the constraints 1%, 2, is O((|A]")*~V||A||F) which is O(||A||"*-D+F).
Since £ > 3 we see that the total time taken to construct the instance Pa is

O(||A||"*=1+k) "a polynomial in ||A||, as required. O

Example 3.1.9. As an example of a Mal’'tsev condition which satisfies the hypotheses
of Theroem [3.1.8 consider the Mal’tsev condition of having a symmetric majority term

®See Sections 5.3, 5.5, and 5.6 of the survey article [5] for an overview on algebras of bounded
width.
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given by the equations:

{m(x7 y7 Z) ~ m(y’ x? Z)7
m(x7 y7 Z) ~ m(y7 Z? x)?

m(z,x,y) & m(z,y,x) ~m(y,z,x) = x}.
This condition is satisfied in any lattice by the term
m(@,y,2) = (@ AY)V (A2 V (2 A )

and is strictly weaker than the condition of having lattice terms since that condition is
known to be nonlinear (see [41] for a proof). Theorem tells us that the existence
of a symmetric majority term can be checked in polynomial-time for finite idempotent
algebras whereas currently the best algorithms for detecting lattice terms are in the

class NP (Corollary (3.2.3]).

The runtime of the algorithm presented in the proof of Theorem is a little
obscure since it depends on the method used to solve the constructed instance of
CSP(A). In [I0, Section 3.1] an algorithm is given to transform any given instance P
of CSP(A) to a so-called “I-minimal” instance P’ (where [ > 2 is some fixed integer).
“l-minimal” here is a consistency requirement for the instance P’. The result of
[5, Theorem 68] implies that it is enough to implement the algorithm given in [I0]
Section 3.1] to transform the instance Pa built in the proof of Theorem into a
corresponding 3-minimal instance Py, rejecting only if the instance P, has any empty
constraint relations [l

Using the algorithm given in [I0, Section 3.1] the instance Pj can be built in time

O(m?(JAl")?)
where m is the total number of tuples appearing in constraint relations of P,. Thus
m is
O(IAP(JAP) + (|AI)* 1A = 04| +DEY)
for a total time requirement for establishing 3-minimality in the order of
O(|A|3(T+1)(k_1)+3r).
Note that the proof of Theorem |3.1.8|uses the idempotence of the algebra A in two

ways. The first use of idempotence is to write the Mal’tsev condition ¥ as a condition
involving only one function symbol. This is purely to simplify the presentation of the

5The notions of “width (2, 3)” from [5] and “3-minimal” from [10] are formally different conditions
but both can be seen to imply a level of consistency sufficient to guarantee that partial solutions can
be extended to solutions.
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proof of the theorem. Indeed, in practice it would be more efﬁcientﬂ to construct a
slightly different instance of CSP(A) which has domain A™ 11 A™ U --- L A™ where
ri1,...,7, are the arities of the function symbols involved in the equations of the
condition Y. In this case, a solution to the given instance could be regarded as a
family of operations on A and equality constraints may be placed between the different
“summands” of the disjoint union to guarantee satisfaction of the Mal’tsev condition
¥ (if necessary)ﬁ Constraints can also be used to guarantee that each operation
individually is a term operation of A using the theorem of Baker and Pixley in an
analogous manner to the proof presented.

The second use of idempotence is in checking whether A satisfies the condition
NU(k). The complexity of the decision problem Satxz) remains an open question
in the field. We remark now that if the problem Sata ) is demonstrated to be
tractable (for arbitrary fixed k), then the result of the theorem presented above can
be extended to the problem Saty, for any linear strong Mal'tsev condition Y which
implies NU (k), removing any need for the assumption of idempotence. We summarize
this in a corollary:

Corollary 3.1.10. Let ¥ be a linear strong Mal’tsev condition which implies the
ezistence of a near unanimity term. Then there is some k > 3 such that any instance
A of Sats, can be solved by

1. Solving A as an instance of Satny ) and then

2. Solving a corresponding instance Pa of CSP(A) if A is a YES instance of
SatNu(k).

Furthermore, the instance Pa can be constructed by an algorithm whose runtime is
polynomial in ||Al|, and hence if Satyya is in P then so is Sats.

We also highlight the following corollary which deals with the search problem
related to a given Y-satisfaction problem. Further results of this kind (for various X)
are found in Chapter [4

Corollary 3.1.11. Let ¥ be a linear strong Mal’tsev condition which implies NU.
There is a polynomial-time algorithm which takes as input a finite idempotent algebra
A and returns the operation tables of term operations of A witnessing that A satisfies
¥ whenever such terms exist (and otherwise returns the answer NO).

"By invoking Lemma we construct an instance Pa whose domain may have size as large as
n n
|A| where R = [] 74, whereas the disjoint union constructed above has size > |A|".
i=1 i=1
8We may also need constraints of the form ((ai,...,a,),{a}) to guarantee the satisfaction of
equations of height < 1 (see Definition [5.1.1)). If the input algebra is not idempotent then the
subset {a} may not be a subuniverse of A which is a technical violation of our definition of CSP(A).
The result of the theorem still holds in this context because the subset {a} is a subuniverse of the
(idempotent) algebra B := (A, m*(x1,...,7;)) whose basic operation is the k-ary near unanimity
term operation of A, and the instance of CSP(A) constructed can be regarded instead as an instance

of CSP(B).
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Proof. Let Pa be the instance of CSP(A) constructed in the proof of Theorem [3.1.8|
If there is no solution to this instance then the algorithm halts and outputs the answer
NO. Otherwise, a folklore technique in constraint satisfaction’| allows us to construct
a solution by incrementally constraining each variable to take one particular value and
determining whether a solution exists in which this variable takes on that particular
value. Taking each variable in turn we search the possible values which that variable
could take on and when we find a value for which there is a solution we keep this
assignment as a new constraint and move on to the next variable. There are |A|"-
many variables in the instance and |A|-many possible values for each variable. Hence
we need to solve at most |A|"|A| — 1 = O(|A|"™)-many instances of CSP(A) in order
to determine a solution to Pa. As observed in the proof of Theorem this solution
is a term operation of A witnessing that A satisfies X. O]

In the next section we will consider nonlinear strong Mal’tsev conditions. The
proof of Theorem relied heavily on reducing an instance A of Sati{ to an instance
Pa of CSP(A). For nonlinear strong Mal’tsev conditions it remains unclear whether
a similar construction can work to achieve a polynomial-time algorithm. However the
theorem of Baker and Pixley still provides an efficient algorithm to determine whether
a given operation is a term operation of A (in the case that A has a near unanimity
term). This result is used in the next section to show that the satisfaction of nonlinear
strong Mal’tsev conditions which imply the existence of a near unanimity term can
at least be verified in polynomial-time, placing this problem in NP.

3.2 An NP Result Using Near Unanimity Terms

Until recently the only known results on the complexity of Satid for nonlinear
strong Mal’tsev conditions 3 were hardness results demonstrating that these problems
are EXPTIME-complete (see for example [19], [20]). In this section we prove that when
Y implies the existence of a near unanimity term, then the problem Sati{ is in NP. In
particular, this provides examples of nonlinear Mal’tsev conditions whose idempotent
satisfaction problem is not EXPTIME-complete (assuming NP # EXPTIME). Such an
example is given in Corollary after the statement and proof of the main result.

Theorem 3.2.1. Let X be a strong Mal’tsev condition which implies the existence a
near unanimity term. Then the problem Sat¥ is in NP.

Proof. Let A be an instance of Sat!d. Since ¥ implies NU, using Lemma it
follows that X implies NU (k) for some k > 3. As in the linear case, our first step is
to use the algorithm of Horowitz [24, Corollary 2.7 (1)] to determine whether or not
A has a k-ary near unanimity term. If the algorithm returns the answer NO, then it
follows that A ¥ ¥ and we are done.

9This technique is alluded to for example at the very end of [5, Section 3.2].
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Otherwise, we know that A supports a near unanimity term of arity k. Let

hi,...,h, be a complete list of the operation symbols found in the equations of 3.
We show that given (tables for) operations gy, . . ., g,, with arity(g;) =arity(h;) for each
1 =1,...,m, it can be verified in polynomial-time that g1, ..., g, are term operations

of A witnessing that A satisfies X..

Let 0(Z) = 7(y) be an equation of ¥, and let s,¢ denote the operations obtained
from o and 7 respectively by interpreting each occurrence of h; in ¢ and 7 as the
function g; for each ¢ < m. Let p denote the number of distinct variables occurring
in the equation o(Z) ~ 7(y) and note that p is independent of the algebra A. The
operation tables for s and ¢ can both be obtained in time O(]A|?) since for each tuple
in AP we need to look up a constant number of values from some of the tables g;
(for i € I C [m] determined by the structure of the terms o and 7). The equality
of the functions s and ¢ can be verified by checking that for each @ € AP we have
s(@) = t(@)[”] Having built and stored the tables for s and ¢ this equality can be
checked in constant time (for a fixed tuple a).

Hence a single equation can be verified (given the tables for g;) in time O(||A|[?)
where p is the number of variables occurring in the equation. Since the number of
equations in ¥ and the arities of the associated term operations are both independent
of the algebra A, it follows that all the equations of ¥ can be verified in polynomial-
time.

It remains to see that for each 1 < ¢ < m we can verify in polynomial-time that g;
is a term operation of A. Using the results of Baker and Pixley (Theorem and
Lemmal3.1.2)), it suffices to check that for every ¢y, ...,¢t_1 € A" (where n = arity(g;))
we have (g(¢1),...,9(ck—1)) € (di,... ,c_ln>Ak_1, where d; = (¢1];,...,C1];) is the
transpose of the jth column of the matrix whose rows are ¢;,...,¢_1. For each
choice of distinct tuples ¢, ..., ; this condition can be checked in time O(||A][¥)
by [20, Proposition 6.1]. Since there are 4I"P,_; = A" ; choices for the

(A" —(k—1))
tuples ¢y,...,¢x_1, verifying that g¢; is a term operation of A is achieved in time

O(|AP*=D]|A[[*) which is O(|| A" D+).

Let 7 be the maximum arity of all the g; (for 1 <4 < m). Then it follows that to
verify that every g; is a term operation of A takes time O(||A|["*~D+k) (since m is
fixed independently of A).

Given a YES instance A of Satl{ we define a certificate C'(A) for A as a string
of operation tables for term operations g, ..., g, of A witnessing that A satisfies >.
A polynomial-time Veriﬁeﬂ for Satld is then given by the following algorithm whose
input is (A, C(A))

1. Solve A as an instance of Satf\(}u(k) for an appropriate choice of k (independent
of A) and obtain the answer YES, in polynomial-time thanks to [24, Corollary

107t may be that not every variable occurring in the equation o(Z) ~ 7(¥) occurs in both of the
terms o and 7. For example in the equation o(z,y) ~ 7(x,y, z). In this case we have p = 3 and for
a = (a,b,c) € A% we consider s(a) to be s(a,b). This is simply for notational convenience.

See Definition
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2.7(1)].

2. Verify that the equations of > hold when each h; is interpreted by the function
gi, in the manner described above, in time O(||Al[?).

3. Verify that each g; is a term operation of A, in the manner described above, in
time O(||A||7kF=1+k),

Since each of these items can be achieved in polynomial-time (as outlined above), it
follows that Sati{ is in NP. O

The only use of idempotence in the above proof is to determine whether or not A
is a YES instance of Sat}{}u(k). It follows that if the problem Satxzx) can be shown
to be in NP (for arbitrary fixed k), then this would imply the corresponding result
Saty, € NP for any ¥ which implies NU. As in the previous section, we summarize
this observation in the following corollary:

Corollary 3.2.2. Fiz k > 3. If Satnum) is in NP then so is Sats, for any strong
Mal’tsev condition ¥ which implies NU (k).

In particular, if idempotence can be removed from the hypothesis of Theorem
then we can also remove idempotence from Theorem [3.2.1]

The corollaries that follow are novel consequences of Theorem [3.2.1]

Corollary 3.2.3. Let A be the Mal’tsev condition of having lattice terms. Then
Satld € NP.

Proof. If V and A are terms of an algebra A which satisfy the lattice identities, then
the term m(z,y,2) := (x Vy) A(yV 2) A (xV z) is clearly a majority term of A. It
follows that A implies NU and hence Satl! € NP by Theorem [3.2.1] O

Corollary 3.2.4. If NP # EXPTIME, then there is a nonlinear Mal’tsev condition
whose idempotent satisfaction problem is not EXPTIME-complete.

Proof. 1t is known that the condition of having lattice terms is not equivalent to a
linear Mal’tsev condition (see for example [41]). Hence there is a nonlinear Mal’tsev
condition whose idempotent satisfaction problem is in NP, as required. O

It is interesting to contrast the result of Corollary with that of [I9, Theorem
4.5] which says that detection of a semilattice term is EXPTIME-complete even for
idempotent algebras. So far there are very few results concerning the complexity
of MCSPs for nonlinear Mal'tsev conditions. It seems intuitive that having “more
structure” (e.g. implying NU) is easier to detect than conditions without such strong
structural consequences. The following conjecture is grounded within that ethos but
represents a much more attainable goal. The Mal'tsev condition described is a known
weakening of the semilattice condition.
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Conjecture 3.2.5. The problem Satl? 18 EXPTIME-complete, where 2-sema is the

2-semi

(nonlinea@ Mal’tsev condition of having a 2-semilattice term:
0-semi = {b(x,z) ~ z, b(z,y) ~ by, ¥), bz, bz, y)) ~ b{z,y)}

The following two conjectures are also in keeping with the ethos described above
and the first is an obvious consequence of the second.

Conjecture 3.2.6. The problem Satl? is in P where A is the condition of having
lattice terms.

Conjecture 3.2.7. The problem Sat¥ is in P whenever Y is a strong Maltsev con-
dition which implies NU.

121t can be demonstrated that the condition 2-semi is not preserved under retractions and hence
it follows from the result of [0 Proposition 5.3] that this condition is indeed nonlinear.
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Chapter 4

On the Construction of Term
Operations

Until this point we have primarily been concerned with the complexity of the
decision problem: does A satisfy the Mal'tsev condition M? I.e. do there exist terms
in the language of A such that the associated term operations satisfy the equations
of M? We now turn our attention to the complexity of a related search problem:
given a finite algebra A, construct the operation tables of term operations of A which
satisfy the Mal’tsev condition M if such terms exist.

In this chapter, we introduce a recent result of Kazda, Oprsal, Valeriote and Zhuk
[29] which states that the problem of building Mal’tsev term operations is tractable for
finite idempotent algebras. We then extend this result to include edge term operations
of any fixed arity (as well as several other conditions). This result for edge term
operations will be used later in order to derive the NP result of Chapter [5] We also
explore other well-known conditions for which the problem of obtaining operation
tables is tractable and suggest a conjecture that for any condition whose satisfaction
can be decided in polynomial-time there is a corresponding polynomial-time algorithm
to construct the relevant term operations. We begin with the relatively simple problem
of building operation tables for cyclic term operations as a guide to understanding
the basic proof technique. We then reproduce the proof from [29] to serve as a
guide for the new result Theorem [£.4.5] In the final section of this chapter, we look
at more complicated conditions involving multiple operation symbols and formulate
conjectures for future investigation.

4.1 Building Local Term Operations

As we will see throughout this chapter, obtaining operation tables or circuits for
term operations satisfying certain equations will typically involve subalgebra genera-
tion in order to obtain some term operations satisfying a “local” version of the given
equations. The following proposition is an extension of [20, Proposition 6.1] and was
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first observed in [29] Section 4]. This result will be used in almost all subsequent
results of this chapter, and hence we find it convenient to formalize it here.

Proposition 4.1.1. Fix k,n > 1. There is a polynomial-time algom’tfmﬂ which takes
as input a finite algebra A, together with tuples @y,...,a, € AF, and returns the
subuniverse B of AF generated by {a,,...,a,} together with, for each b € B, the
operation table ty(zy,. .., x,) of a term operation of A such that t;(@i,...,a,) = b.

Proof. Let k and n be fixed. We define an algorithm which takes input A, a,,...,a,

and generates every element b € B := <61, e ,En> Ax While also storing, for each b
generated, the operation table of a term operation ¢; of A which generates the element
b when applied to the generators @y, ...,a,. The algorithm is defined as follows:

"'We consider n and k to be fixed here- the algorithm described runs in polynomial-time with
respect to ||Al]l.
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Algorithm 4.1: Generating a Subpower and Storing Term Operations

Input: A finite algebra A := (A, F) and @y, .. .,a,, tuples in A*

Output: The subuniverse of A¥ generated by @i, ..., a, together with the
operation table of a term operation #; for every element b in the generated
subpower, which satisfies the equality t;(a@i, . .., a@,) = b.

1: BO = {51,...,6n}
2: foreachi=1,...,n do
3: store tg, (z1,...,2,) == ;
4: endfor
5:7:=0
6: while B; # () do
7 Bt :=10
8: for each f € F do
9: ry = arity(f)
) -
10: for each ¢ = (c1,...,5,) € (U By"\(U B do
i=0 i=0

11: if f(c) ij B; then

i=0
12: go to next ¢
13: else
14: add f(E) to Bj+1
15: store t ) (z1,...,2n) = f(tz, (T1,. .., 20), . .. ,taf (X1, ..., Tn))
16: endif
17: endfor
18: endfor
19: 5 =5+1

20: endwhile
J
21: B:= B;
=0 _
22: return {(b,%;) | b € B}.

Correctness of the algorithm follows from standard results in universal algebra (see
for example [15, Chapter II, Theorem 3.2]). In fact, as suggested in the proof of [20,
Proposition 6.1], what this algorithm does is to apply every basic operation f of A to
every tuple in B"f without ever applying a basic operation to the same tuple twice.
Lines (11)-(15) of the algorithm are therefore executed at most |F| - ||A||*-manyf]
times and this clearly dominates the computation.

Calculating f(¢) takes time O(kry) since ¢ is a k-tuple of inputs to f and we need
to read each one and then use a constant-time lookup in the table for f. We can

2Recall from Definition [1.1.1|that ||A|| = 3 |A[2i (),
feF
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then check the condition of the if statement in line (11) in time O(1). Assuming the
condition fails, we require O(r¢|A[")-time to construct the table for ¢ (21, ..., 2,) in
line (15), since for each tuple d € A™ we need to look up the values of t5, (d), . . ., te,, (d)
and then read this tuple and look up the value of f at this tuple. Each of these lookups
is achieved in constant time since we have already stored the relevant operation tables.

Let R denote the maximum arity of all the operations in F. Then the algorithm
correctly produces all elements of the subuniverse B and the corresponding operation
tables in time

O(IF] - l|A[[" - (kR + 1+ RIA|"))
which is O(||A||*™*2), a polynomial in ||A|| as required. O

It follows from the lemma that given a finite algebra A together with ay,...,a,
and @ € A* we can quickly (i.e. in polynomial-time with respect to ||A[|) build the
operation table of a term operation t; satisfying tz(ay,...,a,) = @ if such a term
operation exists (and otherwise answer NO). Simply halt the above algorithm when
the tuple @ is generated, or alternatively, complete the algorithm and search the
output for @. Similarly, if (z1,...,2;) € X¥ is a fixed tuple of variables from a set X,
then we can find an element @ € (ay, ..., a,) which matches the equality patternﬂ of

7 and build the operation table of a term operation t; of A which satisfies
ta(@r,....a,) =a

or else determine that no such @ exists in polynomial-time with respect to ||A||.

Before moving on to the main results of the chapter, we briefly discuss the related
problem of building circuits for term operations of A. In this thesis we have elected
to present direct proofs that the operation tables of certain term operations may
be computed efficiently. An operation table for a given term operation can also be
viewed as a 1-gate Circuitﬁ for computing the term, in the extended language where
that term operation is included as one of the basic operations. On the other hand,
if f is an operation on A of fixed arity r and a circuit with maximum gate arity
R of size K is given for computing f, then a table for f can be computed in time
O(RK|A[") by simply running the circuit on every possible input and recording all
of the input-output pairs as a table. From a practical perspective then, if we wish to
obtain values of a term operation f of A (where the arity of f is fixed independently
of A), then a polynomial-size circuit for f is as convenient as an operation table for
f (up to polynomial-time reductions).

The following proposition is an analogue of Proposition [4.1.1] which will allow us
to derive circuits for term operations in the same way that Proposition allows
us to build operation tables for term operations. The result is essentially a porism of
[29, Theorem 6]. Readers who prefer the circuit-first approach may view Proposition

3See definition
4See Definition [2.4.1
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as a corollary of Proposition|4.1.2l From the perspective outlined in the previous
paragraph, they may be viewed as morally equivalent results.

Proposition 4.1.2. Fiz k,n > 1. There is a polynomial-time algorithm which takes
as input a finite algebra A, together with tuples @, ..., a, € A¥, and returns the set

{(b;m) | beB:=(ay,...,an),
b is the mg-th element of B generated by the algorithm}

. and

together with a circuit Cg in the language of A with n inputs and | B|-many designated
outputs such that the value of the my-th output of the circuit Cg on input @y, ..., ap
15 b.

Proof. Simply adapt Algorithm 4.1 in the following ways:

1. Rather than storing the operation table tz,(x1,...,z,) = x; on line (3), replace
the for loop in lines (2)-(4) with the single instruction: construct and store
the circuit C,, defined to be the circuit with inputs xi,...,z, and designated
outputs x1, ..., 2, (and no gates).

2. On line (15), rather than storing the operation table ¢ (21, ..., 2,), we con-

struct and store the circuit Cy,, . Suppose f(¢) is the m-th element generated

SO far.ﬂ We follow Step 1 in the proof of [29, Theorem 6] to construct the

circuit C,,. C,, is a circuit with inputs z1,...,z, and with m outputs such
that if the tuples @y, ..., a, are inputted into C,,, then the m outputs are the
first m elements of <61, e ,En> A generated by our algorithm in the same or-

der in which they are generated. C,, is constructed from C,,_; inductively (for
n+ 1 < m < |B]) via appending one gate, labeled f, whose inputs are those
outputs of Cy,_; corresponding to the previously generated tuples ¢y, ..., ¢, and
this gate is designated as the m-th output of C, (the first m — 1 outputs of C,,
are the m — 1 outputs of C,,_1). Clearly the size of C,, (for m > n) is m, and
C,, has the correct output values described on the inputs ay, ..., a,. We note
here that the time taken to build C,, from C,,—1 is O(ry) since we simply add
rs new edges and one new vertex which we designate as the m-th output.

3. On line (22), return the set {(b,mz) |b € B} and the circuit Cg := C|p,.

The time requirement for the adapted algorithm (based on the analysis found in the
proof of Proposition is O (|F]-|A]|* - (kR + 1+ R)) where R is the maximum
arity of the basic operations of A. Hence the adapted algorithm correctly produces
the desired output in time O(||A||**2), a polynomial in ||A[|, as required. O

5Keeping track of the order in which the elements are generated will clearly not affect the asymp-
totic complexity of our algorithm. We adopt the convention that @i, ...,a, are the first n elements
generated and hence we are now assuming m > n + 1.
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The time estimates obtained in Propositions 4.1.1| and |4.1.2| suggest the follow-
ing improvement on the time taken to obtain the desired operation tables given by
Algorithm 4.1:

1. Run the adapted algorithm described in the proof of Proposition to obtain
the circuit C'g which computes all of the relevant term operations.

2. Run the circuit Cg on all the tuples in A™ and record input-output pairs for
each of the term operations calculated by the circuit.

Since the circuit Cg has size |A|*, the time taken to complete these two steps is
O (I7]-[|All*- (kR +1+ R)) + O (RIA["|A]")

which our crude estimates render as O(||A||**"*1). While this is in theory an improve-
ment on the estimate obtained by our analysis in Proposition [4.1.1| we remark here
that the actual time taken for the calculation will depend heavily on the implemen-
tation of the algorithm in specific operational contexts. In order to obtain accurate
worst-case analysis in subsequent results of this chapter, we use the time estimate
O(]|A||**"*2) whenever we use the result of these propositions to obtain operation
tables for term operations satisfying specific local conditions (e.g. in Theorems ,
14.3.1} and [4.4.5)).

4.2 Building a Cyclic Operation

Recall from Example(l.2.5f a cyclic term of arity k is a term ¢(xy, . . ., xy) satisfying
the equation’

c(xy,mo, ..., xp) = c(Tay ..., Tk, T1)

The result of [4, Lemma 2.4] clearly implies that the problem Sat}jd(k) is tractable
where C(k) is the Mal’tsev condition of having a cyclic term of arity k. The next
result shows that obtaining an operation table for such a term operation is also a
tractable problem. The proof is based on an algorithm for the k-ary cyclic term
satisfaction problem Satg}k) which was presented to the author of this thesis by his
supervisor, Matt Valeriote. Original authorship of that algorithm is attributed to
Valeriote and Willard [43] and can also be viewed as a porism of [4, Lemma 2.4].

SWe follow [5, Subsection 4.4] in our definition of cyclic terms. It may be more traditional
(see for example []) to require that cyclic terms also satisfy the equation of being idempotent
(c(z,...,x) = z). In this case, the result of Theorem is only valid for idempotent algebras
(for which the constructed term operation is necessarily idempotent) and the corresponding decision
problem is actually EXPTIME-complete in general thanks to [23] Corollary 5.1.9]. One significant
difference between the two definitions is that using the definition presented here, any algebra with
a constant term operation has cyclic operations of all arities (since a constant operation satisfies all
height 1 identities).
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Theorem 4.2.1. Fix k > 2. There is a polynomial-time algorithm which takes as
imput a finite algebra A and returns the operation table of a k-ary cyclic term operation
of A whenever such a term exists (and otherwise returns NO).

Proof. Let A be a finite algebra with |A| = N and fix an enumeration {a, ..., ayr} =
Ak, For a tuple b = (by,...,b;) € A¥ and i € {0,1,...,k — 1} we define =
(bix1,biva, ..., bk, b1,ba, ..., b;), the tuple obtained by cyclically permuting the coor-
dinates of b a total of 4 times. The algorithm will start by constructing the operation
tables of term operations of A which satisfy local equalities based on the equations
satisfied by a cyclic term. Specifically, for each @; € A¥ we build the operation table

of a term operation t;(z1,...,z;) of A which satisfies:
_ _(1 —(k—1
(@) = ;@) = - = t;@"). (4.1)
This can be achieved by generating the subalgebra <6j, 65»1), ey E§-k71)> . and
Ak

storing the operation table of any term operation of A which generates an element
matching the equality pattern of (x,z, ... ,x)m Thanks to Proposition (and the
discussion following that proposition) this takes time O (||A]|?**2). Repeating this
procedure for each j = 1,..., N*¥ we see that the first stage of our algorithm takes
time O (N¥||A[|*%2) which is O (||A[[**2). If for some 1 < j < N* we find that
there is no such term operation t;(z1, ..., x;), then clearly A does not have a cyclic
term of arity k. In that case the algorithm will return the answer NO. Otherwise,
thanks to [4, Lemma 2.4] (see also the rest of this proof), it follows that A does have
a global cyclic term.

At this stage we have built the operation tables of term operations t;(z1, ..., zx)
for 1 < j < N* which each satisfy
_ —(1)y = (k—1)
tj(@;) = t](aj )= = t;( )
We now inductively define for each 1 < n < N* a term t"(zy,..., ;) which
satisfies:
(@) = @) = = @)
for every 1 <i < n. The term ¢V " is therefore a cyclic term of A.
The term t"(xq,...,z) is defined via:
o t'(wy,...,xp) :=t1(wy, ..., xp)
L] t”+1(l’1, ce ,xk) =
tu (tn(xla T, ... 7'1716—173716)7 tn(an s 7$k—17'1:k7ml)7 ceey tn(l’k,,]’,‘l, Lo, ... 7'1:]6—1))
"The Equalitiesfollow because the matrix whose columns are a@;, E§1), . ,E§k_1) is a symmetric
matrix.
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where u is chosen such that @, = (t” (Gpy1), t" (af}jl) Lt (a ;]111)) )

We first show that " satisfies the desired equalities. Notice that t!(zy,..., )
satisfies the desired k — 1 equalities by the definition of ¢;(z1, ..., z). Now suppose
that t"(xq,...,z) satisfies the desired n sets of k — 1 equalities and we show that
t"(xq, ..., xp) satisfies these as well as the (n + 1)-st

Firstly, for : <n and 0 < m < k — 1 we have:

@) = (" (@), <’”“>>,...,t<a<m+’“‘”>>

(
= tu("(@), t"(@), ..., 1" (@)

where addition in superscripts is performed modulo k and the second equality follows
from the induction hypothesis on t"(x1, ..., zx). Since this value is independent of m,
we see that t"™1(xy, ..., x;) satisfies the first n sets of & — 1 equalities.

We also have

" @) =t @), @i, @ty
n(— n k—1
= 1, (" (@ns1), 1" (@), - - (@0 )

by the choice of v and the observation that

(m)
n n m+1 m+k—1 n/— n/—(1 n/—(k—1
(@), @), o @) = (@), @), @)
Since the value of t"*!(a £L+)1) is also independent of m, we see that t"*!(zy,..., xy)

also satisfies the final £ — 1 equalities, as required.

In this second stage of the algorithm, we have constructed the tables of N*-many
term operations, each of which can be obtained in time O ((k +1)N k) using the
previously constructed and stored tables. Since (k + 1) is a constant independent
of the size of the instance A, the runtime of the second stage of the algorithm is
O(N*N*) which is clearly O(]|A[**).

Hence the total runtime to obtain the table of a k-ary cyclic term operation of A
is

O (||A[P*2) + O ([JA[*) = O (|Al**%)
a polynomial in ||Al| as required. O

In the next section, we introduce a result first proved in [29, Section 4] which
inspired the above result and all subsequent results found in this chapter.

4.3 Building a Mal’tsev Operation

Recall from Example(1.2.6; a Mal’tsev term is a term p satisfying the two equations
p(z,y,y) = x and p(y,y,z) ~ x. It was shown in [20, 24, B0, 42] that there are
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polynomial-time algorithms to decide whether or not a finite idempotent algebra has
a Mal'tsev term. The following stronger result was first demonstrated in [29]. We
reproduce a proof of that result here to serve as a guide to understanding the proof of
Theorem [4.4.5(in the next section, which uses the same technique in greater generality.

The result outlined in [29] is presented first as a result on obtaining a circuit for a
Mal’'tsev term operation of a given finite algebra A, and then the operation table of
the term operation is obtained as a corollary of the circuit result. As stated in Section
the algorithms outlined in this chapter all take the direct approach of building
the operation tables of the relevant term operations. See the discussion following
Proposition for an analysis of why these are essentially the same problems. The
proof below is adapted from the proof of [29, Theorem 6.

Theorem 4.3.1 ([29], Corollary 7). There is a polynomial-time algorithm which takes
as input a finite idempotent algebra A and returns the operation table of some Mal’tsev
term operation of A whenever such a term exists (and otherwise returns NO).

Proof. Let A be a finite algebra with |A| = N and fix an enumeration

{(al,bl), ey (CLN2,bN2)} = A2.

First we check that for each two-element subset {((a,b),1),((c,d),2)} C A? x [2]
there is a term ¢4 ca(2, y, 2) of A satisfying topca(a,b,b) = a and t,pcq(c, c,d) = d.
If for some choice of a,b, c,d € A there is no such term ¢, q, then clearly A has no
Mal’tsev term, so the algorithm halts. Otherwise, we may store the operation table
for each ¢, . using the result of Proposition by generating the subalgebra

()0 (0))

a

(i
O(||A||") using the result of Proposition [4.1.1]

There are N* such operation tables which gives a total run time for the first stage
of this algorithm of O(N*||A||") which is O(||A[|'!).

Next, for each a,b € A, we inductively produce the operation table for a term
tap(z,y, z) of A which satisfies: t,4(a,b,b) = a and t,4(z, z,y) =y for all x,y € A.
We define the term operation tijb(:z:, y, z) for 1 < j < N? as follows:

and halting when we find the tuple . Such a procedure can be completed in time

o 12 y(7,Y,2) = tapa b (T,Y, 2), and

hd tz:l;l (.7), Y, Z) = tzz,b,u,b]-+1 (t£7b<x7 Y, Z)7 t{z,b(iya Y, Z>7 Z) where u = ti,b(aj+17 aj+1, bj—i—l)-

We claim that for each 1 < j < N2, the term ti,b(x,y, z) satisfies tib(a, b,b) =a
and t;b(ak,ak, br) = by whenever 1 < k < j < N2

Note that t}hb(x, y, z) satisfies the desired equations by the definition of the term

taparo (T, 2). Assume inductively that ¢/ ,(z,y, 2) satisfies the desired equation for
some 1 < j < N2. We have:
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o 1,4 (a,0.0) = tapupy (6h,(a,0,0),8,,(0,0.0),6) = tapus,.(a,0,0) = a as re-
quired, using the inductive hypothesis for ! ,(z,y, z), idempotency of A, and
the equations satisfied by 44 4.5

1

e If1 <k <j+1, then

tf]:l[—)l (ak7 ag, bk) - ta,b,u,bj+1 (tib(ak? ag, bk)J tib(aka Ay, bk)) bk)
= tabubiis Ok, Ok, ) = by

as required, using the inductive hypothesis for ti’b(:v, y,z) and idempotency of
A; and

Jj+1 _ J J _
o toy (@541, @11, 0541) = tapuby (top(Ai11s @1, bj), 0 (@541, @1, 0541), bj41) =
bj+1 by the choice of u and definition of t,4.4,,, (7, ¥, 2).

Choose t,p(z,y, 2) := tflvi (x,y,2) and we have t,4(a,b,b) = a and t,,(x,z,y) =y
for all x,y € A as required.

Constructing the table of tﬁ:{,l (z,y,2) can clearly be achieved in time O(N?) us-
ing the (already stored) tables of tiﬁb(az,y?z) and tapup,, ., (2,Y,2). We repeat this
construction N2-many times to obtain t,4(x,y, 2), and we do this for every choice of
a,b € A. Hence the second step of this algorithm requires time O(N7) and hence also
O(||A[[7).

The final stage of this algorithm is to inductively construct the table of a term
tj(x,y,z) which satisfies ¢;(x, xz,y) =y for all z,y € A and t;(ay, by, by) = ay, for each
1<k<j< N2 For1l<j< N?we define:

o t1(x,y,2) = to b (2,9, 2), and
b tj-l-l (-Z'a Y, Z) = taj+1,v(xa tj(xa Y, y)> tj (.73, Y, Z))a where v = tj (aj+17 bj+17 bj+1)

As above, it is easy to verify that ¢;(x,y, z) satisfies the desired equations for each
1 < j < N2, and hence ty2(z, 5, 2) is a Mal’'tsev term of A as required.

We see that the table of ¢;,1(z,y,2) can be constructed in time O(N?) using the
previously stored tables of t;(z,y, 2) and t,,,, +(7,¥,2). We repeat the construction
NZ-many times to obtain ¢y2(x,y, z), and hence the running time for this final stage
of the algorithm is O(N®) which is O(]|A][?).

Hence the total running time of the algorithm described is

O(IAII") + O(IIA[I") + O([|AIP) = O(lA[[™),

a polynomial in ||A[|, as required. O
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4.4 Building Term Operations using the Downward
Column Condition

In this section we extend the result of [29] outlined in the previous section (The-
orem to Mal’tsev conditions which satisfy a certain syntactic condition. The
downward column condition is a condition introduced by Horowitz in [24), Section 2]
and is satisfied by the matrix defining the Mal’tsev condition of having a Mal’tsev
term. Crucially, it is also satisfied by the matrix defining a k-edge term (for any fixed
k € N), which will prove useful in Chapter [f] We begin by defining strong E-terms
for a matrix F, before specifying the downward column condition and proving the
generalization of Theorem [4.3.1]

Definition 4.4.1. ([24, Definition 2.2]) Let E € Mpx,({z,y}) be a matrix and
t: A" — A an idempotent operation on the set A. We say that ¢ is a strong E-
operation (on A) if for every 1 < j < m we have

t(Ej(a,b)) =a for all a,b € A,
where Ej(a,b) is the tuple obtained by substituting a for x and b for y in the j-th

row of E. A term ¢ of an algebra A is a strong E-term (of A) if the term operation
tA(xy,...,y,) is a strong E-operation on the underlying set A.

Example 4.4.2. e A Mal'tsev term is a strong (z: z i) -term;

e A k-edge term is a strong Fji-term for the (k x (k + 1))-matrix

Yy Yy T T T T
y Ty T T T
T T Ty T T

Ek:_ . )
T xr T T y

e An m-ary near unanimity term is a strong U,-term for the (n x n)-matrix

y T T T T
T oy x T T
T Ty T T
Un = . . )
T T T y T
T T T Ty
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r Yy y
e A minority term is a strong |y = y |-term.

vy y
Definition 4.4.3. ([24, Definition 2.5]) A matrix E € M,,x,({z,y}) satisfies the
downward column condition (DCC) if the columns of E, E*, together with the column
vector of all z’s, (z,,...,x)T, form a downward closed set in the lattice {z,y}™
(where x < y). Equivalently, E satisfies the downward column condition iff whenever
E7 is a column of E with more than one y, changing any y in the column E’ for an
x produces another column E° of the matrix E.

Example 4.4.4. e The matrix <§ z g), defining a Mal’tsev term, satisfies the
DCC;

e The (k x (k+ 1))-matrix

Yy Yy T x T T

Yy Ty x T T

T xr T Yy T T
E, =

T r T Yy

T xr T T Ty

defining a k-edge term, satisfies the DCC;

e The (n x n)-matrix

y T x r x
T Yy T T T
T Ty T T
Un: .

defining an n-ary near unanimity term, satisfies the DCC;

r yy
e The matrix |y = y |, defining a minority term, does not satisfy the DCC,
y y x
x
since (for example) the column |y | appears in the matrix but the column
Y
x
x| does not.
Y
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Horowitz used this syntactical property of certain (matrices defining) Mal’tsev
conditions to produce a general polynomial-time algorithm to determine the satisfac-
tion by a finite idempotent algebra of any strong E-term condition where E satisfies
the DCC [24], Theorem 2.6]. Analogously, we are able now to extend the result of
Kazda, Oprsal, Valeriote and Zhuk ([29, Corollary 7] and reproduced in the previous
section as Theorem to this broader class of conditions.

Theorem 4.4.5. Let E € M, x,({x,y}) be a matriz over {z,y} which satisfies the
downward column condition (DCC). Then there is a polynomial-time algorithm which
takes as input a finite idempotent algebra A and returns the operation table of some
strong E-term operation of A whenever such a strong E-term exists (and otherwise

returns NO).

Proof. Firstly we note that thanks to [24, Theorem 2.6] we know that there is an al-
gorithm to determine whether or not A has a strong F-term. We adapt the algorithm
given in that paper to produce an operation table for such a term in the case that
such a term exists.

Suppose A is finite and idempotent with |A| = N, and fix an enumeration

{(al, bl), ey (&NQ, bNQ)} = AQ.
We begin by checking that for each m-element subset
{((u17 Ul)a 1)7 S ((um7vm)7 m)} - A? x [m]

there is a term 3 5(x1, . . ., x,) which satisfies tz7(E;(u;,v;)) = uj foreach 1 < j <m
(where @ = (uy,...,Up),0 = (V1,...,0y)). If for some subset we find that there is
no such term, then the algorithm halts and outputs NO (A does not have a strong
E-term). Otherwise, we store the operation tables of each term operation tz 5 found.

Using the result of Proposition this can be achieved in time O(N?™||A[|™T"+2)
by generating each subalgebra

B} (u1,v1) E3 (uq, v1) BT (ug,v1)
Ej (ug, v2) E3 (ug, va) B3 (ug, v2)
E;z(umv vm) E?n(um, Um) Egl(um, Um)

and storing ;5 as the operation giving rise to the tuple u”.

The proof will now proceed by inductively constructing for 0 < ¢ < m and for
each @ = (Uip1,. - ,Um), 0 = (Vit1,...,0m) € A™ " the operation table of a term
operation t4 (21, ..., 2,) which satisfies all of the equalities t% ;(E;(u;,v;)) = u; (for
each j =i+ 1,...,m) as well as globally satisfying the equations t; ;(Ei(z,y)) = =
for 1 <1 <i. The term t™ is therefore a strong E—termﬂ The base case when ¢ = 0
was established in the previous paragraph.

8When i = m there is precisely one tuple in A™~% (the empty tuple) and hence there is no
subscript indicated on this term. The inductive procedure described in the remainder of the proof
still works to build the term t™(z,y, 2) from the terms ™~ (z,y, z) previously constructed.

Um ,Um
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Each step of the induction will require inductively constructing the table of a term

operation tff(xl, ..., T,) which will satisfy all of the equalities t%f%(Ej(uj,vj)) = u;
(j=1i+1,...,m) and will satisfy tff(El(u v)) = u whenever 1 <[ < i and (u,v) € A?
and also for l = ¢ whenever (u,v) € {(a1,b1),..., (ag, bg)}. The term t,, is therefore

a term tk, satisfying the conditions in the previous paragraph.

(i—1)

Suppose that for each w', v/ € A™~ the table of a term operation tijL has

been built satisfying the conditions outlined above. I.e. ti, %, satisfies all of the
equations corresponding to rows 1 up to ¢ — 1, as well as satlsfymg the equali-
ties t%,V%,(EJ( wl;,v';) = W@l|; for all i < j < m. Fix @ = (Wit1,-..,Up), 0 =
(Vig1s - vm) € A™ . We inductively construct the table for tuv which globally
satisfies the equations given by rows 1 up to i , and satisfies all the equalities

tt 5(Ej(uj,v5)) = u;

for each 7 + 1 < 7 < m. We define:

i1 i
. t%ﬁ(xl, ey X)) = tzall,ui_g_l,...,um),(bl,UH_l,..‘,vm)(xl’ Cey Ty)
o t%f%“(xl, ey Ty) = t;g(zl(xl, e X))y 2T, 1)
where @ = (@pq1, Uit1, - - - Um), Z = (t%,kﬁ(Ei(akJrla bk+1)), Vig1, - - > Um), and (following
[24]) for each v = 1,...,n we define:
T it B =2
( ) (E¢ is the entry in column «a, row i of E)
Zo(T1,y oo X)) =R . ‘ ‘
o " t%f%(a:l, ...,x,) if B has exactly one y, in row ¢
t%f%(Ei(xq, To)) else

and ¢ is chosen such that E* and E? differ only in row i (where Ef = y, Ef = x).
Such a ¢ can be chosen since F satisfies the DCC.

Note that ¢ (a:l, ..., x,) satisfies the necessary conditions because they are pre-
1
cisely the 1nduct1ve hypothesm for tzawm’ R ,vm)(xl’ Cey ).
Assume that the operation table of a term operation t2 (1'1, ..., T,) has been

% k+1

constructed and satisfies the necessary conditions. We need to verlfy that tzy  also

satisfies the necessary conditions. Firstly, for j =i+ 1,...,m we have:
ik+1 i—
o (Bi(ug, ) = 02 (21(Ej(uj,07), - - 2n( B (g, v5)))
and for each o < n we have:

o If E¥ =z, then z,(E;(u;,v;)) = ES(uy,v;)

J
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e If £ has exactly one y, in row i, then za(EJ(uj,vj)) = t,,(E (uj,v;)) = uj =
E¢(uj,v;) using the inductive hypothesis for tu and the fact that j # i (so

Ea—x)

v

e Otherwise, z,(E;(uj,vj)) = ti’k o(Ei(E(ug,v5), B (uj,v5))) = Ef(u;,v;) since
t,, is idempotent and Ef = EO‘ (since j # 1).
It follows that

e (B (ug,v5)) = t(l 1)( (Ej(uj,vj)), oo Za(Ej(ug,v5))) = tgil)(Ej(%Uj)) = uy

using the inductive hypothesns for U2 by the choice of @ and (, since j > i + 1.

a C ,
This shows that t,, ! satisfies the relevant equalities for j =i+ 1,...,m.

Let 1 <1<i,1<s< N2 Next we verify that - k+1(El(a5, bs)) = a,. In this case
we have for each o < n:

o If E¥ =z, then z,(Ej(as, bs)) = Ef*(as, bs)

o If £ has exactly one y, in row ¢, then za(El(as, bs)) = t%f%(El(as,bs)) = as =
Ef(as, bs) using the inductive hypothesis for t,, and the fact that [ < i

e Otherwise, z,(Fj(as, bs)) = tgﬁ(Ei(Elq(as, bs), Ef*(as,bs))) = Ef*(as, bs) by idem-
potence, since E} = Ef* (because | # ).

Thus

5 (Ey(as, b)) = 1920 (Ei(ag, by)) = a

=
5 ¢
by the inductive hypothesis for ¢¢ 5T o (since | <i—1). This shows that t%f%“ satisfies

the first + — 1 equations globally, as required.
Next we verify for 1 < s < k that t%f%“(El(as, bs)) = as (which will leave us with
only the same equation to verify for a1, bgy1). For s < k+ 1 we have the following:

o If B¢ =z, then z,(F;(as, bs)) = E*(as, bs) = as

e If £ has exactly one y, in row ¢, then z,(F;(as, bs)) = t%”%(Ei(as, bs)) = as using
the inductive hypothesis for t%]% (since s < k)

e Otherwise, z,(E;i(as, bs)) = tili(E (Eq(as,bs) E2(as,bs))) = tﬁli(E-(as,bS)) = a
by the inductive hypothesis for t,, and the fact that E! = 2 and E¥ = y.
It follows that
t113+1(Ei(a5, bs)) = t(w% )(as, Agy .-y 0g) = Qg

by the idempotency of A.
Finally, we verify that 2 kH(Ei(akH, ber1)) = ary1- In this case, we have:
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o If Ela =X, then za(Ei(akH, bk+1)) = E?(ak+1, bk—H) = Ak+1

e [f £* has exactly one y, in row 4, then
Zo(Ei(rs1, bey1)) = t%f%(Ei(akJrla bry1))
e Otherwise,

2a(Bi(aps1, 1)) = 25 (BB (g1, ber1)s B (a1, b))

)

= t2° (Ei(ags1, brs1))

)

since B! = r and E* = y.
Hence
t%’]%ﬂ(Ei(ak“’ bi1)) = tg,gl)(Ei(akH, t%,ki(Ei(ak—i-h bei1)))) = Grat

(i—1)
w6

It follows by induction that we can build the term t%ff which satisfies all the
equations necessary for t%j as outlined above. This completes the induction step for
7, so we can inductively build the table of a strong E-term operation as required.

For fixed i € {1,...,m} and fixed u,7 € A™™*, the induction over k involves build-
ing the tables for N2 many term operations, each of which can clearly be constructed
in time O(N™) using previously stored operation tablesﬂ There are N2~ many
such pairs of tuples @ and T and so for fixed i € {1,...,m} the induction process over
k takes time O(N20"=9 N2 N") which gives a total time requirement for the inductive
procedure outlined of O(N?m7+2),

The total runtime of the algorithm is therefore

by the choice of @ and ¢ and the inductive hypothesis for ¢

O(N™||A|["™+72) + O(N"+7+2) = O(]| A" ++2).

]

The corollaries that follow mirror and extend those of [24, Section 2] to the problem
of building operation tables for term operations satisfying specific strong Mal’tsev
conditions.

Corollary 4.4.6. For fized n > 2 there is a polynomial-time algorithm which takes
as input a finite idempotent algebra A and returns the operation table for an n-ary
near unanimity term operation whenever A supports an n-ary near unanimaity term.

9For each tuple in A” we need to look up at most n + 1 values from previously stored operation
tables. Each table lookup is a constant time procedure and n + 1 is a fixed constant independent of
the input size ||A]|.
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Proof. Since an n-ary near unanimity term is a strong U,, term for the matrix U,, de-
fined in Example4.4.2) Theorem gives an algorithm whose runtime is O(||A||***2).
[l

Corollary 4.4.7. For fixed k > 2 there is a polynomial-time algorithm which takes
as input a finite idempotent algebra A and returns the operation table for a k-edge
term operation whenever A supports a k-edge term.

Proof. Since a k-edge term is a strong Ei-term for the matrix E) defined in Example

Theorem gives an algorithm whose runtime is O(||A|[***3). O

In [24 Section 2] Horowitz also defines a property of (matrices defining) certain
Mal’tsev conditions called the “local-global property”. It is shown in [24] that if
the matrix M has the local-global property then the idempotent satisfaction problem
for the associated Mal'tsev condition is in P. To finish this section we define the
local-global property more generally for Mal'tsev conditions. We will then see that
Horowitz’s result immediately extends to include all strong Mal’tsev conditions which
have the local-global property and we will state a question about the related search
problem of building term operations.

Definition 4.4.8. Let X be a strong Mal’tsev condition and k£ > 1. We say that X
has the (idempotent) local-global property of size k if for any (idempotent) algebra A
we have that A satisfies X if and only if for each k-element subset S C A there are
terms of A which satisfy the equations of > when restricted to the subset S.

We say that X has the (idempotent) local-global property if ¥ has the (idempotent)
local-global property of size k for some k > 1.

Proposition 4.4.9. Let > be a strong Maltsev condition and k > 1 such that X
has the (idempotent) local-global property of size k. Then the decision problem Sats,
(Sat¥) is in P.

Proof. As in [24, Lemma 2.4] we can design an algorithm to check that the equations
of ¥ can be “locally satisfied” by terms of A on subsets of size k by generating
appropriate subpowers. The size of each of these subpowers is polynomial in ||A]
(although exponential in k£ and in the arities of the operation symbols appearing in
¥) and there are only polynomially many subsets of size k. Using [20, Proposition
6.1] this algorithm can be implemented in polynomial-time, as required. O

We now list some examples of conditions which have the local-global property.

Example 4.4.10. e The Mal’tsev condition of having a Mal’tsev term has the
idempotent local-global property of size 4 (follows from [24, Theorem 2.6]).

e Existence of an n-ary near unanimity term has the idempotent local-global prop-
erty of size 2n (follows from [24, Theorem 2.6]).
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e Existence of a k-ary edge term has the idempotent local-global property of size
2k (follows from [24, Theorem 2.6])

e Existence of a k-ary cyclic term has the local-global property of size k (follows

from Theorem [4.2.1)).

e Existence of a sequence of n Hagemann-Mitschke terms has the idempotent
local-global property of size 2n + 2 (follows from [42, Theorem 2.2]).

e Any strong, linear, idempotent Mal’tsev condition M (P) arising from a pattern
graph P via the construction outlined in [30], Subsection 3.2] has the idempotent
local-global property (follows from [30, Theorem 7]).

The last item in the list of examples above is taken from [30]. In that paper Kazda
and Valeriote construct graphs associated with various Mal’tsev conditions and show
that satisfaction of the Mal’'tsev condition in idempotent algebras is equivalent to the
existence of a certain path within the constructed graph. We do not find it convenient
to explore the details of that construction here but include the example as a suggestion
for further study. In particular, the following conjecture naturally arises:

Conjecture 4.4.11. Let X be a strong, linear, idempotent Maltsev condition aris-
ing as M(P) for a pattern graph P as outlined in [30, Subsection 3.2]. There is a
polynomial-time algorithm which takes as input a finite idempotent algebra A and
returns term operations of A which satisfy the equations of ¥ whenever such term
operations exist.

The results [29, Corollary 7] and Corollary provide evidence supporting this
conjecture since the Mal’tsev conditions “existence of a Mal’tsev term” and “existence
of a majority term” are both demonstrated to arise as M (P) for appropriate pattern
graphs P in [30} Section 3]. Further evidence is provided by Theorem in the next
section since Hagemann-Mitschke terms are also shown in [30, Section 3] to fit into
this framework. A proof of the conjecture would likely involve an induction similar to
that found in the proof of Theorem The following questions are also natural,
although answers seem elusive.

Question 4.4.12. Is there a strong Maltsev condition whose (idempotent) satisfac-
tion problem is in P but which does not have the (idempotent) local-global property?
[Is Minority an ezample?]

Question 4.4.13. Is there a strong Mal’tsev condition which has the local-global prop-
erty but for which the corresponding search problem of obtaining term operations is
not in P?

Question 4.4.14. Is there a strong Mal’tsev condition whose satisfaction problem is
in P but for which the corresponding search problem of obtaining term operations is
not in P?
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4.5 Building a Sequence of Hagemann-Mitschke
Term Operations

In the previous sections we were able to construct term operations satisfying var-
ious Mal’tsev conditions each of which involved only a single operation symbol. In
this section we highlight an algorithm similar to those of Theorems |4.2.1] [4.3.1], [4.4.5|
for the Mal'tsev condition “Existence of a sequence of n Hagemann-Mitschke terms”
defined in Example [I.2.11] The induction is a little more complicated because we are
inductively defining a sequence of term operations rather than a single term opera-
tion but the method of proof is essentially the same as in the single term case. The
algorithm is based on the proof of [42, Theorem 2.2].

Theorem 4.5.1. Let n > 1. There is a polynomial-time algorithm which takes as
imput a finite idempotent algebra A and returns the operation tables of a sequence of
n Hagemann-Mitschke term operations of A whenever such terms exist.

Proof. Suppose A is a finite idempotent algebra with |A| = N, and fix an enumeration

{(al,bl), e (aNz,sz)} = AQ.

We begin by checking that for each (n+1)-element sequence ((ug, vg), . . ., (tn, vy,)) OVer
A? there are terms pou5(2,y, 2) := T, pjas(z,y, 2) for 1 < j <nand p,1(z,y,2) =z
which satisfy p;zs(u;, u;,v;) = pjr1as(u;,v;,v;) for each 0 < j < n. If for some
subset we find that there is no such sequence of terms, then the algorithm halts and
outputs the answer that A does not have a sequence of n Hagemann-Mitschke terms
(and hence does not generate a congruence (n + 1)-permutable variety) using the
result of [42 Theorem 2.2].

The procedure for deciding whether or not such terms exist is outlined in [42]
Corollary 2.3] and we reproduce it here to see how the term operations themselves
are obtained. Simply, we generate each of the subalgebras

B () () (o))

for j =0,...,n — 1 and search for elements c¢y,...,c,_1 € A such that (uo) € Ry,

C1
(Cj ) €R;jforj=1,....,n—2and (%1) € R, 1.

Cj+1 Un
For fixed u, v we generate n different subalgebras of A%. Using the result of Propo-
sition we can generate these n subalgebras and store operation tables for term op-
erations giving rise to each element in time O(n||A][***72) = O(||A||"). We then need
to search for the elements cq,...,c,_1. This can be achieved using standard graph-
theoretic techniquesF_U] in time O(nN). This gives a total time requirement for the

19Here we consider each R; as a collection of edges between disjoint copies of A and ask “Is there
a path from wug in the first copy to v, in the last?”
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first stage of this algorithm (looping over all u,7 € A™™) of O((N"1)2(||A||" +nN))
which is O([|A[|?"*9).
Next we will use induction to construct, for each 0 < ¢ < n+ 1 and all w :=

(Uiy s Up), U= (vy,...,v,) € A" the operation tables of a sequence of term
operations
T~ pé,a,@(% Y, Z)apil,ﬂj(fy Y,2),- - ’pfz,ﬂ,@(x’ Y, Z)’pfz—l—l,ﬂﬁ(xa Yy, z) =2
such that :
pfnﬂﬁ(x,x, y) ~ pinﬂji(x,y, y)if 0 <m<i (4.2)
and . '
Doz (Ums U, Um) = Dyt (Uimy U,y Um) for each i <m <n (4.3)

The base of this induction (when i = 0) was already established in an earlier
paragraph. For the inductive step, suppose that the sequence of terms

pi_ﬂl’ﬁ/(xa Y, Z)a e 7p:'—;ﬂll75’<x> Y, Z)

has been constructed for each @, € A™*'=0=1_ For each @ = (us,...,u,), U =
(Viy ... ) € A= e inductively construct new sequences of terms
ik ik ik ik -
T~ pO,ﬂ,ﬁ($7 Y, Z)>p1,ﬂ,5(xv Ys 2),- - ’pn,ﬂ,ﬂ($’ Y, Z)apn-i-l,ﬂ,ﬁ(a?a Yy, 2) ~z
for 1 < k < N? such that:
pzm,a,a(xv T,Y) ~ plm—i-l,ﬂ,ﬂ(x’ y,y) if 0 <m <i—1, (4.4)
pzjflﬂﬁ(u, u,v) = ngv(u, v,v) if (u,v) € {(a1,b1), ..., (ar, by)} (4.5)
and . '
pf;iﬂﬁ(um, Uy V) = p;’fﬂﬂj(um, U, Un) for each i <m <n (4.6)

The definition of these terms is given by:

’71 . _1
* For 1 S m S n deﬁne pzﬂnvﬂvﬁ(x} y’ Z) = p;ny(alyui7~--’un)7(b1»’U'Lv“wvn)(:E’ y, Z)

e For 1 <k < NZ%

— For 1 <m < i —1 define:

ik+1

Pras(@y,z) =p" ]

mw,¢

" ok
(p;z,ﬂﬁ(*rv Y, Z),pfn,ﬂ@(y, Y, 2)7 Z)
— Define:

i,k+1

i— i,k i,k i,k
pi—l,ﬁj<x7 Y, 2) = pi_iwz(pi—l,ﬂj(x7 Y, Z):]%—l,a,v(?/a Y, Z)»pi,a,ﬁ(% z,2))
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— Define:

Pijuj%l (z,y,2) = p~@1z(pifl,ﬂ,ﬂ(x7 z,y), pi,ﬂ,6($’ Y,Y), pi,a,@(% Y, %))

1

— For ¢+ 1 <m < n define:

i,k

- T;L,ﬂ,@(x7 Y, %))

™m,w.

ik+1

P (2,9, 2) = 05 L (2, 9o, y,9), p

where

o= (ph* n+1—(i—1
w = (pi—lﬂj(ak—l-lv k41, bk—l—l)a Uzy U415+ - -y Up—1, un) S A ( )

and

¢:= (pij%,@(am, brt15 bk+1)ap§:§@(uz‘, U, Ui),Pffm,@(Uz‘H, Uit1, Vig1),

i,k i,k n+1—(i—1
.. 7pn—17ﬂ,ﬂ(un—l7 Up—1, Un—l)apnﬂj(una Up, Un) € A ( )

We first verify that these new sequences of terms satisfy the necessary equations
(Equations , , and , beginning with the base case k = 1 and assuming the
inductive hypothesis that Equations [£.2] and [.3] hold with 7 — 1 in place of 1.

To verify 4.4 when k = 1, observe that for m < i — 1 and a,b € A we have:

i1 i
pm,ﬂj<a7 a, b) = pmv%alyuiw-,un),(h,vi,...,vn) (a, a, b)

i—1 i,1
= pm+1,(a1,ui,...,un),(bl,'L}i,“.,vn) (Cl, b’ b) = perl,E,E(a? b7 b)

where the innermost equality follows from the inductive hypothesis 4.2|since m < i—1.
To verify [£.5 when k& = 1, observe that we have:

i1 |
pi*l’ﬂj(al’ ai,br) = Pi—1,(a1,uiyestin)(b1,01500) (a1, a1,b1)

| A
- pi,(al,ui,...,un),(bl,vi,...,vn) (ala b17 bl) — pz’,ﬁj(aly bla bl)

where the innermost equality follows from the inductive hypothesis .3 with m = i—1.
To verify 4.6l when k& = 1, observe that for i < m < n and

(u,v) € {(us, i), ..., (up,vn)}

we have:

7,1 e |
pm7ﬂ’§(u’ , U) - pmv(al:uiw-wun)v(bl7U'L7~~~:Un) (u’ U, ,U)

_ i1 41
= Prt1,(a1,ui,eeun), (b1,05,0050n) (u’ v U) - perlﬂv@(u’ v U)

where the innermost equality follows from the inductive hypothesis [4.3] since i — 1 <
m < n.
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Now we assume (in addition to the inductive hypothesis for i — 1) the additional
inductive hypotheses of Equations [£.4] and for k. We need to verify these
three equations for k + 1.

To verify [4.4] for k + 1, observe that for 0 <m < i — 2 and a,b € A we have:

Poaro(a,0.0) = Pl L (P 5(a, 0. 0), Py (a. a,0),b)

m,w,C

= p;H . wz(prﬁ,ﬂﬁ(a’ a,b),b,b) using the inductive hypothesis for i — 1 (4.2)

= wf(pifﬂﬁv@(a’ b,b),b,b) using the inductive hypothesis for k (4.4])

(Pir 1 wv(a,b,b), pik, 1 2 5(b,0,b),b) using idempotency of A
7 k+1 (a7 b’ b)

- pm—i—l u,v

= Primg

noting that the uses of [4.2] and [4.4] are valid since 0 < m < i — 2.
When m =i — 2 we have:

P aa(asa.b) = pimy (07t g o(a a.0), pit 5 o(a, a,0),b)
= p:j,f(pi’ 2mw(@,a,0),0,b) using the inductive hypothesis for i — 1
1 _(piF, aw(a,0,0),b,b) using the inductive hypothesis for k
1,@,2(]32 2(a,b,0), pifmj(b, b, b),péflﬂﬁ(b, b,b)) using idempotency of A
= piF(a,b,b)

i—1,u,v
noting that the uses of .2 and [£.4] are valid since i — 2 < ¢ — 1.
To verify that [4.5] holds for k+1, first let (u,v) € {(a1,b1),. .., (ax, bx)}. We have:

pz kfri v(u u U) piii 7*(pzz:f1,ﬂ,§<u7 u, U)? pzfl,ﬂ,ﬂ(uv u, U)vp;::g,i(uu U, U))

- pz 1 W C(pz u, v<u7 v, U)JpZ::gE(u’ v, U)7p2§ﬁ<u’ v U))

using the inductive hypothesis for & (4.5
= pﬁ’%ﬁ(u, v,v) using idempotency of A

= L (0, 0), Dl o (1,0, 0), 5 (0, 0,0) using idempotency of A

i,@,C
i,k i,k
L s, 0), P (v, 0), (0, 0)

using the inductive hypothesis for & (4.5

- p: Z—Zl (u’ v, U)

=P

where the use of [4.5]is valid (in both cases) since (u,v) € {(a1,b1), ..., (ax, by)}.
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We also need to verify for the pair (ajy1,brr1). In this instance, we have:

i,k+1
P (Arrt, kg, brg)

) ',k?
Loz P (@t g, D), i (s G, e ), Py o (@kn, D, brs )

= P 0" (@i @k, b)), Do (@t D, bieyn)s Dy (O, i, brsn))

i,k+1
= Diu 0,0 (ak+17 bk+17 bk+1>

where the innermost equality holds by the inductive hypothesis for i — 1 and the
choice of @, C.

We next need to verify that holds for k+1. We begin by verifying the equation
for m =i and then finally confirm the result for i +1 < m <n.

To verify [4.6] for m = i, we have:

k ik ik
pz u'f;l (uia Uy, Ul) 2 @ C(pz 1w v(uia Uy, ui)7 p;ﬂ,ﬁ(uia Uy, ui)7 p;ﬂ,ﬁ(uia Uy, UZ))

= pz wl (wi, ug, p; M(uz, u;,v;)) using idempotency of A
= PJFW,E(% P (Wi i, 03), Py o (i, i, 0;))
using the inductive hypothesis for ¢ — 1 with m = 1)
=P et Pty o (Wi Vi 03), DYy (W, 01, 07))

using the inductive hypothesis for k with m = i)

i,k+1
p7,+1 uv(u’M ,UZ’ U’l)

where the use of is valid by the choice of @, (.
To verify for i + 1 < m < n we have:

i,k+1

pmuv(um7um7vm) :pl_l ( Zk

PO s ). B s 1)
pm = C(um, um,pm w(um, Um, Um)) using idempotency of A
=P\ (s P (s Uy VUm ) Pi (s s Vi)
using the inductive hypothesis for ¢+ — 1

_ ik ik
= p:n+1,w,2(um’ p:n+17ﬂ75(um7 Um, Um)7p:trn+l,ﬂ,ﬂ(um7 Um, Um))

using the inductive hypothesis for & (4.6

_ o i,k41
pm+1 u v(um7 Um, Um)

where the use of is valid since i — 1 < m < n and by the choice of @, (, and is
valid since i < m < n.
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We are finally ready to verify [4.6] for m = n. In this case, we have:

i,k+1

pn U, v (uTM un; UTL) - pi_lf(un)pif%@(um um un)7 pi%’E(un? un7 Un))

n7w7c

ik ) .
= pnw C(u"’ Un, Py (Uns Un, Un))  using idempotency of A

= p:;ﬂj(un, Up, V) using the inductive hypothesis for i — 1 (4.3])
= v, using the inductive hypothesis for k (4.6)

where the use of is valid since i — 1 < m = n and by the choice of @, , and is
valid since 1 < m = n.

This ends the inductive argument for k+1. Choosing pf, 5 (2, ¥, 2) = pf;i\gﬁ(x, Y, 2)
we see that Equations [4.2| and [4.3| are satisfied for this new term, ending the inductive
argument for ¢. The term operations pl (z,y, z) clearly form a Hagemann-Mitschke
sequence of term operations for A, as required.

The only thing left to do is to analyze the complexity of this induction process
Given operation tables for the term operations p,f;fﬂﬁ(x,y,z) and p' C(x Y,2) W

can build the operation tables for pjnk;r i(x y,z) using at most four table look-ups
(depending on the Value of m) for each input tuple. Hence building p/n E@ Y, 2)
takes time O(N?®) = O(||A[[*)[T] Repeating this for each 1 < m < n gives a total
time to build the entire sequence (]on’1 Qﬁ(:c y,2))" _, of O(n||A]]?). We repeat this

procedure for each 1 < k < N2, requiring time O(n||A[|>(N?)) = O(n||A||?), and for
every u,v € A"™17% This gives a total time requirement for the inductive procedure
of O(le N7 n][A]]P)) = O(nN"[|A[]?) = O(n[|A[["*?) = O(||A|"+?).

The total runtime of the algorithm to produce the entire sequence is therefore

O(||A[") + O(J|A[["*?) = O(||A[]*"?)
a polynomial in ||Al| as required. O

As mentioned in the previous section (Conjecture this result provides some
limited evidence that a similar algorithm could work for the broad range of Mal’tsev
conditions described by paths in the sense of [30]. We underline this again as a
potentially fruitful immediate extension of the work outlined in this thesis.

'We also need initially (n — i + 3)-many table look-ups to determine the tuples @, ¢ which does
not affect the asymptotic estimate obtained.
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Chapter 5

An NP Result for Cube Terms

In this chapter, we use a recent result of Bulatov, Mayr, and Szendrei [13, Theorem
4.13] to show that the problem Sati{ is in NP whenever 3 is a strong Mal’tsev condition
of height < 1. In particular, testing for the presence of any particular cube term[t] for
a finite algebra A is in NP. We begin by showing that any nontrivial strong Mal’tsev
condition of height < 1 implies the existence of a cube term. Although not always
using this terminology, similar observations to those found in Section 5.2 are found
in many other sources, notably in [8] (where the phrase cube term was first used but
with a slightly different definition) and in [32].

From our perspective, one very useful feature of cube terms is that any algebra with
a k-cube term of some arity also has a k-edge term (of arity k& + 1) and vice versa ([8,
Theorem 2.12]). Testing for the presence of a k-edge term in an idempotent algebra is a
polynomial-time decision problem ([24, Corollary 2.7(2)]) and using Corollary [4.4.7 we
can even obtain the operation table of a k-edge term operation in polynomial-time. In
this chapter we combine Corollary [4.4.7 with the result [32, Theorem 3.5] to obtain the
operation table of a (1, k—1)-parallelogram term operation for the idempotent algebra
A (whenever A supports such a term). This will allow us to use an NP-oracle defined
in [I3, Subsection 4.3] to verify YES instances of Satl! in polynomial-time which
establishes the result Sat!d € NP. The proof relies on building “representations” (see
Definition for subalgebras which are particular generating sets in which every
element of the generated subalgebra can be obtained efficiently using only repeated
applications of the (1, k — 1)-parallelogram term operation. More specifically, given a
YES instance A of Satl{, the polynomial-time verification works as follows:

1. Build the operation table of a (1, k — 1)-parallelogram term operation for A;

2. Build an instance g,7,...,m. of SMP(A) which is equivalent to the instance
A of Satld;

3. Use the NP-oracle defined in [I3, Subsection 4.3] to build a “representation” for
(1, ey )

1See Example or Definition
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4. Verify that g,m,..., 7 is a YES instance of SMP(A) and hence that A is a
YES instance of Sat{.

Indeed, in establishing item 2 outlined above what we actually achieve is a
polynomial-time reduction of the problem Sati{ to the problem given by:

e INPUT: A finite algebra A with a (1, k — 1)-parallelogram operation as a basic
operation, and @, by,...,b. € A"

e QUESTION: Is @ in the subalgebra of A™ generated by {b,...,b,}?

A similar observation is found in the conclusion of [29] and we note analogously
that any tractability result for the problem outlined above will also lead to a
polynomial-time algorithm for the problem Satl{.

In the next section we begin our discussion of the problem by outlining the con-
nection between Mal’tsev conditions of height < 1 and cube terms.

5.1 Height < 1 Mal’tsev Conditions Imply Cube
Terms

We begin by specifying what we mean by a Mal’tsev condition “of height < 1”.
The definition presented here is inspired by [6 Definition 5.1].

Definition 5.1.1. An equation is of height < 1 if it takes one of the forms:
o flxy,...,xy) = a;
o u; ~ f(x1,...,2,)
oI, X,

where z1, ..., z, are (possibly repeated) variables and f is a single operation symbol.

The Mal’tsev condition X is of height < 1 if there is a Mal'tsev condition I" which
is equivalent to X (see Definition and such that the equations in I' are all of
height < 1P|

Example 5.1.2. e The equation m(x,y,y) ~ z is of height < 1,

e The Mal’tsev condition of having a minority term
Minority := {m(z, y,y) =, m(y,z,y) =z, m(y,y,z) = x}

is of height < 1,

2When working with a Mal’tsev condition of height < 1 we will assume from now on that the
condition is presented as a set of equations of height < 1.
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e Any strong E-term condition (as described in Chapter 4 and introduced in [24],
Section 2]) is a height < 1 Mal’tsev condition,

e The Mal’tsev condition of having a semilattice term

S = A{b(z,y) = by, x),b(z,b(y, 2)) = b(b(x, y), 2), b(x, x) ~ =}
is not of height < 1 (see [41] for a proof).

It follows immediately from the definition that a consistent, nontrivial Mal’tsev
condition of height < 1 is equivalent to a condition which contains only equations of
the form = ~ x and f(z;,,...,2;,) =~ x;, where i € {iy,...,i,} and f is a function
symbol. The following observations lay out how to obtain a cube term condition from
these equations. We first outline the procedure, then state the result (Lemma [5.1.4]),
and then give an example to illustrate the idea. Before proceeding we remind the
reader of the definition of a cube term, as given in Chapter 2]

Definition 5.1.3. Fixn > 1, k > 1. A term t(z1,...,x,) of the algebra A is a k-cube
term of A if it satisfies a system of equations of the form ¢(M) ~ T where M is a
(k x n)-matrix over {x,y} in which every column contains at least one y, and 7 is the
vector (z,...,z)T all of whose entries are .

The term t(xy,...,2,) is a cube term of A if there is some k£ > 1 such that
t(z1,...,x,) is a k-cube term of A.

We now outline the steps to demonstrate that every nontrivial strong Mal’tsev
condition of height < 1 implies a cube term condition. Let X be a strong Mal’tsev
condition of height < 1. By collecting together all of the equations involving the func-
tion symbol f, we can rewrite Y as a disjoint collection of matrix conditions of the
form f(M) = T where M is the matrix whose rows are the patterns of variables oc-
curring in equations f(x;,,...,x; ) =~ x; of ¥ and the vector T is the vector consisting
of the corresponding x;’s. To test satisfaction of X it is enough to check satisfaction of
each of these matrix conditions separately, since they each involve different function
symbols and > has no equations relating any two of these symbols. We claim that
if the condition f(M) = T is consistent and nontrivial, then any algebra satisfying
these equations also has a d-cube term of the same arity as f where d is the number
of rows of M. Suppose that the variables occurring in the equations f(M) = T are
r1,...,TK, where K > 2.

We begin by permuting the variables of each row of M. Given the equation
f(@iy, ..., @i,) =z, if i = i; # 1, then we permute the variables involved by swapping
each occurrence of x; with x; and vice versa.ﬂ Clearly any operation which satisfies the
original equation also satisfies the permuted equation. What we obtain is a condition

3Note that x; may not appear in the original equation but certainly appears in the permuted
equation.
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of the form f(M') = Z; where M’ is a new matrix over {z1,...,zx} and T; is the
vector (z1,...,71)7 all of whose entries are ;.

If the matrix M’ has the vector T; as one of its columns, then by reversing the
permutations applied to each row of M, we see that ¥ is a column of M. Since we
assumed the condition f(M) = Z was nontrivial, this cannot be the case. Hence the
vector T, does not appear as a column of M.

Finally, for each variable x; appearing in M’ with i > 2, replace every occurrence
of x; with x5 to obtain a new condition f(N) = 7;.

Clearly any operation satisfying the equations f(M') = T; also satisfies these new
equations, and the vector Z; does not occur as a column of N (so each column of
N contains at least one occurrence of xs). These are the defining conditions of a
cube term. Hence any algebra satisfying the condition ¥ also has cube terms of the
same arities as the function symbols occurring in the nontrivial equations of ¥. We
summarize this in the following lemma:

Lemma 5.1.4. Let ¥ be a consistent, nontrivial strong Mal’tsev condition of height
< 1 and A an algebra such that A satisfies 3. Then A has a cube term of arity ar(f)
for every function symbol f involved in a nontrivial system of equations of 3.

Example 5.1.5. Let X be the Mal'tsev condition given by:
Y={gwwyy) mw, gl@yy )z gz zw)re, gwyzy) =z,
W,y x) =y, hiz,z,y) =y}

Testing the satisfaction of the Mal’tsev condition ¥ can be achieved by checking
separately the conditions:

g 8 8 8
< 8w g
N R R
< £ nuw
n £ wu 8

and

()= 0)

The equations for h already constitute those of a cube term condition (in particu-
lar, a 2-cube term of arity 3). The equations for g imply a cube term condition which
we can obtain by following the procedure outlined before Lemma [5.1.4] Choosing
r1 = w, Ty = x, T3 =Y, T4 := 2 the equations for g above become:

wow Yy Yy w
r oy y w| |w
INe 2 2 w|™ |w]”
z oy w oy w
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after permuting the variables, and then:

8 8 8 8
8 8 8 8
8 8 8
8 & 2 8
g & 8

w w

after limiting to only the variables x; and x5. This is clearly a cube term condition
(a 4-cube term of arity 4). Note that the choice of x1 := w, x5 := 1, x3: =y, 4 := 2
was alphabetical only. We could equally well have chosen z; := vy, xy := 2, x3 := x,
T4 := w to arrive at the equivalent condition:

SR SERESEENS
IR SRS
SSINSEE SR
N e
¢
GRS

5.2 Satld € NP when ¥ is a Strong Mal’tsev Con-
dition of Height < 1

We will now explore how the main result of [13], Subsection 4.4] can be used to solve
the problem Sati!. Throughout this section we assume that ¥ is a strong Mal’tsev
condition of height < 1. Without loss of generalityﬂ we may assume that > is the
matrix condition f(M) = 7.

Thanks to Lemma [5.1.4] we see that a necessary condition for A to be a YES
instance of Satl{ is that A has a k-cube term of arity r :=ar(f) (where M is a (k x )
- matrix). The next result shows that this condition can be checked in polynomial-
time.

Proposition 5.2.1. Let A be an algebra and k > 1. The following are equivalent:
1. A has a k-cube term of some arity,
2. A has a k-edge term (of arity (k+ 1)),
8. A has a (1,k — 1)-parallelogram term (of arity (k + 3))J]

Proof. The equivalence of (1) and (2) is Theorem 2.12 in [§]. Equivalence of the third
condition is Theorem 3.5 in [32]. O

Corollary 5.2.2. Fiz k > 1. The problem of deciding whether a finite idempotent
algebra admits a k-cube term is in P.

4As outlined in the previous section.

5See Example

72



Ph.D. Thesis - J P Rooney
McMaster University - Mathematics and Statistics

Proof. By the above theorem, it is enough to check whether A admits a k-edge term.
A polynomial-time algorithm is given in [24, Section 2]. O

By examining the proof of [32, Theorem 3.5], we obtain the following fact which
is vital in order to use the result of Bulatov, Mayr, Szendrei:

Proposition 5.2.3. For any k > 2 there is a polynomial-time algorithm which,
given a finite idempotent algebra A, will return the operation table of a (1,k — 1)-
parallelogram term operation of A if such a term operation exists (and otherwise
return NO).

Proof. Using Corollary there is an algorithm to build the operation table of a
k-edge term operation of A which exists if and only if A has a (1, k—1)-parallelogram
term. Given the operation table of a k-edge term operation F, we can easily construct
the table of the operation P(z,y, z,wy, ..., w;) defined as

E(E(z,wy, we,ws, ..., wg), E(y, z,wa, wa, ..., W), W, ...,w)

which is shown to satisfy the identities defining a (1, k — 1)-parallelogram term in [32]
using the edge identities satisfied by F. O]

In [29] it is shown that determining the existence of a minority term for a finite
idempotent algebra is an NP problem. We use similar methods together with the
result of [I3 Subsection 4.4] to prove the following generalisation:

Theorem 5.2.4. Let Y be a strong Mal’tsev condition of height < 1. The problem
Satld is in NP.

The proof of this theorem involves rephrasing the satisfaction of the Mal’tsev
condition ¥ as an instance of the subpower membership problem (SMP), and then
solving this using Bulatov, Mayr, and Szendrei’s result for solving SMP when the
algebra involved has a cube term [I3| Theorem 4.13]. Here we reproduce the key
sections of [I3] in order to see that there is only a polynomial dependence on the size
of our input to Satld, A.

For the remainder of this section we make the following assumptions: A is a
finite idempotent algebra with a (1,k — 1)-parallelogram term P of arity ar(P) =
k + 3. The assumption that A has a parallelogram term can of course be checked in
polynomial-time. Indeed, thanks to Proposition the operation table of such a
term operation can be built in polynomial-time. The algorithms outlined in [I3] and
partially reproduced in this thesis require only terms built from the parallelogram
term P, so-called P-terms. We introduce the notations (ay,...,a,)p to mean the
subalgebra of A’ := (A, P) generated by {a,...,a,} and B <p A to mean that
(B, PA|p) is a subalgebra of A’ := (A, P). We begin by introducing some of the P-
terms used in solving SMP as seen in [I3], Subsection 2.2]. Note that the corresponding

term operations can also be calculated efficiently given the table for the term operation
PA,

73



Ph.D. Thesis - J P Rooney
McMaster University - Mathematics and Statistics

Lemma 5.2.5. [13, Subsection 2.2] Let A be an algebra with a (1, k—1)-parallelogram
term P. Then the terms

s(xy, ..., o) = P(x1, %2, %o, T1, T2, T3, . .., Tk)

and
p(z,u,y) = P(x,u,y,2,y,...,9)
satisfy:
y ~p(z,z,y)
p(@,y,y) =~ s(,y,...,y)
s(y, 2, Y, y) = S(y, y, 2y, Y) R R S(Y Y, Y, ) R Y

Proof. All of the given equations follow from the (1, %k — 1)-parallelogram identities
satisfied by P and the definitions of p and s. m

Following [I3] we use z¥ to denote the term p(z,y,y). This notation is used in the
following definition of derived forks which is taken from [13, Section 3].

Definition 5.2.6. Let B be a subpower of A, say B < A™. Fori € [n] and 5,7 € A,
we define (3,7) is a fork in the i-th coordinate of B if there exist b,¢ € B such that
blji—1) = €ly—1, bl; = B, and €; = v. We say that b, are witnesses for the fork (3,7).
The set of all forks in the i-th coordinate of B is denoted FORK;(B). We say that
(B,7) is a derived fork in the i-th coordinate of B if there exists § € A such that (3, 0)
is a fork in the i-th coordinate of A and v = §? (i.e. the derived forks are forks of
the form (3, p(0, 3, 3)) where (5,0) is a fork). The set of all derived forks in the i-th
coordinate of B is denoted FORK!(B). These definitions will also be used for subsets
of powers of A (not just subpowers of A).

The following is Lemma 3.2 in [13], rephrased a little in our restricted setting. The
lemma shows that the derived forks of B are also forks of B with an extra special
property. We will see in later algorithms that having “designated witnesses” for these
special forks will be helpful in solving SMP(A) (and hence Satl). For a proof of the
following lemma, we refer the reader back to [13].

Lemma 5.2.7. Let B be a subpower of A, say B < A™. Then:

1. For every (v,0) € FORK,(B) and for every b € B with b|; = v, there is an
element b € B such that b,b witness that (v,5) € FORK;(B)

2. Hence FORK](B) C FORK;(B).

Before proceeding, we give a small example of how forks can be used. The ex-
ample is drawn from [IT, Lemma 3.1] and the remarks preceding that result, and is
reliant upon the presence of a Mal'tsev term for the algebra of interest. With only a
parallelogram term to work with the constructions become a little more intricate but
the Mal'tsev example provides a convenient illustration of the relevant observation.

74



Ph.D. Thesis - J P Rooney
McMaster University - Mathematics and Statistics

Example 5.2.8. Suppose A is a finite algebra with a Mal’tsev term t(z,y,z). Let
@,b,c € B C A" such that @, b are witnesses for the fork (al,, b|,) € FORK,(B) and
Tl = b|n-

It follows that the tuple d which satisfies E\[n_” = €|fp—1) and d|, = al, is in the
subalgebra generated by {@, b, ¢} because:

t(€,5,@)|jp—1] = t(€ln-1, bl =11, @lpn-1)) = (€1, Olpn—1] blpn-1)) = €lpn_1]

and ~ ~
t(¢,0,@)|n = t(Cln, bln, @ln) = t(Cln, Cln, @ln) = @lsn-

The reason for introducing the technical definitions in this subsection is to use
observations similar to those of the last example (Example to find alternative
generating sets for particular subpowers of A, from which every element of the gen-
erated subpower can be calculated efficiently. In [11], Bulatov and Dalmau use such
generating sets to provide an algorithm for solving CSPs over a Mal’tsev template
(i.e. when the constraint relations are all invariant under some Mal’tsev operation).
The authors of [§] and [25] extend this result to include templates invariant under any
cube term condition (equivalently- to include any algebra which generates a variety
with few subpowers). In [36] Mayr uses the technique to show that SMP(A) is in
NP whenever A is a finite algebra with a Mal’tsev term, and in [I3], together with
Bulatov and Szendrei, they extend this result to include all finite algebras with cube
terms. The authors of [29] used Mayr’s original result for Mal’tsev algebras to derive
an NP algorithm for Sat}\‘/}inority and to complete the pattern we now extend that result
to the case of arbitrary cube terms. Known in the literature as “representations” ([§],
110, [13], [25], [36], [29]), we save the definition of these generating sets until after
these lemmata, which motivate the particular choice of definition in this instance.
The first of these demonstrates that any element b of a given subpower B < A™ can
be obtained using a particular P-term applied to certain tuples which agree with b on
particular coordinates.

Lemma 5.2.9. For every n > k there exists a P-term t,, = t,(x,y, z, W) where W is
a tuple of variables indexed by (k[f]l) (hence of length (k;:)) such that:

1. For every subset R C A™ and for every tuple b = (by,...,b,) in A", if:
(i) For each J € (k[ﬁ}l) the set R contains a tuple b7 satisfying b’|; = b|;, and

(ii) For some element b= (b1, ..., bp_1,B) of the P-subalgebra

R = <R>p Sp An,

6See [25] for a definition of this property which is shown in that paper to be equivalent to the
Mal’tsev condition of having a k-edge term for some k (and equivalently to satisfying some cube
term condition).
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the set R contains tuples
u = (ul, ey Up—1, bn)

and

ﬂ/ = (ula v 7un—17ﬁbn)

which are witnesses for the fork (b,, 3) € FORK,(R),

then

-/

l_) = tn<b ’El,ﬂ, (b_J)JE(k[f]l)) (51)
and therefore b € R*

2. There is a P-circuit C for t, which is of size O(n¥), and there is a polynomial-
time algorithm which takes as input n and outputs C' in time O(nk)ﬂ

Proof. We reproduce the proof seen in [13, Lemma 3.8] to verify that the construction
of a P-circuit for the term ¢, is independent of the algebra A. The proof works by
inductively building a term which satisfies Equation [5.1| when projected onto certain
subsets of the index set [n].

We show by induction that for each [ =n,n —1,...,k — 1 and every V' € (k[l_]l)
there is a P-term ¢y (x,y, 2, (wJ)JE(kV1))’ where V = V' U{l +1,...,n} such that
whenever R C A", b € A", (b/) Je(l) 7 u, U satisfy the conditions of the lemma,

then ¢,y satisfies:

by =t (5,7, (07) e v ) v

For the base case when [ = n we have V =V" € (k[f]l) and choosing

tl,V’(x7 Y, =, (wJ)JE(k‘:l)) = Wy

we see that the equation is true by the assumption that Wh// = bl given in the
statement of the lemma.
For the inductive step, suppose that the statement holds for [ + 1 where

kEk—1<l<n.

We show that the statement is true for [. Suppose

Vi={iy,...,ik1} € (k[l—]1)’

"In order to verify Equality it would be necessary to run the constructed P-circuit on n-tuples
of entries which would therefore have a time requirement of O(n*1).
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V=V'u{l+1,...,n},
and for each j =1,...,k —1,

: S : I[+1
‘/j, = {Zl,...,Zj_17lj+1,...,lk_1,l+1} € ([]{j— 1]>,

and
Vi=V\{i} =Vju{l+2,...,n}.

J o
Define t; v/ (2, vy, 2, (w )J€<kx_/1)) =

P< s( s(, (tir1v (2,9, 2, (w‘])Je(k\ijl)))je[k_l} ). (v (2,9, 2, (U)J)Je(k\ijl)))je[k—l] )s
p(?/; <, tl+1,V1/ (I’, Y, =, (wJ)Je<kV_11)))? tl+1,V1/ <I7 Y, =, (wJ)Je(kv_ll))7 T,

(tl+1,Vj/ (l’, Y, z, (wJ)Je(k‘ijJ))jE[k—l} )

It is shown in [I3] that given R C A", b € A", (b_J)JE(k[’l]l)’ b u, @ satisfying
the conditions of the lemma, the term ¢,y defined above does indeed satistfy 5]‘/ =
tiv (Bl,ﬂ’ ., (b) Je kvl))h/' That part of the proof is not reproduced here but can
be verified by the more diligent reader using only the induction hypothesis and the
identities satisfied by P, s and p outlined in Example and Lemma [5.2.5 It
follows by induction that the term ¢, := t,_j,_1) satisfies Equation and this
proves the first part of the lemma.

Note that we cannot necessarily construct an operation table for ¢; ;» in polynomial-
time (in |[A[]) from the given tables for ¢,y because the arity of the operations
depends on n which will later be fixed as |A|*. To store an operation table of arity
K :=3+ (',ﬂi) there is a space requirement of |A|®™ which is Q(|A||A‘k<k71>).

Je(m) to t, however, the inductive ar-
gument above allows us to calculate t,(a,b,c, (d”7) se( k[n]l)) in polynomial-time. As

Given any particular input, a, b, ¢, (d”/)

n—1

observed in [13], the term t, has (kil) = O(n*) distinct subterms of the form
I=k—1

tivy where l=k—1,...,nand V' € (k[ﬂl) Given the value of the subterms ¢,

on the input a, b, c, (dJ)JG(kal) for each W € ([}:11}), one can determine the value

of each ¢, using four applications of the term P (shown in Equation as P, s
(twice), and p). Since an operation table for P is given, each of these table lookups
is achieved in constant time. Hence the inductive procedure outlined above describes
how to construct and implement a P-circuit for ¢, in time O(n*). [

8We say that f(n) is Q(g(n)) if there exist positive integers ¢ and N such that for all n > N we
have f(n) > cg(n).
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The following example illustrates the implementation of such a circuit in the group
Ss.

Example 5.2.10. Recall that in a group G := (G, -,7! | 1) the term p(x,y, 2) := 2y~ 12
is a Mal’tsev (and hence 2-edge) term. It follows that the term P(z,y, z,u,v) := zy 'z
is a (1,1)-parallelogram term in any group. If we were to explicitly construct the term
derived in the above lemma even for n = 4 using this parallelogram term (so with
k = 2), we arrive at the rather unwieldy expression:

ta(, g, 2w w8 1) =

P(x7p(y7 Z’ P(:’U‘p(:l/‘/ Z" P(:I;,p(y, ZJ “‘{ |l[)7 “‘{ ]}71:7 “‘{ |}))"

P(I7p(y7 Z? P(x7p(y7 z? ”'{1})7 ”'{ 1}7377 “'{ l})>7 P(x7p(y7 Z7 ”'{1})7 ”']
41

P(z,p(y, z, m l}), m l},x, w' ), x, P(x, p(y, z, P(x, p(y, 2, m 1}), m ,
P(:E7p(y7 Z’ (['{4})’ “‘{4}’ x? “'{4})7 '/I;'/ P(x’p(y7 27 “'{4})7 “'{4} ) I? “‘{4})))7

where the colours have been chosen to represent the subterms built at each level of
the inductive process outlined. Of course, to calculate the value of the term on any
given input we would not need to know this direct expression. Suppose for example
we are working in the group Ss of permutations of the set {1,2,3,4,5} and we are
given the tuples:

(12) (123) (1234) (12345)
3 (12) 7 (123) 3 (1234) 5 (12345) 7.
“ a2 | a3 ? T a2y @245 |7 T
(12) (123) (1234) (12345)
(12) (123) (123)
123) | -, | (123) Qo | (123
(1234) |"“ T | (123 | (123)
(123)(45) (123)(45) (12345)
(12)
which satisfy the conditions of the lemma for n = 4 and b := ((112233%
(12345)

We know that if we input these tuples to the term t,, then the output will be b.
Without knowing this we could still calculate the value of ¢4 on these tuples efficiently
using the circuit described by the inductive argument in the proof of the lemma. The
calculation runs as follows:
.

o i) (5/, T l_){i}) = 1" where i = 1,...,4 (this exhausts all the (k—1)-element

subsets of [4])
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(12)
=, ={i} {4} — L, {4y, {4} o {4 123
o oo 0w 55 = @ pa w0 T < | (] e
(12345)
i=1,2,3
o to@. 7w 5" 5 5
(12) (12) (12) (12)
| (123) (123) | = | (123) | (123
= PO Goagy [ (2sa) [0 (sa) | T | (aose) | Where
(12345) (12345) (12345) (12345)
i=1,2
o t17{1}(5/,ﬂ/,U,B{l},E{Z},E{S},EH})
(12) (12) (12)
o | a23) (123) | - [ (123) |, - .
= P(b,p(@, 7, (1234) ), (1234) b, (1234) ) = b as required.
(12345) (12345) (12345)

Each step of this calculation requires only table lookups in the table for P (plus the
initial projection operations t, ;). The values of the subterm calculations are used
in subsequent calculations and appear with the same colours used in the syntactic
description of the term given above. In total we only needed to reference 4 - (2 -3 +
2-242-1) = 48 values of the term operation P. In this simple example we actually
performed many more calculations than was necessary. Since k = 2 the terms #; 1
are always independent of the subset {i} (because for any choice of V/ = {i} we have
V] = {l+1}). For larger values of k the terms ¢,y clearly do depend on the choice of
V. The calculation was also simplified by the observation that when k& = 2 the term
s(x1,xq) := P(x1, X2, Ta, 21, x2) satisfies s(xy, x0) & 2.

A graphical representation of the circuit constructed in the proof of Lemma [5.2.9
for the term t4(z,y, z, wh w{ wB wi) is given in Figure Note that each
p-gate is really just a P-gate in which two of the inputs are duplicated. Notice also
that the constructed circuit works for any algebra with a (1,1)-parallelogram term
and is not specific to the algebra S5. Again we remind the reader that circuits for
k > 2 are more complicated since in this case the term s is not necessarily a projection
and the terms ¢,/ generally do depend on the subset V.

A practical application of the above lemma clearly relies on knowing the tuple
b € R* which agrees with b in all coordinates except the last. However if n = k, then
the element B[kfu can be taken as b and we need only the “fork witnesses” u and @’.
This suggests that for n > k the tuple b could be obtained through recursively creating
better approximations. The next lemma will show that given elements witnessing the
right forks, we can construct b as a single term applied to these witnesses, again in an

79



Ph.D. Thesis - J P Rooney
McMaster University - Mathematics and Statistics

x
D

ED
I

W@ —

Figure 5.1: A Circuit for the Term t4 := t4(z, y, z, wi'}, w{? w3 w4
efficient manner. Before stating the lemma, we introduce the P-terms involved. For
eachm=k—1,k,...,n we define T}, as follows:

o T 1(wp—1]) = w1

e Fork<m<n

T (28, 20 o (m) 2(m) gglmly . —
b (Top1 (2 20 o m=1) 5(m=1) qplm=1]y (m) 2(m) 5im])
where W = (wy), (s ) is a tuple of variables indexed by the £ — 1 element

Je(,%,
subsets of the set S, and t,, is the term introduced in Lemma [5.2.9]

Once again we see that the arity of the terms T, increases as we increase the value
of m. Nevertheless we may still effectively calculate outputs of 7, using an effi-

cient circuit. Given an input a®,a®, ... ,a("),d(”),g[n] to T, we need to calculate
Ty (@™, a® . alm) qm) E[m}) for n—k different values of m. Using previously stored
values of ¢; for j < m, each of these computations can be performed in time O(n*) for
a total time to compute T, (a®,a® ... a™, d(”),l_)[n]) in the order of O(n**!). The
value of obtaining circuits for these terms is seen in [I3, Lemma 3.10] and rephrased
for our purposes in the next lemma.

Lemma 5.2.11. Let n >k, b= (by,...,b,) € A", and R C A" such that:

1. For each J € (kf}l) the set R contains an element b7 satisfying b_J|J =b|;, and

2. for every k < m < n the set R contains elements u™, 7™ witnessing the fork

(b, B) € FORK,,,(R) where
B = Tmfl(ﬂ(k)aﬂ(k)a U 76<m*1)7 (b_J)JgGm:ll]))‘m' (52)
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Then ~ .
b|[m] = Tm<ﬂ(k)’@(k)’ . ,ﬂ(m)’ﬂ(m)’ (bJ)JE( [m]))hm] (53)
k—1
holds for each k —1 < m <n, and hence
b="T,@"®, 7™ ... a™, 5™, (b_J)Je< 1)) (5.4)
k—1

Proof. The result follows by induction using the definition of 7}, and Lemma [5.2.9
For details, see [13, Lemma 3.10]. O

With these terms in hand, we are now ready to define the special generating sets
or “representations” mentioned earlier in this section.

Definition 5.2.12. (See [13| Definitions 3.4, 4.2, 4.4, 4.5]) Let B < A" be a subpower
of A. A partial standardised representation (PSR) of B is given by a subset R C
B C A™ together with a (surjective) designation function des : D — R, where D C

{(1) | T € ().5e A7y (J({i} x FORK,(R) x [2]) satistying:

1. Whenever des((.J,b)) =7 € R we must also have T|; = b and in this case we say
7 is the designated local witness for b € B|;.

2. If des((7, (o, B),1)) = 7 and des((7,(c,5),2)) = S, then we must also have
Tlli-1] = 3|p—1) and 7|; = «, 3; = . In this case we say that the pair (7,3)
are designated fork witnesses for («, B) € FORK;(B).

The requirement that des be onto guarantees that every element of R has at least
one designation. We typically suppress the designation function and talk of the PSR
R (understanding that every element has a designation and this can be formulated as
a function in the manner described above). We say that R has a full set of designated
local witnesses for B if {(J,b) | J € (k[ﬁ]l),l_) € B|,} is a subset of the domain D (and
hence every element of B has a designated witness for every projection onto k£ — 1
indices). As in [I3] we define the size of the PSR R, ||R||f] to be the size of the
domain D, and note that this is bounded above by:

(") 04F)+ (o= wzia) 55

which is O(n*![JA[[*1).
We say that b = (by,...,b,) € B is representable by R if:
1. for every choice of indices J € (1@1)7 R contains an element b’/ which is a
designated local witness for b|; € B|.

9We use the notation ||R|| to be clear that we are talking about the size of R as a PSR and not
just the cardinality of the set R.
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2. for every k < m < n R contains elements 7™, 5™ designated to witness the de-
rived fork (by,, 8%") where 8 = T,,,_1(@®, o™, ... @m=1 pm=1, (bJ)Je([m—l]))|m.
k—1

bis completely representable by R if, in addition, there are also designated witnesses
in R for every (non-derived) fork (b,,, 3) where (3 is defined as above.

We now have all of the necessary ingredients to prove Satld € NP. Recall that
throughout this section we have been assuming that ¥ is a consistent strong Mal'tsev
condition of height < 1. The following proof of Theorem demonstrates how to
find a polynomial-time certificate for YES instances of Sati{.

Proof of Theorem[5.2.7). Let A be an instance of Satil. We will construct an equiva-
lent instance @, ...,a,, b of SMP(A) which we can solve using the result of Bulatov,
Mayr, Szendrei [13, Theorem 4.13]. We outline the algorithm in some detail to be
sure that the dependence on the size of the algebra ||A|| is polynomial.

As noted in the discussion of height < 1 Mal’tsev conditions in the previous
section, we may assume without loss of generality that ¥ is a single matrix condition
f(M) =~ T involving only one function symbol f of arity ar(f) = r. Let k be the
number of rows of M and recall that a necessary condition for A to satisfy ¥ is that
A has a (1, k — 1)-parallelogram term thanks to Lemma and Proposition

Our first step then is to run the algorithms outlined in Corollary and Propo-
sition to build the operation table of a (1, k — 1)-parallelogram term operation
P of A. 1If no such term operation exists, then we return the answer NO and halt
the algorithm- A does not satisfy . Using Corollary we can build an edge
term operation in time O(||A|[***3) and then Proposition gives us the table of a
(1, k — 1)-parallelogram term operation in time O(|A|*3) which is O(||A||**3). Hence
this first step requires time O(||A[|**+3).

From now on, we assume that A has a (1, k — 1)-parallelogram term and P is an
operation table for such a term operation of A.

Our next step is to build an appropriate instance of SMP(A) and then describe
the algorithms used in a polynomial verifier for the constructed instance. We need
the following definition which appeared in Chapter |3| (Definition and is briefly
recalled here. We say that @ € A" matches the equality pattern of T € {x1,...,xx}"
if for each 1 <1i < j <r we have Z|; =7|; = a|; = a|;.

An operation g : A" — A satisfies the Mal’tsev condition ¥ if and only if when-
ever @ = (ay,...,a,) € A" matches the equality pattern of row M; of M, we have
g(ai,...,a,) = a;,, where T|; = z;,.

Let I be the subset of A™ defined by
{a € A" |for some j =1,...,k, @ matches the equality pattern of the row M; of M}.

Note that there is only one function g : I — A which “satisfies” ¥, since whenever
a € A" matches the equality pattern of some row of M, the output of the function g
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on that tuple is determined by the equations f(M) =~ Z. If @ matches the equality
pattern of more than one row of M (which is certainly possible), then the consistency
of ¥ guarantees that the prescribed outputs from each row are also equal. Recall that
r-ary partial operations on A with domain D C A" can be represented by tuples in
AP and let g € A be the tuple representing the unique function ¢ : I — A which
“satisfies” X.

Now consider the functions @; : I — A : (ay,...,a,) — a; (restricted projection
functions). Let m; € AL (i =1,...,r) be the corresponding tuples. From fundamental
properties of terms and subalgebra generation (see for example [I5, Definition 10.4)),
it follows that A has a term satisfying 3 if and only if g € (7, ..., 7.)4r. Hence we
have proven the following:

Claim: A is a YES instance of Satl! <= g¢,m,..., 7 is a YES instance of
SMP(A).

Each of the tuples g, 7y, ..., m, are of length |I| < |A|" and the time taken to build
them is clearly dominated by the time taken to build I (since every time we include
a new element in I we can simultaneously extend each of the tuples to reflect where
this element is mapped to under the corresponding functions). To construct the set
I we need to check for each tuple @ € A" whether it matches the equality pattern of
any row of M. Given a tuple @ this procedure is clearly linear in r and independent of
||A]|. Hence the time required to build all of the tuples is O(]A|") which is O(||A[|").

Our final step is to demonstrate that the algorithms outlined in [13] to prove their
Theorem 4.13, can be used to build a polynomial-time verifier for the constructed
instance with respect to ||Al|| (and not just with respect to the size of the input
Gy Ty ey ).

The proof proceeds as follows (following [13, Theorem 4.13]):

1. Build a partial standardized representation (PSR), R, for B := (my,...,m)ar
with a full set of designated local witnesses;

2. Extend R so that each of the generators m; is completely representable with
respect to the extension R’;

3. Use an NP oracle to both determine whether there are elements of B which are
not completely representable by the constructed representation R’ and simulta-
neously extend R’ to correct these deficiencies;

4. Verify that g,m,..., 7 is a YES instance of SMP(A) by checking that g is
completely representable by the final extension of R'.

We need to show that each of these steps can be achieved with only polynomial-
time dependence on ||A[|. All of the techniques used are those of [I3]. The first item
requires no technical machinery, whereas the other steps are fairly involved. Item 1
is achieved by the following simple algorithm, adapted from [13| Algorithm 2]:
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Algorithm 1: Generating a PSR

Input: A finite algebra C and ¢4, ...,¢,, tuples in C™ for some n
Output: A partial standardized representation of B := (¢;,...,¢s)cn which
contains a full set of designated local witnesses.

I: R:=10
2: for each J € (1@1) do
3:  generate B|; := (¢1]s,...,Cs|s) av and simultaneously for each new element

h(Z1ly,...,Csls), add h(cy,...,Cs) € B to R as a designated witness to
h(éls, ... cls) € B,

4: endfor

5: output: R

We first analyze the complexity of Algorithm 1 in terms of ||C|| and n € N before
specifying the particular input on which we will run the algorithm. Correctness of
the algorithm is immediate from the definition of partial standardized representation
(Definition [5.2.12]).

To calculate the complexity of the algorithm, note that the for loop in Step 2 is
executed (,",) times, which is O(n*™1).

The result of |20, Proposition 6.1] tells us that the subalgebra B|; can be generated
in time O((||C|)||C?]|) = O(||C]||¥) since J is an index set of size k — 1. That result
is based on closing the set {¢1]s,...,¢|s} under all of the basic operations of C using
any appropriate method which will not calculate the same basic operation applied to
the same tuples more than once. In this way, every basic operation f; of arity r; is
applied precisely once to every tuple in (B|;)". We modify this procedure slightly in
the next paragraph to achieve the second half of Step 3 as well.

Rather than applying the basic operations of C to the tuples ¢;|,...,¢|; and the
subsequently generated J-tuples, if we instead apply the basic operations to the tuples
¢1,...,Cs being sure not to apply the same basic operation to any tuples which share
the same projection onto the set C/ more than once, then this will of course increase
the runtime. Applying an [-ary basic operation h of C to every [-tuple over some set
S C C can be done in time O(1|S|') (since there are |S|'-many I-tuples and we require
O(1) time to read each one with some constant time to look up the value of h on that
I-tuple). If instead we were looking at every I-tuple over a subset 7' C C then there
are again |T]' < (|C7]") many I-tuples in the set and we now require O(I|J]) time to
read each tuple and O(|J]) time to look up each value.

What we actually need to do is to apply A to all of those [-tuples over C™ which have
different projections onto C”. There are still only as many as (|C”])! such I-tuples to
consider but we now require O(In) time to read each one and O(n) time to look up each
value. This process is repeated for every basic operation of C until the full subalgebra
B|; has been generated in the appropriate coordinates. Since we were careful not to
apply the same basic operation to tuples sharing the same projection onto C”, the time
required to run Step 3 of the algorithm is O(||C”||(Ln)) (where L is the maximum
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arity of the basic operations of CY¥| which is O(||C||*~!||C||n) = O(n]|C||*).

Hence the runtime of Algorithm 1 is O(n*~1(n||C||¥)) = O(n*||C|[¥).

We will run this algorithm on the input given by our instance of Sati!, A, together
with the tuples mq,..., . encoding the restricted projection operations, hence with
n = |I|["] In this case, and using the estimate || < |A[", we calculate the runtime
to be O((|A|")*||A||¥) which is O(||A||*+™)), a polynomial in ||A]|.

Next we need to extend the constructed PSR R in order to guarantee that each of
the generators m; is completely representable by the extended PSR. This is achieved
by Algorithm 2 which is adapted from [I3 Algorithm 1].

Algorithm 2: Obtaining Representable Generators

Input: A finite algebra C which admits a k-cube term, the operation table PC of

a parallelogram term operation of C, tuples ¢,...,¢, in C™, and a PSR R of
B :={cy,...,¢} with a full set of designated local witnesses for B.

Output: A new PSR R’ O R with respect to which ¢, ..., ¢, are completely
representable.

l: fori=1,...,sdo

2 b:i=g, b(k R L (the designated witness to b|x—1] = &]|p—1] € B|pg-1)
3: form==%Fk,...,ndo

4: B = B \m, Y = bly, €= p(b b b) (p as defined in Lemma [5.2.5
5: if R has no designated witnesses for (7, B7) € FORK,,(R), then

6: add b,¢ to R as designated witnesses for (7, 37) € FORK,,(R)

T endif

8: if R has no designated witnesses for (v, 5) € FORK,,(R), then

9: add b, 5"V to R as designated witnesses for (v, 5) € FORK,,(R)

10: endif

11: Let w,7 € R be the designated witnesses for (v, 57) € FORK,,(R)
12: 5™ .= tm(l_)(m_l),v, u, (b_J)J€<[m])) where (b )Je([ D is a tuple of
k-1 k
designated local witnesses from R (so that b/|; = b,)
13:  endfor
14: endfor
15: return R := R

The correctness of Algorithm 2 follows from the definitions involved together with
Lemma [5.2.9] and Lemma [5.2.11] Indeed correctness here is essentially a porism of

Lemma B.2.111

10Recall that the input C includes the operation table of each basic operation of C and hence if f
is an [-ary basic operation of C, then ||C|| > |C|'. In particular, if C has an l-ary basic operation,
then any function which is O(|C7|") is therefore O(||C7|]).

UFormally the sets A and Al are different sets but up to a suitable encoding they are essentially
the same.
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For the complexity, notice that the outermost for loop is executed s times. In Step
2 we need to read and copy the tuple ¢; and then lookup and copy the designated
witness in R. Assuming a constant lookup time (since the table for R is given in the
input) this is achieved in time O(n). The inner for loop is run n — k times. It remains
to calculate the time required to complete Steps 4-12 and 15.

Step 4 requires evaluating the term operation p for a tuple of inputs of length n.
Hence a time requirement here of O(n). Checking the conditions of the if statements
in Steps 5 and 8 both require O(||R||) = O(n*~Y|C||*~!) time. This clearly dominates
the time taken to add the correct tuples to R in Steps 6 and 9, and Step 11 can be
achieved simultaneously with either Step 5 or Step 6 (depending on whether or not
the witnesses were already included in R). The estimate found in Lemma for
the time requirement of Step 12 is O(m*) which is O(n*) since m < n.

Step 15 requires time O(||R'||) = O(n*~1||C||*1).

Hence the runtime of Algorithm 2 is:

O(s(n + (n = k)(n +n*|C|[*~" +n")) + n*H|CJI*)

which is O(sn*||C||*~! + sn**1), a polynomial in n and ||C|].
Our first use of Algorithm 2 is to extend the PSR R of (71, ..., 7.)ar constructed
after running Algorithm 1 on the input A, 7y,...,m,.. This has a time requirement of

O(r(JAN*[JAF +r(AN)H)

(using the estimate |I| < |A|") which is O(||A|[F0+7=1 4 [|A||"++D),
So far we have achieved the following in our proof of Theorem [5.2.4}

e Construct the table of a (1, k — 1)-parallelogram term operation of the algebra
A in time O(||A[|**+3),

e Construct an instance g,my,...,m, of SMP(A) which is equivalent to the in-
stance A of Satl{ in time O(||A[|"),

e Construct a PSR R of (7, ..., m.) a1 with a full set of designated local witnesses
in time O(||A[|*(+7)),

e Extend the PSR R to a PSR R’ with respect to which each m; is completely
representable in time O(||A|[FI+7)=1 4 ||A||"¢+D).

Each of the items accomplished so far have required only polynomial-time in the
size of the input ||A||. Next we will introduce the NP oracle defined in the proof of
[13, Theorem 4.12] which will give us a polynomial-time verifiable certificate for g €
(71, ..., ) a1. We reproduce the oracle as seen in that paper, analyze the complexity
of verifying a “YES” output of the oracle and then describe precisely the certificate
for “A is a YES instance of Sati{”.

Oracle: Need More Fork Witnesses
Input: A PSR R of R* := (R) 4» with a full set of designated local witnesses.
Output:
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o (YES, h,@",3",... 2" o\, w;)!

J’J’ J

bi,..., b, b, R') where:

Jj=D
1. h is the operation symbol of an [-ary basic operation of AB
2. Each pair (ﬂgm) ,Eg-m)) are designated witnesses to a fork in FORK,,(R),

3. BEachw; = (w}-])Je( ) is a tuple of designated local witnesses to b;|; € R,
k—1
7 _(k) —(k —(n) —(n
4. b; :Tn(ug- ),Ug- ),...,u§ ) gt (w j)Je([ ]>),

5. B - hA<51, ce e ,I_)l),

b is not completely representable by R,

7. R O R is the output of Algorithm 2 run on the input A, P, b, R (so that
b is completely representable by R’);

e NO, if h, (Hgk),ﬁg-k), . ,E;n), Ug-") w_])é 1, b1, ..., by, b with these properties do not

exist.

We now show that given a PSR R of R* with a full set of designated local witnesses
and given the output (YES, h, ( U gk)’ . ,ﬂ;n),Ugn),w_j)ézl,El, ...,bi,b, R") we can
verify the seven conditions listed in polynomial-time (with respect to n and ||Al]]).

Condition 1 can clearly be checked in time O(||A[|). Conditions 2 and 3 rely
on searching the input PSR R, which can be achieved in time O(||R||) which is
O(n*1||A]|F~1). For condition 2 there are I(n — k) different tuples to look for, while
condition 3 requires l(kfl) searches of the PSR R. Hence condition 2 is checked
in time O(In*||A||*"!) and condition 3 is checked in time O(In?*72||A||*~!). Using
the analysis preceding Lemma , condition 4 can be checked in time O(In**1).
Condition 5 can be checked using n table lookups in the table for h*, each of which
is a constant-time procedure, hence O(n).

Conditions 6 and 7 can be checked in time O(n*||A]|[¥~! + n¥*1) by running Algo-
rithm 2 on the input A, P, b, R (and noting that the output R’ is distinct from the input
R). Since R contains designated local witnesses for R* and b = hA(by,...,b) € R,
this is a valid input for Algorithm 2.

Hence correctness of the output

(YES, h, (@, o™, ... o™ o @), by, ... b, b R)

Ui 5055
can be verified in time
O(|[A[| + in*[[A||*" + I 2 AF + In* !+ n 4 0P [|A| P+ o)

which can be simplified to O(In**~2||A||*~1) which is O(n?*72||A|¥) where we have
used the (extremely crude) approximation [ < ||A]].

12Depending on the encoding of the algebra A, h is a suitable index pointing to a specific basic
operation of A.
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We are now finally ready to describe a polynomial-time verifiable certificate for
the statement “A is a YES instance of Sati{”. Suppose that A is a YES instance of
Satid. Let g,m,...,m be the corresponding YES instance of SMP(A) constructed
earlier in the proof and let S be the PSR of (my,...,m)4r constructed after running
Algorithms 1 and 2 on the appropriate inputs, as described earlier in the proof. Notice
that the PSR S satisfies the necessary assumption to be inputted into the oracle Need
More Fork Witnesses, namely, S has designated local witnesses for S*.E Notice also
that for any Vahd input R to the oracle Need More Fork Witnesses, given the output
(YES, h, ( u; ,‘;k),...,ﬂgn),ﬂgn) w;)h— b1, .. b, b, R, it also follows that R’ is a
valid input to the same oracle (since (R') = (R) and R C R').

There are two possible outcomes after running the oracle Need More Fork Wit-
nesses on the input S:

e The oracle returns something of the form

(YES, b, @™ o™ al™ o™ ;)

» Hg 9 Yy =D

Br.... BB, S")

satisfying conditions (1)-(7) [and hence b € (my, ..., 7,) is not completely repre-
sentable by S], or

e Every element of S* = (m,...,m,) is completely representable by S (in which
case the oracle returns NO).

If there is some element of S* which is not com;))letely representable by .S, then we
let Y; be the string (YES, A, (@”, 7", ... @™ " @)’ 1,61, ..., b, b, ) outputted
by the oracle and then call the oracle again on the output S .= 8" We again have
two possible outcomes and can inductively define S® := (S¢—1 ) as long as the oracle
returns something of the form
(YES, h,@", 5", .. @™ 5™ @)l by, B b, (STVY)

on the input S, defining Y; similarly as the output obtained after calling the oracle
on the input S¢-1.

What we obtain is a sequence of strings Y7, Ys, ..., Yk of “YES” outputs from the
oracle corresponding to input PSRs S := S c SM c ... ¢ S&E=D_ Each S® is a
proper subset of SU*1) and they are all PSRs of the subpower (ry, ..., 7). Indeed,
each S+ is obtained from S by adding at least one new pair of designated fork
witnesses witnessing forks in one of the coordinates k,...,n = |I|. In each coordinate
there are a maximum of |A|*-many forks and hence the number K of “YES” outputs
that we obtain before obtaining the first output of “NO” is at most |A|*(]I|— k) which
is O(]|A[]"2).

Given the certificate Y;, ..., Yx we can verify g € B := (mq,...,7m,) as follows:

I3Every element of S is in the subalgebra (m,...,m.)4r by construction, and hence S* =
(m1,...,m) and therefore Algorithm 1 guarantees that S satisfies this assumption.
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e Verify that ¢ is completely representable by S, Le. verify that:

1. for every choice of indices J € (,gﬂ]l), S&E) contains an element g’ which is
a designated local witness for g|; € B|;, and

2. for every k < m < |I|, S®) contains elements ™ 5™ designated to
witness the fork (g|m, 39™) where

B = Tmfl(ﬂ(k),ﬂ(k), o ’E(m—l)’@(mfl)’ (gJ)Je([’:_’l”))‘m'

Achieving Item 1 involves searching in the PSR S O(|I|*~!)-times and can
therefore be achieved in time

O([[STOAED) = O((| A A (AN
which is
O(|| A PrHDE=D),
In Item 2 we search the PSR S5 (|I| — k)-times after first calculating (|I| — k)
values of T,,,_;. This takes time

O(ISUONI] + [1](m = 1)*D) = O((JA])HA[FHAI + A (|A])*)

which is
O(HAHrkJrkfl 4 HAHMJFT+1>'

e For each v = 2,..., K, verify that Y; is a valid output of the oracle Need More
Fork Witnesses on the input S¢~Y. Each verification is achieved in time

O(IP*[|AIIF) = O((JA)* 2 ||A[F) = O(J| A7)
and there are O(||A||"*?) many Y; to verify for a time requirement of

O[] 2) = O(||AJ[#7+4-7+42)

e Verify that Y] is a valid output of the oracle Need More Fork Witnesses on the
input .S which is obtained by running Algorithm 1 on the input A, my,..., 7, to
get the output R and then running Algorithm 2 on the input A, P, mq,..., 7,
R. This is achieved in time

O([A[[*HH 4 [JA|[FEFI=E 1 A7) = O(J|A Ry,

Since we have demonstrated that this procedure entails verification of polynomially-
many claims, each of which we have demonstrated can be checked in polynomial-time,
it follows that Satl! is in NP, as requiredE

O

YSGince k and r are both at least 2, the bounds obtained for the verifier can be replaced by the
cruder but simpler estimate O(||A||>*") when this is more convenient.
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We end this chapter by noting that for many well-known conditions of height
< 1 the idempotent Mal'tsev condition satisfaction problem is actually tractable.
Examples include Mal'tsev terms [20], k-ary near unanimity terms (for fixed k) [24],
and k-edge terms (for fixed k)[24]. Perhaps one of the most interesting cases is that of
the minority term for which it is still unknown whether a polynomial-time algorithm
exists. The result of [29, Theorem 17| placed this problem in the complexity class NP
and we are pleased now to have extended this to all conditions of height < 1. We
pose the following questions as suggestions for further study:

Question 5.2.13. o What is the complexity of the problem Satid

Minority *
o Are there Mal’tsev conditions ¥ of height < 1 such that Sat¥ is NP-complete?

e Are there Mal’tsev conditions > of height < 1 such that Satl? is NP-intermediate
(assuming P # NP)?

e [fthere are no Mal’tsev conditions X2 of height < 1 with NP-intermediate idempo-
tent MCSPs, then is there a “nice” characterization of which problems are in P
and which are NP-complete? Here we imagine something akin to the dichotomy

theorem for CSPs [1])], [44].

In the next (and final) chapter, we summarize the results obtained in this thesis
and provide a common generalization to Theorems [5.2.4] and |3.2.1}
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Chapter 6

Conclusion

We conclude the thesis by summarizing for convenience the new results obtained
herein and then providing a list of open questions as suggestions for further research.

6.1 Summary of Results

We obtain the following tractability results.

Theorem 6.1.1 (3.1.8). The problem Sat¥ is in the complexity class P if ¥ is a linear
strong Mal’tsev condition which implies NU.

Theorem 6.1.2. The “search problem” whose input is a finite idempotent algebra A
and whose output is a collection of term operations of A which satisfy the equations
of the strong Mal’tsev condition X (or the answer “NO” if such terms do not exist)
1s in P whenever ¥ is

. existence of an idempotent cyclic term

o a Mal’tsev condition of height < 1 satisfying the downward column con-
dition

. (for some fixzed n > 2) existence of a sequence of n Hagemann-Mitschke
terms

We also prove that two problems are in NP.

Theorem 6.1.3. The problem Sat¥ is in NP when X is a strong Mal’tsev condition
which

o (3.2.1) implies NU, or

) is of height < 1.
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By examining the proofs of Theorems [3.2.1| and [5.2.4] we arrive at the pleasing
common generalization.

Theorem 6.1.4. Let 3 be a strong Maltsev condition which implies the existence of
an edge term. Then Sat¥ is in NP.

Sketch of Proof. Firstly note that a result similar to Lemma |3.1.3| can be obtained to
show that if ¥ implies the existence of an edge term, then ¥ implies the existence of
a k-edge term (and hence a (1, k — 1)-parallelogram term [32, Theorem 3.5]) for some
fixed k& > 2.

Given a finite idempotent algebra A the first step then is to use the result of
Proposition to obtain the operation table of a (1,k — 1)-parallelogram term
operation of A if such a term operation exists (and otherwise return the answer that
A does not satisfy X).

In the proof of Theorem we use the equations of 3 (which are assumed in that
case to be of height < 1) to construct partial operations which satisfy those equations.
Clearly such a procedure cannot be carried out when Y contains equations which are
not of height < 1. However if the algebra A is a YES instance of Satl{ then we
may include in the certificate not only the string Y3, ..., Yy obtained in the proof of
Theorem but also tables for the term operations g, ..., g,, obtained in the proof
of Theorem [3.2.T]which witness that A satisfies 3. The proof of Theorem outlines
how to check that the operations g¢i,..., g, satisfy the requisite equations in time
[|A||¥ where P depends only on X and not on the instance A. The proof of Theorem
5.2.4] outlines how to verify that the operations ¢, ..., g, are term operations of
the algebra A by setting up suitable instances of SMP(A). This verification can be
achieved in time O(||A|[?*%) where (k + 3) is the arity of the (1, k — 1)-parallelogram

term guaranteed by ¥ and R is the maximum arity of each of the operations g1, ..., g,
both of which are again independent of the algebra A. Hence there is a polynomial-
time verifier for Satld, as required. O

Corollary 6.1.5. If the search problem related to Satgage) is in NP then so is the
decision problem (and the related search problem for) Sats, for any 3 which implies
the existence of a k-edge term.

6.2 Open Questions

We now bring together those natural questions arising as potential directions for
further study.

Question 6.2.1. What is the complexity of Satny? What about Satnym) for fized
k>3%

The obvious brute force algorithm for Satnz ) (build all k-ary term operations
and check whether any is a near unanimity term) runs in exponential time but in
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light of Corollaries and any improvement on this algorithm will lead to
corresponding improvements for the problem Sats when Y implies NU.

The following related problems also arise naturally from considering the results
found in Chapter [3| of this thesis.

Question 6.2.2. What is the complexity of Satl®, where A is the strong Mal’tsev
condition of having lattice terms?

Question 6.2.3. What is the complexity of Satld

o emis Where 2-semi is the Maltsev
condition of having a 2-semilattice term?

In Chapter 3] we describe the ethos that led us to conjecture that the first of
these problems ought to be sub-exponential while the second ought to be EXPTIME-
complete but as yet there is only limited evidence for these conjectures.

In Chapter [5| our considerations led us to pose the following questions (appearing

there as part of Question [5.2.13]).

Question 6.2.4. e Are there Mal’tsev conditions ¥ of height < 1 such that Satl4
is NP-complete?

e Are there Mal’tsev conditions > of height < 1 such that Satl? is NP-intermediate
(assuming P # NP)?

o [fthere are no Mal’tsev conditions 3. of height < 1 with NP-intermediate idempo-
tent MCSPs, then is there a “nice” characterization of which problems are in P
and which are NP-complete? Here we imagine something akin to the dichotomy

theorem for CSPs [1])], [44].

We also pose the following question which has certainly been asked before (see for
example [29]).

Question 6.2.5. What is the complezity of Satﬂm()my, where Minority is the Mal’tsev
condition of having a minority term?

In the paper [29] it is shown that the condition Minority does not have the idem-
potent local-global property (Definition . It may be that other techniques can
be used to determine a polynomial-time algorithm for Satﬁmomy. If this is the case,
it would provide an answer to the following more general question posed in Chapter

a1

Question 6.2.6. Is there a strong Mal’tsev condition whose (idempotent) satisfaction
problem is in P but which does not have the (idempotent) local-global property?

The final questions raised in this thesis all focus on the related search problem for
Mal’tsev condition satisfaction.
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Question 6.2.7. If ¥ is a Mal’tsev condition arising as M(P) for a pattern graph P
as outlined in [30, Section 3.2/, does it follow that there is a polynomial-time algorithm
which takes as input a finite idempotent algebra A and returns term operations of A
which witness that A satisfies the Mal’tsev condition Y whenever such terms exist
(and otherwise returns the answer NO)?

Question 6.2.8. Is there a strong Mal’tsev condition which has the local-global prop-
erty (Definition but for which the corresponding search problem of obtaining

term operations witnessing the satisfaction is not in P?

Question 6.2.9. More generally, is there a strong Mal’tsev condition whose satisfac-
tion problem is in P but for which the corresponding search problem of obtaining term
operations is not in P?

If pushed, we would conjecture that the answers to these last three questions are
respectively “Yes”, “No”, and “No” but we leave it to future research to determine
the correctness of these guesses.

There are certainly many more questions arising in the field of Mal’tsev condition
satisfaction and those outlined here represent only a select few of particular relevance
to the framing of this thesis in this author’s mind. There is clearly a long way to travel
before we have this region of complexity theory completely mapped out and we invite
the interested reader to dive in to the references that follow for further exploration.
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