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Abstract

Since the late 1990’s, lots of attention has been given to the development of multi-

phase motor drives due to the momentous interest in developing greener methods

of transportation and the increased benefits when compared to their three-phase

counter parts. These benefits include improved fault tolerant control, reduced torque

ripple, improved motor power density, and reduced DC link capacitance which has

resulted in an amplified interest in multi-phase machines for electric ship propulsion,

electric aircrafts, and traction electric motors (electric and hybrid road vehicles).

When looking specifically into multi-phase machines that are made up of six-phases,

different topologies have been researched that include altering the phase shift between

the different windings or winding sets as well as the number of neutral points within

the machine. Out of all possible combinations, there are three common six-phase

machine topologies studied in the literature. First is the six-phase machine with a

60◦ phase shift between each of the machine windings – referred to as a symmetrical

six-phase machine. The second and third topologies are a six-phase machine with two

sets of three phase windings where one winding set has a phase shift from the other

winding set (typically 30◦). When the two winding sets have a shared neutral point,

the machine is referred to as an asymmetrical six-phase machine. Alternatively, when

the two winding sets have isolated neutral points, the machine is referred to as a dual
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three-phase machine.

From the recent surge in literature regarding the added benefits of the dual three-

phase machine compared to other six phase topologies, this thesis will mainly focus

on the control and switching techniques specifically for the dual three-phase machine.

With an in-depth analysis, the effect of different switching techniques will be observed

on the overall efficiency of the six-phase voltage source inverter (VSI). Furthermore,

using the Matlab/Simulink and PLECS environment with a dual three-phase drive

system vector space decomposition (VSD) based model, an accurate drive model that

incorporates the machines dynamic behaviour and calculates the total losses of the

VSI is also proposed. The VSI is connected to a 100 kW dual three-phase interior

permanent magnet synchronous machine (IPMSM) and different switching techniques

are applied to the inverter to properly control the six-phase drive system.

Similar to their three-phase counter parts, dual three-phase machines can be con-

trolled using sinusoidal carrier-based pulse width modulation (SPWM) and space

vector pulse width modulation (SVPWM). This thesis explores the VSI efficiency

when using different switching techniques proposed in the literature and proposes

new techniques to improve the efficiency of the VSI. Additionally, a detailed plan for

an experimental setup and testing procedure is provided for the switching techniques

that are simulated throughout this thesis. This proposed testing procedure assumes

a prototype six-phase VSI composed of six Infineon FF600R12IE4 IGBT modules

that are connected to a dual three-phase 100 kW IPMSM. As the future work of this

thesis includes experimental verification, the Matlab/Simulink drive model proposed

in this thesis is designed with this particular setup in mind.
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Chapter 1

Introduction

1.1 Motivation

Recent trends within a variety of applications are moving towards the use of electric

machine drive systems with increased power ratings; however, these systems are be-

ing limited by the voltage and current ratings of the switching devices used within

converter systems [1]. While three-phase systems are still preferred due to their avail-

ability and variety of both machines and power converters [2], multi-phase machine

drives bring many added benefits compared to their three-phase counterparts and

have been increasing in popularity since the 1990s. One of the main advantages of

multiphase machines is that for a variable speed drive with the same power rating as

its three-phase counterpart, lower power rated switching devices can be used due to

the power distribution being split among a higher number of phases [1]. Therefore,

for an increase in a multiphase machines’ power rating, higher-rated switches are

not required as they would be in the three-phase counterparts. Alternatively, for a

multiphase machine with the same power rating as its three-phase counterpart, lower
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rated switching devices can be utilized. Other significant advantages of multiphase

drives include torque ripple reduction, improved fault-tolerant operation, improved

motor power density, and increased control flexibility [1, 3]. Torque ripple reduction

is typically achieved through the design of the machine as there is an increase in the

frequency of the torque pulsations which lowers the amplitude of the oscillating torque

waveform. This is because the frequency of the torque component is represented by

the harmonic of the order 2n ± 1 for an n-phase machine [2]. When considering the

improved fault-tolerant operation and increased control flexibility, the number of de-

grees of freedom of the system are what contributes to these benefits. The higher the

number of phases in the system, the more degrees of freedom there are [4]. However,

it is also important to note that with an increase in the degrees of freedom, there is a

trade-off as control/design complexity increases. Therefore, several different aspects

need to be considered when designing a multiphase drive system including the phase

number, the number of neutral points in the system, and the phase shift between

each of the phases.

Due to modularity and manufacturing simplicity, it has become very common for

multiphase machines to be made up of a multiple of three phases. This also is preferred

since many control and modelling techniques based around three-phase machines can

be applied to machines of these phase numbers [4]. For example, commonly used

control strategies for three-phase machines such as field-oriented control (FOC), which

is first proposed in [5], and direct torque control (DTC), which is first proposed in

[6], can be adapted to 3n (n = 2,3,4,. . . ) phase machines. Nevertheless, due to

the increase in complexity as the phase number increases, six-phase machines have

proven to be a promising phase number for the implementation of multiphase drive

2
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systems. Furthermore, there exist many different variations of six-phase machines

where three topologies have become the most popular in the literature. First is the

six-phase machine with a 60◦ phase shift between each of the machine windings –

referred to as a symmetrical six-phase machine. The second and third topologies are

both six-phase machines with two sets of three-phase windings where one winding

set has a phase shift from the other winding set – this phase shift is typically 30◦.

When the two winding sets have a shared neutral point, the machine is referred to as

an asymmetrical six-phase machine. Alternatively, when the two winding sets have

isolated neutral points, the machine is referred to as a dual three-phase machine.

The main benefit of using a 30◦ phase shift over any other angle between the two

winding sets is to eliminate the 6th, 18th, and 30th harmonic pulsations of the torque

waveform as shown in [7]. The different topologies with their different neutral point

configuration and phase shift between winding sets can be seen in Figure 1.1.

A160° 

B1

B2

C1 C2

A2

(a) Symmetrical Six-Phase

A130° 

B1

B2

C1

C2

A2

(b) Asymmetrical Six-Phase

A130° 

B1

B2

C1

C2

A2

(c) Dual Three-Phase

Figure 1.1: Common Six-Phase Machine Topologies

In a separate analysis completed in [4], it is proven that the dual three-phase

machine provides the best performance compared to the other six-phase topologies

for high power, variable speed applications. It can be further verified that the dual
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three-phase machine is the only six-phase topology from Figure 1.1 with DC-link

voltage utilization as high as its three-phase counterpart. This is one of the main

reasons why the dual three-phase drive system is a preferred multiphase machine in

the literature and the main focus of this thesis.

As the dual three-phase drive system has its proven advantages, the motivation of

this work stems from the recent trends moving towards increasing the power rating

of electric drive systems specifically in automotive applications. With first develop-

ing an accurate simulation model to emulate the dynamic behaviour of the physical

motor, different aspects of the drive system can be adjusted to observe the overall

performance. Moreover, the proposed model in this thesis which can be implemented

for any multiphase machine allows for the efficiency of the two-level voltage source

inverter (VSI) to be evaluated using different switching techniques while considering

the motor’s dynamic behaviour. With room for efficiency improvements due to the

increased control flexibility of a dual three-phase drive system, this thesis focuses

on implementing new switching techniques to further enhance the VSI efficiency.

Though only small improvements for the overall drive system are expected, these

improvements in efficiency for automotive applications help lead to an increased driv-

ing range as hybrid and electric vehicles continually gain interest in replacing the

conventional internal combustion engine vehicles.

1.2 Contribution

As the motivation of this thesis is to work towards improved drive system efficiency

for electric drives in automotive applications, the main contributions of this thesis

are summarized as:

4



M.A.Sc. Thesis - Joshua Caleb Taylor McMaster - Electrical Engineering

• An in-depth literature review of existing switching techniques developed for the

constant torque region of dual three-phase drive systems. More specifically, the

existing techniques from literature that are investigated require each switch,

at maximum, to turn on and off one time and for the sampling frequency to

remain equal to the switching frequency, fsamp = fsw. These requirements

are maintained for all techniques throughout this thesis to ensure that each

switching technique can be implemented using a digital signal processor (DSP)

without making any adjustments to the built in pulse width modulation (PWM)

drivers of the control board.

• A dynamic modelling technique for multiphase motors is proposed and imple-

mented using the Matlab/Simulink environment. This motor model is used with

a detailed controller and inverter model to simulate an FOC based system that

utilizes the dual three-phase VSD transformation. This Simulink drive model is

simplified to only include the current control loop where a d and q axis reference

current are obtained from an offline MTPA profile and used directly as inputs

to the model. Additionally, the Simulink model is validated using FEA to show

the accuracy of the proposed modelling technique.

• Implementation of multiple existing switching techniques using the aforemen-

tioned detailed Simulink model. These techniques are compared in terms of

the overall inverter efficiency where a six-phase, two-level VSI is modelled using

the PLECS by Plexim Simulink toolbox to accurately model temperature de-

pendent power losses of each insulated-gate bipolar transistor (IGBT) module.

Current literature on switching techniques of multiphase machines is focused on
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reducing the phase current total harmonic distortion (THD), however, the lit-

erature does not contain a detailed analysis of reducing the switching frequency

and the effect of different switching algorithms on the inverter efficiency.

• New switching techniques are proposed to help improve inverter efficiency where

the numerous switching states of the six-phase VSI compared to its three-phase

counterpart are taken advantage of while using the VSD transformation. The

redundancy in the voltage vectors also play a key role in helping to reduce the

average switching frequency over several sampling periods. This reduction in the

switching frequency reduces the total switching power losses while conduction

power losses of the IGBT module remain the same. For this reason, proposed

switching techniques aim to lower the average switching frequency while still

maintaining comparable THD results to existing techniques.

• A discussion of the planned DSP implementation and testing procedure to ex-

perimentally verify the findings of this work. The discussed testing bench will

be intended for a 100 kW dual three-phase drive system where preliminary test

results at very low power are used to experimentally validate the previously

mentioned Simulink drive model.

6
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1.3 Thesis Structure

This thesis is organized as follows:

Chapter 2 provides a comprehensive literature review of the existing six-phase

drive system control and switching techniques. This chapter will focus on the differ-

ence between the VSD and Double dq transformations and how the switching tech-

niques differ for each transformation. Switching techniques explored include carrier-

based sinusoidal pulse width modulation (SPWM) and space vector pulse width mod-

ulation (SVPWM). This chapter focuses on the proposed switching techniques from

literature that reduce the switching frequency which will in theory lead to improved

inverter efficiency.

Chapter 3 proposes a detailed modelling technique for multiphase motors while

using the Matlab/Simulink environment to simulate an entire dual three-phase drive

system. This motor modelling technique incorporates the dynamic behaviour of the

machine as well as the high frequency current ripple that is created by the VSI

switching instances. Additionally, with a focus on the inverter efficiency, PLECS by

Plexim is used to calculate the switching and conduction losses of the IGBT modules,

as well as the reverse recovery losses and conduction losses of the diodes within these

modules.

Chapter 4 uses the Simulink drive model developed in Chapter 3 to provide sim-

ulation results for the existing switching techniques discussed in Chapter 2. Each of

these techniques is compared in terms of overall inverter efficiency and phase current

THD for the constant torque region of a dual three-phase drive system. This chapter

also proposes new switching techniques that are specifically developed to improve the

efficiency of the inverter with a comparison to the existing techniques found in the
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literature. To further analyze and validate the proposed switching techniques, the

harmonic performance will also be evaluated and compared to existing techniques.

Chapter 5 provides a discussion in to how the techniques discussed throughout

this thesis can be implemented using a high-power experimental setup. Due to lim-

ited resources, the 100 kW dual three-phase drive system is only able to operate

at very low load operating points to verify the DSP implementation techniques dis-

cussed throughout this chapter. This chapter also provides additional experimental

validation of the Simulink drive model using the discussed methods of implementing

switching techniques to the DSP.

Lastly, in Chapter 6, concluding remarks are made and a wrap up of the overall

contributions of this thesis are reviewed. Proposed future work using the experimental

setup and controller programming methods from Chapter 5 are also discussed in this

chapter.
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Chapter 2

Six-Phase Motor Control and

Switching Techniques

2.1 Introduction

The surge in popularity and the added benefits of multiphase drive systems com-

pared to their three-phase counterparts has led to an abundance of research that

prove multiphase systems to be viable options for electric ship propulsion, more elec-

tric aircraft, and traction electric motors (electric and hybrid road vehicles). In recent

years, the overflow of literature regarding multiphase machine drives and control has

been summarized into several different surveys which categorize recent technical pa-

pers into various groups including multiphase machine modelling and design, control

techniques, and PWM switching techniques [1, 2, 3, 8, 9, 10, 11, 12, 13, 14]. As

this thesis will have a main focus on PWM switching techniques, it will be assumed

throughout that a FOC scheme is being utilized. Therefore, it is important to draw

attention to FOC based control techniques and switching techniques that have already
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been proposed throughout the literature.

Looking back to the previously discussed benefit that six-phase drive systems,

in general, have increased flexibility compared to three-phase drive systems, when

designing the control of the drive, two different control/modelling methods are com-

monly used – the Vector Space Decomposition (VSD) and Double dq transformations.

The VSD approach uses a generalized Clarke transformation proposed in [5] to create

three orthogonal subspaces. First, the αβ subspace contains the harmonics of the

order 12n ± 1 (n = 1,2,3,. . . ) which are the only harmonics that contribute to the

electromechanical energy production of the machine [15]. Another subspace, referred

to as the xy subspace, contains the harmonics of the order 6n ± 1 (n = 1,3,5,. . . )

which do not generate any electromechanical energy due to zero magnetomotive force

being generated in the air gap from these harmonics [5]. The third subspace that is

created from the transformation contains the zero sequence, third order, harmonics

which also have no contribution to the electromechanical energy conversion [5]. It

is important to note that due to the dual three-phase machine having two winding

sets with isolated neutral points, the zero sequence components cancel out and can

be neglected to simplify the transformation which is another added benefit of the

dual three-phase drive system compared to the other six-phase topologies discussed

[15]. Alternatively, the Double dq approach for six-phase machines treats each three-

phase winding set independently with their own separate dq subspaces – dq1 and dq2

[16]. This approach has the advantage of being able to utilize three-phase control

techniques on each winding set separately. However, in [16] it is clear that the ef-

fect of mutual coupling between the two winding sets is significant, unlike the VSD

approach where the three orthogonal subspaces are independent [3]. Both of these
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control methods have their advantages and disadvantages and they will be analyzed

further in the following section.

Continuing the discussion of control comparison between six-phase and three-

phase drive systems, the flexibility of control within six-phase systems comes with

the trade-off of increasing the control complexity; however, with the phase number

increasing, so does the number of utilizable voltage vectors. Assuming a two-level

inverter design seen in Figure 2.1 which is commonly used for multiphase drive sys-

tems, there exists 2n possible inverter switching states, for an n-phase machine [8].

A1 B1 C1 A2 B2 C2
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VDC
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Machine Winding

Figure 2.1: Two-Level Six-Phase VSI Connected to Dual Three-Phase Machine

In other words, any six-phase two-level inverter will have 64 possible switching states

compared to a three-phase two-level inverter which only has 8 possible switching

states. When considering the VSD transformation, each voltage vector from the

64 different switching states can be observed on one αβ plane. It is important to

note that these switching states include redundant zero voltage vectors and, for the

sake of the six-phase inverter, redundancy in some of the other voltage vectors as
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well. The redundant voltage vectors are related to the topology of the machine with

direct relation to whether the phase shift between the windings is symmetrical or

asymmetrical.
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Figure 2.2: Utilizable Voltage Vectors of a Two-Level VSI for Different Machine
Topologies

For the asymmetrical configurations (asymmetrical six-phase and dual three-phase

machine), there are 49 possible voltage vectors that can be chosen from the 64 switch-

ing states with 4 redundant zero vectors and 12 redundant medium vectors which can

be seen in Figure 2.2a. Alternatively, for the symmetrical six-phase configuration,

there are only 19 possible voltage vectors to be chosen from the 64 switching states.

This is because of the redundancy of each voltage vector except for the six large vec-

tors which can be seen in Figure 2.2b. Therefore, the variety of voltage vectors with

the asymmetrical configurations is another reason why the dual three-phase drive

system is a preferred six-phase topology. Note that the decimal numbers used to

label each voltage vector in Figure 2.2 represent six-digit binary numbers where each

binary number represents the state of each phase leg of a two-level inverter. The
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binary number “1” means that the top switch of the inverter phase leg is closed, and

the bottom switch is open, and vice versa for the binary number “0”. For example,

assuming a phase order of A1B1C1A2B2C2, the voltage vector 3610 = 1001002 implies

that the top switches of phase A1 and A2 are closed while all other phases have the

bottom switch closed. Note that this phase order is assumed throughout this thesis.

Throughout this chapter, the two aforementioned coordinate transformations com-

monly used for multiphase machines will first be analyzed and the theory of each will

be explained. It is important to note that these transformations can be further simpli-

fied for a dual three-phase machine. This chapter will then focus on the different FOC

based control techniques that have been recently proposed based on these transforma-

tions. With these control techniques generating synchronous reference frame voltages,

Vα and Vβ, the inverter gate pulses can be generated which produce controlled volt-

ages that are sent to the motor. These switching techniques that generate the inverter

pulses are dependent on the coordinate transformation and control technique used but

similar to three-phase systems, versions of SPWM and SVPWM are the commonly

used methods for both transformations.

2.2 Six-Phase Coordinate Transformations

Continuing the discussion regarding the two different coordinate transformations com-

monly used for multiphase machines, the VSD and Double dq transformations each

have advantages and disadvantages that impact the control and switching techniques.
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2.2.1 Double dq Coordinate Transformation

First looking into the Double dq transformation, the idea of this method is to treat

each three-phase winding set as separate three-phase machines that can each utilize

independent three-phase Clarke transformations to transform phase values to two

stationary reference frames [17]. Referring to Figure 2.1 and assuming a phase order

of A1B1C1A2B2C2, the first three-phase winding set will be referred to as A1B1C1

and the second three-phase winding set will be referred to as A2B2C2. With this

assumption, the Clarke transformation for each three-phase set can be defined in a

similar way to the method used in [17]. Assuming f represents voltage, current, or

flux linkage, the amplitude invariant Clarke transformation is given as:



fα1

fβ1

fα2

fβ2


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

1 −1
2
−1

2
0 0 0

0
√
3
2
−
√
3
2

0 0 0

0 0 0
√
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√
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0 0 0 1
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
(2.1)

The transformation seen in (2.1) combines the two independent Clarke transforma-

tions for each three-phase winding set. However, it can be noted that the transfor-

mation for the second winding set, which is represented by the bottom right 2 × 3

matrix in TClarke1 , accounts for the 30◦ phase shift between the two three-phase wind-

ing sets which can be seen in Figure 1.1c. This transformation in (2.1) will transform

the phase components of phase set one and phase set two to stationary reference

frame components, α1β1 and α2β2, respectively. These stationary reference frame
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components can then be transformed to the synchronous reference frame using the

commonly used three-phase Park transformation for each winding set where θ repre-

sents the machine’s rotor position:



fd1

fq1

fd2

fq2


= TPark1



fα1

fβ1

fα2

fβ2


TPark1 =



cos(θ) sin(θ) 0 0

− sin(θ) cos(θ) 0 0

0 0 cos(θ) sin(θ)

0 0 − sin(θ) cos(θ)


(2.2)

With the same Park transformation being applied to both winding sets, the sta-

tionary components, α1β1 and α2β2, will be converted to synchronous reference frame

components, d1q1 and d2q2. The control techniques that are commonly used for three-

phase machines can then be applied to the two sets of synchronous components sepa-

rately. In other words, the use of the Double dq transformation simply allows for each

winding set of the drive system to be operated as independent three-phase machines

[18]. This transformation is simple and easy to understand, however, with the two

subspaces for each winding set, there exists significant mutual coupling and therefore

compensation for how the subspaces interact with one another is difficult.

2.2.2 VSD Coordinate Transformation

Now moving the focus to the VSD transformation, the idea of this method is to

consider the entire machine as a single system where only one subspace contributes

to the torque production of the machine drive system. For six-phase machines, the

generic transformation first proposed in [5], generates three orthogonal subspaces, αβ,

xy, and 0+0−. Recall that the zero-sequence subspace components, 0+0−, cancel out
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and can be omitted from the transformation for a dual three-phase drive system due

to there being no physical path for the neutral currents [3]. Therefore, the Clarke and

Park transformation from [5] can be defined neglecting the rows corresponding to the

zero sequence components that are typically included in the matrices. Once again,

assuming a phase order of A1B1C1A2B2C2 and that f represents voltage, current, or

flux linkage, the amplitude invariant VSD-based Clarke transformation is given as:


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(2.3)

From this modified transformation for the dual three-phase machine, the six phase

components are transformed into two independent subspaces in the stationary refer-

ence frame, αβ and xys. With these two independent subspaces, torque production is

isolated to a single subspace – the αβ subspace which contains harmonics of the order

12n ± 1 (n = 1,2,3,. . . ). Alternatively, the xys subspace that contains harmonics of

the order 6n± 1 (n = 1,3,5,. . . ), is orthogonal to the dq subspace and therefore does

not generate any torque and thus is considered to be a new type of zero sequence

or circulating component [5]. Furthermore, the xys subspace will generate losses in

a healthy operating condition [3]. Due to the αβ components being the single sub-

space that produces torque, a dual three-phase Park transformation is seen in [19]

that transforms only the αβ components to the synchronous reference frame while
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keeping the xys components in the stationary reference frame. Again, assuming that

θ represents the machine’s rotor position:



fd

fq

fxr

fyr


= TPark2



fα

fβ

fxs

fys


TPark2 =



cos(θ) sin(θ) 0 0

− sin(θ) cos(θ) 0 0

0 0 1 0

0 0 0 1


(2.4)

With the VSD method, it can be seen from the transformations above that the origi-

nal six-dimensional vector space can be isolated to two independent subspaces when

considering dual three-phase machines. One subspace that contributes to electromag-

netic torque production similar to the VSD approach of three-phase drive systems and

another subspace containing harmonics that only contribute to losses inside the ma-

chine. It will be seen in the next section, that this transformation can be slightly

modified to improve the control simplicity of the overall system.

To provide a more direct comparison between the two transformations, when con-

sidering the Double dq transformation, the idea of controlling two three-phase winding

sets separately allows for straightforward and simple implementation of commonly

used three-phase control and switching techniques for each phase set. However, a

major drawback of the Double dq method is that two parallel subspaces are gener-

ated for each three-phase machine which leads to significant mutual coupling between

the subspaces which requires complicated compensation [18]. Alternatively, the VSD

transformation considers the entire machine as one system with only a single torque
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producing subspace where mutual coupling does not exist between the other sub-

spaces. As the xy subspace has recently become physically interpreted as the circu-

lating currents between the two winding sets [17], it becomes more complex to control

this subspace compared to the two subspaces from the Double dq transformation [3],

which will be discussed in the following section.

2.3 Control Techniques

With the knowledge of the different coordinate transformations that are used for dual

three-phase machines, different control techniques are proposed in the literature that

accommodate the significant disadvantages of each transformation.

2.3.1 Double dq Control

With the Double dq transformation having the benefit of being able to control each

three-phase winding set with their own respective subspaces, d1q1 and d2q2, common

three-phase control techniques used in automotive applications can be used for each

subspace. This allows for the use of conventional three-phase control schemes that uti-

lize proportional-integral (PI) controllers for each component individually [20]. This

means that four separate PI controllers are required for each individual component of

the two mutually coupled subspaces. However, due to the mutual coupling between

the two subspaces, the tuning of each PI controller becomes very difficult as each

controlled component is affected by any disturbance in the other three components

[20]. For this reason, a decoupling matrix that is proposed in [20, 21, 22] can be im-

plemented to the synchronous reference frame components to simplify the controller
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development. Assuming f represents voltage, current, or flux linkage, the amplitude

invariant decoupling matrix is given as:



fD1

fQ1

fD2

fQ2


= TDecouple



fd1

fq1

fd2

fq2


TDecouple =

1

2



1 0 0 −1

0 1 1 0

1 0 0 1

0 1 −1 0


(2.5)

In (2.5), fdq12 represent the output of the Double dq Park transformation from (2.2),

and fDQ12 represent the two decoupled subspaces. This now allows for D1 and Q1 to

represent the first winding set and be controlled independently from D2 and Q2 which

represent the second winding set. Assuming SVPWM is used to generate the VSI

gate pulses, the FOC based current control scheme adopting the Double dq coordinate

transformation and making use of TDecouple can be seen in Figure 2.3.
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Figure 2.3: Current Control Scheme for FOC, Double dq Transformation Based Con-
troller Utilizing SVPWM
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Within this control scheme, the current sensors measure the phase currents of

the six phases and convert them to the synchronous reference frame currents using

equations (2.1) and (2.2). These synchronous reference frame currents, idq1 and idq2 ,

are then compared to each of their corresponding reference values, i∗dq1 and i∗dq2 . The

error between the actual synchronous and reference currents is then used as the input

to the PI controllers to generate the voltages in the synchronous reference frame, vdq1

and vdq2 . The decoupling matrix in (2.5) is then utilized to obtain the decoupled

voltages in the synchronous frame, vDQ1 and vDQ2 . At this stage, the inverse Park

transformation can be used to generate stationary reference frame voltages which are

then used in the switching algorithm to generate the gate pulses that are sent to the

VSI.

2.3.2 VSD Control

Shifting the focus to the VSD transformation, different current control techniques

need to be adopted due to the orthogonal subspaces that are generated from the

VSD Clarke and Park transformations seen in (2.3) and (2.4). Using the VSD trans-

formation, it is important to understand how each component of the stationary and

synchronous reference frames are interpreted so that controllers can be developed for

the dq and xyr subspaces. To see the physical interpretation of each subspace, it

can be assumed that a perfectly sinusoidal input current at a fundamental frequency,

seen in Figure 2.4a, is used for excitation of a 100 kW IPMSM. Since this current

waveform will have no harmonic content, the xy components will be negligible and

the physical interpretation of this subspace will not be realized. Therefore, the phase

flux linkage waveforms that contain harmonic distortion and that are generated based

20



M.A.Sc. Thesis - Joshua Caleb Taylor McMaster - Electrical Engineering

on the sinusoidal current excitation will be analyzed so that the xy subspace can be

interpreted. The phase flux linkages seen in Figure 2.4b are calculated using Finite

Element Analysis (FEA) for the given sinusoidal current excitation from Figure 2.4a

where ψ represents flux linkage.
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Figure 2.4: Phase and Stationary Reference Frame Components Used for Interpreting
xys Subspace

It can be seen in Figure 2.4c that applying the VSD Clarke transformation from

(2.3) to the phase flux linkage waveforms generates both αβ and xys flux components

in the stationary reference frame where an enlarged figure of the xys components can

be seen in Figure 2.4d. It is clear from Figure 2.4e that the fundamental frequency
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component of the αβ components is dominant with very low harmonics of the order

12n± 1 (n = 1,2,3,. . . ) due to the spatial harmonics of the machine. However, when

analyzing the FFT of the xys components in the stationary reference frame, it can be

seen in Figure 2.4f that the xs waveform is made up of harmonics of the order 6n± 1

(n = 1,3,5,. . . ) – this is also the case for the ys component.

When looking into the VSD Park transformation in (2.4), in a similar way to three-

phase systems, the generated dq components are represented by a DC offset which

allows for simple PI controllers to be implemented for each component. Additionally,

in the synchronous reference frame, the 12th harmonic is present on the dq components

due to spatial harmonics. However, (2.4) does not transform the xy components when

going from the stationary reference frame to the synchronous reference frame, and

therefore while the dq components are represented by a DC offset and being controlled

with PI controllers, the xy components are still represented by the harmonics of the

order 6n± 1 (n = 1,3,5,. . . ), which makes them difficult to control.

In recent literature, adaptations to the Park transformation have been proposed

so that the xyr components can be more easily controlled. It is important to note

that the xyr components are trying to be forced to zero since this subspace is where

the harmonics of the system that do not contribute to torque production are being

mapped [9]. Therefore, by effectively reducing the xyr component to as close to

zero as possible, the waveforms energizing the drive system will have less harmonic

distortion. Due to control of the xy subspace being more easily completed in the

synchronous reference frame, [19] proposes a Park transformation that rotates the
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xys components in the opposite direction of the αβ components:



fd

fq

fxr

fyr


= TParkNeg



fα

fβ

fxs

fys


TParkNeg =



cos(θ) sin(θ) 0 0

− sin(θ) cos(θ) 0 0

0 0 cos(−θ) sin(−θ)

0 0 − sin(−θ) cos(−θ)


(2.6)

Applying this transformation to the stationary reference frame components seen in

Figure 2.4c will generate dq and xyr components in the synchronous reference frame

which can be seen in Figure 2.5a. Examining the waveforms in the synchronous

reference frame, the Park transformation applied to the dq components remains the

same and therefore these components are once again represented by a dominant DC

offset that can be controlled using PI controllers as seen in Figure 2.5c. However,

with the xys components now being rotated in the opposite direction compared to

the αβ component, FFT analysis shows that the dominant harmonics of the resultant

waveforms in the xyr subspace are of the 6n (n = 1,3,5,...) order which can be seen

in Figure 2.5d.
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Figure 2.5: Synchronous Reference Frame Flux Linkages with FFT Results used for
Interpreting the xyr subspace

Adopting the transformation from [19], the control scheme from Figure 2.3 must

be altered to accommodate the xy subspace component and improve the αβ and xys

voltage signals that are used for SVPWM. Since the xyr subspace is represented by

harmonics of the order 6n (n = 1,3,5,...), Proportional Resonant (PR) controllers can

be used as proposed in [17]. These PR controllers which can be seen in Figure 2.6

are tuned at six times the fundamental frequency to control the xyr components to

be as close to zero as possible. This exact technique is seen again in [23], however,

another method is seen in [24] that does not bother to rotate the xy subspace to the

synchronous reference frame and instead uses two PR controllers tuned at five and

seven times the fundamental frequency to help minimize the xys components to zero.
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Figure 2.6: Current Control Scheme for FOC, VSD Transformation Based Controller
Utilizing SVPWM

With the control techniques for both the coordinate transformations discussed,

the control schemes in Figure 2.3 and Figure 2.6 both consider SVPWM. Using these

control schemes, SVPWM switching techniques can be analyzed using different com-

binations of voltage vectors for calculated dwell times. Alternatively, SPWM can also

be implemented to control dual three-phase machines and this will also be analyzed

for the sake of comparison in which double zero sequence injection must be utilized so

that the performance between SVPWM and SPWM is similar. With the focus of this

thesis being on optimizing switching techniques to enhance the efficiency of six-phase

inverters, the simulations completed throughout this thesis will assume the controllers

in Figure 2.3 and Figure 2.6 are being implemented. Additionally, other aspects to be

assumed include the phase order of the controlled drive system being A1B1C1A2B2C2,

a VSD transformation-based drive model being used in the simulation environment,

and the six-phase VSI being limited to only two voltage levels.
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2.4 Switching Techniques

As the focus switches from the overall controller of a dual three-phase drive system

to the switching techniques used to generate pulses for the two-level six-phase VSI,

a detailed literature review of the existing techniques will be analyzed. The resul-

tant pulses that are generated for the VSI can be produced using different switching

techniques that take advantage of the 64 available switching states of the six-phase in-

verter. Alternatively, different three-phase switching techniques can be implemented

for dual three-phase drive systems when assuming a Double dq based controller since

each three-phase set is controlled as its own respective three-phase system. Fur-

thermore, similar to their three-phase counterparts, carrier-based SPWM techniques

can be implemented for multiphase drive systems. However, in the literature, it is

discussed how zero sequence injection is required for both three-phase winding sets

so that SPWM switching can obtain the same DC-link voltage utilization as other

switching techniques. Another switching technique commonly discussed in the liter-

ature is the vector classification-based switching technique which is first proposed in

[25]. The theory of this switching technique is further discussed in [26, 27] where the

six-phase VSI is treated as two independent three-phase inverters and therefore, three-

phase switching techniques can be applied independently to each inverter. Lastly, the

most popular switching technique throughout the literature is SVPWM which is first

proposed in [5]. SVPWM is the most discussed switching technique for multi-phase

motor drives due to the increase in the number of utilizable voltage vectors compared

to three-phase switching techniques and SPWM. In [3, 9, 13, 28, 29], in-depth sur-

veys to review the advances in each of the aforementioned switching techniques from

literature from the past two decades are provided.
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2.4.1 Sinusoidal Pulse Width Modulation

When considering the SPWM technique for dual three-phase drives, it is important

to note that the theory of SPWM is independent of the number of phases present

in the drive system [30]. This means that, in terms of SPWM, the same techniques

and theory commonly used for three-phase drive systems also applies to dual three-

phase systems with the same major benefit of easy implementation [29, 31]. Like

their three-phase counterparts, dual three-phase drive systems should consider the

injection of zero sequence components to both three-phase winding sets to utilize

similar DC-link voltage compared to other switching techniques [29]. This common

technique for six-phase drives is referred to as double zero sequence injection (DZSI)

SPWM due to the perception that the six-phase VSI is viewed as two separate three-

phase inverters that are connected to the same DC-link supply [32]. This technique

is further investigated in [33] where a generalized concept of nth harmonic injection

for n-phase inverters is discussed as well as the appropriate harmonics that should be

injected to maximize DC-Link utilization. Furthermore, in [34], different carriers are

compared using DZSI SPWM and how they affect power losses in IGBT Modules.

Additionally, [35] analyzes the output current ripple of dual three-phase drives when

DZSI SPWM is used to generate the pulses for the VSI switches. In more general

comparisons, the concept of DZSI SPWM can also be compared to different SVPWM

switching techniques in terms of harmonic performance [36, 37].

Although the focus of this thesis is mainly on the SVPWM switching techniques,

the DZSI SPWM strategy used in [36] will also be analyzed for the sake of comparison.

To establish a good comparison between the different switching techniques that have
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been discussed, for DZSI SPWM, when looking at the six-phase VSI from a dual three-

phase load point of view, two three-phase VSI’s are separately controlled, forming two

isolated polygons constructed of six voltage vectors similar to three-phase SVPWM

[32]. This is also similar to the vector classification algorithm which will not be

covered in the scope of this thesis. The difference between the two controlled three-

phase VSI’s is that there exists a 30◦ phase shift between the reference vector of

each three-phase set and this is due to the 30◦ phase shift between the winding sets.

Specifically for SPWM, this 30◦ phase shift also needs to be considered between the

zero sequence components that are injected into the voltage set of each winding set.

The overall current control scheme using a VSD based controller can be seen in Figure

2.7.
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Figure 2.7: Current Control Scheme for FOC, VSD Transformation Based Controller
Utilizing DZSI SPWM

28



M.A.Sc. Thesis - Joshua Caleb Taylor McMaster - Electrical Engineering

As this thesis focuses on six-phase VSI efficiency, one of the most important fac-

tors to be examined is the average switching frequency. Throughout this thesis, the

average switching frequency will be calculated for one full electrical cycle of the dual

three-phase drive system which is not what is typically done throughout the litera-

ture. The idea of using one full electrical will be further discussed when analyzing

SVPWM. It will also be assumed throughout this thesis that the switching frequency

of the carrier waveform in the DSP is set to 20 kHz for each switching technique that

is being examined. This is due to this switching frequency being near the maximum

allowable frequency for the IGBT module being utilized. To ensure that the desired

switching frequency of 20 kHz is maintained with balanced switching amongst all

switches, each switch must turn on and off only once in the 50 µs sampling time

which is calculated based on the specified switching frequency. Like, SPWM of three-

phase drive systems, a major benefit of DZSI SPWM of six-phase VSIs is that the

ideal scenario of each switch turning on and off only one time in each sampling pe-

riod occurs. This is due to the simple implementation of this technique where the

durations of the gate pulses for each switch of the VSI are determined by comparing

the carrier waveform with the phase voltages which can be observed in Figure 2.7.

For example, when the phase A1 voltage is greater than the carrier waveform, the top

switch of the corresponding phase leg of the VSI is on and the bottom switch is off.

When the phase voltage is less than the carrier waveform, the top switch then turns

off and the bottom switch turns on – more simply, the two switches of each phase leg

are complimentary. Furthermore, it is important to recall that the switching state of

each phase leg is represented using a binary system throughout this thesis where the

binary number “0” means the bottom switch is on and the binary number “1” implies
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that the top switch is on. The overall control scheme and an example of the resultant

waveforms for one phase leg can be seen in Figure 2.7 and Figure 2.8 respectively.
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Figure 2.8: DZSI SPWM Waveforms for Generation of Phase Leg A1 Gate Pulses

Throughout this thesis, all switching signals generated using DZSI SPWM use the

same carrier waveform seen in Figure 2.8 and the same voltage comparison control

method seen in Figure 2.7. The brief analysis of this technique can be used for

comparison with many of the different SVPWM techniques especially since DZSI

SPWM has a balanced switching pattern that provides the exact switching frequency

of 20 kHz for each switch of the VSI.

2.4.2 Space Vector Pulse Width Modulation

In contrast, the most popular switching method of multiphase machines throughout

the literature is SVPWM due to the exponential increase in voltage vectors as a result

of the linear increase in the phase number of the drive system. As previously discussed,

with the focus of this thesis being on the dual three-phase drive system with isolated
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neutral points, the zero sequence components in the Clarke and Park transformations

can be neglected. With this specific drive system, of the 64 possible switching states,

there are 49 possible voltage vectors in the stationary reference frame, αβ, subspace

that can be chosen. The per-unit magnitude and phase of these voltage vectors are

produced using (2.7) where SA1 , SB1 , SC1 , SA2 , SB2 , and SC2 represent the switching

state of each phase leg as previously discussed.

Vαβ =
1

3
(SA1 + SB1e

j( 4π
6
) + SC1e

j( 8π
6
) + SA2e

j(π
6
) + SB2e

j( 5π
6
) + SC2e

j( 9π
6
)) (2.7)

However, it is important to remember that for each voltage vector that is selected

in the αβ subspace, there is also a corresponding voltage vector in the stationary

reference frame, xys, subspace which can be represented using the equation:

Vxys =
1

3
(SA1 + SB1e

j( 8π
6
) + SC1e

j( 4π
6
) + SA2e

j( 5π
6
) + SB2e

j(π
6
) + SC2e

j( 9π
6
)) (2.8)

The equations above will calculate the magnitude and phase of each vector for every

switching state and these vectors can further be mapped to the αβ and xys subspaces.

This method is used to realize the corresponding xys voltage vector for every αβ vector

which can be observed in Figure 2.9 where almost all of the 49 possible vectors have

different magnitudes and phase angles for the xys subspace due to the transposition

of the angles seen in (2.8) compared to (2.7). With these equations calculating the

per-unit magnitude of each vector, four different magnitudes are calculated, plus

redundant zero voltage vectors. The different magnitudes of vectors are referenced

based on their magnitude in the αβ plane and will be referred to as large, medium-

large, medium, and small vectors which are all summarized in Table 2.1.
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Table 2.1: VSD Based Voltage Vector Classification and Magnitudes

Label
Decimal αβ xys

Number Representation Magnitude Magnitude

Large
36, 52, 54, 22, 18, 26 |VL| = 0.644VDC |VS | = 0.1725VDC27, 11, 09, 41, 45, 37

Medium-Large
53, 38, 20, 50, 30, 19 |VML| = 0.471VDC |VML| = 0.471VDC10, 25, 43, 13, 33, 44

Medium

32, 39, 04, 60, 48, 55

|VM | = 0.333VDC |VM | = 0.333VDC
06, 62, 16, 23, 02, 58
24, 31, 03, 59, 08, 15
01, 57, 40, 47, 05, 61

Small
46, 21, 34, 28, 51, 14 |VS | = 0.1725VDC |VL| = 0.644VDC17, 42, 29, 35, 12, 49

Zero 00, 07, 56, 63 |V0| = 0 |V0| = 0

36 
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52 
(110100)

54 
(110110)

22 
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18 
(010010)
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Figure 2.9: Dual Three-Phase Drive System Voltage Vectors in the Stationary Refer-
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As previously discussed, in Figure 2.9, every voltage vector is referenced using

a decimal number that corresponds to a six-digit binary number which represents

the switching states of each phase leg assuming the phase order of A1B1C1A2B2C2.

Recall that, a switching state of the binary number “1” means that the top switch

of the phase leg is on and a switching state of the binary number “0” means that

the bottom switch of the phase leg is on – where the two switches in each phase

leg are complimentary. When SVPWM was first discussed in [5], it was discussed

that the number of voltage vectors needed to control dual three-phase drive systems

was the same as the number of dimensions in the system with an additional zero

vector. Therefore, since the zero-sequence components can be ignored in this specific

topology, four voltage vectors are required for the α, β, x, and y dimensions as well

as a fifth zero vector. In general, for an n-phase machine, n−1 voltage vectors should

be used [38]. Furthermore, since only the αβ subspace contributes to electromagnetic

torque production, the goal of this switching technique is to maintain the volt-seconds

of the αβ subspace to produce the desired amount of torque while at the same time

maintain the volt-seconds of the xys subspace to remain as close to zero as possible [5].

This can be done using any combination of voltage vectors with [5] first proposing a

12-sector switching method using the four adjacent large vectors of the αβ subspace.

In this paper, only the large vectors of the αβ plane are used due to the corresponding

xys vectors having the smallest magnitude. This means that the desired concept of

maintaining the volt-seconds of xys to be zero will be easier since only small magnitude

voltage vectors are being applied to the xys subspace.

This proposed method using four large voltage vectors and one zero voltage vector

has been the basis for modified and improved six-phase SVPWM techniques in the
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last 20 years. This method was further observed when using different winding phase

shifts between the two sets of three-phase windings within the drive system in [39]

and carried over to a five-phase drive system in [38, 40]. In [41], the classic SVPWM

scheme for six-phase machines is generalized for n-phase machines while [42] compares

this n-phase generalized SVPWM technique to SPWM for a nine-phase drive system.

Once again, the importance of including all dimensions in the SVPWM technique

and not excluding the xy subspace is discussed in [43]. SVPWM techniques have also

been improved for different coordinate transformations, specifically, the Double dq

transformation and different multiphase drive system topologies as seen in [44] and

[45, 46], respectively, with comparisons of SVPWM techniques for different coordinate

transformations given in [47]. Furthermore, the use of SVPWM in the overmodulation

region is discussed in [26, 27, 48, 49, 50], however, that is outside the scope of this

thesis.

This thesis focuses on the machine’s constant torque operating region for SVPWM

switching schemes and, unlike other literature, focuses on the efficiency of the six-

phase VSI specifically. Throughout this section, existing switching techniques will

be examined and unique methods to reduce the average switching frequency will be

observed in an effort to improve the overall six-phase VSI efficiency over a wide op-

erating range. When looking at the existing literature for SVPWM techniques in

the constant torque region, the main focus is typically to reduce the phase current

THD with very few papers focusing on the average switching frequency across mul-

tiple sampling intervals. One of the common methods that is often associated with

improving the harmonic performance of different switching techniques is the idea of

increasing the sampling frequency. This typically corresponds to a decrease in the
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number of different voltage vectors applied in one switching period where the dura-

tion of each voltage vector is referred to as a time-segment. Consequently, the more

time-segments used within one switching period of a switching algorithm, the more

switchings between the five selected voltage vectors occur. For example, the idea of

using 9, 11, or even 13 time-segments by means of only the large vectors in the αβ

plane was first proposed in [51] along with a technique for easier DSP implementation

of six-phase drive system SVPWM to reduce computation time. Similar switching

algorithms are also discussed in [52] along with strategies for implementing different

time segment methods to the DSP. Furthermore, aside from improving harmonic per-

formance, some papers have even investigated solely reducing the switching frequency,

but only looking into the conventional SVPWM method using four large and one zero

voltage vector [53]. With the original SVPWM, assuming the αβ subspace is divided

into 12 sectors based on the 12 large voltage vectors, [54] was the first to propose a 24

sector switching algorithm using three large, one medium, and one zero voltage vector

with a comparison to 12 sector continuous and discontinuous algorithms. Note that

continuous switching refers to having every switch of the inverter turn on and off at

least one time and discontinuous switching refers to having at least one inverter leg

not switching during the sampling period. Figure 2.10 shows how the αβ subspace is

divided for both 12 and 24 sector switching methods.
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Figure 2.10: Sector Definition Based on the αβ Subspace Voltage Vectors

The switching technique that uses three large, one medium, and one zero voltage

vector was further investigated in [55] where different zero vectors are used in different

locations of the switching pattern in an attempt to minimize the phase current THD.

More recently, [56] proposes a new 24 sector switching pattern that uses three large,

two medium, and one zero voltage vector where the medium vectors are dedicated

to ease the transitions between the large and zero vectors. However, when using the

widely adopted dwell time calculation that comes from [5] which can be seen in (2.9),

this method would result in five dwell times for the six different voltage vectors so

it must then be assumed that the two transition vectors are not independent of one

another. In (2.9), vkj represents the voltage projection of the kth vector on the j axis

which includes the d, q, xr, and yr axes. Additionally, Tk represents the dwell time of

the kth vector during the sampling time, Ts. Lastly, v∗j represents the j axis voltage
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reference values where the reference voltage for the xr and yr axes are set to zero.



T1

T2

T3

T4

T0


=



v1d v2d v3d v4d v5d

v1q v2q v3q v4q v5q

v1x v2x v3x v4x v5x

v1y v2y v3y v4y v5y

1 1 1 1 1



−1 

v∗dTs

v∗qTs

0

0

Ts


(2.9)

In addition, [56] analyzes different 12 sector and 24 sector techniques previously

proposed in the literature with a comparison of phase current THD and an investiga-

tion into how these techniques transition to the overmodulation region. Furthermore,

[57] and [58] have implemented 24 sector switching algorithms that use two large, two

medium-large, and one zero voltage vector that is implemented in different locations

of the switching cycle . Alternatively, instead of using zero vectors, [59] uses opposite

large voltage vectors to obtain the desired magnitude of the reference voltage vector

which has good performance at high modulation indexes. Lastly, [60] proposes differ-

ent 24 sector technique variations of three large, one medium, and one zero voltage

vector, as well as two large, one medium-large, one medium, and one zero voltage vec-

tor algorithms and compares them with other commonly used SVPWM techniques

in terms of harmonic performance for a wide operating range.

Throughout all these pieces of literature, the average switching frequency is calcu-

lated based on the switching instances of one sector and any transitions in switching

states between sectors are not included. Therefore, to calculate the average switching

frequency, fswavg , switching instances over one full electrical cycle will be considered

with the frequency of the switching carrier waveform, fswcarr , set at 20 kHz where
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(2.10) can be used to provide an accurate average switching frequency calculation for

each of the more popular techniques to be discussed.

fswavg =

(
# of switchings over one electrical cycle

24 ∗ 12

)
(fswcarr) (2.10)

It is important to note that to allow for a proper comparison of the average switching

frequency for each technique, one full electrical cycle is considered to be 24 sample

periods. This allows for a 24 sector technique to change sectors every sampling

period and make it through the entire electrical cycle. However, this also means that

for 12 sector techniques, the sector changes every two sample periods so that one full

electrical cycle is completed after 24 sample periods.

When it comes to minimizing the switching frequency of the existing techniques,

the number of time segments utilized will need to be adjusted and the order in which

the voltage vectors are applied can be altered. It is also important to know that there

is typically a trade-off between minimizing the switching frequency and increasing the

phase current THD. For this reason, the resultant phase current THD of each switch-

ing technique using different time segments will also be observed. With the focus of

the drive systems discussed in this thesis being high power, variable speed systems,

it is important that the switching frequency remains the same as the sampling fre-

quency, fsamp = fsw, to help reduce computation time and costs. Another important

consideration for these switching techniques is being able to easily implement these

techniques using a DSP where the PWM registers are designed to only turn on and

off one time in each switching period. This means that the switching pattern within

each sampling/switching period must have voltage vectors applied that will result in

the phase voltage of each phase leg switching on and off only one time.
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When looking into the four large and one zero voltage vector technique, [51]

and [52] propose modifications to this switching technique that require the sampling

frequency to be up to double the switching frequency but this should be avoided.

Therefore, if this technique is to be implemented utilizing the existing PWM drivers of

the DSP, it must be implemented as a 7 time-segment, continuous, 12 sector algorithm

with the redundancy in the zero voltage vectors being taken advantage of. Recall

that there exist four different zero vectors that can be used that are represented by

the decimal numbers 00, 07, 56, and 63. Furthermore, the naming convention of

the switching methods discussed in this thesis will be either a “C” or “D” to specify

continuous or discontinuous switching, then a “12” or “24” to specify the αβ subspace

being divided into 12 or 24 sectors, followed by the combination of voltage vectors

being used. With this convention, the four large and one zero voltage vector technique

discussed will be referred to as C12-4L1Z and the switching characteristics can be seen

in Table 2.2 and Figure 2.11.

Table 2.2: Switching Sequence for Each Sector Represented by Decimal Numbers for
the C12-4L1Z Switching Technique Using 7 Time Segments

Sector
Decimal Number

Sector
Decimal Number

Switching Sequence Switching Sequence

1 07 – 37 – 36 – 56 – 52 – 54 – 07 7 56 – 26 – 27 – 07 – 11 – 09 – 56

2 00 – 36 – 52 – 63 – 54 – 22 – 07 8 63 – 27 – 11 – 00 – 09 – 41 – 63

3 56 – 52 – 54 – 07 – 22 – 18 – 56 9 07 – 11 – 09 – 56 – 41 – 45 – 07

4 63 – 54 – 22 – 00 – 18 – 26 – 63 10 00 – 09 – 41 – 63 – 45 – 37 – 00

5 07 – 22 – 18 – 56 – 26 – 27 – 07 11 56 – 41 – 45 – 07 – 37 – 36 – 56

6 00 – 18 – 26 – 63 – 27 – 11 – 00 12 63 – 45 – 37 – 00 – 36 – 52 – 63
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Figure 2.11: Visual Representation for the Sequence of the Voltage Vectors applied
for the C12-4L1Z Technique Using 7 Time Segments

From Table 2.2, it can be seen that one of the benefits of this modified technique

from the literature is that it can be implemented to the DSP with fsamp = fsw

since each phase turns on and off only one time in each sampling/switching period.

However, the actual average switching frequency needs to consider the switching

changes that occur during the change in sectors as a result of the change in zero

vectors being used. To calculate the average switching frequency, (2.10) can be used

and for a defined carrier switching frequency, fswcarr , of 20 kHz, the average switching

frequency, fswavg , is calculated to be 22.5 kHz.

The aforementioned C12-4L1Z technique uses only the large vectors of the αβ

plane to limit the magnitude of the voltage vectors applied to the xys subspace,

however, it was first proposed in [54] to take advantage of the redundancy in the
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medium vectors to help reduce the phase current THD. This technique, therefore,

uses three large, one medium, and one zero voltage vector and is implemented with

a sampling frequency that is twice the switching frequency, fsamp = 2fsw. With this

technique also being discussed in [55], both 9 and 11 time-segments have been pro-

posed. With the focus of this thesis being on reducing the switching frequency, the

9 time-segment, discontinuous switching technique will be reviewed which generates

the lowest switching frequency of the different methods for this specific technique pro-

posed in the literature. Due to the redundancy in the medium vectors when looking

at Figure 2.9, this switching technique allows for a smoother transition between each

voltage vector, especially when going from a large vector to zero vector. Additionally,

with the angle in which the medium vectors sit, this switching technique has the best

performance when the αβ plane is split into 24 sectors rather than 12 as in Figure

2.10b. As a result, this technique is referred to as D24-3L1M1Z and the switching

characteristics can be observed in Figure 2.12 and Table 2.3.
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Figure 2.12: Visual Representation for the Sequence of the Voltage Vectors applied
for the D24-3L1M1Z Technique Using 9 Time Segments
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Table 2.3: Switching Sequence for Each Sector Represented by Decimal Numbers for
the D24-3L1M1Z Switching Technique Using 9 Time Segments

Sector
Decimal Number

Sector
Decimal Number

Switching Sequence Switching Sequence

1 07 – 37 – 36 – 52 – 60 – 52 – 36 – 37 – 07 13 56 – 26 – 27 – 11 – 03 – 11 – 27 – 26 – 56

2 07 – 39 – 37 – 36 – 52 – 36 – 37 – 39 – 07 14 56 – 24 – 26 – 27 – 11 – 27 – 26 – 24 – 56

3 00 – 36 – 52 – 54 – 55 – 54 – 52 – 36 – 00 15 63 – 27 – 11 – 09 – 08 – 09 – 11 – 27 – 63

4 00 – 04 – 36 – 52 – 54 – 52 – 36 – 04 – 00 16 63 – 59 – 27 – 11 – 09 – 11 – 27 – 59 – 63

5 56 – 52 – 54 – 22 – 06 – 22 – 54 – 52 – 56 17 07 – 11 – 09 – 41 – 57 – 41 – 09 – 11 – 07

6 56 – 48 – 52 – 54 – 22 – 54 – 52 – 48 – 56 18 07 – 15 – 11 – 09 – 41 – 09 – 11 – 15 – 07

7 63 – 54 – 22 – 18 – 16 – 18 – 22 – 54 – 63 19 00 – 09 – 41 – 45 – 47 – 45 – 41 – 09 – 00

8 63 – 62 – 54 – 22 – 18 – 22 – 54 – 62 – 63 20 00 – 01 – 09 – 41 – 45 – 41 – 09 – 01 – 00

9 07 – 22 – 18 – 26 – 58 – 26 – 18 – 22 – 07 21 56 – 41 – 45 – 37 – 05 – 37 – 45 – 41 – 56

10 07 – 23 – 22 – 18 – 26 – 18 – 22 – 23 – 07 22 56 – 40 – 41 – 45 – 37 – 45 – 41 – 40 – 56

11 00 – 18 – 26 – 27 – 31 – 27 – 26 – 18 – 00 23 63 – 45 – 37 – 36 – 32 – 36 – 37 – 45 – 63

12 00 – 02 – 18 – 26 – 27 – 26 – 18 – 02 – 00 24 63 – 61 – 45 – 37 – 36 – 37 – 45 – 61 – 63

Referring to Table 2.3, when implementing the D24-3L1M1Z switching technique,

implementation to DSP can be accomplished with fsamp = fsw due to each switch,

at maximum, only turning on and off one time. An added benefit of this balanced

9 time-segment switching technique is that there is discontinuous switching, where

at least one switch in each sampling period does not turn on or off and this helps

to reduce the average switching frequency. Modified versions of the switching tech-

niques that use three large, one medium, and one zero voltage vector are shown in

[54] that include the use of both discontinuous and continuous switching algorithms,

but this 9 time-segment discontinuous technique proves to have the lowest average

switching frequency. A detailed THD analysis of the resultant phase currents from

these modified techniques is also provided in [54] and compared to modified versions

of the four large and one zero vector technique. Similar to the C12-4L1Z technique
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previously discussed, it can be seen that there are some instances where switches

turn on or off when transitioning between sectors which must be considered when

calculating the average switching frequency. Taking this into consideration and using

(2.10) from above, for a defined carrier switching frequency, fswcarr , of 20 kHz, the

average switching frequency is calculated to be 19.16 kHz.

With the three large, one medium, and one zero voltage vector technique being

the first proposed technique that does not use only the large voltage vectors in the

αβ subspace, many recent papers have started to explore utilizing the wide variety of

voltage vectors of different magnitudes that can be produced with a six-phase VSI. In

[56], a switching method is adopted where three large vectors, two medium vectors,

and one zero voltage vector are used. Based on the matrix to calculate the dwell

times that was recently seen in (2.9), a problem arises when only calculating five

dwell times for six voltage vectors. For this reason, the two medium voltage vectors

are not independent of one another and the same dwell time is used as the duration

for each of the medium vectors. The switching sequence of this technique uses a

very similar concept to the D24-3L1M1Z technique previously discussed where the

αβ plane is divided into 24 sectors, however, an additional medium voltage vector is

used in the middle of the switching sequence to simulate a lower voltage component,

similar to how zero vectors are often used in the middle of switching algorithms for

continuous methods. This technique is referred to as D24-3L2M1Z and the switching

characteristics can be observed in Figure 2.13 and Table 2.4.
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Figure 2.13: Visual Representation for the Sequence of the Voltage Vectors applied
for the D24-3L2M1Z Technique Using 11 Time Segments

As seen in Table 2.4, with the D24-3L2M1Z technique being a discontinuous

switching method, at least one switch does not turn on or off in each sample pe-

riod and the requirement of fsamp = fsw is maintained allowing this technique to be

implemented using a DSP. However, similar to all aforementioned techniques, there

exist additional switchings every two sectors when the zero voltage vector being used

is adjusted. Once again, considering these switching instances in the calculation of

the average switching frequency, using (2.10) from above for a carrier switching fre-

quency, fswcarr , of 20 kHz, the average switching frequency, fswavg , is calculated to be

19.16 kHz.
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Table 2.4: Switching Sequence for Each Sector Represented by Decimal Numbers for
the D24-3L2M1Z Switching Technique Using 11 Time Segments

Sector
Decimal Number

Sector
Decimal Number

Switching Sequence Switching Sequence

1
07 – 05 – 37 – 36 – 52 – 60

13
56 – 58 – 26 – 27 – 11 – 03

– 52 – 36 – 37 – 05 – 07 – 11 – 27 – 26 – 58 – 56

2
07 – 39 – 37 – 36 – 52 – 48

14
56 – 24 – 26 – 27 – 11 – 15

– 52 – 36 – 37 – 39 – 07 – 11 – 27 – 26 – 24 – 56

3
00 – 32 – 36 – 52 – 54 – 55

15
63 – 31 – 27 – 11 – 09 – 08

– 54 – 52 – 36 – 32 – 00 – 09 – 11 – 27 – 31 – 63

4
00 – 04 – 36 – 52 – 54 – 62

16
63 – 59 – 27 – 11 – 09 – 01

– 54 – 52 – 36 – 04 – 00 – 09 – 11 – 27 – 59 – 63

5
56 – 60 – 52 – 54 – 22 – 06

17
07 – 03 – 11 – 09 – 41 – 57

– 22 – 54 – 52 – 60 – 56 – 41 – 09 – 11 – 03 – 07

6
56 – 48 – 52 – 54 – 22 – 23

18
07 – 15 – 11 – 09 – 41 – 40

– 22 – 54 – 52 – 48 – 56 – 41 – 09 – 11 – 15 – 07

7
63 – 55 – 54 – 22 – 18 – 16

19
00 – 08 – 09 – 41 – 45 – 47

– 18 – 22 – 54 – 55 – 63 – 45 – 41 – 09 – 08 – 00

8
63 – 62 – 54 – 22 – 18 – 02

20
00 – 01 – 09 – 41 – 45 – 61

– 18 – 22 – 54 – 62 – 63 – 45 – 41 – 09 – 01 – 00

9
07 – 06 – 22 – 18 – 26 – 58

21
56 – 57 – 41 – 45 – 37 – 05

– 26 – 18 – 22 – 06 – 07 – 37 – 45 – 41 – 57 – 56

10
07 – 23 – 22 – 18 – 26 – 24

22
56 – 40 – 41 – 45 – 37 – 39

– 26 – 18 – 22 – 23 – 07 – 37 – 45 – 41 – 40 – 56

11
00 – 16 – 18 – 26 – 27 – 31

23
63 – 47 – 45 – 37 – 36 – 32

– 27 – 26 – 18 – 16 – 00 – 36 – 37 – 45 – 47 – 63

12
00 – 02 – 18 – 26 – 27 – 59

24
63 – 61 – 45 – 37 – 36 – 04

– 27 – 26 – 18 – 02 – 00 – 36 – 37 – 45 – 61 – 63

Another switching technique that has been proposed in [57] and [58] uses two

large, two medium-large, and one zero voltage vector. The selection of these voltage

vectors in the αβ plane comes from the resultant vectors of the xys plane. In the

xys plane, this technique results in pairs of medium-large and small vectors that are

opposite in phase which help to maintain the volt-seconds of the xys subspace to be

as close to zero as possible while maintaining the αβ reference. This technique can
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be implemented as a continuous 12 sector method which was seen in Figure 2.10a.

Therefore, this switching sequence is referred to as C12-2L2ML1Z and its switching

characteristics can be seen in Figure 2.14 and Table 2.5.
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Figure 2.14: Visual Representation for the Sequence of the Voltage Vectors applied
for the C12-2L2ML1Z Technique Using 7 Time Segments

Table 2.5: Switching Sequence for Each Sector Represented by Decimal Numbers for
the C12-2L2ML1Z Switching Technique Using 7 Time Segments

Sector
Decimal Number

Sector
Decimal Number

Switching Sequence Switching Sequence

1 00 – 36 – 38 – 63 – 53 – 52 – 00 7 00 – 10 – 11 – 63 – 27 – 25 – 00

2 00 – 38 – 54 – 63 – 52 – 20 – 00 8 00 – 11 – 43 – 63 – 25 – 09 – 00

3 00 – 20 – 22 – 63 – 54 – 50 – 00 9 00 – 09 – 13 – 63 – 43 – 41 – 00

4 00 – 22 – 30 – 63 – 50 – 18 – 00 10 00 – 13 – 45 – 63 – 41 – 33 – 00

5 00 – 18 – 19 – 63 – 30 – 26 – 00 11 00 – 33 – 37 – 63 – 45 – 44 – 00

6 00 – 19 – 27 – 63 – 26 – 10 – 00 12 00 – 37 – 53 – 63 – 44 – 36 – 00

The C12-2L2ML1Z switching technique is proposed using both continuous and

discontinuous algorithms in [57] and [58], however, the continuous method is ana-

lyzed in this thesis due to the poor performance of the discontinuous methods when

evaluating the phase current THD. For this reason, the continuous switching method
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discussed in this thesis uses only 7 time segments to help reduce the average switch-

ing frequency. Additionally, for this 12 sector switching method, the algorithm has

removed the switching instances between each sector which helps to further reduce

the average switching frequency. For a defined carrier switching frequency, fswcarr ,

of 20 kHz, the average switching frequency is calculated from (2.10) to be 20 kHz,

which is similar to the DZSI SPWM technique first discussed.

Lastly, in [60] modifications of the three large, one medium, and one zero voltage

vector switching technique are proposed where different medium vectors are used as

well as a proposed technique that uses two large, one medium-large, one medium,

and one zero voltage vector. The main contribution of this paper is the idea of

alternating the medium voltage vector that is used for both switching techniques

to improve the phase current THD at different operating points of a drive system.

All techniques discussed in this paper divide the αβ plane into 24 sectors and are

compared to SPWM. Looking more in-depth at the proposed 24 sector technique in

this paper using two large, one medium-large, one medium, and one zero voltage

vector, this technique is developed by analyzing the resultant voltage vectors that

would be generated by SPWM and making adjustments for a VSD based controller

which helps to lower the phase current THD. This continuous switching technique

will be referred to as C24-2L1ML1M1Z and from the two modified versions of this

discussed in [60], the technique with the lowest THD is discussed with switching

characteristics shown in Figure 2.15 and Table 2.6.
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Figure 2.15: Visual Representation for the Sequence of the Voltage Vectors applied
for the C24-2L1ML1M1Z Technique Using 11 Time Segments

This continuous switching algorithm from Table 2.6 once again requires a change

in the zero vectors every two sectors which will be considered in the average switching

frequency calculation. For a defined carrier switching frequency of 20 kHz, with each

switch turning on and off at least one time in each switching period, and including the

switchings between sectors, the average switching frequency can be calculated using

(2.10) as 22.5 kHz. This is a similar average switching frequency to the proposed

technique from [56] which shows that certain patterns and methods result in the same

average switching frequency calculation.

From the techniques proposed in the literature that have been discussed above,

different methods that help to reduce the switching frequency can be realized, but also

some patterns that increase the average switching frequency can be observed. For

example, the use of discontinuous switching helps to reduce the average switching

frequency, however, changing the zero vectors every sector or every two sectors for

12 and 24 sector methods, respectively, increases the average switching frequency.

In the upcoming chapters, these factors will be considered as the VSI efficiency is

observed for these existing techniques from literature and new switching techniques
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are proposed. However, to allow for accurate comparisons between the discussed

techniques, it is important to develop an accurate model for dual three-phase drive

systems.

Table 2.6: Switching Sequence for Each Sector Represented by Decimal Numbers for
the C24-2L1ML1M1Z Switching Technique Using 11 Time Segments

Sector
Decimal Number

Sector
Decimal Number

Switching Sequence Switching Sequence

1
63 – 53 – 37 – 36 – 04 – 00

13
00 – 10 – 26 – 27 – 59 – 63

– 04 – 36 – 37 – 53 – 63 – 59 – 27 – 26 – 10 – 00

2
63 – 53 – 52 – 36 – 32 – 00

14
00 – 10 – 11 – 27 – 31 – 63

– 32 – 36 – 52 – 53 – 63 – 31 – 27 – 11 – 10 – 00

3
07 – 38 – 36 – 52 – 48 – 56

15
56 – 25 – 27 – 11 – 15 – 07

– 48 – 52 – 36 – 38 – 07 – 15 – 11 – 27 – 25 – 56

4
07 – 38 – 54 – 52 – 60 – 56

16
56 – 25 – 09 – 11 – 03 – 07

– 60 – 52 – 54 – 38 – 07 – 03 – 11 – 09 – 25 – 56

5
00 – 20 – 52 – 54 – 62 – 63

17
63 – 43 – 11 – 09 – 01 – 00

– 62 – 54 – 52 – 20 – 00 – 01 – 09 – 11 – 43 – 63

6
00 – 20 – 22 – 54 – 55 – 63

18
63 – 43 – 41 – 09 – 08 – 00

– 55 – 54 – 22 – 20 – 00 – 08 – 09 – 41 – 43 – 63

7
56 – 50 – 54 – 22 – 23 – 07

19
07 – 13 – 09 – 41 – 40 – 56

– 23 – 22 – 54 – 50 – 56 – 40 – 41 – 09 – 13 – 07

8
56 – 50 – 18 – 22 – 06 – 07

20
07 – 13 – 45 – 41 – 57 – 56

– 06 – 22 – 18 – 50 – 56 – 57 – 41 – 45 – 13 – 07

9
63 – 30 – 22 – 18 – 02 – 00

21
00 – 33 – 41 – 45 – 61 – 63

– 02 – 18 – 22 – 30 – 63 – 61 – 45 – 41 – 33 – 00

10
63 – 30 – 26 – 18 – 16 – 00

22
00 – 33 – 37 – 45 – 47 – 63

– 16 – 18 – 26 – 30 – 63 – 47 – 45 – 37 – 33 – 00

11
07 – 19 – 18 – 26 – 24 – 56

23
56 – 44 – 45 – 37 – 39 – 07

– 24 – 26 – 28 – 19 – 07 – 39 – 37 – 45 – 44 – 56

12
07 – 19 – 27 – 26 – 58 – 56

24
56 – 44 – 36 – 37 – 05 – 07

– 58 – 26 – 27 – 19 – 07 – 05 – 37 – 36 – 44 – 56
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Chapter 3

Proposed Dynamic Dual

Three-Phase Drive System

Modelling

3.1 Introduction

As research is conducted into developing higher performance, more reliable, and more

efficient electric motors for traction applications, the design of an accurate simulation

model is essential before carrying out any sort of experimental verification. For this

thesis, due to the limited resources for operating a high-power multiphase setup, an

accurate six-phase drive Matlab/Simulink Model has been proposed and verified at a

very low operating point. This proposed drive model is a FOC based model that is

divided into three separate subsystems – the motor, the controller, and the inverter.

This chapter will investigate each subsystem of the drive model with a detailed ex-

planation of every aspect of the system as well as the considerations that have been
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made in the simulation model to match the experimental setup as closely as possible.

In a similar way to the control techniques previously discussed, the motor subsystem

can be modelled assuming either the VSD or Double dq coordinate transformation.

Once again, due to the significant mutual coupling effect of the Double dq coordinate

transformation, the motor subsystem utilizes the VSD transformation where the αβ

subspace contributes to torque production with other, loss contributing harmonics

being mapped in the xy subspace. This proposed simulation model uses lookup ta-

bles that are generated in FEA software for each of the four synchronous reference

frame dimensions of the dual three-phase drive system – d, q, xr, and yr. Similar to

the physical motor, the six-phase voltages are the inputs to this motor model with

the machine’s phase currents being the output. Within the physical setup of the mo-

tor, phase voltages are generated by the inverter and sent to the motor and current

sensors detect the phase currents and relay this information back to the controller.

With the proposed model structure being an IPMSM, FOC based model, the con-

troller subsystem is simplified where an offline maximum torque per ampere (MTPA)

profile is used to select reference id and iq current inputs. It should be noted that to

obtain the MTPA profile of the motor, the flux linkage and torque data should be

obtained from FEA results at a given speed, usually the motor base speed. Then,

by sweeping the phase current magnitudes and phase angles, the combination that

produces the highest torque can be calculated at every operating point. Post process-

ing can then invert the results to determine the phase current magnitude and phase

angle that produces the maximum torque. Note that each combination of the current

magnitude and angle corresponds to a pair of d and q axis current values. Determin-

ing the maximum torque for each combination of these d and q axis values produces
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an optimized trajectory from zero to maximum torque for the specified quadrants of

operation. Additionally, with the MTPA profile being generated offline at the motors

base speed, this same trajectory can be used for the entire constant torque operating

region where the d and q current inputs are selected to increase and decrease the

load torque of the system to observe the operating characteristics of the machine.

Therefore, the controller subsystem is required to take in the reference current values

for each subspace, and additionally, the phase current and position feedback from the

motor. Within the controller, different control and switching techniques are utilized

to then generate gate signals for each of the switches of the six-phase VSI which is iso-

lated in its own subsystem. Inside the inverter subsystem, the generated gate signals

are used with a fixed DC link voltage where switching devices are utilized to generate

phase voltages that are then fed to the motor subsystem. With a focus of this thesis

being on the inverter efficiency, accurate power loss modelling of each IGBT module

is completed in the inverter subsystem to provide accurate VSI efficiency calculations

for the different control/switching techniques being used.

Figure 3.1 presents the closed-loop model where each of the subsystems seen will

be discussed in more detail throughout this chapter. The contribution from this

modelling method comes from the motor subsystem where lookup tables are gener-

ated in FEA that calculate the synchronous reference frame currents as functions

of synchronous frame flux linkages and electrical position. Additionally, this pro-

posed model provides the overall torque output of the system as a function of the

synchronous frame currents and electrical position. Similar methods have been used

for modelling three-phase IPMSMs [61], however, the motor model becomes much

more complicated with the inclusion of the xy subspace. The details of this proposed
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modelling strategy specifically for dual three-phase IPMSMs will be discussed in the

following section.
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Figure 3.1: Overview of Dual Three-Phase Drive System in Simulink Environment

3.2 Motor Subsystem Modelling

Similar to the aforementioned control and switching techniques, multiphase machine

modelling can be implemented using a Double dq or VSD transformation-based model.

However, due to the significant mutual coupling between the two isolated phase sets

that is associated with the Double dq transformation previously discussed, more com-

plex voltage decoupling calculations are required. Therefore, the VSD based model is

adopted to produce a mathematical representation of the different subspaces within

the dual three-phase system. An added benefit of the VSD model is that it can be
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applied to any multiphase motor and the motor does not have to have a multiple

of three-phases as is required for the Double dq based model [62]. As mutual cou-

pling still exists among phase windings, similar to three-phase machines, the VSD

mathematical representation is given in the synchronous reference frame with spa-

tial harmonics and saturation effects often ignored. The synchronous frame voltage

equations are defined in [19] as:

vd = Rsid + Ld
did
dt
− ωeLqiq (3.1a)

vq = Rsiq + Lq
diq
dt
− ωe(Ldid + ψPM) (3.1b)

vx = Rsixr + Lz
dixr
dt

(3.1c)

vy = Rsiyr + Lz
diyr
dt

(3.1d)

where vk (k = d,q,xr,yr) represents the stator voltages, ik (k = d,q,xr,yr) represents

the stator currents, Ld and Lq represent the d and q axis stator inductances respec-

tively, Lz represents stator leakage inductance, Rs is the stator resistance, ωe is the

electrical speed, and ψPM is the permanent magnet flux linkage. The stator flux

linkages can then be defined in terms of the inductance parameters referenced in the

above voltage equations:

ψd = Ldid + ψPM (3.2a)

ψq = Lqiq (3.2b)

ψx = Lzixr (3.2c)

ψy = Lziyr (3.2d)
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where ψk (k = d,q,xr,yr) represent stator flux linkages. All parameters from above

can then be utilized to calculate the machine torque:

Te = npp(ψPM iq + (Ld − Lq)idiq) (3.3)

where npp is the number of pole pairs of the motor. In recent literature, many papers

consider multiphase machine modelling utilizing this system of equations to develop

a linear model with fixed inductance values ignoring the dynamic behaviour of the

IPMSM. More recent modelling strategies have made attempts to include the dy-

namic behaviour of the IPMSM using complex mathematical representation such as

in [63] and [64]. In addition, [65] proposes a simplified mathematical model which

implements the Double dq transformation but this model does not consider any of

the nonlinearities of the motor. A similar modelling strategy is then implemented for

nine-phase machines in [66] which allowed for a generalized modelling technique for

multiples of three phase machines to be discussed in [67] which is based on the rela-

tionship between phase voltage and current. Moreover, the torque of this modelling

technique is calculated mathematically using an inductance matrix, however, some

saturation effects have been ignored. Additionally, in [68], dual three-phase modelling

utilizing the VSD based mathematical representation is seen but only assuming that

the back-electromotive force is sinusoidal and also neglecting the high order nonlinear

effects of the machine. Furthermore, in [69], the torque model is further improved

through mathematical representation which includes the harmonics in the PM flux

linkage, inductance, and currents using the Double dq transformation.

The multiphase machine model proposed in this thesis has been developed based

on many recent advances in modelling strategies for three-phase IPMSMs. In [70, 71]
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and [72], offline FEA is completed to generate LUTs for the nonlinear characteristics

of a motor such as flux linkage, torque, or voltage. In [61], the concept of using

these LUTs to model the dynamic behaviour of a three-phase IPMSM includes the

high-frequency current ripple that results from the switching instances of the inverter

which further increases the accuracy of the machine model. It is important to note

that these three-phase modelling strategies only require FEA to calculate the non-

linear characteristics of the machine one time offline. The calculated machine char-

acteristics that include the effects of spatial harmonics, cross-coupling, and magnetic

saturation are then stored in LUTs for one full electrical cycle which can be utilized in

Simulink with the conventional three-phase mathematical model that is represented

in the synchronous reference frame as seen in [61]. This method of machine modelling

removes the time-consuming FEA calculations and therefore, simulations in the Mat-

lab/Simulink environment can run much faster while still providing the accuracy

of FEA through the use of LUTs. Carrying these methods to multiphase machine

modelling and adopting the VSD transformation, the inclusion of the xy subspace

significantly increases the complexity of this modelling strategy. However, similar

to the modelling of the three-phase counterpart, the simulation time is significantly

improved through the use of LUTs for the d, q, and now xr, and yr components.

With the VSD transformation being utilized for dual three-phase machine mod-

elling, there exist two independent subspaces to be considered – dq and xyr. Since

these subspaces are orthogonal and therefore independent of one another, this pro-

posed machine model will consider each subspace individually. The independent

subspaces can be observed in (3.1) where mutual coupling effects between the d and

q axis as well as between the x and y axis can be observed, but there is no mutual
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coupling between the dq and xy subspaces which is important to note for the pro-

posed model. This system of equations will be used to model the dual three-phase

machine, however as discussed in [61], to include the effects of mutual coupling in

this system of equations, the d and q self-inductances and cross-coupling inductances

need to be considered. Additionally, for the dual three-phase machine, the leakage

self-inductance also needs to be considered for the xy subspace which increases the

complexity of the calculations since these inductances are all functions of the sta-

tor currents and electrical position. Therefore to avoid these complex calculations,

the flux linkage characteristics of the motor can be employed, but as pointed out

in [61], derivative-based flux linkage equations could result in instability and error

accumulation, so it is best to adopt integral based flux linkage equations as follows:

ψd =

∫
(vd −Rsid + ωeψq)dt (3.4a)

ψq =

∫
(vq −Rsiq + ωeψd)dt (3.4b)

ψx =

∫
(vx −Rsix)dt (3.4c)

ψy =

∫
(vy −Rsiy)dt (3.4d)

Due to the dependency of these flux linkage components on many of the machine

parameters including synchronous reference frame currents, rotor position, and the

physical structure of the machine, the most accurate results can be obtained using

FEA. The use of FEA allows for all electrical characteristics of the machine to be

calculated based on a given phase excitation current for a desired rotor position span.

As this model requires flux linkage and torque data to be calculated in FEA, a range of
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synchronous reference frame current values must be determined based on the desired

operating quadrants to be modelled. Looking at the previously discussed three-phase

FEA modelling strategies, a range of d and q axis current values are selected to be

transformed to sinusoidal phase currents with a single magnitude and phase angle

that cover the desired operating region of the model. However, in regards to dual

three-phase machines, it needs to be considered that it is not possible to transform d,

q, xr, and yr currents to generate perfectly sinusoidal phase currents for excitation in

FEA. Therefore, the dq and xyr subspaces will be analyzed separately using different

simulations in FEA to generate LUTs for the respective flux linkages, which can be

assumed due to the orthogonal definition of these subspaces from (2.3).

3.2.1 Modelling the dq Subspace

First considering the dq subspace and utilizing similar principles to the modelling

technique developed in [61], a per-unit range can be specified for the d and q axis

currents dependent on the operating quadrants being modelled while maintaining the

xyr currents to be zero. For this thesis, it will be assumed that id,pu ranges from −1

to 0 at an interval of 0.02 and iq,pu ranges from −1 to 1 at an interval of 0.02 relative

to the rated peak current of the machine which leads to a total of 51 current points

for id and 101 current points for iq. With every possible combination of these points

being analyzed in FEA, the machine’s dynamic behaviour will be calculated for 5151

(51× 101) cases. It is required for each of these cases that the d and q axis currents

are transformed into a phase value with a current magnitude and phase angle using:

Iphase(k) = id cos(2πfet+ φ(k))− iq sin(2πfet+ φ(k)) (3.5)
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where k represents the winding (k = A1,B1,C1,A2,B2,C2), fe represents the machines

electrical frequency in Hz, and φ is the phase shift for each winding relative to the A1

winding. Note that the phase shift of each winding being relative to the A1 winding

is determined by the initial position in FEA being adjusted so that the d axis is in

line with phase A1. Using (3.5) for each case, a single d and q axis current value can

produce six perfectly sinusoidal current waveforms that represent the entire operating

range of d and q axis currents to be used for excitation of the machine in FEA. It is

important to note that while generating LUTs for the dq subspace, the xy subspace

is being ignored. Figure 3.2 shows an overview of the process for generating flux

linkage and torque LUTs and the required inversion to produce current LUTs for the

dq subspace.
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Figure 3.2: Block Diagram of Process to Generate LUTs for the d and q Axis Currents
and Torque Production from the dq Subspace

During this process, it will also be assumed that in FEA each step to be calculated

will correspond to 1◦ electrical. As a result of a dual three-phase machine windings

being evenly distributed every 30◦, which is verified by the spatial harmonic at 12n±1

(n = 1,2,3,. . . ), the FEA calculations are only required for 30◦ electrical. This does

require post-processing to reconstruct the calculated FEA data for a full electrical

cycle, but by reducing the required electrical degrees to be calculated in FEA by a

factor of 12, the time consuming FEA calculations can be completed much faster.
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Therefore, for each of the 5151 cases calculated in FEA, flux linkage and torque

results will be obtained for 30◦ electrical and stored as a 31 element vector. This

means to run all cases for the desired rotor position span, the total number of FEA

steps required is 189681 (51 × 101 × 31). Although this process is time-consuming,

it only needs to be completed once to generate the desired LUTs. Additionally, the

amount of FEA steps required can be lowered to reduce the computation time by

increasing the current interval of id and iq. Post-processing then requires the FEA

data to be reconstructed for one full electrical cycle transforming this 31 element

vector to a 361 element vector assuming that each step is equal to one electrical

degree. Furthermore, since phase flux linkage data is calculated in FEA, (2.3) and

(2.4) can be used to obtain the d and q axis flux linkage results that correspond to d

and q axis input currents for the entire operating range of the machine. Once again, it

is important to note that the xy components are being ignored during this simulation.

This means that after executing all cases in FEA, d and q axis flux linkages LUTs are

generated that are dependent on the d axis current, q axis current, and the electrical

position. A similar LUT for the machine torque can also be provided from the FEA

results that is also dependent on the d axis current, q axis current, and electrical

position.

Now shifting the focus to the machine model in the Simulink environment, which

employs the integral-based flux linkage equations in (3.4), the output of this model

should be the machine phase currents. Therefore, an inversion process is required to

develop lookup tables for id and iq that are dependent on the d axis flux linkage, q axis

flux linkage, and electrical position where this process is handled in post-processing of

the calculated FEA data. The d and q axis flux linkages can then be calculated using
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(3.4a) and (3.4b) respectively and fed into these LUTs with the electrical position to

calculate synchronous reference frame currents. In [61] it was proven that a unique d

and q axis current pair can be found based on the generated synchronous frame flux

linkage LUTs. With this being the case, many methods have been proposed in the

literature that utilize different Matlab commands such as using the interpn function

or the gridfit function to invert lookup tables as seen in [61] and [73] respectively.

Both of these functions provide similar synchronous reference frame current LUTs as

they both consider the flux linkage results as 2D LUTs for different rotor positions

that can be more easily inverted. As the modelling of the machine torque is another

important aspect of the Simulink machine model, a torque LUT that is dependent on

the d axis current, q axis current, and electrical position can also be created but no

inversion process is required for this LUT.

3.2.2 Modelling the xy Subspace

The increased complexity of the VSD-based dual three-phase IPMSM model comes

from the concept of the additional xy subspace that is not present in the three-phase

counterparts. As a summary, the presence of this subspace is seen in dual three-

phase and not three-phase machines due to the spatial harmonics produced by the

machine. In a three-phase machine, spatial harmonics and therefore the torque pro-

ducing subspace is comprised of harmonics of the order 6n ± 1 (n = 1,2,3,. . . ) with

the even-order harmonics being eliminated, and the third-order harmonics nullifying

one another. This covers all harmonics of the system and mathematically maps the

torque producing harmonics to the αβ subspace through the use of the three-phase
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Clarke transformation. Alternatively, for a dual three-phase machine, spatial har-

monics and the torque producing subspace are made up of harmonics of the order

12n ± 1 (n = 1,2,3,. . . ), where even order harmonics are once again eliminated, and

third-order harmonics nullify one another similar to three-phase machines. However,

this leaves harmonics of the order 6n ± 1 (n = 1,3,5. . . ) which are mathematically

mapped to the xy subspace through (2.3). Therefore, with the xy subspace contribut-

ing to additional losses during healthy operating conditions, this subspace needs to

be modelled accurately to observe the dynamic behaviour and efficiency of a drive

system.

Similar to the aforementioned method used for modelling the dq subspace, when

modelling the xyr subspace, all dq components will be ignored due to these subspaces

being independent of one another. In a similar fashion to selecting a range of d and

q axis currents, a range of xr and yr axis currents need to be selected; however, since

the xyr currents will be represented in the synchronous frame as AC components, the

selected range of these values cannot be limited to specific quadrants. Nevertheless,

since xr and yr are dependent on the machine’s leakage inductance, it can be assumed

that these components will only be a fraction of the magnitude of the dq components.

For this reason ixr,pu and iyr,pu will both range from −0.2 to 0.2 at an interval of

0.02 relative to the rated peak current of the machine. However, if the same method

for generating a single current magnitude and phase angle is used as was for the dq

subspace, the generated phase currents will only represent the dq subspace and not

the xyr subspace. With the focus being to generate LUTs for the xyr subspace, a

method is proposed in [74] which involves transposing certain phases of the machine so

that one phase set acts as a motor and the other phase set acts as a generator which
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can be seen in Figure 3.3a. This allows for the generation of sinusoidal excitation

currents to only be represented fully by xyr currents in the synchronous reference

frame with the dq components being zero. The generated phase currents assuming

the phase transposition can be seen in Figure 3.3b.
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Figure 3.3: Transposed Phase Currents in Regards to (a) Machine Winding Config-
uration and (b) Resultant Phase Currents

For the desired range of xr and yr current values, a separate FEA simulation can

be executed with the transposed phases seen in Figure 3.3b. With the given current

range, FEA will simulate 441 (21 × 21) cases, which, similar to the FEA for the dq

subspace, will only be calculated for 30◦ electrical where each step in FEA is equivalent

to 1◦ electrical. This will result in the FEA simulation having a total number of

steps of 13671 (21 × 21 × 31) which is once again a time-consuming simulation that

only needs to be completed one time. The significant modification that needs to be

considered for the xyr subspace compared to the dq subspace is that if the excitation

current has a frequency equal to the fundamental frequency, the calculated phase

flux linkages are not symmetrical. This is due to the xy subspace being represented

by the fifth and seventh harmonics which rotate at +5ωe and −7ωe where it is only
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at these frequencies that symmetrical phase flux linkage waveforms are produced.

Therefore, this model will assume that the xy currents are excited at five times the

fundamental frequency, which in FEA produces symmetrical phase flux linkages at

the fundamental frequency. This allows for only 30◦ to be calculated in FEA which

significantly reduces the computation time. This is compared to if the currents were

excited at the fundamental frequency which does not produce symmetrical phase

flux linkages, which requires FEA calculations for 360◦ to be completed since the

waveforms can not be reconstructed due to the lack of symmetry.

To obtain the excitation currents at five times the fundamental frequency, each

combination of current values must be converted to a phase value with a current

magnitude and phase angle. It is important to note that the transposed phases, as

well as excitation at five times the fundamental frequency, must be considered:

Iphase(k) = ix cos(5(2πfet+ φ(k)))− iy sin(5(2πfet+ φ(k))) (3.6)

where k represents the winding (k = A1,C1,B1,B2,A2,C2), fe represents the machines

electrical frequency in Hz, and φ is the phase shift for each winding relative to the

A1 winding. Using (3.6) will generate six perfectly sinusoidal phase currents with

transposed phase’s at five times the fundamental frequency that are only represented

by the xyr subspace in the synchronous reference frame. Using these excitation cur-

rents in FEA for the given current range, phase flux linkage and torque LUTs can be

generated using the same method that was used for the dq subspace. For the selected

current range and interval, as well as each FEA step being equivalent to 1◦ electrical,

torque data will be stored in a 441×31 matrix (steps×cases), and phase flux linkage

data will be stored in a 2646 × 31 matrix (steps × cases ∗ 6). Post-processing then
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requires for these waveforms to be reconstructed to cover one full electrical cycle sim-

ilar to the process used for modelling the dq subspace. However, with the assumption

of the xy subspace rotating at five times the fundamental frequency, a modified Park

transformation must be considered for the conversion and inversion process:



fd

fq

fxr

fyr


= TParkxy



fα

fβ

fxs

fys


TParkxy =



cos(θ) sin(θ) 0 0

− sin(θ) cos(θ) 0 0

0 0 cos(5θ) sin(5θ)

0 0 − sin(5θ) cos(5θ)


(3.7)

Note that this Park transformation for the xyr subspace only needs to be considered

within the motor subsystem and that the dq components of this transformation can

be ignored. After using (3.7), synchronous reference frame flux linkage LUTs that are

dependent on xr and yr axis currents, as well as electrical position, can be developed.

These LUTs can then be inverted to produce xr and yr axis current LUTs that are

dependent on xr flux linkage, yr flux linkage, and electrical position using the same

process used for the inversion of the dq subspace LUTs. Although the xy subspace

does not theoretically produce any electromagnetic torque, small oscillations due to

the spatial harmonics are still generated in FEA from the xy subspace. This torque

generated by the xy subspace is included in the drive model but does not contribute

to the overall torque of the system because the average value of the xy torque is

consistently zero. Figure 3.4 shows the process for generating flux linkage and torque

LUTs and inverting them to produce current LUTs for the xyr subspace. With

current and torque LUTs generated for all subspaces considered in dual three-phase

drive systems, these LUTs along with the flux linkage equations from (3.4) can be
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considered in the Simulink environment.
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Figure 3.4: Block Diagram of Process to Generate LUTs for the xr and yr Axis
Currents and Torque Production from the xyr Subspace

However, to make the Simulink environment resemble a physical setup as closely

as possible, it is necessary to discretize this subsystem. Additionally, since the xy

subspace was rotated to obtain the LUTs which was not previously assumed, there is

an additional component that needs to be added to both the xr and yr axis equations.

Recall that the xy subspace was excited at five times the fundamental frequency which

must be considered in the updated voltage equations. As the Simulink model is flux

linkage based, with the above considerations, the integral based flux linkage equations

from (3.4) can be modified for the proposed method of modelling the xyr subspace.

The addition of the rotating components to the x and y equations can be assumed

to be in similar directions to the dq subspace since the xs component also leads the

ys component by 90◦ in the stationary reference frame and the excitation remains in

the same direction as it was for the dq subspace.
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ψd =

∫
(vd −Rsid + ωeψq)dt (3.8a)

ψq =

∫
(vq −Rsiq + ωeψd)dt (3.8b)

ψx =

∫
(vx −Rsix + 5ωeψy)dt (3.8c)

ψy =

∫
(vy −Rsiy − 5ωeψx)dt (3.8d)

With LUTs developed that will calculate the currents for each subspace of a dual

three-phase machine, the above equations can be seen in discrete form using the

Backward Euler integration method as discussed in [61] which allows these equations

to be discretely represented in the Simulink model:

ψd(n) = ψd + Ts

(
vd(n)−Rsid(n− 1) + ωe(n− 1)ψq(n− 1)

)
(3.9a)

ψq(n) = ψq + Ts

(
vq(n)−Rsiq(n− 1)− ωe(n− 1)ψd(n− 1)

)
(3.9b)

ψxr(n) = ψxr + Ts

(
vxr(n)−Rsixr(n− 1) + 5ωe(n− 1)ψyr(n− 1)

)
(3.9c)

ψyr(n) = ψyr + Ts

(
vyr(n)−Rsiyr(n− 1)− 5ωe(n− 1)ψxr(n− 1)

)
(3.9d)

where n is the time step, and Ts represents the sampling time of the system. From

(3.9), the nth flux linkage values are used as inputs to the LUTs to calculate the

synchronous reference frame currents which are then fed back to this equation as the

previous current values. The Simulink implementation of the above equations, as well

as the current LUT operation, can be seen in Figures 3.5 and 3.6 respectively.
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Figure 3.5: Implementation of Dual Three-Phase Voltage Equations in the Simulink
Environment

Additionally, the synchronous frame voltage components come from the input

phase voltages where (2.3) and (3.7) are used to obtain these values. Recall that

the phase voltage waveforms are generated by the inverter subsystem which will be

discussed in a later section. Lastly, with the current LUTs generating the synchronous

reference frame values, the inverse of equation (2.3) and (3.7) can be implemented in

Simulink to obtain the phase currents which are used as the input to the controller

subsystem. This allows for the modified Park transformation in (3.7) to be contained

only to the motor subsystem without the need to consider this unique matrix in other

areas of the dual three-phase drive model.
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Figure 3.6: Implementation of Synchronous Reference Frame Current LUTs in the
Simulink Environment

3.3 Controller Subsystem Modelling

The concept of having discrete phase current waveforms entering the controller sub-

system is similar to the actual process that would take place for a physical setup where

the current sensors transmit phase current feedback from the motor to the controller

and these phase currents are sampled at a specified sampling frequency. This is done

in simulations through the use of Simulink’s Zero Order Hold block which holds the

value of each phase current for the set duration of the sampling time. It is also im-

portant to note that a similar block is used for the position feedback from the motor.

With sampled phase current and position inputs to the controller subsystem, the con-

troller in Simulink can be accurately implemented similar to how it would physically
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work when using a DSP. Within the controller subsystem of this model, the block

diagram from Figure 2.6 is implemented, where different switching techniques can be

utilized. As the control and switching techniques for dual three-phase motor drives

have already been discussed in detail throughout Chapter 2, this section will focus

on how these techniques are implemented in the Simulink environment.

As the input phase currents have already been discussed, the other important

inputs to this subsystem are the synchronous frame reference currents. As previously

mentioned, the reference d and q axis current values are typically determined by

an MTPA profile and an outer speed loop and are then input to the inner closed-

loop current controller. To simplify the Simulink model, the d and q axis reference

current values are determined offline from the MTPA profile of the machine and

input directly as constants to the controller subsystem. Alternatively, assuming only

healthy operating points of the machine throughout this thesis, the xr and yr axis

reference currents are set to zero due to this subspace contributing to losses at these

operating conditions. Therefore, the controller will try to maintain the x and y

current components at zero while the machine is rotating to minimize system losses.

The entire Simulink block diagram for the controller subsystem is seen in Figure 3.7.

It is important to note that if SPWM is selected as the switching technique to be

implemented, an additional transformation is required to transform the stationary

reference frame voltages to phase voltages.
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Figure 3.7: Controller Subsystem in the Simulink Environment

The dq and xyr subspaces once again are considered individually when implement-

ing current controllers. As the dq currents are both represented by DC components,

PI controllers are implemented for each component to control the error between the

reference and phase currents. These PI controllers can be tuned using similar methods

to three-phase motor control techniques since the dq subspace is considered indepen-

dently from the xyr subspace. The method used to tune the PI parameters throughout

this thesis requires the time constant of the d and q axis components and the phase

resistance of the machine to be determined. The process of calculating these variables

can be viewed as a commissioning step of the Simulink model or experimental model

where, by fixing the angle of the machine so that there is no rotation, a step change

to the d or q axis voltage is applied. Note that if a step change is applied to the d axis

voltage, the q axis voltage should remain zero and vice versa which means that deter-

mining the PI parameters of each subspace requires two independent commissioning

stages. Assuming the first stage is applying a voltage step to the d axis voltage,
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the resultant increase in the d axis current is represented as a first-order exponential

function which has a time constant, τ , that is calculated to be the time it takes for

the d axis current to reach 0.632 (1− e−1) times the final value of the d axis current.

Furthermore, the stator phase resistance, Rs, can also be calculated from this process

using the change in voltage, ∆v, and change in current, ∆i, seen in (3.10a). With the

d axis time constant and phase resistance calculated, the d axis inductance, L, can

now be calculated using (3.10b). With these parameters determined and assuming

the motor is represented by a first-order RL circuit as seen in [75], pole-zero can-

cellation can be used and the tuning parameters for the PI controller, Kp and Ki,

can be seen in (3.10c) and (3.10d) respectively. Note that this same test needs to

be repeated to obtain the gains for the q axis PI controller where the same phase

resistance value should be obtained. Recall that when applying a q axis voltage step,

the d axis voltage should remain zero and the machine position should be fixed.

Rs =
∆v

∆i
=
vf − vi
if − ii

(3.10a)

Lj = τjRs (3.10b)

Kp,j = nRs (3.10c)

Ki,j =
Kp,j

τj
(3.10d)

It should be noted that vf and vi represent the final and initial voltage values respec-

tively, if and ii represent the final and initial current values respectively, j denotes

the reference frame (j = d, q), and n is an additional tuning parameter than can be

set to further optimize the PI controller parameters.
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Alternatively, since the xyr components are represented by AC components, PR

controllers are implemented that are tuned at the frequency of the sinusoidal error

between the reference and actual xy currents. As this model utilizes (2.6), the si-

nusoidal waveform of the AC component for both the xr and yr axis current are

represented by the sixth harmonic so the PR controller must be tuned at six times

the fundamental frequency. However, an ideal PR controller has limited bandwidth

and can only accomplish error-free tracking for a small frequency range around the

resonant frequency [62]. For this reason, throughout this thesis, a non-ideal resonant

controller proposed in [62] is implemented with the continuous-time transfer function

given as:

GPR(s) = KPj +
KRjωcs

s2 + 2ωcs+ 6ω2
e

(3.11)

where j indicates the component of each subspace (j = xr,yr), KPj represents the

proportional gain, KRj represents the integral gain, and ωc is the cut-off frequency.

In terms of tuning the non-ideal PR controller, the three terms to be considered are

KPj , KRj , and ωc, where KPj is simply tuned in the same way that the proportional

gain is tuned for the PI controller previously discussed. Therefore, this leaves the

integral gain and the cut-off frequency to be tuned where an increase in both of these

parameters have a similar effect on the controller response. More specifically, an

increase in the frequency bandwidth will be observed, but this results in a decrease

in the controller gain. For this reason, throughout this thesis, the cut-off frequency,

ωc, is held constant and the integral gain of the PR controller, KPj , is increased

until a suitable frequency bandwidth is achieved without sacrificing the overall gain.

In terms of a suitable bandwidth, the larger the frequency band the better as this

will allow for better transient response of the PR controller. However, as mentioned,
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there is a trade-off between increasing the bandwidth and decreasing the gain, so

the cut-off frequency and integral gain should be selected depending on the transient

requirements of the system.

Implementing the transfer function from (3.11) in the Simulink environment with

the appropriate parameters allows for the bandwidth of the controller to be increased

which improves the gain of the controller over a broader range of frequencies centred

around the resonant frequency. Therefore, this controller can achieve error-free track-

ing even with disturbances in the system as well as better control during transient

operation. To show a comparison between the different PR controllers, a bode plot

can be seen in Figure 3.8a to display the increased gain over a wider range of fre-

quencies when using the non-ideal PR controller compared to the ideal counterpart.

Additionally, based on the transfer function given in (3.11), the non-ideal PR con-

troller can be implemented in Simulink in the discrete-time domain using the system

seen in Figure 3.8b.
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Figure 3.8: Proportional Resonant Controller for the xy Subspace in the Simulink
Environment
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Furthermore, to see the effect that the PR controller has on the xys subspace,

simulation results can be seen in Figure 3.9 at the base speed of the simulated ma-

chine for a full load. These simulation results start with no current control of the xys

subspace for the first half of the simulation with the PR controller then being imple-

mented at 0.03 seconds. Note that all current and torque waveforms are displayed in

per-unit values relative to the rated peak current and peak torque respectively.

From the results seen in Figure 3.9, when the PR controller is implemented at

0.03 seconds, the xs and ys components both converge to zero. With the xys currents

being minimized closer to zero, it can be seen that the THD of the phase current is

also reduced showing that the use of the PR controller can improve the performance

of a dual three-phase drive system. These simulation results also show the lack of

mutual coupling between the orthogonal dq and xy subspaces as the dq currents

remain unchanged when the xy subspace current controller is engaged.

As the PI and PR controllers work to reduce the error between their respective

reference and actual current values, the resultant synchronous frame voltages can

then be transformed back to the stationary reference frame as seen in Figure 3.7.

The stationary reference frame voltages are then used for any SVPWM techniques

that wish to be implemented. As previously mentioned, if SPWM is the desired

technique, then an additional transformation to obtain the phase voltages is required.

The theory behind each of these switching techniques has been previously discussed

in Chapter 2 where each technique utilizes the voltage waveforms generated by the

current controllers to obtain gate signals for each of the switching devices of the

inverter. Note that only 6 gate signals are required for the 12 switches of the two-

level VSI due to the two switches in each phase leg being complimentary.
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Figure 3.9: Simulation Results for a Fully Loaded Dual Three-Phase IPMSM at Base
Speed Using DZSI SPWM

These gate signals generated by the controller subsystem are then used as the input

to the inverter which emulates the physical system where the gate signal from the

DSP is sent to the gate driver controlling the switch.

3.4 Inverter Subsystem Modelling

With a motor model that accurately displays the dynamic behaviour of a multiphase

machine and a controller model that accurately resembles the DSP of a physical

setup through the inclusion of realistic switching and sampling frequencies, the last

major subsystem of the dual three-phase drive system to accurately model is the

inverter. The inverter subsystem is responsible for converting the low voltage gate

signals generated by the controller to phase voltages made up of square pulses through
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rapid, high voltage switching actions that are applied to each phase of the motor. As

this thesis assumes a two-level VSI, six Infineon FF600R12IE4 IGBT modules [76]

rated for 1200 V /600 A can be modelled within this subsystem for a DC link voltage

of 350 V . As each of these modules contains two pairs of IGBTs and free-wheeling

diodes, only six gate signals are required from the controller as the two switching

devices of each module represent one phase leg as seen in Figure 2.1 with the gate

signals for these two devices being complimentary. Note that the switch being used is

overrated for this application, however, the selection of this switch is based on future

work involving a motor with an operating voltage of 800 V . Additionally, this switch

can be utilized for a three-phase machine as well, where for the same 100 kW power

rating, the phase current would be doubled.

3.4.1 Loss Modelling

As a main focus of this thesis is on the effect that different switching techniques have

on the inverter efficiency, it is important to accurately model the losses of the inverter

through simulations. Accurate loss calculations require the operating principles of

these switching devices to be divided into two separate parts – switching and conduc-

tion periods. As the conduction period of the components inside an IGBT module

considers constant current and voltage values to calculate the power losses between

switching instances, the calculation of conduction losses is much more straightforward

than the calculation for switching losses. This can be observed in the conduction pe-

riod for both the IGBT and diode in Figure 3.10 where the IGBT switching charac-

teristics have been taken from [77] and the diode characteristics have been taken from

[78]. In Figure 3.10, the voltage and current characteristics during the switching and

77



M.A.Sc. Thesis - Joshua Caleb Taylor McMaster - Electrical Engineering

conduction periods are observed as well as the resultant power/energy losses. Note

that the switching and conduction period energy losses are often what is provided in

an IGBT module’s datasheet. Furthermore, it can be seen from this figure that the

changing voltage and current values throughout the switching periods of the IGBT

and diode lead to more complicated loss calculations where a detailed analysis of the

these losses is provided in [79].

First, considering the collector, emitter, and gate terminals of the IGBT, the

process of current flowing from the collector to the emitter starts by applying a

voltage signal to the gate terminal that must pass a certain threshold voltage before

current can start to flow. The time it takes for the voltage across the gate signal

to reach the threshold voltage of the switch is referred to as the turn-on delay time,

tdon , and can be found in the device’s datasheet. The current from the collector to

the emitter, Ic, then requires a specified rise time, tr, to reach the load current value.

When Ic reaches the desired current level, the voltage from the collector to emitter

terminal, Vce, then starts to drop as seen in Figure 3.10. Once this voltage reduces to

the on-state voltage of the device, the turn-on switching period is considered to be

completed and the device is now in the conduction period. As there is an overlap of

the increased current and high voltage across the device, the losses calculated during

this process are referred to as the turn-on switching loss [80] where the corresponding

power loss and energy loss can also be seen in Figure 3.10. As there remains a small

on-state voltage with a high load current from the collector to emitter throughout the

conduction period, the resultant losses during this period are known as the conduction

losses of the IGBT [80].
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Figure 3.10: Voltage and Current, Power Loss, and Energy Loss Characteristics of
IGBT Module

Furthermore, the reverse process occurs when the device switches off where the voltage

applied to the gate signal takes a defined turn-off delay time, tdoff , before the voltage

from the collector to emitter starts to rise to the blocking voltage of the device as

seen in Figure 3.10. Once this voltage reaches the blocking voltage, Ic then starts to

reduce back to zero which takes a defined time, tf . Once Ic reaches zero, the turn off

period is considered to be complete and once again the losses from the increase in the
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voltage along with the current still across the device are referred to as the turn-off

switching losses. This means that the total losses from the IGBT are a sum of the

turn-on and turn-off switching losses and the conduction losses. Additionally, the

losses of the free-wheeling diode must also be considered. Due to the short turn-on

time of the free-wheeling diode, the turn-on losses are often neglected [80] leaving

only the conduction losses and turn-off losses to be considered. With conduction

losses of the diode calculated in a similar way to the IGBT, the main difference in

loss calculation with the diode comes from the calculation of the turn-off switching

losses being based on the reverse recovery time where the forward voltage, Vf , and

current, If characteristics during the switching period can be seen in Figure 3.10.

From the description regarding the operation of an IGBT module, there are four

sources of losses to be considered – IGBT conduction losses, IGBT switching losses,

diode conduction losses, and diode switching losses [81]. As these are the main sources

of losses in a traction inverter, the efficiency calculations throughout this thesis will

only consider these losses. Additionally, the calculated losses will also depend on

the junction temperature of each device which increases the complexity of the power

loss calculations. For this reason, the PLECS by Plexim Simulink toolbox is utilized

for increased accuracy and faster simulation of power electronic components [82].

Although PLECS only allows for thermal considerations to be made for ideal switches,

the lookup tables provided for Eon and Eoff from the device datasheet can be loaded

directly into PLECS to provide accurate loss calculations for the four main sources

of losses. To improve the accuracy of the efficiency calculations in this model, the

turn-on and turn-off delay times are also considered to represent a dead-time between

the on and off states of the two IGBT’s in the same phase leg.

80



M.A.Sc. Thesis - Joshua Caleb Taylor McMaster - Electrical Engineering

As previously mentioned, the IGBT module used for simulation purposes through-

out this thesis is the Infineon FF600R12IE4 module rated for 1200 V /600 A. The

datasheet for this module provides IGBT turn-on and turn-off switching losses, the

IGBT conduction characteristics, the diode turn-off switching losses, and the diode

forward characteristics all as functions of temperature [76]. All of this data from

the datasheet can be converted to the PLECS library and implemented with ideal

switching components in PLECS with the LUTs for the four main sources of losses

seen in Figure 3.11.

As the overall goal from the inverter subsystem is to provide the total inverter

efficiency, it is important to maintain a constant thermal environment for all simu-

lations so that an accurate comparison can be made. For this reason, a heat sink is

used that is held at a constant temperature of 25◦C.
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With the temperature of the heat sink being fixed and the initial temperature of

each module also being 25◦C, efficiency calculations are taken when the junction

temperature of the IGBT’s and diodes have increased to a steady-state value. Once

the junction temperature of all the components within the inverter is steady, the

efficiency of the inverter can be calculated by summing the switching and conduction

losses of each component to obtain the overall power loss of the inverter, Ploss, and

then using the equation:

η = 1− Ploss
Pin

(3.12)

where η is the inverter efficiency, and Pin is the input power of the system. The overall

PLECS system can be seen in Figure 3.12 where the inputs to the PLECS system

include the gate signals from the controller subsystem as well as the phase currents.
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Figure 3.12: Six-Phase VSI Inverter Model Developed in PLECS Environment
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Note that the phase currents are required in PLECS to simulate the attached load

using current source blocks since no physical components are present in the simulation

to act as a load. By including the current source blocks as the load, the correct phase

voltage for each phase of the motor can be generated and fed to the motor subsystem.

It should be acknowledged that while this thesis only focuses on the total switch-

ing and conduction losses of the inverter due to the fact that they lead to the majority

of losses, there are other sources of losses that are not being considered. For example,

DC-link capacitor losses are discussed in detail in [83] where harmonic analysis of the

capacitor currents is required to determine these losses. Additionally, it is also impor-

tant to properly design the bus bar of the inverter as the effects of stray inductance

and capacitance can lead to additional losses as discussed in [84]. While the inverter

model used throughout this thesis does not consider these other sources of losses, it

should still be assumed that they are present in the system and would result in a

slight reduction of the inverter efficiency calculations.

3.5 Dual Three-Phase Drive Simulink Model FEA

Validation

As the proposed Simulink drive model can effectively track reference d and q axis

current values to generate a desired torque reference, validation of the model can be

completed by taking the torque generated in the Simulink model and comparing it to

the torque that is generated in FEA. This can be done by using the phase currents

generated by the motor subsystem of the Simulink model as the excitation current to

FEA. It is important to note that the phase currents from Simulink are downsampled
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before being used as inputs in FEA to reduce the computation time, which leads to a

small error between the Simulink and FEA torque waveforms. To reduce this error,

the factor at which the waveform is downsampled should be reduced or downsampling

should not be used at all. An alternate method to improving the accuracy of the

Simulink model is to make modifications when generating the lookup tables from

the motor subsystem by lowering the interval of current values, but this also leads

to longer computation times in FEA. Additionally, as the operating frequency of the

machine plays a significant factor in the dynamic behaviour of the motor and the high-

frequency current ripple, torque results from the Simulink drive model for different

speeds will be displayed and compared to the FEA results. Note that throughout

this thesis, only the constant torque operating region is considered and that is the

region that the controller has been designed for. Therefore, the validation of the

Simulink model only considers speeds up to the base speed of the motor throughout

this section.

First, validating the Simulink drive model using a low speed that is 1
4

the rated

base speed of the motor, to observe the accuracy of the model, a torque comparison

is completed for torque values of 0.1pu and 1.0pu relative to the rated torque of the

machine. Recall that the reference torque values are obtained through offline selection

of d and q axis currents based on the MTPA profile of the machine. The results at

1
4

of the base speed for both load torque values can be seen in Figure 3.13 with a

magnified section of each figure also displayed. The top waveform of each figure is

the generated torque for one full electrical cycle and the magnified figure below is of

a 30◦ section from this waveform.
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Figure 3.13: Simulink and FEA Torque Comparison for 1
4

of the Motor Base Speed

From Figure 3.13, it can be seen that there is a small error between the Simulink

and FEA torque waveforms as a result of the downsampled excitation current and

the interval used for generating synchronous reference frame current LUTs. However,

even with this error considered, it can be seen that the dynamic behaviour of the

multiphase machine is accurately represented in the Simulink drive model with simi-

lar accuracy to FEA calculations even considering the effect of the inverter switching

instances. With just this small error between the Simulink and FEA torque wave-

forms, it also must be considered that the Simulink model completes all computations

in a fraction of the time compared to the FEA model. The Simulink model is able

to make this calculation for 230769 points in just 45 seconds, whereas in FEA, the

calculation of the downsampled 2308 points takes 4560 seconds.

Similar results can be observed when increasing the speed of the motor to 1
2

the

base speed. Once again using reference torque values of 0.1pu and 1.0pu relative to

the rated torque of the machine, the torque waveforms from Simulink and FEA can

be seen in Figure 3.14. Again, the currents used for excitation in FEA have been
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downsampled where the phase current waveform for one electrical cycle in Simulink

is constructed of 115384 sample points and the phase current used for excitation in

FEA is reduced to 2308 sample points.
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Figure 3.14: Simulink and FEA Torque Comparison for 1
2

of the Motor Base Speed

The results from Figure 3.14 once again show higher accuracy at a higher load

torque due to the error between the Simulink and FEA waveforms being magnified

at lower torque values. However, once again, the dynamic behaviour of the machine

is accurately modelled using the Simulink drive model with the inclusion of the high-

frequency current ripple as a result of the inverter switching instances.

Lastly, the speed can be increased to the base speed of the motor to prove the

validation of the model for the entire constant torque operating region. With the

same process being used for this speed point as was used for the previous speeds,

the results for torque values of 0.1pu and 1.0pu relative to the rated torque of the

machine can be seen in Figure 3.15. As the speed of the machine increases, the

number of points calculated in Simulink is reduced as a result of the fixed Simulink

step time. However, downsampling is still required for the verification at base speed,
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but a smaller downsampling factor can be used which is why the accuracy of the

verification process seems to improve as the speed of the machine increases.
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Figure 3.15: Simulink and FEA Torque Comparison for the Motor Base Speed

In general, all speeds provide similar accuracy results for the low and high refer-

ence torque values. Although the error appears to be larger for the lower reference

torque values, this is because of the smaller scale in each of these figures. Overall,

the Simulink model can simulate the dynamic behaviour of the machine while also

incorporating the high-frequency current ripple introduced by the inverter. This can

be carried over to high-speed operation but that is not within the scope of this thesis.

88



M.A.Sc. Thesis - Joshua Caleb Taylor McMaster - Electrical Engineering

3.6 Summary

As a proposed dynamic modelling strategy of dual three-phase drive systems has been

developed and validated with FEA results through torque waveform comparisons for

the same given phase current waveforms, investigations into the overall efficiency of

these drive systems can now be completed. As this thesis has a main focus of improv-

ing the VSI efficiency through the use of different modulation techniques, implement-

ing these techniques using this Simulink model will provide informative calculations

on if the VSI efficiency is improved and whether or not this is at the expense of the

motor performance. As validation with FEA results shows promising accuracy results

of the proposed Simulink drive model, further validation will be provided in Chap-

ter 5 using experimental results when the experimental implementation of different

switching techniques is discussed in more detail.
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Chapter 4

Proposed Modulation Schemes and

Control Strategy to Improve

Efficiency of Dual Three-Phase

Motor Drives

4.1 Introduction

Through an in-depth literature review provided in Chapter 2, it was discovered that

the main focus of the literature regarding switching techniques used in dual three-

phase drive systems is the reduction of the phase current THD. As this is a very

important aspect of the designed switching techniques, the improved quality of cur-

rent waveforms is typically responsible for improving the drive system efficiency with

regards to the motor and not the inverter. The improvement of the phase current
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THD can be accomplished through both control and switching techniques but for

both cases, the inverter efficiency remains almost unchanged. This can be seen in

Figure 4.1 where an operating condition at the base speed for a full load is once again

utilized as it was to show the results when implementing the PR controller in Figure

3.9. Note that in both of these figures, DZSI SPWM has been implemented.
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Figure 4.1: Effect of PR Controllers on the Inverter Efficiency for a Fully Loaded
Dual Three-Phase IPMSM at Base Speed Using DZSI SPWM

In Figure 4.1, PR controllers are implemented on the x and y axis current components

to force these values closer to zero causing the phase current THD to reduce from

2.61% to 0.88%. However, when these controllers are implemented at 0.03 seconds,

it can be observed that the inverter efficiency remains constant at around 95.6%

through this transition. This shows that there is no correlation between improving

the phase current THD and improving the inverter efficiency and this concept can

be considered for the development of switching techniques focused on improving the

inverter efficiency.
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As this thesis aims to optimize the efficiency of the VSI, it has been discovered in

this research that reducing the average switching frequency is the best way to increase

the drive system efficiency in regards to the VSI while still working to maintain a low

phase current THD. For this reason, throughout this chapter, simulation results for

the inverter efficiency using the different switching techniques discussed in Chapter 2

will be provided as well as phase current THD results throughout the constant torque

region of the machine. Note that all simulation results in this chapter do not utilize

PR controllers for the xy subspace as was discussed in Chapter 3 because the use of

these controllers for each technique does not have the same performance which could

create misleading comparison results. Therefore, to provide the best comparison of

each switching technique in regards to inverter efficiency and phase current THD, the

xy subspace is not controlled so that the altering performance of PR controllers on

each technique is not included in the simulation results. It should be noted that PR

controllers can still be implemented to each of these techniques to further improve

the drive system performance, which is investigated at the end of this chapter.

Furthermore, to provide simulation results for the desired operating region, three

different speeds will be simulated while sweeping the load torque from 0.1pu to 1.0pu

relative to the rated torque of the machine. Recall that the existing techniques to

be investigated include DZSI SPWM, C12-4L1Z SVPWM, C12-2L2ML1Z SVPWM,

C24-2L1ML1M1Z SVPWM, D24-3L1M1Z SVPWM, and D24-3L2M1Z SVPWM. As

previously discussed, a significant benefit of these specific techniques is that they

can be easily implemented experimentally without any major modifications required

to the PWM drivers of the DSP being used by maintaining the switching frequency

equal to the sampling frequency. As the first section of this chapter investigates the
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existing techniques, this chapter will also propose new switching techniques to reduce

the average switching frequency in an attempt to improve the efficiency of the VSI.

As these techniques have a main focus on improving the inverter efficiency, phase

current THD results will also be considered as the quality of the current waveform

plays a significant role in the overall drive system efficiency in regards to the motor.

4.2 Comparison of Simulation Results using Ex-

isting Switching Techniques

Using the Simulink drive model proposed in Chapter 3, the existing switching tech-

niques discussed in detail throughout Chapter 2 can be accurately simulated in the

Matlab/Simulink environment. Recall that the inverter subsystem of this model as-

sumes four major sources of power losses in the inverter – IGBT switching losses,

IGBT conduction losses, diode switching losses, and diode conduction losses. These

power losses are calculated using the PLECS by Plexim Simulink toolbox where the

device’s power loss information from the datasheet can be loaded directly into the

PLECS library. The sum of all the losses for each IGBT module is then used with the

input power of the drive system to calculate the inverter efficiency using (3.12). Ad-

ditionally, as it is still important to maintain a low phase current THD, the Simulink

Powergui FFT Analysis tool is also used to calculate the THD of the resultant phase

current waveform in the Simulink model.
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4.2.1 Inverter Efficiency Analysis

To evaluate each of the existing techniques discussed throughout this thesis, for a

given speed, the average inverter efficiency can be calculated as the motor load torque

is swept from 0.1pu to 1.0pu relative to the rated torque of the motor. Recall from

Chapter 2 that each technique was defined in terms of being continuous or discontin-

uous, the number of sectors that the αβ subspace is divided into, the number of time

segments, and the average switching frequency. The characteristics of each switching

technique are provided in Table 4.1 as a summary of the discussion from Chapter 2.

Table 4.1: Summary of Existing Switching Techniques Analyzed Throughout this
Thesis

Switching Number of Number of Average Switching
Technique Sectors Time Segments Frequency

DZSI SPWM N/A N/A 20 kHz

C12-4L1Z 12 7 22.5 kHz

C12-2L2ML1Z 12 7 20 kHz

C24-2L1ML1M1Z 24 11 22.5 kHz

D24-3L1M1Z 24 9 19.16 kHz

D24-3L2M1Z 24 11 19.16 kHz

Throughout the literature, each of the techniques from Table 4.1 are implemented

in a variety of ways with the main focus being the reduction of the phase current

THD. The selection of the specific techniques discussed in this thesis is based on

the fact that these techniques allow for the switching frequency to be equal to the

sampling frequency. However, with a set sampling frequency of 20 kHz, it can be

observed that the average switching frequency for most of these techniques is not the

same as the sampling frequency. There are two reasons why this occurs and that

includes the utilization of different zero voltage vectors as the sector changes and
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some switches not switching on or off during each sample period. This is the result

of additional switching instances that must be considered in the average switching

frequency calculation and the use of discontinuous switching techniques, respectively.

To allow for a proper comparison between each of the techniques throughout the

constant torque operating region, the inverter efficiency for speeds of 1
4

the base speed,

1
2

the base speed, and the base speed will be plotted in separate figures. Simulation

results of each technique for each respective speed point and a range of load torque

values can be seen in Figures 4.2, 4.3, and 4.4. As previously discussed, the in-

verter subsystem in the Matlab/Simulink environment utilizes the PLECS by Plexim

Simulink toolbox to calculate the power losses of each device within the inverter based

on the device datasheet. The summation of all power losses from the inverter is used

with the input power to the inverter to calculate the efficiency. For each point in

Figures 4.2, 4.3, and 4.4, for the respective operating speed, d and q axis current

values are determined offline from the dual three-phase machine’s MTPA profile to

obtain a certain load torque which is given a per-unit value based on the rated torque

of the machine. Each simulation is evaluated independently for every operating point

and efficiency calculations are taken as the average value of the waveform generated

in PLECS using (3.12) once the junction temperature of all IGBT’s and diodes have

stabilized. Note that this is considering a constant heat sink temperature of 25◦ C

and if this value was increased, the power losses of each device would also increase

and lower the overall inverter efficiency.
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Figure 4.2: Inverter Efficiency as a Function of Load Torque for Operation at 1
4
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the Motor Base Speed
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Figure 4.4: Inverter Efficiency as a Function of Load Torque for Operation at the
Motor Base Speed

From these figures, certain patterns can be noticed when referring back to the

summary of each technique in Table 4.1. As each operating speed provided similar

patterns in regards to the different techniques examined, it can be seen that six

techniques discussed in this thesis can be separated into three different clusters. The

group with the lowest inverter efficiency results among all speed points within the

constant torque operating region is composed of the C12-4L1Z and C24-2L1ML1M1Z

SVPWM techniques where each switch turns on and off one time in each sampling

period and additional switchings are used when changing sectors as the redundant

zero voltage vectors change. Both of these techniques were observed to have the

highest average switching frequency of 22.5 kHz. The next two techniques that make

up the next cluster of waveforms are the DZSI SPWM and C12-2L2ML1Z SVPWM

techniques. The benefit of these techniques is that they do not utilize the redundant

zero vectors so no switching instances ever take place at the end of a sampling period.

This benefit leads to a decrease in the average switching frequency to 20 kHz while
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only a small increase in the inverter efficiency of at least 0.2% can be observed. While

this is only a slight increase in the inverter efficiency, the removal of the switchings

that occur between sectors does have the consistently added benefit of improving the

overall VSI efficiency. The main increase in the inverter efficiency comes from the final

cluster of waveforms which are generated using the discontinuous SVPWM techniques

– D24-3L1M1Z and D24-3L2M1Z. The use of these discontinuous techniques leads to

a more significant increase in the inverter efficiency due to at least one switch not

turning on or off in a sampling period. This results in a reduction in the average

switching frequency to 19.16 kHz for both techniques. It is important to note that

both of these discontinuous techniques discussed implement all of the redundant zero

vectors and, at times, there exists switching instances as the sector changes between

sampling periods.

These patterns were observed at each speed point of the constant torque region

further proving that the reduction of the average switching frequency leads to an

improved VSI efficiency for a wide range of operating points. To get a better visual

of how the average switching frequency affects the inverter efficiency, the breakdown

of switching and conduction losses can also be observed. Recall that the observed

switching losses are a summation of the turn-on and turn-off IGBT losses, as well as

the turn-off losses of each diode in the VSI and that conduction losses are the com-

bination of the IGBT and diode losses during the conduction period. The resultant

losses for each technique for operation at the motor base speed and a full load can be

seen in Figure 4.5.
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Figure 4.5: Power Loss Breakdown of Each Switching Technique for Operation at the
Motor Base Speed with Full Load Torque

From Figure 4.5, it can be seen that while the conduction losses remain relatively con-

stant for each technique, the main difference that affects the inverter efficiency is the

switching losses which relate directly to the average switching frequency calculation

of each technique in Table 4.1. In Figure 4.5, it can be seen that the discontinuous

techniques implemented in this chapter have significantly lower switching losses com-

pared to the other techniques, which shows that the main method of improving VSI

efficiency is the implementation of discontinuous switching algorithms. Furthermore,

as previously mentioned, there is a small decrease in the switching losses for tech-

niques that do not include switching instances when the sector changes and this is

what leads to only a slight increase in the efficiency when implementing the DZSI

SPWM and C12-2L2ML1Z SVPWM techniques compared to the C12-4L1Z and C24-

2L1ML1M1Z SVPWM techniques.
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From the simulation results provided in this section, it is clear that the use of dis-

continuous techniques and reducing the number of switching instances in each sample

period is what will lead to the most efficient operation of the voltage source inverter for

dual three-phase drive systems. This includes both the removal of switching instances

as the sector changes and having at least one switch not turning on or off during each

sample period. While multiple speed points have been analyzed in this section, these

conclusions can be made for the entire constant torque operating region. As the dis-

continuous techniques proved to have the best overall inverter efficiency compared

to continuous SVPWM switching techniques and the DZSI SPWM technique, it is

important to also maintain a low phase current THD which will be analyzed in the

next section. That being said, with the idea of generating switching algorithms to

improve the VSI efficiency, discontinuous algorithms with as few switching instances

as possible should be implemented.

4.2.2 Phase Current THD Analysis

As the focus to this point has been on the inverter efficiency of dual three-phase drive

systems, it is also important to maintain a low phase current THD. Although this

was previously shown to have a negligible effect on the VSI efficiency, if a proposed

switching technique to improve the VSI efficiency also leads to an increase in the phase

current THD, then the efficiency of the motor will be impacted. Therefore, the benefit

of increasing the inverter efficiency could result in a negative impact on the overall

efficiency of the drive system if the switching technique used results in a higher phase

current THD. For this reason, it is important to also analyze the phase current THD

of each of these techniques for a wide range of operating points. Figure 4.6 provides
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the THD results of all the discussed switching techniques at an operating speed equal

to the base speed of the motor. These THD results are obtained by sweeping the load

torque from 0.1pu to 1.0pu relative to the rated torque of the machine.
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Figure 4.6: Phase Current THD Results for All Existing Switching Techniques at the
Motor’s Base Speed

From Figure 4.6, it can be seen that of the techniques discussed to this point in

this thesis, the DZSI SPWM switching technique consistently results in the lowest

phase current THD. Referring back to Table 4.1, the classification of each technique

based on the number of time segments within one sample period is what most closely

influences the phase current THD. It can be seen in the magnified portion of Figure 4.6

that the C12-4L1Z and C12-2L1ML1M1Z techniques which utilize the lowest number

of time segments within a sampling period result in the highest phase current THD

results. The remaining SVPWM techniques which utilize a higher number of time

segments can then be seen with lower THD results that are more similar to the

DZSI SPWM technique. However, it is important to note that the performance of

different SVPWM techniques is dependent on the load torque. For example, the

C12-4L1Z SVPWM technique has similar harmonic distortion on the phase current
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as DZSI SPWM at a low load, but when increasing to a high load, while DZSI SPWM

remains the technique with the lowest THD, the C12-4L1Z technique now has the

second-highest THD. A similar phenomenon can be observed with the D24-3L2M1Z

technique where, at a low load, this technique has the highest THD of all techniques.

When a higher load is applied, this technique then improves to have the second-lowest

THD results behind the DZSI SPWM. For this reason, adaptive switching techniques

have been proposed in [56] where the SVPWM technique changes based on the load

torque demanded by the drive system to help reduce the phase current THD as much

as possible.

Additionally, the idea of using more time segments to help improve the phase

current THD is part of the reason why existing literature looks into having a sampling

frequency that is sometimes up to two times the switching frequency. This is seen

in many pieces of literature where the proposed SVPWM techniques appear to have

better performance than the general DZSI SVPWM [51, 52, 54, 55, 56, 59]. As this

thesis solely focuses on switching techniques where the sampling frequency is equal to

the switching frequency, a more accurate comparison between SPWM and SVPWM

techniques can be provided for a fixed sampling frequency of 20 kHz. The effect of

this limitation leads to DZSI SPWM having the best results in terms of reducing the

phase current THD and therefore, for the remainder of this thesis, the DZSI SPWM

technique will be used as the benchmark for the proposed techniques when analyzing

the phase current THD at the base speed of the drive system.

Furthermore, from all of the results obtained throughout this section in regards

to both the VSI efficiency and phase THD results, the proposed switching techniques
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discussed in the next section aim to further improve the inverter efficiency while main-

taining a good quality phase current waveform. Moving forward, the discontinuous

techniques discussed throughout this thesis will be used as benchmark waveforms

for comparison with proposed switching techniques when looking into the VSI effi-

ciency. This is due to both the D24-3L1M1Z and D24-3L2M1Z techniques having

consistently higher inverter efficiency calculations for all operating points within the

constant torque region.

4.3 Proposed Switching Techniques to Improve In-

verter Efficiency

From the results in the previous section, it is clear that the use of discontinuous

switching techniques and reducing the overall switching losses of the VSI as much as

possible will result in maximum inverter efficiency throughout the constant torque

operating region. In this section, after the investigation of several different meth-

ods and combinations of techniques, optimal switching algorithms are proposed that

combine existing SVPWM strategies with some modifications to reduce the average

switching frequency even further, which in turn reduces the overall switching losses

of the inverter. The proposed techniques in this thesis implement modified versions

of the aforementioned SVPWM algorithms where these techniques often change the

pattern of voltage vectors applied every two sectors when considering one full elec-

trical cycle over 24 total sample periods. These algorithms can be implemented in

many different ways either using continuous or discontinuous switching, using 12 or
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24 sectors, or altering the number of time segments in each sample period. Through-

out this section, two different proposed switching techniques will be discussed and

compared to the DZSI SPWM, D24-3L1M1Z, and D24-3L2M1Z methods in terms of

both inverter efficiency and phase current THD. Recall that the contributions of this

thesis are specifically for SVPWM techniques which consider the restriction that the

sampling frequency should be equal to the switching frequency. This will be further

explored when looking at DSP implementation in the following chapter.

4.3.1 Proposed SVPWM1

The first method of implementing a proposed technique, which will be referred to as

SVPWM1, is using a 9-time segment, discontinuous switching algorithm that divides

the αβ subspace into 24 sectors which were seen in Figure 2.10b. This method utilizes

the aforementioned D24-3L1M1Z and C24-2L1ML1M1Z techniques where the utiliz-

able voltage vectors are adjusted every two sectors. This allows for the SVPWM1

method to reduce the average switching frequency as much as possible, where all

switchings that occur when changing the sector are removed which was proven to re-

sult in a small increase in the inverter efficiency in the previous section. Additionally,

the switching algorithm used for the SVPWM1 technique ensures that two switches

do not turn on or off in each sampling period which is what theoretically leads to

a larger increase in the VSI efficiency. For a better visual of how the two existing

techniques are combined to make up the SVPWM1 technique, Figure 4.7 and Table

4.2 show a visual representation of the switching pattern as well as the switching pat-

terns for each sector, respectively. In Figure 4.7, it can be observed that in sector 24,
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modifications of the D24-3L1M1Z technique are implemented and in sector 1, mod-

ifications of the C24-2L1ML1M1Z technique have been implemented. Additionally,

in Table 4.2 it can be seen that there are no switchings that occur when changing

sectors.
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Figure 4.7: Visual Representation for the Sequence of the Voltage Vectors applied for
the SVPWM1 Technique Using 9 Time Segments

To get a better understanding of the switching patterns that are implemented

using SVPWM1, detailed tables showing the voltage vectors as their binary numbers

which represent the VSI phase leg switching state is also provided in Table 4.3. The

detailed switching pattern is shown for sectors 11, 12, 13, and 14 where a transition

between using three large, one medium, and one zero voltage vector to using two

large, one medium-large, one medium, and one zero voltage vector occurs when going

from sector 12 to sector 13. It should be noted from Table 4.3 that the phase order is

assumed to be A1B1C1A2B2C2 and that the most significant bit (MSB) of the binary

number corresponds to phase A1 and the least significant bit (LSB) corresponds to

phase C2.
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Table 4.2: Switching Sequence for Each Sector Represented by Decimal Numbers for
the SVPWM1 Switching Technique Using 9 Time Segments

Sector
Decimal Number

Sector
Decimal Number

Switching Sequence Switching Sequence

1 00 – 04 – 36 – 37 – 53 – 37 – 36 – 04 – 00 13 00 – 02 – 10 – 26 – 27 – 26 – 10 – 02 – 00

2 00 – 32 – 36 – 52 – 53 – 52 – 36 – 32 – 00 14 00 – 08 – 10 – 11 – 27 – 11 – 10 – 08 – 00

3 00 – 04 – 36 – 52 – 54 – 52 – 36 – 04 – 00 15 00 – 08 – 09 – 11 – 27 – 11 – 09 – 08 – 00

4 00 – 04 – 36 – 52 – 54 – 52 – 36 – 04 – 00 16 63 – 08 – 09 – 11 – 27 – 11 – 09 – 08 – 63

5 00 – 04 – 20 – 52 – 54 – 52 – 20 – 04 – 00 17 00 – 01 – 09 – 11 – 43 – 11 – 09 – 01 – 00

6 00 – 16 – 20 – 22 – 54 – 22 – 20 – 16 – 00 18 00 – 08 – 09 – 41 – 43 – 41 – 09 – 08 – 00

7 00 – 16 – 18 – 22 – 54 – 22 – 18 – 16 – 00 19 00 – 01 – 09 – 41 – 45 – 41 – 09 – 01 – 00

8 63 – 16 – 18 – 22 – 54 – 22 – 18 – 16 – 63 20 00 – 01 – 09 – 41 – 45 – 41 – 09 – 01 – 00

9 00 – 02 – 18 – 22 – 30 – 22 – 18 – 02 – 00 21 00 – 01 – 33 – 41 – 45 – 41 – 33 – 01 – 00

10 00 – 16 – 18 – 26 – 30 – 26 – 18 – 16 – 00 22 00 – 32 – 33 – 37 – 45 – 37 – 33 – 32 – 00

11 00 – 02 – 18 – 26 – 27 – 26 – 18 – 02 – 00 23 00 – 32 – 36 – 37 – 45 – 37 – 36 – 32 – 00

12 00 – 02 – 18 – 26 – 27 – 26 – 18 – 02 – 00 24 00 – 32 – 36 – 37 – 45 – 37 – 36 – 32 – 00

Table 4.3: Detailed Analysis of the Proposed SVPWM1 Switching Pattern for Sectors
11-14

Sector 11 Sector 12

B
in

a
r
y

#

MSB 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 1 1 1 1 0 0 0 0 1 1 1 1 1 0 0
0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 0

LSB 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0

Decimal # 00 02 18 26 27 26 18 02 00 00 02 18 26 27 26 18 02 00

Sector 13 Sector 14

B
in

a
r
y

#

MSB 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0 0 1 0 0 0 0
0 0 1 1 1 1 1 0 0 0 1 1 1 1 1 1 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 0 0

LSB 0 0 0 0 1 0 0 0 0 0 0 0 1 1 1 0 0 0

Decimal # 00 02 10 26 27 26 10 02 00 00 08 10 11 27 11 10 08 00
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From Table 4.3, it can be observed from the transitions in switching states for

each sector shown, that at least two switches do not turn on or off in each sampling

period. Considering the lack of switching for at least two switches, and that there are

no switchings that take place when changing sectors, the average switching frequency

of this technique can be calculated using (2.10). This results in the average switching

frequency of the discontinuous SVPWM1 technique being 13.33 kHz for a given

carrier frequency of 20 kHz. Additionally, an added benefit of this proposed technique

is the fact that only one switch turns on or off whenever there is a change in the voltage

vector which can be seen in Table 4.3. However, it is important to acknowledge that

this switching pattern has been designed with only reducing the average switching

frequency in mind and not considering the phase current THD. As an ideal switching

pattern would also result in a lower phase current THD, many of the concepts of the

proposed SVPWM1 technique can be implemented using other methods.

4.3.2 Proposed SVPWM2

As the previous technique focused solely on increasing the inverter efficiency by re-

ducing the switching frequency to 13.33 kHz, similar concepts can be used to still

lower the average switching frequency while also considering the phase current THD.

The next method to be discussed in this thesis combines the switching patterns of

the C12-4L1Z and C12-2L2ML1Z SVPWM techniques where each of these algorithms

is altered to allow for discontinuous switching. The proposed method, which will be

referred to as SVPWM2, is a 12 sector switching method implemented using discontin-

uous switching and limited to 6-time segments to meet the requirement of maintaining

the sampling frequency equal to the switching frequency. Similar to the previously
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discussed SVPWM1 technique, the SVPWM2 technique also removes any switchings

that occur when the sector changes. As the combination of the C12-4L1Z and C12-

2L2ML1Z SVPWM techniques lead to more fluid transitions between each sector, a

reduction in the phase current THD can be observed. However, it should be noted

that for the SVPWM2 technique, half of the sectors have two switches that do not

turn on or off in each sample period and half of the sectors have only one switch that

does not turn on or off each sample period. For a better visual representation of the

second switching technique that has been proposed, Figure 4.8 shows the transition

between using four large and one zero voltage vector in sector 12 to using two large,

two medium-large, and one zero voltage vector in sector 1. Additionally, Table 4.4

provides the switching pattern for each sector of the SVPWM2 switching method.
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Figure 4.8: Visual Representation for the Sequence of the Voltage Vectors applied for
the SVPWM2 Technique Using 6 Time Segments
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Table 4.4: Switching Sequence for Each Sector Represented by Decimal Numbers for
the SVPWM2 Switching Technique Using 6 Time Segments

Sector
Decimal Number

Sector
Decimal Number

Switching Sequence Switching Sequence

1 00 – 36 – 38 – 53 – 52 – 00 7 00 – 10 – 11 – 27 – 25 – 00

2 00 – 36 – 52 – 54 – 22 – 00 8 00 – 09 – 11 – 27 – 41 – 00

3 00 – 20 – 22 – 54 – 50 – 00 9 00 – 09 – 13 – 43 – 41 – 00

4 00 – 18 – 22 – 54 – 26 – 00 10 00 – 09 – 41 – 45 – 37 – 00

5 00 – 18 – 19 – 30 – 26 – 00 11 00 – 33 – 37 – 45 – 44 – 00

6 00 – 18 – 26 – 27 – 11 – 00 12 00 – 36 – 37 – 45 – 52 – 00

From Table 4.4, the use of six time segments as well as the removal of the switch-

ings that occur when the sector changes can be seen. The switchings can be further

investigated by looking into the resultant binary numbers of each sector. In table 4.5,

the binary numbers and their corresponding decimal numbers are displayed to show

the transition between the on and off state of each phase leg for sectors 7, 8, 9, and

10. Recall that the phase order is assumed to be A1B1C1A2B2C2 and that the MSB

of the binary number corresponds to phase A1 and the LSB corresponds to phase C2.

In Table 4.5, the detailed analysis of the SVPWM2 switching algorithm shows

that in sectors 7 and 9, two large, two medium-large, and one zero voltage vector are

utilized and in sectors 8 and 10, four large and one zero voltage vectors are utilized.

Additionally, in sectors 8 and 9, there is only one switch that does not turn on or off

in each sector whereas, in sectors 7 and 10, there are two switches that do not turn

on or off. With the patterns of this switching technique observed in Figure 4.8 and

Tables 4.4 and 4.5, the average switching frequency of the SVPWM2 technique can be

calculated using (2.10). As the carrier frequency remains at 20 kHz, the calculated

average switching frequency for the proposed technique is 15 kHz.
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Table 4.5: Detailed Analysis of the Proposed SVPWM2 Switching Pattern for Sectors
7-10

Sector 7 Sector 8
B
in

a
r
y

#

MSB 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 1 1 0 0 0 0 1 0 0
0 1 1 1 1 0 0 1 1 1 1 0
0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 1 0 0 0 0 1 1 0 0

LSB 0 0 1 1 1 0 0 1 1 1 1 0

Decimal # 00 10 11 27 25 00 00 09 11 27 41 00

Sector 9 Sector 10

B
in

a
r
y

#

MSB 0 0 0 1 1 0 0 0 1 1 1 0
0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 1 1 0 0 1 1 1 1 0
0 0 1 0 0 0 0 0 0 1 1 0
0 0 0 1 0 0 0 0 0 0 0 0

LSB 0 1 1 1 1 0 0 1 1 1 1 0

Decimal # 00 09 13 43 41 00 00 09 41 45 37 00

Note that while the technique discussed in this section is considering both a reduc-

tion in the average switching frequency and a reduction in the phase current THD,

while discontinuous switching is used, only 6-time segments are used to implement

SVPWM2. It should be noted that from previous simulation results shown, it was

proven that the more time segments that are used, the more the phase current THD

can be reduced. However, this is the only allowable number of time segments for this

technique for the sampling frequency to remain equal to the switching frequency. The

idea of maintaining a low average switching frequency and low phase current THD

while increasing the number of time-segments to be used in one sampling period is a

concept that will be investigated in the future work of this thesis.
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4.3.3 Inverter Efficiency Analysis

As these techniques are designed specifically to reduce the average switching fre-

quency, a comparison to the existing switching techniques is provided to show that

the SVPWM1 and SVPWM2 techniques lead to an increase in the VSI efficiency.

Recall that of the existing switching techniques, the ones that utilized discontinu-

ous switching had the best performance in regards to the VSI efficiency and for this

reason, they are used for the comparison of the proposed techniques in this thesis.

Additionally, the inverter efficiency results of the DZSI SPWM technique are also in-

cluded in this section as this technique was proven to have a lower inverter efficiency

due to the higher average switching frequency but also the lowest phase current THD

of all existing techniques discussed throughout this thesis.

Once again, to provide a proper comparison between all the techniques throughout

the constant torque operating region, the inverter efficiency for speeds of 1
4

the base

speed, 1
2

the base speed, and the base speed will be plotted in separate figures.

Similar to the previous discussion regarding the efficiency comparison of existing

switching techniques, the proposed switching techniques have been simulated using

the Simulink drive model from Chapter 3 at load torque points ranging from 0.1pu to

1.0pu relative to the rated torque of the dual three-phase drive system. Recall that

the method of obtaining the desired load torque is through the offline selection of d

and q axis currents based on the MTPA profile of the machine. Additionally, for the

VSI efficiency results obtained in this section for the proposed switching techniques,

the thermal environment of the inverter in the Simulink model has remained constant

where the heat sink temperature is fixed at 25◦C.
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Figure 4.9: Inverter Efficiency of Proposed Switching Techniques as a Function of
Load Torque for Operation at 1

4
of the Motor Base Speed
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Figure 4.11: Inverter Efficiency of Proposed Switching Techniques as a Function of
Load Torque for Operation at the Motor Base Speed

From Figures 4.9, 4.10, and 4.11, the inverter efficiency of the proposed techniques

is displayed as the trajectories represented with the asterisks and the existing tech-

niques are displayed as the trajectories represented by the squares. Similar to the

VSI efficiency analysis of the existing techniques, the same patterns are seen for all

speed points that have been simulated. It is worth noting that as the speed decreases,

there is an increase in the difference between the inverter efficiency of each technique.

It can be seen in Figures 4.9, 4.10, and 4.11 that the SVPWM1 technique has an

increased inverter efficiency which is directly related to the reduction of the average

switching frequency to 13.33 kHz. This has led to an increase in the VSI efficiency

of at least 0.52% and up to almost 3% at low operating points when being compared

to the aforementioned existing techniques. However, this SVPWM1 technique was

designed solely considering reducing the average switching frequency and not consid-

ering maintaining a low phase current THD. For this reason, SVPWM2 was proposed

to improve the phase current THD which will be analyzed in the next section.
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While the SVPWM2 switching technique was designed keeping the phase current

THD in mind, the main design benefit of this technique remains that a low average

switching frequency of 15 kHz is maintained. Although there has been a trade-off of

slightly increasing the average switching frequency to improve the phase current THD,

it can still be seen from Figures 4.9, 4.10, and 4.11 that while the inverter efficiency

results for the SVPWM2 technique are not as high as SVPWM1, SVPWM2 still has

better performance than the aforementioned existing techniques. More specifically,

when comparing SVPWM2 to the D24-3L1M1Z technique which previously had the

best performance for VSI efficiency, the SVPWM2 technique leads to an increase in

the inverter efficiency of at least 0.40% and up to 2.5%. As both the SVPWM1 and

SVPWM2 techniques have been proven to result in improved VSI efficiency, it is also

necessary to analyze the phase current THD of these techniques to ensure that with

this improvement in the inverter efficiency, an improvement in the motor efficiency

is not sacrificed so that the efficiency of the entire dual three-phase drive system will

be increased.

Furthermore, as the inverter efficiency results over the constant torque region have

been displayed, the loss breakdown of the proposed techniques can be compared to

the existing techniques by observing the total losses broken down in terms of conduc-

tion losses and switching losses. In Figure 4.12, it can be seen that the conduction

losses remain constant for all techniques being compared, but the switching losses for

SVPWM1 and SVPWM2 are lower than the switching losses of the previously dis-

cussed techniques. Furthermore, the switching losses of SVPWM1 are slightly lower

than those of SVPWM2 further proving that the lower the average switching fre-

quency, the lower the losses of the VSI are, which results in higher inverter efficiency.
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Figure 4.12: Power Loss Breakdown of the Proposed Switching Techniques for Oper-
ation at the Motor Base Speed with Full Load Torque

4.3.4 Phase Current THD Analysis

As the SVPWM1 and SVPWM2 techniques have been proven to result in a higher

VSI efficiency than other existing techniques, the use of these proposed techniques is

not practical if this results in a higher phase current THD. This is because although

the efficiency of the inverter has increased, an increase in the phase current THD

results in the efficiency of the motor being reduced. Moreover, while the overall

goal is to improve the efficiency of the entire dual three-phase drive system, the

efficiency of both the inverter and the motor must be considered and, therefore,

increasing the average switching frequency should not come at the cost of increasing

the phase current THD. In Figure 4.13, the phase current THD results of the proposed

SVPWM1 and SVPWM2 switching techniques for a range of load torque values are

provided at the base speed of the machine. The load torque values range from 0.1pu

to 1.0pu relative to the rated torque of the machine, similar to the other simulation
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results that have been provided throughout this thesis. Once again, the proposed

techniques are displayed as the trajectories represented with the asterisks and the

existing techniques are displayed as the trajectories represented by the squares.
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Figure 4.13: Phase Current THD Results for the Proposed Switching Techniques at
the Motor’s Base Speed

From Figure 4.13, the first thing to be noticed is that SVPWM1 does not follow

similar trajectories to the existing techniques. The poor phase current THD results

are an outcome of the transitions between using three large, one medium, and one

zero voltage vector to using two large, one medium-large, one medium, and one zero

voltage vector generating large spikes in the xy subspace current waveforms. This

is due to the different characteristics that the D24-3L1M1Z and C24-2L1ML1M1Z

techniques have in regards to calculating the dwell times of each switch of the VSI.

Therefore, the resultant spikes in the xy subspace lead to additional distortion of the

phase current waveform which has a negative effect on the motor performance. This

means that while SVPWM1 is proven to have the best inverter performance, this

technique would result in the worst motor performance which could even lead to a

negative impact on the overall efficiency of the dual three-phase drive system.
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The issue with the increased phase current THD that is associated with the

SVPWM1 technique is the reason why the SVPWM2 technique was also proposed

in this thesis. Although it was previously shown that SVPWM2 has slightly inferior

inverter performance throughout the constant torque operating region compared to

SVPWM1, in Figure 4.13, this switching technique sees a significant improvement to

the phase current THD which more closely matches the trajectories of the existing

techniques that have been discussed. The reason for the improvement in the phase

current THD of the SVPWM2 technique is that the switching characteristics when

using four large and one zero voltage vector are very similar to the characteristics

when using two large, two medium-large, and one zero voltage vector. This allows for

much smoother transitions between the sectors where the utilizable voltage vectors

are changing. This helps to reduce the current spikes on the xy subspace that led to

the poor THD performance of the SVPWM1 technique.

When considering all switching techniques discussed throughout this chapter, the

results provided show evidence that a trade-off exists between reducing the average

switching frequency and increasing the phase current THD. This is seen when refer-

ring to Figure 4.13 where the DZSI SPWM, which has the highest average switching

frequency, also has the lowest current THD, and the SVPWM2 technique which had

the lowest average switching frequency had the highest current THD. For this rea-

son, while it cannot be expected for proposed switching techniques which have lower

calculated average switching frequencies to have a lower THD than the DZSI SPWM

technique, it can be expected that sacrificing a small percentage of the phase current

THD can lead to more significant increases in the inverter efficiency. In turn, this

could result in a larger net increase in the overall efficiency of a dual three-phase drive
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system and that is why future work of this thesis intends to investigate each of these

switching techniques and the effect that they have on the motor efficiency through

the use of FEA loss calculations.

4.4 Proposed Control Scheme to Improve Motor

Drive Efficiency

As previously mentioned, the simulation results shown throughout this chapter have

not included the use of the PR controllers for the synchronous frame xyr subspace

as it was proven that the inclusion of these controllers does not have any effect on

the inverter efficiency calculation. However, it was seen in Figure 4.1 that the use of

these PR controllers contributes to improving the phase current THD. Therefore, as

the proposed SVPWM techniques were designed to improve the inverter efficiency,

the extension of using PR controllers with these switching techniques can lead to a

reduction in the phase current THD resulting in improved motor performance. As

the proposed modulation techniques from this chapter have been proven to increase

the inverter efficiency, this section will explore the combination of utilizing these

modulation schemes with PR controllers for the x and y axis current components,

leading to reduced phase current THD and increased drive system efficiency.

Recall that the effect of the PR controller when using the DZSI SPWM was already

displayed in Figure 3.9 for the motor base speed at a full load where the x and y

components were not actively controlled for the first 0.03 seconds of the simulation.

The PR controller for the xyr subspace was then activated at 0.03 seconds and the x

and y component both converged to zero where this made a noticeable improvement
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in the phase current THD as it reduced from 2.61% to 0.88%. As the use of the

PR controllers has already been shown to improve the phase current waveform when

using the DZSI SPWM technique, simulation results for the same operating point

can be obtained using the proposed SVPWM1 and SVPWM2 techniques and seen in

Figures 4.14 and 4.15 respectively. For both of these figures, simulation results are

collected for the base speed of the motor at a full load where the xyr subspace is not

controlled for the first half of the simulation and then the PR controllers for both the

x and y components are activated at 0.03 seconds.
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Figure 4.14: Simulation Results for a Fully Loaded Dual Three-Phase IPMSM at
Base Speed Using SVPWM1 Switching
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Figure 4.15: Simulation Results for a Fully Loaded Dual Three-Phase IPMSM at
Base Speed Using SVPWM2 Switching

From Figure 4.14 and 4.15, it can be further validated that the use of PR con-

trollers reduce the phase current THD as both the x and y components are sup-

pressed to be closer to zero. Specifically looking into Figure 4.14, recall that while

the SVPWM1 technique has been designed solely considering the reduction of the

average switching frequency, the phase current waveform had the poorest quality of

all switching techniques that have been discussed throughout this thesis. This same

concept is also observed when looking at the THD results when the PR controller

has been implemented at 0.03 seconds in Figure 4.14. The larger phase current THD

compared to the DZSI SPWM and SVPWM2 techniques in Figures 3.9 and 4.15,

respectively, is a result of the current spikes in the x and y current waveforms which

are generated when the utilizable voltage vectors change between three large, one

medium, and one zero voltage vector to two large, one medium-large, one medium,
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and one zero voltage vector every two sectors. Although the x and y values are sup-

pressed to be closer to zero when the SVPWM2 technique is used, these current spikes

are still present on these waveforms leading to increased distortion on the phase cur-

rent. This further validates the conclusion that while the SVPWM1 technique might

result in improved inverter efficiency, the sacrifice in the quality of the phase current

waveform could lower the overall dual three-phase drive efficiency.

Alternatively, looking into Figure 4.15, which implements the proposed SVPWM2

technique, it can first be observed that the phase current THD without any control

of the x and y axis currents at 2.68% is close to the performance when using DZSI

SPWM at the same condition where the THD was 2.61%. Furthermore, when the

PR controllers are applied to the xyr subspace in Figure 4.15, these components are

reduced to be as close to zero as possible as intended. Recall, that the design of

the switching algorithm of the SVPWM2 technique considers the phase current THD

by ensuring that the transition between sectors that use four large, one zero voltage

vector and sectors that use two large, two medium-large, and one zero voltage vector is

more fluid than the aforementioned SVPWM1 technique. This helps to reduce spikes

in the x and y axis currents which is further verified when implementing PR controllers

where these spikes are hardly noticeable unlike the simulation results when using the

SVPWM1 technique. In fact, the simulation results using SVPWM2 switching with

PR controllers controlling the xyr subspace result in a phase current THD of 1.15%

which is closer to the resultant THD of 0.88% when using DZSI SPWM switching

compared to when using SVPWM1 which resulted in a THD of 1.71%. This once

again shows promising results in the proposed concept of the SVPWM2 technique,

as this algorithm works to both improve the inverter efficiency as well as maintain a
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low phase current THD leading to improvements in the overall efficiency of the dual

three-phase drive system.

As the results of the proposed switching techniques have been validated using

the proposed Simulink model verified by both FEA and experimental results, the

future work of this thesis intends to implement these techniques using a high-power

experimental setup. As this setup must be able to accommodate a 100 kW dual three-

phase drive system, many design considerations such as an appropriate dynamometer,

cooling system, and safety system are necessary. As the design and construction

of this setup are outside the scope of this thesis, it is still possible to prepare a

suitable control algorithm for the testing and validation of multiple different SVPWM

techniques which will be briefly reviewed in the next chapter.
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Chapter 5

Experimental Implementation and

Validation of Dual Three-Phase

Modulation Schemes

5.1 Introduction

With multiple different modulation schemes discussed throughout this thesis, al-

though an experimental setup has not been constructed to carry out high-power

testing, implementation to the DSP can still be considered using a temporary low

power test setup. As this is only a temporary setup, the experimental test bench

does not have a dynamometer or cooling system so only low load operating points

have been considered. Moreover, the physical controller of this experimental setup

is developed similar to the Simulink drive model where d and q axis current values

are used as direct inputs. This means that the physical test setup does not operate

with speed control and since no load or brake is attached, the input d and q axis
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must slowly be increased to allow for the rotational speed of the machine’s rotor to

stabilize. Starting from zero and slowly increasing, the d and q axis currents cannot

surpass −0.05pu and 0.005pu, respectively for safety reasons as this operating point

settles at a rotational speed of 585 rpm.

With preliminary testing of the 100 kW dual three-phase drive system being con-

ducted at these very low load operating points, an additional validation process of

the proposed Simulink drive model can be completed by comparing the phase current

waveforms generated by the simulation results and experimental results. Addition-

ally, the initial programming of the controller and the considerations that have been

made for the dual three-phase system will be discussed throughout this chapter. The

experimental setup that was used for the validation of the Simulink drive model can

be seen in Figure 5.1 where this setup utilizes a Texas Instruments TMS320F28377D

dual-core microcontroller which is attached to a custom-built control board. This

control board handles all signal conditioning between the DSP and the mechanical

components so that the suitable signals at the correct voltages are input and output

for the DSP. For example, some of the most important signals generated by the DSP

are the PWM signals for each switch of the VSI which then require signal condition-

ing and voltage division circuits to be applied to the gate driver of the IGBT module

directly. Note that the experimental setup also utilizes an interface printed circuit

board (PCB) which can also be seen in Figure 5.1 where the PWM signals for each

switch are distributed to their respective phase leg gate driver.
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Figure 5.1: Preliminary Experimental Setup of 100 kW Dual Three-Phase Drive
System for Low-Power Testing

The PWM signals that are applied to the VSI are first generated in the DSP and

can be programmed in different ways to meet the needs of the different switching

techniques that are applied. Although only experimental results using DZSI SPWM

switching were obtained due to the limitations of the experimental setup, the pro-

gramming of the DSP and the software changes made to the PWM drivers for the

use of different switching techniques can also be further discussed. These necessary

changes come from the concept that some of the switching techniques discussed and

proposed in this thesis do not have symmetrical dwell times in each sample period.

This will be more clearly explained in the following sections where the implementation

of the DZSI SPWM switching technique to the DSP, which does have symmetrical

switching, is first discussed. After providing details on how the DZSI SPWM tech-

nique can be implemented to the DSP, the validation of the Simulink drive model

is further proven by utilizing this implementation strategy on the low-power prelim-

inary experimental setup in Figure 5.1. This discussion is followed by an alternate

method of implementing asymmetrical PWM signals to the experimental setup which

is a task that is planned for the future work of this thesis.
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5.2 Symmetrical PWM Signal DSP Implementa-

tion

The development of the controller for the dual three-phase drive system originated

from an existing three-phase drive system set up where the initialization for all com-

ponents such as the analog to digital converters (ADC), the resolver, and the current

sensors had already been completed. Therefore, most of the significant modifications

that need to be made when going from the three-phase to dual three-phase system in

terms of the controller programming are mostly inside the current control function.

Most importantly, the dual three-phase Clarke and Park transformations for the cur-

rent signals must be properly defined using the feedback current from the calibrated

current sensors as the input. The physical controller then works similarly to the block

diagrams in Figures 2.6 and 2.7 with the exception that PR controllers have not yet

been implemented to the physical controller. Therefore, the experimental results that

have been gathered and shown in this thesis do not control the xy subspace which

leads to increased THD on the phase current waveform. However, as proven through-

out this thesis, the use of PR controllers can improve the quality of the phase current

waveforms leading to better motor performance.

Shifting the focus to the generation of the PWM signals that are produced, it is

important to acknowledge that the common method of generating the gate pulses for

each switch of the VSI that is used for DZSI SPWM switching cannot be utilized in

the same way for some of the SVPWM techniques discussed in this thesis. First, con-

centrating on techniques such as the DZSI SPWM, C24-2L1ML1M1Z, D24-3L1M1Z,

D24-3L2M1Z, and SVPWM1, which can be classified as algorithms that calculate
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symmetrical PWM signals, it should be noted that only the turn-on time of each

switch needs to be calculated assuming that a triangular counter waveform is being

used. Using DZSI SPWM switching as the primary example since this technique has

been experimentally validated, at each sample point every 50 µs, a duty cycle is cal-

culated between −1 and 1 based on the ratio of the per-unit phase voltage value and

half of the normalized DC link voltage. Note that the controller is programmed so

that a duty cycle of −1 represents the top switch being closed for an entire sample

period and 1 represents the bottom switch being closed for an entire sample period.

For example, if the value of the phase A1 voltage at a specific sample point is −0.25pu

relative to the rated voltage of the machine, the ratio, which is equal to the duty cycle,

is calculated to be −0.5. Based on the range of specified duty cycles in the controller,

this value corresponds to a dwell time where the top switch is closed for 75% of the

sample period and open for the remaining 25% for the phase A1 inverter leg. This

same calculation is completed for each phase leg of the inverter in each sample period.

With the defined concept of the duty cycle generated for the DZSI SPWM tech-

nique, the PWM driver for these symmetrical PWM signals is initialized as an

up/down counter that resets every 20000 clock cycles which will be referred to as

PRD. Note that one clock cycle is set to 2.5 MHz which is easily handled by the

DSP as seen in the datasheet where each core of the DSP can provide up to 200 MHz

of signal processing performance [85]. Furthermore, in the manual of the DSP, the

concept of initializing the PWM driver as an up/down counter is discussed in detail

which is what is used for the implementation of the symmetrical PWM signals [86].

The method used for generating the PWM signals requires a parameter that is half

of PRD to be initialized which will be referred to as PRDHalf and is equal to 10000
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clock cycles. The PRDHalf parameter is then used with the duty cycle that is cal-

culated for the respective phase to determine a Compare value that resembles the

turn-on or turn-off time of the top switch for the corresponding phase leg. It should

be noted that since the PWM signal is symmetric within the sample period, the cal-

culation for only one Compare value is required and this is referred to as CMPA

within the DSP. The CMPA value for phase A1 is determined using (5.1) and can

be applied for each phase leg of the VSI.

CMPAA1 =

(
1

2
PRDHalf ∗Duty CycleA1

)
+

1

2
PRDHalf (5.1)

Recall the sample point where the phase A1 voltage was calculated to be −0.25pu

which corresponds to a duty cycle of −0.5, using (5.1), the CMPA variable for phase

A1 is calculated to be equal to 2500 clock cycles. Since this PWM method is sym-

metrical, as the clock cycle approaches the PRDHalf value, the up/down counter

is increasing where it peaks at PRDHalf which is halfway through the sample pe-

riod and the counter then decreases back down to zero which occurs at the end of

the sample period. In the case where the duty cycle is −0.5, when the value of the

up/down counter reaches 2500 while increasing, the EPWM1 register of the DSP,

EPWM1Regs, flips from “0” to “1”. This is the signal that is sent to the gate driver

of the VSI phase leg where a “1” corresponds to the top switch being closed and the

bottom switch being open and vice versa when the value is “0”. The EPWM1Regs

value, which is assigned to phase A1, then remains at the on-state while the up/down

counter increases past PRDHalf and starts to decrease. As this value now decreases,

when the counter reaches the CMPA value on the descent, the EPWM1Regs value

flips to “0” which turns the top switch of the phase leg off and closes the bottom
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switch. It is important to note that the EPWM1 register of the DSP can generate

two PWM waveforms, A and B, but due to the two switches of each phase leg being

complimentary, only one of these waveforms is needed which simplifies the initializa-

tion of the PWM driver. The process of applying a PWM signal to phase A1 can be

seen in Figure 5.2 for a duty cycle of −0.5 in the first sample period of the figure.

HalfPRD

PRD 2*PRD0

PRD 2*PRD0
0

1

Up/Down 
Counter

EPWM1
Register

2500

9000

Figure 5.2: Symmetrical PWM Signal Implementation Using a DSP

In Figure 5.2, for a better understanding of the process of generating the PWM signal,

it is also considered that after one sample period, the value of the phase A1 voltage is

now 0.4pu which corresponds to a duty cycle of 0.8. Then using (5.1) the CMPAA1

value is calculated to be 9000 clock cycles. This sample point that is shown between

sample times of PRD and 2∗PRD in Figure 5.2 verifies that a duty cycle of 1 would

result in the bottom switch being closed and the top switch being open and a duty

cycle of −1 would result in the opposite.
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As the previous discussion focused on the implementation of DZSI SPWM, the

same PWM initialization and generation of signals can be used for SVPWM tech-

niques that have symmetrical dwell-time calculations. For example, the SVPWM1

technique which would implement the dwell time calculation in (2.9) using the DSP

would only need the turn-on time of each switch to be calculated due to the symmetry

of how each voltage vector from this technique is applied. This phenomenon can be

seen in Table 5.1 where the application of each voltage vector and the corresponding

dwell times using SVPWM1 for sector 11 can be observed for each time segment of

the algorithm.

Table 5.1: Assigned Dwell Times for the Proposed SVPWM1 Switching Pattern for
Sector 11

Sector 11

B
in

a
r
y

#

MSB 0 0 0 0 0 0 0 0 0
0 0 1 1 1 1 1 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 0 0 0
0 1 1 1 1 1 1 1 0

LSB 0 0 0 0 1 0 0 0 0

Decimal # 00 02 18 26 27 26 18 02 00
Dwell Times T0/2 T1/2 T2/2 T3/2 T4 T3/2 T2/2 T1/2 T0/2

—————— Ts = T1 + T2 + T3 + T4 + T0 ——————

From Table 5.1, it can be seen that for the switches that do turn on in the sample

period, the summation of the dwell times at the beginning of the sample period before

a change in the switching state is equal to the summation of the dwell times at the

end of the sample period when returning to the original switching state. For example,

from Table 5.1 in sector 11, the phase B1 leg of the inverter is “0” for a total time of

T0
2

+ T1
2

and then switches to “1” where the top switch of the inverter phase leg would

be closed. The switching state then returns to “0” when there is a time of T0
2

+ T1
2

remaining in the sample period. Therefore, the CMPA value that was previously

130



M.A.Sc. Thesis - Joshua Caleb Taylor McMaster - Electrical Engineering

used for DZSI SPWM would now be calculated for phase B1 in sector 11 using (5.2).

CMPAB1 =

(
T0
2

+
T1
2

)
PRD2 (5.2)

As all switches for each sector have this same symmetrical characteristic, the

up/down counter can be used for all of these techniques. This allows for the same

CMPA value that is used to change the bit of the EPWM register inside the DSP

when the counter is increasing to also be used when the counter is decreasing. It

should be noted that there are not generalized equations for the dwell time calcula-

tions of each sector similar to three-phase SVPWM. Therefore, there is an increased

computational burden when implementing SVPWM on the dual three-phase machine

as each CMPA value for each phase leg has to be calculated within each sector. This

is due to the irregular pattern of the resultant voltage vectors of the xy subspace

for the chosen voltage vectors of the αβ subspace. For this reason, in the literature,

offline dwell time calculations have been proposed to lower the computation time

within the DSP where this was first proposed in [54]. Additionally, since the zero

vector is sometimes changing when the sectors change, initialization of the EPWM

registers can be coded in each sector to set the register as “active high” or “active

low” depending on whether the switching algorithm starts with a “1” or a “0”.
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5.3 Dual Three-Phase Drive Simulink Model Ex-

perimental Validation

With a detailed understanding of how symmetrical PWM signals can be experimen-

tally implemented, an additional verification process can be completed to further vali-

date the accuracy of the Simulink drive model from Chapter 3. As the Simulink model

discussed is physically constructed using the 100 kW dual three-phase motor and a

six-phase, two-level voltage source inverter made up of six Infineon FF600R12IE4

modules seen in Figure 5.1, only preliminary experimental results can be obtained

due to limitations on the experimental test bench. For this reason, as previously

mentioned, experimental results have only been obtained for a very low load operat-

ing point as there is currently no dynamometer or cooling set up to increase the load

of this system. It is important to note that these tasks are to be completed in the

future work of this thesis. Therefore, with the limitations of the experimental setup,

closed-loop current control can be implemented using a low load operating point of

Id = −0.05pu and Iq = 0.005pu relative to the rated current of the machine. The

operating point is very low because the rotor of the machine is freely spinning since

it is not connected to any load and speed control is not implemented. This results

in an experimental set up that is very similar to the Simulink drive model that has

been developed throughout this chapter where d and q axis current values are directly

input as the reference values to the DSP. To properly validate the Simulink model,

the DZSI SPWM implementation method discussed in the previous section is applied

to the experimental setup and also used to obtain the simulation results.

When running the experimental setup at a low load operating point with no speed
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control and no braking system, recall that the d and q axis currents must slowly be

increased in small intervals starting from zero to allow the resultant rotational speed

to stabilize at a safe operating condition. This is the reason why the d and q axis

currents did not surpass −0.05pu and 0.005pu, respectively, where the rotational

speed of the motor settles at an average speed of 585rpm. Additionally, for safety

reasons, a lower DC voltage of 0.14pu relative to the rated voltage of the motor is

used for obtaining preliminary experimental results using the setup that was seen

in Figure 5.1. As the controller in the setup works to maintain the d and q axis

current values that have been set, the current sensors seen in Figure 5.1 provide

current feedback for closed-loop current control to properly function for this dual

three-phase drive system. As this process matches the Simulink drive model process

that has been discussed in Chapter 3, the simulation environment can easily replicate

the preliminary experimental setup in Figure 5.1.

With the limitations of the experimental setup that have been discussed, experi-

mental results have only been obtained for a single operating point which can also be

recreated in the simulation environment. As modifications are made to the Simulink

drive model to accommodate for the lower DC voltage of 0.14pu, other important

characteristics of the experimental test bench to consider in the simulation environ-

ment include a switching and sampling frequency of 20 kHz, d and q axis reference

currents of −0.05pu and 0.005pu respectively, and a constant speed of 585rpm. Al-

though it is only a low operating point that can be used for experimental validation of

the proposed Simulink drive model, Figures 5.3 and 5.4 show the comparison between

experimental and simulation results for the resultant phase A1 current and stationary

frame x axis current, respectively.
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Figure 5.3: Comparison of Phase A1 Current Waveforms for Experimental Validation
of Proposed Modelling Strategy
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From Figures 5.3 and 5.4, it can be seen that there is a small error present be-

tween the simulation and experimental waveforms. It is important to recognize that

this error is due to the very low operating point being tested. With the d and q axis

current values being a very small fraction of the rated current of the machine, and

the current sensors being rated for two times the rated current of the machine, the

tolerance of the current sensors is actually larger than the q axis reference current

value being tested. Unfortunately, as this noise from the current sensor results in

random fluctuations on the feedback phase current, this phenomenon is difficult to

recreate in the simulation environment and is therefore ignored leading to a small

error between the waveforms seen in Figures 5.3 and 5.4. However, it is important

to acknowledge that given this source of error, the waveforms for both the phase A1

current and stationary frame x axis current match very closely and the accuracy be-

tween the simulation and experimental results is only expected to improve as the load

of the system increases. It is also important to note that the dominant harmonics

that lead to the distortion of the phase currents in Figure 5.3 are the same in both

waveforms which shows promising results supporting the accuracy of the Simulink

drive model. This is further verified in Figure 5.4 where, again, a small error exists

between the experimental and simulation results of the stationary frame x axis cur-

rent, but the dominant harmonics of both waveforms are the same which validates

that the proposed method of modelling the x and y subspace is accurate. Note that

the stationary frame x axis current is shown where the dominant harmonics based on

the aforementioned dual three-phase Clarke transformation are of the order 6n ± 1

(n = 1,3,5,. . . ).
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5.4 Asymmetrical PWM Signal DSP Implementa-

tion

Now shifting the focus to asymmetrical PWM signal implementation, these tech-

niques, such as C12-4L1Z, C12-2L2ML1Z, and SVPWM2 have different turn-on and

turn-off times, making the computation of the dwell times within the DSP more diffi-

cult. As the different turn-on and turn-off times result in asymmetrical PWM signals,

an additional Compare value must be calculated for these switching techniques. Re-

call that the Compare value used for the symmetrical PWM signals was referred to as

CMPA within the DSP and now to properly implement asymmetrical PWM signals,

a second Compare value referred to as CMPB in the DSP is also required. Looking

deeper into the initialization code of the PWM driver for the DSP, specifically for

phase A1, the EPWM1 register is initialized as being “clear” or in other words, the

bottom switch is closed. The EPWM1 register bit is then “set” when the value of the

increasing counter is equal to the CMPA value. The EPWM1 register remains “set”,

or with the top switch closed, until the value of the counter is equal to the value of

CMPB where the EPWM1 register bit is then reset to be “clear”.

From the manual of the DSP, it is shown that this technique can be used for

any of the three main counter waveforms that this DSP can generate including the

up/down, up, and down counters. As the up/down counter that was previously used

for symmetrical PWM generation only allows for the CMPB bit to be used on the

back half of the sample period as the counter is decreasing, this thesis proposes using

the up counter for asymmetrical PWM waveforms. This allows for the PWM signal

to be set over a wider range of the given sample period. Therefore, the PWM driver
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is initialized with an up counter that counts up to the value of PRD which remains

as 20000 clock cycles. The up counter reaches the PRD value at the end of a sample

period and then resets back to zero. This up counter is then compared to the CMPA

values and CMPB values of each respective phase leg to determine when to “set”

the EPWM registers and when to “clear” the registers.

To develop a better understanding of the implementation of asymmetrical PWM

waveform generation using the up counter of the DSP, the proposed SVPWM2 tech-

nique which was shown to have improved inverter efficiency while maintaining low

phase current THD can be analyzed. The asymmetrical characteristics of this switch-

ing pattern can be seen in Table 5.2 where the application of each voltage vector

and the corresponding dwell times for sector 7 can be observed for each of the 6-time

segments of the algorithm.

Table 5.2: Assigned Dwell Times for the Proposed SVPWM2 Switching Pattern for
Sector 7

Sector 7

B
in

a
r
y

#

MSB 0 0 0 0 0 0
0 0 0 1 1 0
0 1 1 1 1 0
0 0 0 0 0 0
0 1 1 1 0 0

LSB 0 0 1 1 1 0

Decimal # 00 10 11 27 25 00
Dwell Times T0/2 T1 T2 T3 T4 T0/2

————– Ts = T1 + T2 + T3 + T4 + T0 ————–

From Table 5.1, when looking specifically into the B1 phase leg, it can be observed

that the summation of the dwell times before the switching state changes at the

beginning of the sample period is not equal to the summation of the times at the end

of the sample period after the switching state has returned to the original value. This

can be seen in sector 7 of the SVPWM2 algorithm when the B1 phase leg is “0” for
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a total time of T0
2

+ T1 + T2 before switching to “1”. Then, at the end of the sample

period, the phase leg returns to “0” only for a time of T0
2

. Therefore, these values

can be used to set the CMPA and CMPB values of the B1 phase leg using (5.3).

Furthermore, modifications of (5.3) can be implemented for each phase leg of each

sector to obtain the PWM waveforms for each switch of the VSI.

CMPAB1 =

(
T0
2

+ T1 + T2

)
PRD2 (5.3a)

CMPBB1 =

(
Ts −

T0
2

)
PRD2 (5.3b)

Recall that PRD is the number of clock cycles in one sample period which is 20000,

and Ts is the sample time of 50 µs. Again, it should be acknowledged that due to

the irregular pattern of the resultant xy vectors, a set of generalized equations for the

dwell time calculations can not be defined which increases the computational burden.

Moreover, since the asymmetrical techniques require a CMPA and CMPB value to

be calculated, the computational burden of asymmetrical PWM generation is even

greater compared to the aforementioned generation of symmetrical PWM waveforms.

To obtain a visual representation of the asymmetric PWM signals, it will be

assumed that the CMPAB1 value from (5.3) is calculated to be 11000 clock cycles

and CMPBB1 is calculated to be 17000 clock cycles. With the method used for

the initialization of the PWM driver, Figure 5.5 displays the resultant up counter

and EPWM register bit that corresponds to phase B1 as it changes between “0” and

“1” for the defined values of CMPA and CMPB in the first sample period. For

a better understanding of the process of generating the asymmetric PWM signal,
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an additional example is provided where it is assumed that at the PRD sampling

point in Figure 5.1, the CMPAB1 value is calculated to be 5000 clock cycles and the

CMPBB1 value is calculated to be 12500 clock cycles and these values are applied to

the second sampling period of the figure.

PRD

PRD 2*PRD0

PRD 2*PRD0
0

1

Up 
Counter

EPWM2
Register

5000

17000

11000
12500

Figure 5.5: Asymmetrical PWM Signal Implementation Using a DSP

As Figure 5.5 shows the ability for this PWM driver to implement asymmetrical

PWM signals for the switches of the VSI, it is also possible to reverse the initialization

process if any switches require to start with the top switch being closed and bottom

switch open, which is the case for techniques that utilize the redundant zero vectors.

Additionally, as both the generation of symmetrical and asymmetrical PWM signals

require increased computation time compared to three-phase control techniques or

DZSI SPWM, future work intends to further explore how this can be minimized

when implementing these methods to a high-power setup.
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Chapter 6

Conclusion

As this thesis had the main focus of improving the overall efficiency of dual three-

phase drive systems specifically through improving the efficiency of six-phase, two-

level voltage source inverters, many of the different concepts of multiphase machines

are reviewed. Throughout this research, the main emphasis is on dual three-phase

machines which have been proven to have increased benefits compared to other multi-

phase machines and even better performance than other six-phase machine topologies.

The characteristics of the dual three-phase machines are discussed in detail to pro-

vide base knowledge for a conversation on the control of these machines and how

the system efficiency can be improved through further developing modulation and

control techniques. With this base knowledge provided, an in-depth literature review

on the different modulation techniques including carrier-based sinusoidal PWM and

space vector PWM techniques is provided and compared. As these techniques are

intended to be implemented using a high-power experimental setup, only modula-

tion techniques where the sampling frequency is equal to the switching frequency are

discussed for the sake of easier implementation and reduced computation time.
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With an in-depth literature review covering the existing switching techniques, a

detailed drive system model has also been developed with a proposed method for

specifically modelling multiphase machines using the Vector Space Decomposition

transformation. The drive system model is developed in the Matlab/Simulink envi-

ronment as a flux linkage, lookup table based model using FEA data collected by

sweeping through every possible current magnitude and phase angle. This allows

for all nonlinearities of the machine such as the effects of spatial harmonics, cross-

coupling, and magnetic saturation to be modelled in the Simulink environment in a

fraction of the time. The other significant contribution from the multiphase model

discussed is the idea that the dynamic behaviour of the motor from FEA will also

incorporate high-frequency current ripple that is generated from the switching in-

stances of the inverter. With this accurate motor model, the drive system model is

further developed with a properly sampled controller model and an accurate inverter

model that calculates the power losses of the power electronic components using the

PLECS by Plexim Simulink toolbox. Along with validating the Simulink drive model

using FEA results, the model is also validated for a very low load operating point

that has been experimentally obtained.

With an accurate Simulink model validated through FEA and experimental re-

sults, the inverter efficiency and phase current THD results can be calculated from the

model for any specified modulation and control techniques. First, a comparison into

the inverter efficiency of the existing switching techniques is provided throughout the

constant torque region for multiple different speeds as the load torque is swept from

0.1pu to 1.0pu relative to the rated torque of the machine. As the inverter efficiency

comparison provides results on improving the drive system efficiency in regards to the
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inverter, the phase current THD of each technique is also analyzed to ensure that for

any improvements in the inverter efficiency, the motor performance is not sacrificed

and a net gain in the overall drive system efficiency is achievable. Through observing

certain patterns and characteristics of the existing switching techniques, specifically

using SVPWM, this thesis has proposed two new switching techniques which lead to

increased inverter efficiency while maintaining a sampling frequency that is equal to

the switching frequency. It is important to note that while the percentage increases in

the inverter efficiency seem relatively low throughout this thesis, all simulation results

are obtained assuming an environment that would lead to the minimum increase in

the inverter efficiency. For example, at a higher junction temperature for each of the

devices in the VSI, more losses would be generated which would increase the difference

in the efficiency calculations for each technique. Additionally, as recent trends in vari-

able speed drive systems investigate increasing the switching frequency of the system

with the use of Silicon Carbide MOSFETs, larger switching losses would be generated

and the difference between the switching losses calculated for each technique would

increase, once again resulting in larger differences between the VSI efficiency results

of all techniques.

The two techniques that have been proposed in this thesis which are referred to

as SVPWM1 and SVPWM2 are designed specifically to improve the inverter effi-

ciency by reducing the average switching frequency in one sample period. While the

SVPWM1 technique is proven to provide the highest average switching frequency, this

is at the expense of worsening the phase current waveform quality which would result

in the motor performance being negatively impacted. As a result, the SVPWM2 tech-

nique is proposed where a small decrease in the inverter efficiency is seen compared
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to SVPWM1, but the phase current THD remains comparable to the existing tech-

niques that are also discussed in this thesis. This allows for the proposed SVPWM2

technique to have increased inverter efficiency without sacrificing the performance of

the motor leading to an increase in the overall drive system efficiency. Furthermore,

this thesis also explores the implementation of proportional resonant controllers in a

Simulink VSD based controller model for the two proposed switching techniques as

these PR controllers can lead to improved phase current waveform quality. Addition-

ally, simulation results using the proposed dual three-phase drive system model are

provided throughout this thesis using the proposed and existing switching techniques

to allow for as accurate of a comparison as possible in terms of inverter efficiency and

phase current THD.

Although a high-power experimental setup was not constructed for this research,

the DSP implementation of how the different switching techniques can be applied

to the experimental setup is also discussed as future work intends to experimentally

validate the findings of this thesis. As the Simulink model has proven to be very ac-

curate, it can be assumed that the experimental verification of this work will validate

the improved efficiency of the proposed switching techniques, specifically SVPWM2,

for dual three-phase drive systems, especially as they become a suitable alternative

for their three-phase counterparts.

In conclusion, the multiple contributions that have been made throughout this

thesis can be summarized as:

• A detailed dynamic dual three-phase machine model that incorporates high-

frequency current ripple generated from the inverter validated using FEA and

experimental results. As this model uses lookup tables in Simulink to model
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the nonlinear characteristics of the machine obtained from FEA, this Simulink

model has been proven to simulate dual three-phase machines as accurate as in

FEA but in a fraction of the time.

• An in-depth comparison of existing switching techniques in regards to inverter

efficiency and phase current THD. This comparison is made using the proposed

Simulink drive system model where the inverter efficiency is calculated based on

the switching losses of the power electronic devices inside the inverter, and the

phase current THD is calculated for the resultant phase currents of the motor

model in Simulink.

• Two proposed space vector PWM switching techniques referred to as SVPWM1

and SVPWM2, which both improve the VSI efficiency, are implemented using

the Simulink drive model. The SVPWM1 technique is observed to have an

increased risk of lowering the motor performance and therefore, SVPWM2 is

proven to be the best all-around technique in terms of improving the inverter

efficiency and maintaining a low phase current THD.

6.1 Future Work

When considering the future work that can be done to continue this research, it

should be noted first and foremost that this thesis is based around the VSD transfor-

mation for both modelling and control techniques. While the modelling techniques

proposed in this work have been proven to have better accuracy and easier imple-

mentation using the VSD transformation, the switching techniques using a Double

dq transformation-based controller can be further investigated and compared to the
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switching techniques that have been discussed in this thesis. While the Double dq

transformation does not consider as many utilizable voltage vectors, the concepts of

three-phase machine control techniques can be carried over to dual three-phase ma-

chines and potentially lead to drive system efficiency improvements. However, if the

VSD transformation remains the preferred transformation for the controller subsys-

tem, further work into developing a tuning method for the required PR controllers

could also lead to improved drive system efficiency.

Sticking with the VSD based controller and SVPWM techniques, future work

could also include further investigation into generating switching techniques that

have as low of an average switching frequency as possible while using as many time-

segments as possible inside one sample period. These characteristics and patterns

were discovered to be what led to both improved inverter efficiency and low phase

current THD when designing different switching algorithms. Additionally, through

further investigation into more switching techniques to improve the inverter efficiency,

future work can also include varying the switching frequency to observe the impact

that this would have not only on the techniques discussed throughout this thesis but

for any new techniques being investigated. Moreover, to provide further comparison

into these switching techniques, the DC link capacitor current can also be observed

to see if there is any further room for reducing the capacitor size.

As this thesis focuses on the inverter efficiency while also working to maintain good

quality phase current waveforms, a detailed analysis of the impact of each switching

technique on the motor efficiency can also be calculated. This can most easily be

done by taking the generated phase current from the Simulink model and using this

as the input to FEA to calculate the motor losses and overall motor efficiency. Then,
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with the inverter efficiency and motor efficiency analysis, more concrete conclusions

can be made on which techniques lead to improved drive system efficiency.

Lastly, an immediate next step in this research includes the design and construc-

tion of a high-power dual three-phase drive system experimental setup to allow for

experimental validation of the findings of this research. This requires considerations

to be made including an appropriate dynamometer, cooling system, safety system,

and supply power system. Additionally, the development of a high-power dual three-

phase experimental test bench can further be used to validate the benefits of these

multiphase machines as they continue to gain interest in the electric motor market.
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