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To provide change: Initiate out of box with less fear, 

mistakes/failure, accepting hardships, educate your mind, 

learning from mistakes, do it better this time, another mistake … 

Do these cycles to achieve the goal. 
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Abstract 

The cyber processing layer of smart systems based on a cognitive dynamic system 

(CDS) can be a good solution for better decision making and situation understanding 

in non-Gaussian and nonlinear environments (NGNLEs). The NGNLE situation 

understanding means deciding between certain known situations in NGNLE to 

understand the current state condition. Here, we report on a cognitive decision-making 

(CDM) system inspired by the human brain decision-making using prediction outcome 

of actions using a virtual NGNLE. The simple low-complexity algorithmic design of 

the proposed CDM system can make it suitable for real-time applications. The proposed 

system can be extended as a general software-based platform for brain-inspired 

decision making in smart systems in the presence of nonlinearity and non-Gaussian 

characteristics. Therefore, it can easily upgrade conventional systems to a smart one 

for autonomic CDM applications. Towards these objectives, CDS is applied to long-

haul fiber optic link and a smart e-Health system as two examples of NGNLE. 

In first case study, brain-inspired intelligence using the CDS concept is 

proposed to control the quality-of-service (QoS) over a long-haul fiber-optic link that 

is nonlinear and with non-Gaussian channel noise. Digital techniques such as digital-

back-propagation (DBP) assume that the fiber optic link parameters such as loss, 

dispersion, and nonlinear coefficients, are known at the receiver. However, the 

proposed CDSs does not need to know about the fiber optic link physical parameters, 

and it can improve the bit error rate (BER) or enhance the data rate based on 

information extracted from the fiber optic link. The information extraction (Bayesian 

statistical modeling) using intelligent perception processing on the received data, or 

using the previously extracted models in the model library, is carried out to estimate 

the transmitted data in the receiver. Then, the BER is sent to the executive through the 

main feedback channel and the executive produces actions on the physical 

system/signal or internal commands for adaptive modeling configurations to ensure 

that the BER is continuously under the pre-defined forward-error-correction (FEC) 

threshold. Therefore, the proposed CDS is an intelligent and adaptive system that can 

mitigate disturbance in the fiber optic link (especially in an optical network) using 

prediction in the perceptor and/or doing proper actions in the executive based on BER 
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and the internal reward. Also, the earlier versions of CDS can achieve pre-defined goal 

faster using prediction outcome of actions in the executive. CDS was implemented for 

nonlinear fiber optic systems based on orthogonal frequency division multiplexing 

(OFDM) to show how the proposed CDS can bring noticeable improvement in the 

system’s performance.  

In second case study, CDS is applied for the autonomic computing layer of 

smart e-Health system for automatic diagnostic test and automatic screening process. 

In recent years, there has been a growing interest in smart e-Health systems to improve 

people’s quality of life by enhancing healthcare accessibility and reducing healthcare 

costs. Continuous monitoring of health through a smart e-Health system may enable 

automatic diagnosis of diseases like Arrhythmia at its early onset that otherwise may 

become fatal if not detected on time. Towards this objective, we start from 

understanding the health situation by diagnosing healthy and unhealthy persons for 

automatic diagnostic test. For this, a decision-making system is developed that is 

inspired by medical doctors (MDs) decision-making processes. Our system is based on 

a CDS for CDM and it can create a decision tree automatically. Then, a CDS-based 

framework is developed for the smart e-Health system to realize an automatic screening 

process in the presence of a defective dataset. A defective dataset may have poor 

labeling and/or lack enough training patterns. To mitigate the adverse effect of such a 

defective dataset, we developed a decision-making system that is inspired by the 

decision-making processes in humans in case of conflict-of-opinions (CoO). The 

proposed CDS algorithm can thereby be incorporated in the autonomic computing layer 

of a smart-e-Health-home platform to achieve a pre-defined degree of screening 

accuracy in the presence of a defective dataset. The proposed platforms for automatic 

diagnostic test and automatic screening process can be extended for more healthcare 

applications such as disease class diagnosis, prevention, treatment or monitoring 

healing. As a result, the proposed CDS algorithms can be an example of the initial steps 

for designing the autonomic computing layer of a smart e-Health home platform. 
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Chapter 1  

INTRODUCTION 

1.1. Smart system based on cyber-physical system architecture 

Globally, Internet-of-Things (IoT) is attracting much attention from researchers, 

technology developers and providers [1.1][1.2][1.3]. IoT technology is based on 

connecting a variety of conventional devices and systems such as sensors, actuators, 

appliances, TV and cars with computing devices to have the capability to automatically 

transfer data over a network. Therefore, IoT creates a network of intelligent systems 

that can communicate with each other or with human Users [1.1][1.2][1.3]. In recent 

years, the considerable advances in computing, wireless and network communications, 

low cost and low power sensors, actuators, and electronic components have made many 

previous fictional applications of IoT now practical, an example being the smart e-

Health home presented in [1.4]. This application can potentially make our lives more 

comfortable and safer, as well as dramatically reduce the healthcare system cost for 

elderly healthcare. For simplicity, we focused on the cyber-physical system (CPS) sub-

area of IoT for the architecture of a smart system.  Figure 1.1 shows the smart system 

architecture as a CPS. In this thesis, we focused on two main layers of a smart system 

based on CPS [1.4]: 
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Figure 1.1: Smart system architecture with an autonomic decision-making system (ADMS) using 

cognitive dynamic system (CDS) as the cyber physical system (CPS). ADC: Analog-to-digital converter, 

DAC: Digital to analog converter, HCI: Human-computer interaction, HRI: Human-robot interaction. 

 

• Sensors and Actuators: These are environmental sensors, environmental control 

units, or any device or methods providing information between Users (humans) and 

computers/robots in human-computer interaction (HCI) or human-robot interaction 

(HRI). 

• Autonomic computing: This layer is responsible for knowledge management, 

environment situation understanding such as whether the User has a disease or not, 

intelligent reasoning and decision making. This cyber part of the smart system is 

termed as the autonomic decision making system (ADMS) for information 

processing of the measured signals from the sensors. 

In this thesis, we focus on the autonomic computing layer of a smart system. As we 

mentioned before, the autonomic computing layer can be termed as the ADMS [1.5, 

1.6].)  ADMS is responsible for information processing that captures sensory data of 

the smart system environment as well as those related to estimation environment state. 

Typically, the ADMS can be implemented using artificial intelligence (AI) technique. 

However, in this thesis, we implemented the ADMS using the cognitive dynamic 

system (CDS) concept for two examples of non-Gaussian and nonlinear environments 
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(NGNLEs) i.e., fiber optic link and healthcare applications. Here, NGNLE means that 

the outputs of the environment are not linearly dependent on the inputs and do not have 

a Gaussian distribution. 

 

1.2. Basic concepts 

The functional block diagram of the typical CDS is built according to the principles of 

cognition, that is, perception-action cycle (PAC), memory, attention, intelligence, and 

language [1.7][1.8][1.9]. In the following, the role of each pillar of cognition  is 

described in detail. The CDS can be considered as enhanced artificial intelligence (AI). 

A CDS creates internal rewards and uses it to take some actions (More details on 

enhanced-AI discussed in  section 1.6) [1.8]. The CDS was proposed as an alternative 

to artificial intelligence (AI) in most AI applications [1.8][1. 9]. 

 

1.2.1. Perception-action cycle (PAC) 

The PAC is a basic principle of cognition (Figure 1.2) [1.7]. Inspired by neuroscience 

and the human brain, the PAC is the cybernetic information-processing loop that helps 

the living organism to adapt dynamically to its environment (e.g., the environment can 

be the transmission medium in an acoustic channel or a fiber optic link or diagnosing 

diseases in a living organism ) by aim-directed behavior or language [1.7]. In these 

activities, the CDS functions like the human brain and processes the measured 

information from sensors [1.8]. In Figure 1.3, the basic description of the CDS is shown. 

This figure gives us a better insight into how the PAC functions in the form of a global 

feedback loop. The PAC includes the perceptor and the executive. In addition, a 

feedback channel links them together, and the environment closes the PAC loop. The 

most important parts of PAC are the following. 

1. The set of observables (which are the data obtained by measurement of the 

environment) are processed by the perceptor. 

2. Based on the current and previous data and combined with intelligence, the 

perceptor predicts the states of the environment, which is passed to the 

executive through the feedback channel. 
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3. The executive produces actions on the environment to achieve a specific goal 

so that the set of observables in the following cycles may be different. 

4. The results of each cycle of the PAC will be used for succeeding cycles. 

5. When there is a specific goal, actions performed on the environment or physical 

system, the current PAC is guided by the derivation hypothesis from memory. 

As a result, the CDS will update the data in the current cycle and modify the 

hypothesis which will be used in the next cycle. 

 

 
Figure 1.2: A simple diagram for perception-action cycle in the brain. (CNS: Central nervous system). 

[1.10] 

 

The actions of the executive produce a change in the environment from one state to 

another. This procedure continues, cycle by cycle, with further actions until the desired 

goal that is determined by the systems policy, is achieved. The PAC may be viewed as 

coherent interaction and coordination between perception, prediction, action and 

outcome. For example, suppose someone wants to drink coffee (goal). If she sees a cup 

on the table (sense observables using the eyes), she perceives what it is and what she 

should do with it (perception). Even if this is the first time, she is seeing this specific 
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cup, she knows how it is different from a glass of cold water (prediction). This is 

because the extracted models for cups and glasses are stored in the brain and it can 

predict what is currently seen is a coffee cup or a glass of water based on previous 

experiences (extracted models of cups and glasses). The brain can also predict the hand 

movements before doing an action (prediction of outcome of actions), and she 

automatically picks up a coffee cup with her hand (action). Her eyes sense the cup and 

her brain measures the distance to the cup from her hand (perception that is the outcome 

of the action, “picking up the cup”). This process continues until the cup is close to her 

mouth (PAC). 

 

 

Figure 1.3: Block diagram of a basic cognitive dynamic system [1.11]. 

 

1.2.2. Memory 

Figure 1.4 shows the functional block diagram of a brain-like memory in the CDS [1.9]. 

The memory is required in the perceptor (known as perceptual memory) as well as in 

the executive (known as executive memory). While the perceptual memory enables the 

perceptor to recognize the distinctive features of the observables and categorize the 

learned features accordingly in some statistical sense, the executive memory keeps 

track of the chosen actions in the past and their effectiveness (Figure 1.4) [1.8]. The 

Feedback 

channel

PerceptorExecutive

Actions

Environment

Observables

Rewards

PAC
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function of the memories is to learn from the environment, store the acquired 

knowledge, continually update the stored knowledge in the presence of environmental 

fluctuations, and predict the consequences of actions taken and/or selections made by 

the CDS [1.8]. 

 

 
Figure 1.4: The functional brain-like block of the executive and perceptual memory in the cognitive 

dynamic system (CDS) [1.10]. 

 

1.2.3. Attention 

Generally, perceptual attention and executive attention can be implemented in the 

perceptor and executive, respectively. While perceptual attention addresses the 

excessing information from the environment, executive attention can be used to 

preserve the CDS with minimum disturbance. 

 As shown in Figure 1.5, first, a statistical model (Bayesian model) of the environment 

is established, which is followed by the Bayesian filter for estimating the environment. 

In the conventional CDS [1.8], the Bayesian model/Bayesian generative model is 

responsible for feature extraction. Internal rewards (positive or negative) are sent from 
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the perceptor to the executive. The reinforcement-learning model in the executive 

exploits the internal reward attributed to imperfection in the perceptor. As a result, the 

best possible actions are chosen based on internal rewards [1.8].  

 

 

Figure 1.5: Attention (i.e., focusing) on the CDS [1.10]. 

 

1.2.4. Intelligence 

There is no unified definition of intelligence. However, in this thesis, the intelligence 

of the CDS can be defined as reasoning and decision-making, perception, automatic 

control and problem solving. Using PAC concept and feedback channels, CDS can 
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make cognitive and intelligent decisions for situation understanding of unknown 

uncertainties in the environment. 

 

1.2.5. Language 

Language is a unique ability of the human brain. However, we can create it in a CDS, 

if we define language for a network of connected CDSs. Then, this network of CDSs 

can exchange information, models and experiences using machine-to-machine (M2M) 

communications protocols. However, implementing language for the CDS is out of the 

scope of this research. 

 

1.3. Conventional CDS structure 

Conventional CDS has three main sub-systems that are inspired by PAC: a perceptor, 

an executive, and a global feedback channel connecting the perceptor to the executive 

that can interact with a linear and Gaussian environment (LGE) such as a cognitive 

radio [1.8]. 

 

1.3.1. Perceptor 

The conceptual schematic of a conventional perceptor is usually composed of the 

Bayesian generative model, Bayesian filter (Kalman filter), and entropic information-

processor. In conventional CDS, the Bayesian generative model/Bayesian model is 

defined for feature extraction. However, in [1.12], it is stated that the Bayesian 

generative model is not required because observables are available. Also, according to 

[1.13],  the Bayesian generative model is not a suitable choice and it is impractical due 

to dynamic nature of environment. Refs. [1.12] [1.13] did not use the Bayesian 

generative model in their algorithmic implementation. In this thesis, we propose a 

conventional perceptor without introducing the Bayesian generative model as a 

subsystem of perceptor, because, similar to [1.12], observables are available for 

applications in this thesis. 
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Bayesian filter (Kalman filter) 

Typically, the Bayesian filter is the main sub-system of the conventional perceptor. The 

Bayesian filter should estimate the state of the observables [1.9] [1.12]. However, since 

a conventional CDS is applied only to the environments that have a linear model and a 

Gaussian distribution, the well-known Kalman filter is typically used in the perceptor 

[1.14].  

 

Entropic Information-Processor 

The entropy of the Kalman filter output can be calculated using Shannon’s information 

theory [1.15][1.16]. However, in a generic CDS, the Shannon’s equation for calculating 

the entropy is simplified to mean and covariance matrix for linear and Gaussian 

environments (LGE) [1.12].  

1.3.2. Feedback channel 

The feedback channel sends internal rewards to the executive. The internal reward is 

based on the calculated entropic state of the perceptor. 

 

1.3.3. Executive of Generic CDS 

The most important subsystems of the executive are reinforcement learning, planner, 

actions library and policy. 

 

Reinforcement Learning 

The objective of reinforcement learning is to optimize the received internal rewards 

from the perceptor using the cost-to-go function [1.17]. 

 

Planner and Action Library 

Based on the current output of the cost-to-go function, the planner should extract a set 

of prospective actions from the action library to apply to the environment after filtering 

by the policy.  

 

Policy  
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Based on [1.9], cognitive policy in conventional CDS can be defined as the goals of 

reinforcement learning and planning processes that should be improved by the CDS 

[1.9].  

 

1.4. Literature survey on generic CDS 

In [1.8, 1.18], the CDS was used for cognitive radar applications to provide optimal 

target detection and intelligent signal processing. In [1.8][1.18][1.19], the CDS was 

applied for cognitive radio applications, such as dynamic spectrum management in 

wireless communication networks [1.18]. The CDS was discussed for theory and 

applications of cognitive control in [1.8][1.9][1.18].  In [1.20], the general concept of 

CDS was introduced for risk control in physical systems. Specific applications of CDS 

for risk control were presented for vehicular radar transmit waveform selection [1.12], 

mitigating the cyber-attack in a smart grid [1.13], detecting the cyber-attack in smart 

grid [1.21], and mitigating vehicle-to-vehicle (V2V) jamming [1.22]. Also, CDS was 

applied as the brain of complex network [1.23]. A prospective block diagram of a CDS 

for smart homes was presented in [1.24]. In [1.25], the application of CDS for 

cybersecurity applications was discussed. 

 

 

1.5. CDS as a research tool or a research objective?  

We planned to use the conventional CDS as the research tool to apply on our desired 

nonlinear and non-Gaussian environments (NGNLEs) such as long-haul fiber optic link 

and healthcare applications. However, the conventional CDS was designed for only 

linear and Gaussian environments (LGEs) [1.8][1.9][1.12][1.13][1.18-1.25]. Here, 

LGE means that the outputs of the environment linearly depend on the inputs and they 

have a Gaussian distribution. Therefore, the perceptor of conventional CDS uses the 

Kalman filter, which can be applied only on LGEs and cannot be applied to NGNLEs. 

In addition, another issue regarding the Kalman filter is the computational complexity 

and concerns regarding implementation in hardware. Furthermore, the conventional 
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perceptor of the CDS cannot extract a model with finite memory, which is required for 

its implementation of CDS on a NGNLE. In addition, some equations in a conventional 

CDS can be simplified for LGEs such as entropic state and entropic processor can be 

simplified to mean and covariance matrices, respectively [1.12]. However, the 

complicated raw equations used for a NGNLE make the conventional CDS impractical 

for implementation in complex environments such as in healthcare applications or in a 

long-haul nonlinear fiber optic link. Thus, in this thesis, a CDS for NGNLE with simple, 

straightforward and fast PAC algorithms is developed.   

In this thesis, using the PAC concept, the CDS is redesigned so that it can be applied 

to NGNLEs.  It is desired that the redesigned CDS should be computationally efficient. 

Thus, we substitute subsystems such as the entropic state processor or Kalman filter 

with assurance factor and supervised learning for extracting the posteriori, respectively. 

These new subsystems can make the CDS applicable to NGNLE as well as lower the 

computational cost in comparison to the equivalent subsystem in the conventional CDS 

subsystems. Also, some subsystems such as the creation of a virtual NGNLE by the 

executive for the outcome of action prediction is newly added to the CDS. So, we 

created our research tool and evolve it version by version. 

 

1.5.1. Examples of NGNLE application of AI 

We should mention here that many AI applications [1.10][1.26-1.31] are for NGNLEs. 

For example, most data obtained or measured from health conditions, education and 

social sciences are often not normally distributed [1.26]. Some examples of non-

Gaussian distribution for health conditions, education and social sciences are prostate 

cancer modeling [1.27][1.28], psychometrics [1.29] and labor income [1.30], 

respectively. The same holds true for a long-haul fiber-optic link as a NGNLE 

[1.10][1.31].   

 

1.5.2. Proposed perceptor for NGNLE 

Our proposed perceptor has three main subsystems: supervised learning (SL) for 

extracting the posterior, cognitive decision making based on the maximum of posteriori 
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(MAP) rule and internal reward calculation using assurance factor concept in the 

perceptor of the CDS.  

 

Supervised learning (SL) 

The proposed perceptor creates the automatic decision tree or a jungle of trees for 

extracting the posteriori of NGNLE. The decision tree approach is one of the common 

approaches in SL. The recent version of our proposed CDS can generate decision trees 

adaptively in the perceptor depending on the application. 

 

Cognitive decision-making using MAP rule 

The proposed CDS uses a MAP rule for cognitive decision-making using the extracted 

posteriori from the SL in versions 1 to 4. The detailed of the MAP rule details are 

discussed in sections 3.21, 4.2.1 and 5.2.1. 

 

Internal reward calculation using the assurance factor concept 

The internal reward is inspired by the fuzzy human decision-making approach with a 

lower computational cost, especially for making a decision in complex NGNLEs such 

as in healthcare applications.  Fuzzy logic here means that the logic values of variables 

can be a real number between 0 and 1 [1.32][1.33] [1.37]. Fuzzy logic can be presented 

as the assurance about the decision. For example, we can make the wrong decision 

when the assurance is less than 1. 

 

1.5.3. Feedback channels 

In the proposed feedback channel for NGNLE, there are 3 types of feedback channels: 

Global feedback channel, Internal commands link (executive to perceptor), and internal 

feedback channel (perceptor to executive). 

 

Global feedback channel 

As in the conventional CDS, the global feedback channel sends the internal reward to 

the executive. 
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Internal feedback link (perceptor to executive) 

The perceptor can send the extracted model or all the other required information from 

NGNLEs or current observables to the executive. 

 

Internal commands link (Executive to perceptor) 

The executive can send internal commands to perceptor for adaptive modeling 

configuration such as accuracy of discretization or level of decision trees. 

 

1.5.4. Proposed executive for NGNLE 

Similar to the conventional CDS, the executive is an essential part of the proposed CDS 

also. It is responsible for improving both the decision-making accuracy and the speed 

of achieving predefined goals such as diagnosis error better than 10%. This can be done 

by applying action on the NGNLE or sending internal commands to the perceptor. The 

executive provides non-monotonic reasoning (i.e. invalidate the previous decision offer 

achieving more evidence) to the CDS by using the internal reward and changing the 

decision trees level. The proposed executive for NGNLE has three parts: planner (it 

consists of the actions library also), policy, and learning using prediction of the 

outcome of the virtual action. Next, we describe the planner and policy followed by 

learning using prediction. 

 

Planner and actions library 

 

The planner extracts the set of prospective actions that are already saved in the CDS 

actions library. Here, actions library is a set of all possible actions that can be done by 

CDS in the action space. Also, the planner selects the first action in the 1st PAC using 

pre-adaptive actions or randomly from the actions library. Actions type in action space 

can be environmental actions or internal commands. Environmental actions can be 

applied to NGNLE. In addition, in this thesis, the planner updates the actions type and 

sends an internal command to the perceptor for updating modeling configuration.  
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Policy 

The policy determines the desired goals that the CDS should achieve using the PAC. 

The goal can be  a trade-off between the desired CDM accuracy and the computational 

cost. For example, this goal can be a 10 percent acceptable decision-making error for 

diagnosing a patient's health state or providing a bit error rate (BER) less than 34.7 10−  

for the maximum possible data-rate. 

 

Learning using prediction of virtual NGNLE outcome of actions  

Similar to the conventional CDS, the objective of reinforcement learning is to optimize 

the incoming internal rewards computed in the perceptor and received through the 

global feedback channel by the cost-to-go function [1.17]. However, the proposed 

executive can take action on the virtual environment and optimize the internal rewards 

from the virtual environment, without the need apply the actions on real NGNLE. For 

example, the CDS without the outcome of action prediction may need 20 PACs to 

achieve the predefined goal. However, the CDS using a virtual environment for 

prediction outcomes of actions may reach a predefined goal in 9 PACs. 

 

1.6. Why CDS?  

In this section, we briefly discuss different machine learning methods. Then, we discuss 

why the CDS is selected among popular machine learning schemes.  Typically, AI uses 

machine learning approaches to create intelligent machines. AI created by machine 

learning is different from the symbolic rule-based AI. Therefore, instead of 

programming predefined rules, AI using machine learning can learn from datasets, 

examples and experiences. However, machine learning-based AI requires access to 

large and reliable datasets, examples and experiences to provide reliable outcomes. 

This is an important weakness of machine learning based-AI approaches (including 

CDS) in comparison to rule-based AI. Also, this means that the training time is 

generally longer than that of the rule-based AI. In machine learning-based AI, a 

machine learning algorithm extracts the model from the dataset. Then, the model can 

be used for prediction. Also, the algorithm can learn to optimize models based on 
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datasets and policies, for example, in a special task such as providing pre-FEC BER 

under 0.01 with acceptable modeling complexity.  

 

1.6.1. Machine-learning approaches 

Machine learning is an interdisciplinarity field in computer science, mathematics and 

statistics. Generally, there are many machine-learning approaches such as supervised 

learning, reinforcement learning, semi-supervised learning, unsupervised learning and 

transfer learning. We will only focus on the first two main types-supervised learning 

and reinforcement learning.  

 

Supervised learning (SL) 

In machine learning, a very popular approach for practical applications such as 

predicting the length of stay in hospital, transmitted symbols in communication systems, 

radar target detection or health condition is supervised learning (SL). SL can find 

patterns inside data. In general, the SL algorithm can learn how to create a classifier 

for predicting the output variable y for a given input variable x (see Fig. 1.6a). The SL 

algorithm extracts a mapping function f which maps x to y, i.e., y = f(x). An algorithm 

with a set of data {x1, x2, ..., xn} with the corresponding output label {y1, y2, ..., yn} builds 

the classifier. 

Supervised learning can be divided into two main branches: (1) learning by type of 

prediction and (2) learning by type of modeling. The type of prediction problems can 

be divided into regression or classification. For predicting continuous output data, 

regression learning methods can be more suitable. For the prediction of output class, 

classification algorithms such as linear regression, naive Bayes, decision trees or 

support vector machines (SVM) are better choices [1.34]. For example, a child’s height 

prediction is improved with linear regression. However, the decision tree or naive 

Bayes are better for binary diagnostic test predictions. This type of modeling can be the 

extraction of a discriminative model such as decision trees and SVM algorithms. These 

algorithms can extract the decision boundary within the data based on the learning goal. 

Also, machine learning methods such as naive Bayes or Bayesian approaches, can learn 

the probability distributions of the data. 
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In summary, SL trains an algorithm on a labeled database to predict the correct outputs 

for the unseen inputs (Figure 1.6a). SL can be applied to problems with input/output. 

In addition, SL can be used for prediction and classification, such as image recognition 

and filtering SPAM emails. In this thesis, we have used the Bayesian approach in CDS 

perceptor, which is a type of modeling that can extract the posteriori of the data. 

 

(a) 

 

 
(b) 

Figure 1.6: Schematic of two popular machine learning approaches (a) supervised learning (SL) (b) 

reinforcement learning (RL) [1.35] 
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Reinforcement learning 

Figure 1.6b shows a schematic diagram of reinforcement learning (RL). RL maps a 

decision-making problem into the interaction of a computer agent with a dynamic 

environment by trial and error [1.17]. The computer agent attempts to reach the best 

reward based on feedback received from the dynamic environment when it searches 

the state and action spaces. For example, in healthcare applications, the RL algorithm 

will try to improve the model parameters based on iteratively simulating the state (User 

health condition). Then, after applying the action (e.g., activating or deactivating 

sensors, amount of medication delivery and modeling accuracy), the agent obtains the 

feedback reward from the environment (healthy or unhealthy approval by MDs in the 

clinic). The RL algorithm can then converge to a model that may generate optimal 

actions [1.36]. 

In summary, RL learns through trial and error from interaction with a dynamic 

environment such as learning to play a game or a movie/video recommendation system. 

There are states and actions in RL. Typically, no database is required for RL and it can 

find the action for optimizing the reward. But RL requires that a model be extracted 

using examples and experiences. RL receives the reward/punishment from the dynamic 

environment. In this thesis, the executive uses RL for applying cognitive actions on a 

NGNLE. 

 

1.6.2. Proposed cognitive dynamic system 

Figure 1.7 shows the conceptual implementation of our proposed CDS for the NGNLE. 

By combining SL and RL as two main approaches of machine learning, CDS may be 

considered as an enhanced AI. The perceptor of the CDS can extract the model using 

SL algorithm. Using the extracted model, the perceptor can generate internal reward 

and predict the dynamic environment outcome [1.8].   The dynamic environment is the 

NGNLE with finite memory (e.g., a long haul OFDM fiber optic link). The perceptor 

sends the internal reward to the executive through the feedback channel. RL in the 

executive uses the internal reward in the current PAC to find an action that can 

decrease/increase the internal reward for the next PAC. However, the proposed CDS 
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can predict the outcome of the actions using a virtual NGNLE to make sure that the 

action can optimize the internal reward within predefined policy requirements. 

 

 

 

Figure 1.7:  Conceptual implementation of proposed CDS [1.35] 

 

In summary, unlike the typical RL, the executive of the CDS can use the extracted 

model by the perceptor to apply a cognitive action on the dynamic environment. The 

internal reward gives the CDS self-awareness, self-consciousness and independence 

from the dynamic environment. Briefly, the CDS has the “conscience” about the action. 

For extracting the internal reward, the SL algorithm should be applied in the perceptor. 

Also, the prediction of cognitive actions outcome is inspired from human brain 

imagination and risk assessment before doing any action in the real world. However, 

in a typical RL, the agent applies the actions blindly to receive feedback from the 

environment. Therefore, the CDS is a more appropriate choice rather than a typical RL 

in intelligent machine applications. 

 

1.7. Contribution of the thesis 

This research work has resulted in contributions to three main areas: CDS, long-haul 

fiber optic links and smart e-Health systems. 



 Ph.D. Thesis | Mahdi Naghshvarianjahromi| McMaster University-Electrical and computer engineering       

 

19 

 

1.7.1. Contributions on CDS 

Five versions of CDS are developed for NGNLE with simple, straightforward and 

faster PAC algorithms. Besides, the concept, design, and algorithms of CDS are 

presented for all five versions. Here, we provide the evolution of all five versions (see 

Table 1.1): 

 

1. CDS v1: The concept of CDS v1 with a simple executive is used for a long-haul 

fiber optic link, which is an example of a NGNLE [1.10]. However, the simple 

executive of CDS v1 cannot predict the outcome of the actions before applying 

actions on the environment. Besides, the simple executive cannot control the 

modeling configuration of the perceptor.  

2. CDS v2: CDS v2 is used as an alternative to AI in ADMS and for cognitive decision 

making on a NGNLE [1.37]. CDS v2 can control the modeling configuration of the 

perceptor by increasing or decreasing the decision tree level through internal 

commands. As a result, this version of CDS can model a NGNLE with finite 

memory. However, the executive cannot predict the outcome of the actions using a 

virtual NGNLE. 

3. CDS v3: CDS v3 is presented as a general concept, design and algorithms of the 

CDS for the CDM in NGNLE. The CDS v3 uses the advanced executive [1.11]. 

The advanced executive can predict the outcome of multiple actions before 

applying an action to the environment using a virtual NGNLE. In addition, the 

advanced executive can change the modeling configuration of the perceptor 

through the internal commands. However, the perceptor of CDS v3 cannot model 

a NGNLE with finite memory. 

4. CDS v4: The perceptor and executive of CDS v3 are upgraded as a general-purpose 

algorithm of the CDS for a CDM system in an NGNLE with finite memory [1.35]. 

Therefore, the CDS v4   may be considered as the more general form of CDS v3, 

and the perceptor can extract the model of the NGNLE with finite memory. The 

CDS v4 uses an advanced executive that can predict the outcome of multiple actions 

before applying an action to the environment with finite memory. In addition, the 
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advanced executive can change the modeling configuration of the perceptor 

through internal commands and increase or decrease the focus level by changing 

the decision tree level. 

5. CDS v5: As mentioned earlier, the natural deficiency of ML-based AI in 

comparison to rule-based AI is a dependency of ML-based approaches to reliable 

datasets. Therefore, the performance of ML-based AI decreases significantly in the 

presence of a defective dataset. Here, a defective dataset means that the dataset does 

not have enough training patterns, has poorly labeled training patterns or both. A 

defective dataset can be a result of human errors or a hidden cyber-attack. CDS v5 

uses conflict-of-opinion (CoO) decision making to mitigate the effect of a defective 

dataset and provide reliable results (see chapter 7). CDM based on CoO, unlike the 

earlier versions of CDS (CDS v1-v4), is placed in the executive instead of perceptor. 

Also, in CDS v5, the PAC concept is generalized to the PMAC concept. Also, the 

perceptor of CDS v5 can extract the NGNLE model as a jungle of decision trees. 

 

Table 1.1: Evolution of five versions of CDS 

CDS 

version 

Virtual 

actions 

Internal 

commands 

Modeling with 

memory 

Cognitive 

decision 

making 

NGNLE for 

proof of 

concept case 

study 

V1: Simple 

CDS [1.10]    MAP rule 

OFDM long 

haul fiber 

optic link 

V2: ADMS 

[1.37]  ✓ ✓ 
(100% 

selection) 

Diagnostic test 

(Health) 

V3: 

Advanced 

CDS [1.11] 
✓ ✓  MAP rule 

OFDM long 

haul fiber 

optic link 

V4: 

Advanced 

CDS with 

focus level 

[1.35] 

✓ ✓ ✓ MAP rule 

OFDM long 

haul fiber 

optic link 

V5, ADMS 

with non-

monotonic 

reasoning* 

 ✓ ✓ 

Conflicts of 

opinions 

(CoO) 

Health 

screening 

* Non-monotonic reasoning: decision can be invalidated by adding more evidence or 

knowledge 
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1.7.2. Contribution to fiber-optic communication 

We applied CDS v1, v3, and v4 on a long haul OFDM fiber optic link as a example of 

NGNLE. The CDS can always keep the decision-making error under the system 

threshold, and this is a typical function of the CDS in a fiber optic communication 

system. Additionally, unlike digital back propagation (DBP), the proposed CDS does 

not require the fiber optic system parameters, such as the number of fiber spans, span 

length, dispersion and nonlinear coefficients of each fiber span. Intelligent perception 

processing by the CDS can extract a statistical model of a fiber-optic channel. Moreover, 

the CDS can learn and recognize a disturbance in the optical network, such as a 

variation in data rate, fiber length or power fluctuations. CDS v1 improves the Q-factor 

by 2.74 dB and the data rate is enhanced by 12.5% [1.10]. CDS v3 can provide 23.3% 

data-rate efficiency enhancement as well as 3.5 dB Q-factor improvement using the 

proposed fast algorithms [1.11]. Also, the CDS v3 reaches the predefined goal faster 

(in 8 PACs), while without action-outcome prediction, the CDS requires 12 PACs. CDS 

v4 can provide ~43% data-rate efficiency enhancement and 7 dB Q-factor improvement 

[1.35]. Besides, CDS v4 can reach the predefined goal in 9 PACs. However, a CDS 

without action-outcome prediction in the executive requires 20 PACs. A comparison 

between the CDS v1, CDS v3, and CDS v4 for the long-haul fiber optic 

communications case study and typical DBP method [1.40] is given in Table 1.2. 

 

Table 1.2: Comparison between CDS v1, v3, and v4 and typical DBP method 

References Technique implemented 
Q-factor 

improvement 

Data rate 

enhancement 

CDS v1 [1.10][1.38] Simple CDS 2.7 dB 13% 

CDS v3 [1.11][1.39] 
CDS with action outcome 

prediction (Virtual actions) 
3.5 dB 23% 

CDS v4 [1.35] 
CDS using finite memory modeling 

+ Virtual actions 
7 dB 43% 

Typical nonlinearity 

mitigation method 

[1.40] 

Digital back propagation (DBP) for 

OFDM fiber optic link  
< 2 dB - 
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1.7.3. Contribution to healthcare applications 

The contribution of the CDS on healthcare applications are into two main areas as an 

automatic diagnostic test and an automatic screening process. The automatic diagnostic 

test implemented using the CDS v2 and an automatic screening process is implemented 

using the CDS v5. For both versions, concept, architecture structures, and algorithms 

are provided. 

 

Automatic diagnostic test (CDS v2 [1.17]) 

ADMS based on CDS v2 is applied to Arrhythmia diagnosis. It is shown that the CDS 

v2 performs with 95.4% accuracy. In Table 1.3, a comparison between the proposed 

method and some related works on this Arrhythmia database decision-making accuracy 

is shown. 

 

Table 1.3: Comparison CDS v2  and related published works 

Technique implemented 
Best reported 

accuracy (%) 

Sensitivity 

(Diagnosis of 

abnormal rhythm 

accuracy) 

(%) 

Specificity 

(Normal 

rhythms 

accuracy) 

(%) 

Random forest (RF)+Support 

vector machine (SVM) 

[1.41] 

77.4 59.9 91.4 

Deep learning [1.42] 75.8 - - 

SVM for 2 classes and 11 

features [1.43] 
86 - - 

ADMS using CDS v2 [1.37] 95.4 90 100 
 

 

Automatic Screening process (CDS v5) 

Here, the screening process means screening between healthy and unhealthy with a 

predefined level of diagnosis error at an acceptably high false alarm rate. Defective 

datasets are so prevalent in healthcare applications. However, some defective datasets 

can be used for the screening process. A proof-of-concept case study using CDS v5 is 

applied in screening for Arrhythmia from a defective dataset. It is shown that the 

proposed CDS performs well with good agreement to the desired diagnosis errors of 

25%, 10%, 5.9%, and 2.5%, achieving average final diagnosis errors of 13.2%, 9.9%, 

6.6%, and 4.6%, respectively. These diagnosis errors with a defective dataset 
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correspond to acceptable high false alarm rates of 20.1%, 25%, 28.4%, and 54.7%, 

respectively.  
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Intelligence for Non-Gaussian and Nonlinear Environments with Finite 
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3. Naghshvarianjahromi, M.; Kumar, S.; Deen, M.J., “Brain-Inspired Cognitive 

Decision Making for Nonlinear and Non-Gaussian Environments”. IEEE 

Access 2019, 7, 180910–180922. (CDS v3) 

4. Naghshvarianjahromi, M.; Kumar, S.; Deen, M.J. “Brain-Inspired Intelligence 

for Real-Time Health Situation Understanding in Smart e-Health Home 

Applications”. IEEE Access 2019, 7, 180106–180126. (CDS v2) 
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1.8. Thesis Overview 

The contents of this thesis are organized as follows. In Chapter 1, a brief background 

of human cognition, conventional CDS, and proposed CDS for NGNLE are introduced, 

and then motivations of this work are presented. Then, the contributions from this 

research are given. 

In Chapter 2, the theoretical concepts of NGNLE are explained. Then, we provide 

background on two examples of NGNLE, i.e. long-haul fiber-optic link and healthcare 

application. Lastly, the objectives of the implementation of CDS on these two NGNLE 

examples are discussed. 

In Chapter 3, the simple CDS, or CDS v1, is presented. It is shown how CDS v1 can 

improve the performance (even in the presence of disturbance) of a fiber optic link.  

In Chapter 4, CDS v3 or CDS with the action-outcome prediction for a NGNLE is 

presented. In this chapter, it is demonstrated how the internal commands for the 

adaptive modeling configuration and action-outcome prediction provide more data-rate 

enhancement and make the CDS faster to achieve predefined goals. 

In Chapter 5, CDS v4 is presented for NGNLE with finite memory. Both executive and 

perceptor of CDS v4 are upgraded for extracting adaptive modeling of NGNLE with 

finite memory. Implementing CDS v4.0 on the long-haul fiber-optic link shows that 

adaptive modeling with finite memory can provide significant data rate enhancement 

in comparison to earlier versions of CDS for long haul fiber-optic links. Similar to CDS 

v3, CDS v4 can use action-outcome prediction applied on a virtual NGNLE in the 

executive. Prediction outcomes of actions make CDS v4 fast in achieving predefined 

goals for the CDS. 

In Chapter 6, CDS v2 based on decision tree for a diagnostic test in a smart e-Health 

home is presented. Concepts, algorithms, design and the simulation results for an 

arrhythmia case study are proposed in this chapter. It is shown that an ADMS using 

CDS can provide noticeable improvement in diagnosis accuracy compared to related 

published works. 

In Chapter 7, CDS v5 based on the jungle of decision trees and CoO is presented for 

the screening process in a smart e-Health system. First, a generalized form of the PAC 
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is presented as PMAC. In addition, the motivation for using CoO in the presence of a 

defective dataset in healthcare applications is provided. Then, the detailed equations 

and algorithms for the screening process using CDS v5 are discussed. After that, 

simulation results for diagnosis error and false alarm are presented. 

In Chapter 8, the conclusions of this research are presented. Recommendations for 

future work on CDS for NGNLE are briefly discussed with the main focus on the 

potential for implementation in a practical and commercial fiber optic link and disease 

class diagnosis in healthcare applications.
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Chapter 2  

CDS FOR NGNLES WITH FINITE MEMORY 

In this chapter, the relevant fundamentals of NGNLEs problem with finite memory are 

described. A nonlinear barrier in long-haul fiber optic for improving the data-rate is 

discussed. Then, two examples for the NGNLE are provided: (i) a fiber optic 

communication system based on OFDM, and (ii) a smart eHealth system. Then, the 

similarities and differences between these two examples for implementing the CDS are 

discussed.   

 

2.1. Non-Gaussian and nonlinear environment (NGNLE) with finite 

memory 

As mentioned before, a NGNLE means that most of the observables (outputs) from the 

measurement are not linear functions of unknown NGNLE inputs. Also, the 

observables do not have a Gaussian distribution. In most NGNLE applications, we can 

measure the observables as the output. However, since the current situation of a 

NGNLE is unknown, we need to decide between M discrete known situations. 

Suppose 
1 2[ , , , ]n n n n

SX X X=X  is a vector of variables as a function of discrete time n 

corresponding to S known discrete states or situations (See Figure 2.1). For example, 

in communication systems that uses QAM-4, there are four possible symbols, 

1 2 3 4, , (00,01,10,11)n n n nX X X and X  which vary as a function of time. The receiver may select 

2X out of four possible symbols as the symbol that was transmitted at time n. The 

relation between observables and a NGNLE situation can be defined as follows:  
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1 2( , , , , ),m n n n

n n S ng X X X w=Y                  

(2.1) 

1[ , , , ].m

n n m n m nY Y Y− − +=Y         

  (2.2) 

Here, 
m

nY  is a set of observables that is  extracted from measured signals from the 

sensors (e.g., [2.1][2.2]) from discrete time ( )n m−  to n , m is the current focus level 

that can be used for the reasoning with acceptable complexity, and nw    represents noise 

with an arbitrary probability density function (PDF), which could be non-Gaussian. As 

mentioned before,
n

sX  corresponds to the current NGNLE condition or situation, which 

we want to estimate. In (2.1), 
m

nY is known by measurements or another information 

gathering technique, but, 
n

sX is unknown. The ( )ng  is a nonlinear mapping of 
n

X and 

nw  to
m

nY . One example of such a system can be seen in a long-haul orthogonal 

frequency division multiplexing (OFDM) fiber optic link. In the next section, we 

briefly describe the OFDM fiber optic link. 

 

Figure 2.1: Decision making between S known situations using m focus levels 
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2.2. Fiber optic bottleneck and nonlinearity barrier 

2.2.1. Fiber-optic communication systems  

Wired fiber-optic communication systems can transmit information from one place to 

another place by sending electromagnetic lightwave signals through a fiber optic-link 

[2.3][2.4]. A typical fiber-optic link has three main subsystems, an optical transmitter, 

an optical fiber, and an optical receiver. The transmitter of the fiber optic 

communication system using an optical modulator converts an electrical signal to an 

optical signal. After the signal passing through the optical fiber, the receiver of fiber 

optic communication system converts the optical signal into an electrical signal. The 

key advantage of communication systems using optical fiber is the huge available 

bandwidth, which results in high data-rate transmission. This is mainly because the 

carrier frequency of the optical communication system is a high-frequency laser with a 

center frequency of ~200 THz. This center frequency is significantly higher than that 

of the microwave or mm-wave systems (300 MHz-300 GHz).  

 

2.2.2. Nonlinearity distortion: source and effect 

During propagation of optical signals in an optical fiber, due to fiber loss, dispersion 

and nonlinearity, the receiver will receive a distorted signal. The loss of silica optical 

fiber optic is about 0.2 dB/km.  In the long-haul fiber-optic link, attenuation of the 

signal is significant and should be compensated using erbium-doped fiber amplifiers 

(EDFAs). However, the EDFAs add amplified spontaneous emission (ASE) Gaussian 

noise. Another issue in the transmission of a signal by fiber optic link is the frequency 

dependence of the refractive index that results in a dispersive fiber-optic medium. 

Therefore, different frequency components of transmitted signals have different speeds, 

which results in the broadening of the received signal and inter-symbol interference 

(ISI). These linear distortions can be significantly mitigated in the fiber-optic link. 

However, fiber-optic link non-linear impairments are the main source of distortions 

[2.4]. Kerr effect is the dominant reason for the nonlinear effect in a long-haul fiber-

optic link. Kerr effect results from the dependence of the refractive index on the 

intensity of the optical transmitted pulse.  
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Figure 2.2: Conceptual nonlinear interaction in an optical fiber, Four-wave mixing (FWM), and cross-

phase modulation (XPM). 

 

In an orthogonal frequency division multiplexing (OFDM) based fiber-optic 

system, nonlinear distortion due to the Kerr effect can be deterministic such as self-

phase modulation (SPM), cross-phase modulation (XPM) and four-wave mixing 

(FWM) between subcarriers or stochastic nonlinear impairments such as the interaction 

between amplified spontaneous emission (ASE) and Kerr effect leading to Gordon-

Mollenauer phase noise [2.5]. As shown in Figure 2.2, when signals using multiple 

channels transmitted in a single optical fiber, the XPM effect leads to a phase shift in 

the signal channel, which results from another signal channel power fluctuations [2.4]. 

Scattering of the incident photons results in the FWM effect. FWM is a nonlinear 

interaction between signals at frequencies f , 2 f and 3 f  resulting in FWM tones at 

0,2  and 4f f  [2.4] (see Fig. 2.2) If there is a channel at the location of a FWM tone, 

it acts as noise leading to performance degradations. 

 Currently, the nonlinear distortions in the long-haul fiber-optic link are the main 

reason for limiting the performance of an optical communications system to reach the 

potential data-rate based on optical available bandwidth [2.6]. Potential data-rate means 

achievable data-rate when nonlinear distortion is adequately mitigated. Figure 2.3 

shows the spectral efficiency of fiber optic link for different distances without using 

nonlinear compensation methods. Here, for a given bandwidth, spectrum efficiency 

means the number of bits that can be transmitted per symbol in an optical 

communications system [2.6]. In addition, Figure 2.3 shows that after the optimum 

point, by increasing SNR, the spectral efficiency of fiber decreases significantly. 
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Figure 2.3: Spectral efficiency of fiber optic link for different distances without using nonlinear 

compensation methods [2.6] (This figure is from [2.6] under IEEE Thesis/Dissertation Reuse 

permission) 

 

2.2.3. The motivation for upgrading fiber optic communication with CDS  

Rapid advances in fiber-optic communication technologies have been continuing for 

several decades.  Capacity of data transmission by a fiber-optic link is enhanced by a 

factor of 10 every 7.5 years [2.7] (see Figure 2.4). However, the data rate of the wireless 

communications is increasing by a factor of 10 every 4 years [2.7].  As shown in Figure 

2.4, it is expected that indoor wireless communications data-rate can match the wired 

fiber-optic communications data-rate in ~2030.  



Ph.D. Thesis | Mahdi Naghshvarianjahromi| McMaster University-Electrical and computer engineering    

 

31 

 

Figure 2.4: Evolution of data rate of wired optical communication and wireless communication [2.7] 

 

The fiber-optic communications networks are the backbone of current modern 

communications such as internet, TV, and tele-medicine. However, current data-rate 

improvement of fiber-optic communications cannot handle future communications 

requirements. Therefore, there is need for a method that significantly increase the fiber-

optic communications data-rate, is software-defined (cheap) with acceptable 

computation cost. 

Currently, the linear distortion of the fiber-optic link can be compensated adequately. 

However, nonlinear distortions in a fiber optic link cannot be efficiently removed by 

conventional nonlinear mitigation methods in practical applications. These 

conventional methods can be classified into three categories (i) optical techniques, such 

as optical phase conjugation [2.8][2.9] and optical backpropagation 

[2.10][2.11][2.12][2.13] (ii) Optoelectronic techniques, such as compensation using a 

phase modulator [2.14] (iii) Digital techniques, such as digital backpropagation (DBP) 
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[2.15][2.16], perturbation techniques [2.17][2.18], nonlinear Fourier transform 

[2.19][2.20][2.21], and Volterra series approach [2.22][2.23][2.24]. The 

optical/optoelectronic techniques require additional photonic/optoelectronic 

components, while the digital techniques such as DBP, require computational 

architecture with higher cost. In addition, these techniques require the knowledge of 

fiber optic system parameters such as the number of fiber spans, span length, dispersion, 

and nonlinear coefficients of each fiber span. In addition, each time a data sequence is 

sent, extensive signal processing is done by these techniques. The signal processing is 

data dependent due to the nonlinear nature of the system. Although there have been 

recent efforts to make the DBP adaptive [2.25][2.26], the computational cost is high.  

As a result, we need a technique that is adaptive, intelligent and works without any 

previous knowledge about the photonics/optoelectronic components in the network. It 

should have a low cost and be easy to install (software-defined). In addition, the 

technique should adapt to any fluctuations in the network such as power fluctuation or 

link length variations. Thus, we used CDS to upgrade a wired optical communications 

system that is designed to meet these requirements. 

 

2.3. OFDM-based fiber optic link with CDS 

In this Section, application of a CDS to the fiber optic link is presented. Figure 2.5 

shows the block diagram of a fiber-optic system with CDS. The executive, the 

perceptor, and the feedback channel are placed in the receiver (Rx), and the executive 

sends actions such as new launch power to the fiber optic link by a low data rate link 

to the transmitter (Tx). This schematic is valid for CDS v1, v3 and v4. However, due 

to the assumption of the fiber parameters being unknown to the receiver, for CDS v1 

linear distortions are partially compensated. However, CDS v3 and v4 are implemented 

on fully mitigated linear distortion received signals. It may be noted that the blind 

equalization of fiber dispersion using least mean squares (LMS) or constant modulus 

algorithm (CMA) is possible, although its computational cost is higher than the case 

when the fiber dispersion is known to the receiver [2.4]. In Figure 2.5, 𝑌𝑛
𝑘and 𝑋𝑛

𝑘 are 

received and transmitted symbols, respectively, and �̅�𝑛 
𝑘  are symbols after cognitive 
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decision making by the perceptor. Here, k is the current PAC index and n is discrete-

time. 

 

 

Figure 2.5: The basic design for quality of service (QoS) control and bit error rate (BER) improvement 

by CDS for the fiber-optic link. 

 

 

Figure 2.6: The conventional OFDM-based fiber optic system [1.11]. 

(ADC: Analog to Digital Converter, DAC: Digital to Analog Converter, FEC: Forward Error Correction, 

FFT: Fast Fourier Transform, IFFT: Inverse Fast Fourier Transform, P/S: Parallel to Serial and, S/P: 

Serial to Parallel) 
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2.3.1. OFDM-based Fiber Optic System 

OFDM has received significant attention from the researchers in optical 

communication systems [1.40][2.2][2.26].  The detailed description of OFDM-based 

fiber optic system are presented in[1.40][2.4]. Figure 2.6 shows the conventional 

OFDM-based fiber optic system and Figure 2.7 shows the system with CDS (it is the 

same for CDS v1, v2 and v3). In Figure 2.7, �̂�𝑛 
𝑘  are the training symbols for fiber optic 

model extraction. Also, in Figure 2.7, we assumed that the CDS is placed in the receiver, 

but the CDS can also send commands to the transmitter, such as changing the data-rate 

or the transmitted signal power. The binary data is mapped to symbols using a symbol 

mapper. For example, if the symbol is ‘11’, the corresponding amplitude nX  is (1+1j) 

and if the symbol is ‘00’, the amplitude is (-1-1j). At the transmitter, N subcarriers 

modulated by low data rate QAM-16 data are multiplexed using the inverse fast-Fourier 

transform (IFFT). A cyclic prefix (CP) is used in the guard interval between OFDM 

frames to preserve the orthogonality of the subcarriers and also to avoid inter-carrier 

interference (ICI) due to dispersive effects in the fiber [2.2]. After digital-to-analog 

conversion (DAC), the OFDM data modulates the laser output using an in-phase 

quadrature (IQ) modulator. The output of the IQ modulator passes through a fiber optic 

link consisting of several spans of standard single-mode fiber (SSMF) and each fiber 

span is followed by an inline EDFA. The signal propagation in the fiber optic link is 

governed by the Nonlinear Schrödinger equation (NLSE) which includes fiber 

dispersive effects, loss and third-order nonlinear susceptibility (also known as Kerr 

effect). The NLSE models the complex envelope of the signal and by solving it, we 

find the complex envelope of the signal at the output of the link given that the complex 

envelope of the signal at the transmitter is known. 
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Figure 2.7: The OFDM-based fiber optic system enhanced with the cognitive dynamic system (CDS) 

[1.11]. 

 

The output of the fiber optic link passes through a coherent receiver in which the 

OFDM signal is down-converted to baseband. After analog-to-digital conversion 

(ADC), the subcarriers are demultiplexed using the fast Fourier transform (FFT). The 

adaptive linear equalizer mitigates the linear distortions of the data in each subcarrier 

in parallel. The phase noise of the transmitter laser and that of local oscillator (LO) are 

compensated using the standard technique [1.40][2.4]. But, nonlinear distortions in a 

fiber optic link cannot be efficiently removed by conventional nonlinear mitigation 

methods in practical applications. The QAM symbols modulating each subcarrier pass 

through the perceptor for statistical modeling and cognitive decision-making (see 

Figure 2.7). 

 

2.3.2. Long-haul Fiber Optic OFDM Link as an Example of NGNLE 

Typically, in the analysis of long-haul fiber optic systems, the fiber optic channel is 

assumed to be non-linear and the noise is assumed to be Gaussian to simplify the 
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problem [1.31]. Under the Gaussian noise assumption, it follows that the variance of 

nonlinear noise should be proportional to the total distance L. However, in [1.31], it 

was shown that the variance of nonlinear noise scales as 𝐿𝑥  where 𝑥 ∈ (1, 2) 

depending on the dispersion map. Therefore, the Gaussian noise assumption is not 

accurate for OFDM systems in the presence of nonlinearity. In this thesis, we 

investigate the performance of a long-haul fiber-optic OFDM link that is an example 

of a NGNLE. 

 

2.4. CDS for Smart e-Health system/home as the second example of 

NGNLE 

2.4.1. Motivation 

The modern healthcare system highly advanced, but it is not cost-effective. Also, for 

people who live alone, there is no witness to describe their symptoms or they forget to 

describe it. Especially during the Covid-19 pandemic, when people stay home more 

than before, similar to the USA and UK there are some excess deaths in Canada [2.27], 

Two questions can be asked by experts: (i) are they missing Covid-19 deaths? (ii) are 

they dying because of heart attacks? It seems some people afraid to go to the hospital 

because of fear about Covid-19. Another issue regarding the current healthcare system 

is the time-consuming procedure of diagnosis diseases. Ref. [2.28] provides 

information a man died in New Zealand because an expert missed to read his CT scan 

results showing cancer for more than one year. In [2.29], it is mentioned that medical 

doctors' errors are the third cause of death in the USA after heart diseases and cancer. 

Therefore, we need a system to take care of patients automatically. This system should 

be cost-effective for real-time monitoring and recording users’ health state history. 

The solution for that is using CDS as the brain of a smart e-Health system/home for 

information processing and ADMS. ADMS using CDS can be used for different 

situations or recommendations with minimal human intervention. Note that ADMS is 

not intended to replace medical doctors, but the ADMS using CDS can be inspired by 

MDs decision-making approaches. Also, it can perform time-consuming tasks, and 
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handle emergency issues in which time is a critical element in saving the life of the 

User using real-time monitoring at home. Therefore, Users can have health monitoring 

as needed in a comfortable environment (their home) without interrupting their daily 

activities. 

 

2.4.2. Smart e-Health system using CDS (home) 

Similar to concept we mentioned in section 1.1, a smart e-Health system is the sub-area 

of smart systems. Therefore, Figure 2.8 shows the smart e-Health system architecture 

as a cyber-physical system (CPS) based on the smart systems concept. A specific 

example of a smart e-Health system is smart e-Health home. A smart e-Health home 

can be considered to have four main layers [1.4]: 

 

Figure 2.8: Smart e-Health home architecture with an autonomic decision-making system (ADMS) using 

cognitive dynamic system (CDS) as the cyber physical system (CPS) [1.37]. ADC: Analog-to-digital 

converter, DAC: Digital to analog converter, HCI: Human-computer interaction, HRI: Human-robot 

interaction. 

 

• Sensors and Actuators: These are environmental and medical sensors, 

appliance and home control units, or any device or methods providing 

Cyber information 

processing (ADMS using 
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medical information between Users (humans) and computers/robots in 

human-computer interaction (HCI) or human-robot interaction (HRI). 

• Home communication network: This layer is responsible for 

information gathering and management, feature extracted from signals and 

discovery of appliances or sensors. 

• Autonomic computing: This layer is responsible for knowledge 

management, situation understanding of the inhabitants such as whether 

the User has a disease or not, intelligent reasoning and decision making. 

This cyber part of the smart e-Health home is termed as the ADMS for 

information processing of the measured signals from the sensors. 

• Safety and healthcare services: This can include health-care services 

(hospital/doctors), safety services (police, fireguards), remote support, 

telemedicine, e-Health networks and other smart e-Health services. 

As we mentioned in section 1.1, we focus on the autonomic computing layer of a smart 

e-Health home. Smart e-Health home is an example of NGNLE. The CDS-based 

ADMS of smart e-Health home is responsible for information processing of sensory 

data that are related to the health of the inhabitants (Users).  

 

2.4.3. Related works 

Here, we provide a very brief review of related published methods using machine 

learning or AI techniques. These techniques are applied for diagnostic testing or 

decision making in healthcare applications. Recently, because of the increasing 

popularity of wearable and portable health sensors, health records and data have rapidly 

grown. As a result, a large number of healthcare datasets have been generated [2.30]. 

To predict clinical outcomes or clinical problems, clinicians and researchers apply 

machine learning and AI algorithms using available datasets [2.31]. Also, machine 

learning is being applied to the diagnosis of various diseases [2.32][2.33][2.34][2.35]. 

Besides, these techniques can also be used for disease treatment and optimal decision 

making [2.36][2.37][2.38]. 

In [2.39], machine learning was used to reduce false Arrhythmia alarm from 

electrocardiogram (ECG) signals. In [2.40, 2.41], it was shown that machine learning 
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can even be used to generate reports from medical images [2.40, 2.41]. Here, the 

generalizable prediction models can be extracted by machine learning-based 

approaches. Then, the patterns of the measured data can be extracted. Thus, extracted 

patterns help MDs to perform more personalized clinical prediction in patients [2.42]. 

 

2.4.4. CDS for an automatic diagnostic test in a smart e-Health system 

Here, we implemented the proof-of-concept of ADMS using the proposed CDS for 

diagnostic tests or low false alarm policy. We focus on a low false alarm policy 

(someone has a disease or no disease) as the first stage of our work. For the 

implementation of a low false alarm policy, the CDS is inspired by the decision-making 

approaches of medical doctors (MDs). On the other hand, if a person with an unknown 

or a new disease visits an MD, then the MD can still make the diagnosis that the person 

is not healthy. The MD can diagnose the condition based on measured abnormal 

symptoms or features. Therefore, we choose the binary decision making of a User’s 

health state as the first step in designing an ADMS using CDS.  

The binary decision making between healthy and unhealthy persons has a key role in 

designing the ADMS of a smart e-Health home. This is because binary decision-making 

results can be used as the base for developing a future comprehensive ADMS of a smart 

e-Health home such as disease class diagnosis. Therefore, the proposed CDS for 

ADMS can be considered as the first step in designing a simple “cyber semi-medical 

doctor’s decision-making system (CSMDDMS)” for situation understanding between 

a healthy and unhealthy User in the autonomic computing layer of a smart e-Health 

home. 

  

2.4.5. CDS for automatic screening process using defective dataset 

Datasets for healthcare applications is generally limited. In addition, the labeling of the 

healthcare dataset can be erroneous owing to its dependence on human skills. Moreover, 

a dataset can be inherently defective or manipulated by hidden cyber-attack. These 

shortcomings in the available data may result in an overfitted model, potentially 

causing the test accuracy of the model to drop significantly compared to the training 

accuracy. In such a case, one can infer that the used dataset for model extraction is 
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badly labeled and/or lacks enough training patterns required to extract a reliable, 

accurate and converged model. However, it is shown that some defective datasets can 

be used for the automatic screening process. Therefore, we focus on a clinically 

acceptable high false alarm policy (screening someone has a disease or no disease) as 

the second stage of our work for developing CDS for ADMS. 

 

2.5.  Fiber optic communications vs Healthcare applications  

The principles of PAC for long-haul fiber-optic link and smart e-Health systems are 

identical. For implementing CDS, long-haul fiber optic link and smart e-Health systems 

have some similarities and differences.  Both examples are non-gaussian and nonlinear 

environments and they require decision-making based on measured signals for 

unknown transmitted signals/health status. Also, the conventional structure of CDS for 

both are the same, but the details needs to be changed based on the differences 

discussed next. 

2.5.1. Differences, and research challenges 

 The signal time period in fiber-optic communications is short (in picoseconds) while 

that in health applications is long (milliseconds).  Because of the faster nature of optical 

signals in time-domain, there is no time for real-time features extractions in 

time/frequency domains in practical applications.  However, time-domain healthcare 

signals are slow enough for real-time practical systems that can provide an advantage 

for health care applications to extract signals features in time/frequency domains. In 

fiber-optic communications, enough training data for extracting converged models can 

be easily provided in a tiny fraction of a second. However, in healthcare application, 

datasets with enough training patterns to provide a converged model is rare. Another 

difference is that there are no ethical problems for implementation or accessing data in 

optical communications, but there are ethical problems for the implementation of CDS 

or accessing data in healthcare applications. Also, the training data in fiber-optic 

communications are reliably labeled. However, the labeling of the healthcare dataset 

can be erroneous owing to its dependence on human skills.  
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2.5.2. AI aspects for fiber communications and healthcare applications 

AI aspects implemented using the PAC concept for fiber optic are automatic control, 

problem-solving, decision making and reasoning, and perceptions. In this thesis, these 

AI aspects are implemented as the initial steps for achieving CDS main objectives for 

long-haul fiber optic communications.  Here, CDS objectives for fiber-optic 

communications are controlling QoS and providing reliable communications over the 

fiber optic link as well as guarantee maximum achievable data rate or length. AI aspects 

implemented using the PAC concept for healthcare applications are problem-solving, 

decision making and reasoning, and perceptions. CDS applied for two objectives of 

automatic diagnostic test and automatic screening process. 

. 
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Chapter 3  

CDS V1 (SIMPLE CDS) FOR LONG-HAUL 

FIBER OPTIC LINK1 

In this chapter, brain-inspired intelligence using the cognitive dynamic system (CDS) 

concept is proposed to control the quality -of-service (QoS) over a long-haul fiber-optic 

link that is nonlinear and with non-Gaussian channel noise. Digital techniques such as 

digital-back-propagation (DBP) assume that the fiber optic link parameters, such as 

loss, dispersion, and nonlinear coefficients, are known at the receiver. However, the 

proposed CDS in this chapter does not need to know about the fiber optic link physical 

parameters, and it can improve the bit error rate (BER) or enhance the data rate based 

on information extracted from the fiber optic link. The information extraction 

(Bayesian statistical modeling) using intelligent perception processing on the received 

data, or using the previously extracted models in the model library, is carried out to 

estimate the transmitted data in the receiver. Then, the BER is sent to the executive 

through the main feedback channel and the executive produces actions on the physical 

system/signal to ensure that the BER is continuously under the pre-defined forward-

error-correction (FEC) threshold. Therefore, the proposed CDS is an intelligent and 

adaptive system that can mitigate disturbance in the fiber optic link (especially in an 

optical network) using prediction in the perceptor and/or doing proper actions in the 

executive based on the BER and the internal reward. A simplified CDS was 

implemented for nonlinear fiber optic systems based on orthogonal frequency division 

multiplexing (OFDM) to show how the proposed CDS can bring noticeable 

improvement in the system’s performance. As a result, enhancement of the data rate by 

 
1 Most of this chapter was published as: M. Naghshvarianjahromi, S. Kumar, M. J. Deen, “Brain Inspired Dynamic System 

for the Quality of Service Control Over the LongHaul Nonlinear Fiber-Optic Link,” Sensors, vol. 19, no. 9, pp. 2175-2195, 

2019.  
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12.5% and the Q-factor improvement of 2.74 dB were achieved in comparison to the 

conventional system (i.e., the system without smart brain). 

This chapter is organized as follows. In section 3.1, the introduction on CDS v1 

as simple CDS is provided. Then, In Section 3.2, the concept of CDS is applied to a 

fiber optic system, which is nonlinear and the noise is non-Gaussian. The design of the 

perceptor and the executive for fiber optic applications are discussed in detail. In 

Section 3.3, the detailed algorithm for the proposed CDS is discussed. In Section 3.4, 

the proposed CDS is implemented for a long-haul fiber optic system based on OFDM. 

Numerical simulations of the fiber optic system with and without CDS are carried out 

and the improvements resulting from the use of CDS are discussed. Additionally, the 

computational complexity associated with CDS is compared with other digital 

techniques used for fiber optic communication systems. Finally, the conclusions are 

presented in Section 3.5. 

 

3.1. CDS v1 

In chapter, a simple cognitive dynamic system (CDS v1) based on ADMS concept is 

presented for the fiber optic communication systems. CDS can be used as the brain of 

fiber optic transceiver. As the first step, the principles of CDS are applied to a nonlinear 

fiber optic communication system for the bit error rate (BER) improvement and the 

data-rate enhancement. The typical CDS has three main subsystems: (i) perceptor, (ii) 

main feedback channel, and (iii) executive. The main contribution of this chapter is the 

design of the perceptor and executive for a long-haul nonlinear fiber optic system. The 

executive, the preceptor, and the feedback channel are placed in the receiver (Rx), and 

the executive sends action, such as new data rate by the low data rate link, to the 

transmitter (Tx) (See section 2.3). The basic principles of CDS are discussed in detail 

in chapter 1. The perceptor presented in this chapter operates in two modes: (i) the 

prediction mode and (ii) the BER improvement mode. If the BER is less than the FEC 

threshold, the CDS extracts a statistical model of the fiber optic channel and saves it in 

the model library. Under this condition, the CDS operates in the BER improvement 

mode. If there is a disturbance in the fiber optic channel, the BER could increase and 
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exceed the FEC threshold.  In this case, the CDS cannot extract a model and hence, it 

switches to the prediction mode in which the preceptor selects one of the models in the 

model library that is closest to the current condition. Then, the executive, in conjunction 

with the preceptor, attempts to bring the BER below the threshold and the CDS will 

switch back to the BER improvement mode. These will be discussed in more detail in 

Sections 3.2–3.4. 

The proposed CDS can improve the BER and/or enhance the data rate based on 

the intelligent processing of the received data, which includes the extraction of a 

statistical model of the fiber optic channel or the use of the previously extracted models 

in the model library. Then, the perceptor sends the BER to the executive through the 

main feedback channel to caculate the internal reward. The executive produces actions 

on the fiber optic system/signal to ensure that the BER is continuously under the FEC 

threshold. The proposed technique based on the CDS concept has low computational 

cost, is a software-defined technique, and provides a significant improvement in the 

BER and/or the data rate. For example, in the example calculations done in Section 3.4, 

we found that the Q-factor improves by 2.74 dB and the data rate is enhanced by 12.5% 

using the proposed CDS system as compared to the conventional system. Additionally, 

unlike DBP, the proposed CDS does not require the fiber optic system parameters, such 

as the number of fiber spans, span length, dispersion, and nonlinear coefficients of each 

fiber span. Intelligent perception processing by CDS can extract a statistical model of 

a fiber optic channel. Moreover, the CDS can learn and recognize a disturbance in the 

optical network, such as a variation in data rate, fiber length or power. Then, the CDS 

using proper actions such as data-rate tuning and/or constellation size adjustment can 

automatically tackle network fluctuations. 

 

3.2. Applications of the CDS for the Fiber Optic Link 

3.2.1. Perceptor 

Figure 3.1 shows the proposed preceptor for fiber optic applications. The purpose of 

the preceptor is to sense the environment and characterize it. In this example, it makes 

a statistical model of the fiber optic channel whenever it is feasible. If it is not possible 
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to make a model using the current data, it selects a model from the model library that 

is closest to the current state of the channel. 

 

Figure 3.1: The proposed CDS for the long-haul fiber optic link [1.10]. 

 

  As shown in Figures 2.5 and 3.1 (see section 2.3 also), the input of the perceptor 

block is the received symbol  𝑌𝑛
𝑘. The index k denotes the cycle number of PAC. The 

main sub-blocks of the proposed perceptor are: (i) three layered Bayesian generative 

model, (ii) previous model selection, and (iii) Bayesian equation, which are discussed 

below. 

 

Three-Layered Bayesian Model 

Figure 3.2 shows the three-layered Bayesian modeling for a long-haul fiber optic 

system inspired by the human brain. Suppose that, initially, there exists no statistical 

model of the system in a model library. Then, the three-layered Bayesian modeling 

block extracts the statistical model of the system. We illustrate the modeling process 

by performing the numerical simulation of the OFDM system. The simulation 

parameters are presented in Table 3.1.  
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Figure 3.2: Three layered Bayesian modeling inspired by the brain for modeling fiber optic link [1.10]. 

 

The signal propagation in an optical fiber is described by the nonlinear 

Schrodinger equation (NLSE), which can be solved using the standard split-step 

Fourier scheme [2.3, 2.4]. The output of the fiber optic link passes through a coherent 

receiver and then the Fast-Fourier transform (FFT) is applied to demultiplex the 

subcarriers of the OFDM data (See Section 3.4 for more details). The channel 

estimation and compensation of linear impairments is done using the one tap linear 

equalizer that uses 16 training frames to mitigate linear distortion [2.4]. The output of 

the linear equalizer is passed to the preceptor. 𝑋𝑛
𝑘 represents the transmitted QAM-16 

symbols which takes any one of the values 𝑋𝑡 from the following set {±3 ± 3j, ±1 ±

1j, ±1 ± 3j, ±3 ± 1j}, with equal probability at the kth cycle and at discrete time n, and 

t is the index denoting one of the 16 possible symbols. 𝑌𝑛
𝑘 represents the corresponding 

received symbols after linear equalization. The three-layered Bayesian modeling 

consists of three layers, discussed next. 

 



Ph.D. Thesis | Mahdi Naghshvarianjahromi| McMaster University-Electrical and computer engineering    

 

47 

Table 3.1: The numerical simulation parameters of the orthogonal frequency-division 

multiplexing (OFDM) system [1.10]. 

Simulation Parameters Value 

Fiber dispersion coefficient (𝛽2) −22.1 ps2/km 

Fiber nonlinear coefficient (𝛾) 1.1 W−1km−1 

Fiber loss coefficient (𝛼) 0.2 dB/km 

Number of fiber spans (N) 20 

Span length (Lspan) 80 km 

Noise figure (𝑁𝐹) 4.77 dB 

Number of OFDM subcarriers per frame 256 

Subcarrier modulation QAM-16 

Guard intervals (cyclic prefix) 1.86 ns 

Number of data frames 1024 

Line width of transmitter laser/LO 22 kHz 

Data carrying subcarriers per frame 126 

Over sampling factor 2 

Number of pilot subcarrier 2 

Wavelength (𝜆) 1550 nm 

Length of PRBS 216 − 1 

Fiber type Standard single mode fiber (SSMF) 

 

Layer I 

Figure 3.3 shows the in-phase (I) and quadrature (Q) of the received data 𝑌𝑛
𝑘. We define 

96% probability box (or 99% probability box depending on the application), which 

means that 96% of the received data is inside this box when QAM-16 data is sent. In 

addition, the system maps and normalizes all receiving symbols outside of this box to 

its borders. For example, if the received symbols 𝑌𝑛
𝑘 is 8 + 9j, then it is mapped to 6+6j 

when the 96% box is used. The normalized data �̅�𝑛
𝑘 (i.e., 6 + 6j in this example) is sent 

to Layer II (Figure 3.2) for further processing. The BER is used to adaptively select the 

borders of the probabilistic box. For lower computational cost and faster modeling, a 

probability box with smaller area is better. For example, the computational cost 
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associated with the 90% probabilistic box is a lower than the 99% probabilistic box. 

However, this leads to inaccurate results and higher BER. Therefore, the BER is used 

as a feedback to choose the optimum probability box for which the computational cost 

is lower with acceptable high accuracy (in this example, it is 96% probabilistic box, see 

Figure 3.3).  

 

 

Figure 3.3: Received symbols (𝑌𝑛
𝑘) after linear equalization from the simulation results [1.10]. 

 

Layer II 

In Layer II, the received symbols are discretized with discretization steps ∆𝑥 and ∆𝑦. 

For simplicity, we have assumed ∆𝑥 = ∆𝑦  and we define precision factor (PF) = 

10∆𝑥 = 10∆𝑦. The normalized received symbols, �̅�𝑛
𝑘 that are inside the shaded box 

(see Figure 3.4) are mapped to the center of the square as (𝑥𝑙,, 𝑦𝑚), where l is the index 

for in-phase and m is the index for quadrature. For example, if 𝑥𝑙 = 1, 𝑦𝑚 = 2 and 

�̅�𝑛
𝑘 = 1.1 + 2.05𝑗, it is mapped to �̂�𝑛

𝑘 = 1 + 2j. The discretized symbols, �̂�𝑛
𝑘 are sent to 

Layer III for probability estimation. This discretization is inspired by the brain. Our 

brain monitors the temperature, light, and other environmental conditions and maps 

this low-level representation to our initial perception, which is a high-level 

representation such as day or night, cold or warm [3.1]. The low-level representation 

requires a huge amount of data, which is mapped to an important set of data (initial 

perception) that takes significantly less memory. This discretization can be more 
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complicated if we use non-uniform discretization. Figure 3.5 shows the comparison 

between the CDS system with PF = 0.5, 1, 2, 5 and the conventional system for 52 Gb/s 

data rate. Here, the conventional system refers to the fiber optic system without CDS.  

A lower PF means a larger BER improvement and higher model accuracy. However, it 

leads to higher computational cost. The Layer II also receives the BER as top-bottom 

attention and it can choose the PF based on the BER. Layer II will send the discretized 

received symbols as �̂�𝑛
𝑘 to Layer III.  

 

Figure 3.4: Discretization of received symbols [1.10]. 



Ph.D. Thesis | Mahdi Naghshvarianjahromi| McMaster University-Electrical and computer engineering    

 

50 

 
Figure 3.5: The simulation of BER improvement for various precision factor (data rate = 52 Gb/s and 

transmission distance, L = 1600 km) [1.10]. 

 

Layer III 

In this layer, the system estimates the probability of receiving 𝑌𝑛
𝑘  for the given 

transmitted symbol 𝑋𝑛
𝑘 , i.e., 𝑃(𝑌𝑛

𝑘  |𝑋𝑛
𝑘) by approximating it as the probability of 

receiving  �̂�𝑛
𝑘 for the given �̂�𝑛

𝑘 (i.e., 𝑃(�̂�𝑛
𝑘  |�̂�𝑛

𝑘)) using the Monte-Carlo method. The 

transmitted symbols 𝑋𝑛
𝑘 could be known to the receiver by sending training symbol 

sequences during the statistical model extraction process as �̂�𝑛
𝑘 (or might be the post-

FEC data usable for training, if post-FEC BER is between 10-15-10-9). We assume that 

the BER at the FEC threshold is 1.03 ×10−2 [3.2]. The BER after FEC for such a 

threshold is between 10−15 and 10−12 [3.2]. We need a certain number of data frames 

(each frame includes 256 subcarriers) for accurate estimation of 𝑃(�̂�𝑛
𝑘 |�̂�𝑛

𝑘). Figure 3.6 

shows the BER as a function of the number of received OFDM frames used in the 

calculation of 𝑃(�̂�𝑛
𝑘  |�̂�𝑛

𝑘). As shown in Figure 3.6, the BER converges to 2.7 × 10−3 

after 640 OFDM frames for the CDS system when PF = 2.  Thus, it can automatically 

find the sufficient number of OFDM frames to keep the BER under the FEC threshold 

reliably by the converged model. For example, suppose that the number of transmitted 



Ph.D. Thesis | Mahdi Naghshvarianjahromi| McMaster University-Electrical and computer engineering    

 

51 

symbols, 1 3k

nX j= −  in a subcarrier is 100,000. Due to channel noise and distortion in 

the fiber optic link, they could be mapped to any point in Figure 3.3. Next, suppose that 

the number of received symbols (after normalization and discretization in Layers I and 

II) with 2.2 1.5k

nY j= − is 10,000 when the transmitted symbol is 1 3k

nX j= − . In Layer III,  

( )2.2 1.5 | 1 3 0.1k k

n nP Y j X j= − = − =  is calculated. In other words, in Layer III, the number 

of hits in each of the cells of Figure 3.4 is calculated and the calculated probability 

𝑃(�̂�𝑛
𝑘  |�̂�𝑛

𝑘) is stored in a tensor whose dimension is shown in the second column of 

Table 3.2. The probability calculation is done for each type of the transmitted symbol. 

For example, QAM-16 has 16 constellation points or 16 different types of transmitted 

symbols. In Table 3.2, first, second, and third tensor dimensions correspond to 

discretized cells for In-phase (I) axis, quadrature (Q) axis (after 2D discretization in 

Layer II, see Figures 3.3 and 3.4), and number of constellation points of QAM, 

respectively. For example, if we consider PF = 5 in the first row of Table 3.2, then 33 

× 29 × 16 corresponds to 33 columns (I-axis), 29 rows (Q-axis), and QAM-16, 

respectively. In addition, PF = 5 means the discretization step is 0.5. 

 
Figure 3.6: Model accuracy improvement versus a number of the received frames from the simulation 

results. Data rate = 52 Gb/s, Ptx = −7 dBm, and L = 1600 km [1.10]. 
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Table 3.2: 𝑃(�̂�𝑛
𝑘  |�̂�𝑛

𝑘) system model dimension versus precision factor (PF) extracted 

by simulation (number of OFDM frames = 1024) [1.10]. 

Precision factor (PF) 𝑷(�̂�𝒏
𝒌 |�̂�𝒏

𝒌) System Model Tensor Dimensions 

5 33 × 29 × 16 

2 81 × 71 × 16 

1 161 × 141 × 16 

0.5 321 × 281 × 16 

 

From Table 3.2, we see that the required memory for PF = 0.5 is 16 times more than 

that for PF = 2. As can be seen from Figure 3.5, the BER improves as PF decreases, 

but a lower PF implies a larger memory (see Table 3.2). Hence, there is a trade-off 

between the BER improvement and memory requirements. The extracted model in this 

layer can be called the statistical model for a fixed fiber network with specific signal 

and system parameters. This model is saved in the model library for future use. This 

model is not data dependent, although it has labels for various data rates, fiber lengths, 

launch power, or other system parameters such as nonlinear coefficient or span length. 

Unlike the DBP method, the proposed CDS does not need to perform extensive data 

dependent signal processing if the fiber optic channel does not change appreciably. The 

extracted statistical model will be used for prediction if there is a disturbance in a fiber 

optic network, such as a power fluctuation or a change in transmission length due to 

re-routing. The executive controls the data rate to ensure that the input BER of FEC is 

always less than the FEC threshold and the data can be transmitted continuously 

without interruption. For example, when users watch live video on YouTube, the video 

quality automatically varies (which corresponds to variable data rate) for good quality-

of-service (QoS) and minimal interruptions. 

 

Previous Model Selection 

If the BER exceeds the FEC threshold, then 𝑃(�̂�𝑛
𝑘 |�̂�𝑛

𝑘) cannot be extracted by the 

three-layer modeling in BER improvement mode, immediately. In this case, the system, 

like a human brain, needs prediction. Thus, it is necessary to use previous experiences 

for predicting the future. As a result, this subsystem (see Figure 3.1) will choose the 

closest model to the current system state (state number k). Suppose we have selected 
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the model 𝑃(�̂�𝑛
𝑘−1 |�̂�𝑛

𝑘−1). The model (k − 1) could correspond to one of the previous 

data rates, input launch power, previous transmission distance, etc. For example, if the 

transmission distance is changed from 1600 to 1800 km due to re-routing in fiber optic 

network, but the data rate, and launch power are fixed at 52 Gb/s, and –6 dBm 

respectively, then this subsystem will select the closest model to the current system 

state for prediction (closest in reach, launch power, and data rate). For more accurate 

prediction, the perturbations to the system should be small, in other words, the changes 

in transmission reach ∆𝐿 (𝐿𝑘 − 𝐿𝑘−1) and/or the change in data rate ∆𝑅 (R𝑘 − 𝑅𝑘−1) 

should be small enough (e.g., ∆𝑅 = 2 Gb/s when the data rate is 50 Gb/s.) The CDS 

system will find the closest reach to the current reach and/or closest data rate to the 

current data from the model library for prediction. We considered k to be scalar for 

simplicity. In general, k could be a vector, [l,m,n,p, …]. For example, l, m, n, p could 

correspond to data rate, launch power, fiber nonlinear coefficient, and transmission 

reach, respectively. 

 

Bayesian Equation 

The Bayesian equation is another subsystem that is shown in Figure 3.1. If the BER is 

under the FEC threshold, 𝑃(𝑋𝑛
𝑘  |�̂�𝑛

𝑘) model extracted in Layer III will be used and the 

CDS operates in the BER improvement mode. In this mode, the estimation is as follows,  

ˆ ˆ ˆ( | ) ( )ˆ ˆ( | ) ( | ) ,
ˆ( )

ˆ ˆ ˆ ˆ( , ) ( | ),

k k k
k k k k n n n
n n n n k

n

k k k k

k n n n n

P Y X P X
P X Y P X Y

P Y

b X Y P X Y

 =

=

 (3.1) 

Here, the index k is PAC number in CDS. ( )kb  is the extracted posterior at the kth PAC. 

If the BER exceeds the FEC threshold, the CDS will use the model 1
ˆ ˆ( , )k k

k n nb X Y− stored 

in the model library to approximate ˆ ˆ( , )k k

k n nb X Y  as predictive Bayesian model: 

1
ˆ ˆ ˆ ˆ( , ) ( , )k k k k

k n n k n nb X Y b X Y− . (3.2) 

The model 1
ˆ ˆ( , )k k

k n nb X Y− is the closest model to the current system state. Hence, the 

CDS can guarantee maximum possible data rates using the prediction based on 

previous models and improve the BER. In statistical processing using the Bayesian 
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approach, it is known that the evidence 𝑃(�̂�𝑛
𝑘) can be considered as the scaling factor. 

We accomplish the task of model extraction by cycling through the prediction mode 

and BER improvement mode, as will be explained in Section 3.4. 

 

Selecting Maximum Probability and BER Calculation 

The CDS can save the posterior probability 𝑃(𝑋𝑛
𝑘  |𝑌𝑛

𝑘) in the perceptor library after 

one-time calculation. The symbol that has the maximum probability to be transmitted 

is selected using  

1,2,...,

ˆarg max{ ( | )}k k k

n n t n
t M

X P X X Y
=

= =
 

(3.3) 

where, t = 1, 2, …, M, and M is the constellation size. For example, for QAM-16, M is 

16, and ˆ( | )k k

n t nP X X Y=  represents the probability that the transmitted symbol k

nX  is 

tX  which is one of the values from the symbol alphabet {±3 ± 3j, ±1 ± 1j, ±1 ±

3j, ±3 ± 1j}  for the given ˆ k

nY . The symbol k

nX  that has the highest chance to be 

transmitted for the given ˆ k

nY  is selected. Comparing k

nX  and ˆ k

nX , the BER is computed 

by error counting and the BER is sent to executive. As top-bottom attention, this sub-

system also sends the BER to the other subsystems in the perceptor. If the BER exceeds 

the FEC threshold, the FEC output will not converge and the post-FEC BER will be 

high and, hence, the system would infer that the pre-FEC BER has exceeded the FEC 

threshold. Therefore, the executive will take some actions such as decreasing the data 

rate. In addition, the local cycles in the preceptor will examine a different type of model 

for prediction and try to decrease the BER as much as possible. 

 

3.2.2. Main Feedback, Internal Feedback, and Feedforward Channels 

As shown in Figure 3.1, the main feedback and the internal feedback channels were 

used to exchange the information between perceptor and executive. The perceptor 

sends the BER for calculating the internal reward to the executive through the main 

feedback channel. In addition, the perceptor sends the probabilistic model (𝑃(�̂�𝑛
𝑘  |�̂�𝑛

𝑘)), 

evidence (𝑃(�̂�𝑛
𝑘)) and current perceptor mode to the executive through the internal 

feedback channel. The executive asks the transmitter to send information to the 
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perceptor through feedforward channel such as fiber launch power Ptx, data rate, and 

𝑃(𝑋𝑛
𝑘) (if probabilistic shaping is used). 

 

3.2.3. The Executive 

The executive is placed in the receiver (see Figures 2.5, 2.7 and 3.1), but it can send 

the action to the transmitter, such as new data rate by low data rate link. Based on the 

BER sent through the main feedback channel as raw reward, together with the 

probabilistic model ( 𝑃(�̂�𝑛
𝑘  |�̂�𝑛

𝑘)) and evidence ( 𝑃(�̂�𝑛
𝑘) ) sent through the internal 

feedback, the executive may decide to increase or decrease the data rate. It could adjust 

the launch power and data-rate. The proposed executive in this chapter can do basic 

actions based on “actions space” block in Figure 3.1, which are discussed below. 

These actions include adjusting  launch power and data rates in fixed or variable 

discrete steps. The executive will decide what actions to take, based on the BER sent 

through the main feedback channel. When there is a disturbance in a fiber optics 

communication system such as power fluctuation or reach change, and if there is no 

proper model in the perceptor library that is closest to the perturbed system, then the 

executive will become aware of it through the BER sent through internal feedback 

channel (in this case, the BER will be high). The executive will take basic actions such 

as lowering the data rate so that the BER is below the FEC threshold. When the desired 

goals are met, the executive would save the corresponding actions in the actions library 

and will load them for the similar situations in future. 

 

Policy 

The policy determines the goals that the CDS should achieve. The first goal is that the 

BER should be under the FEC threshold. The second one is that the computational cost 

should be lower than a pre-defined cost.  An acceptable computational cost. The storage 

and/or computational cost depends on PF and ∆𝐵𝐸𝑅 (Figure 3.6). We define ∆𝐵𝐸𝑅 as 

the difference in BER between current received frames and previous received frames 

with a step of 128 frames. For example, we can set our policy that the desired ∆𝐵𝐸𝑅 

should be less than 5 × 10−5. From Figure 3.6, we find that if the current received frame 

is 768 and the previous received frame is 640, then ∆𝐵𝐸𝑅 = 4 × 10−5, which is less 
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than the desired ∆𝐵𝐸𝑅. Therefore, the CDS stops the model extraction process after 

receiving 768 frames and saves the model and the posterior probability in the CDS 

model library. 

 

The CDS with a Simple executive 

In this section, we present the CDS with a simplified executive that does only basic 

actions. The simple executive cannot predict the outcome of the actions before applying 

actions on the environment and after applying action on environment could find out the 

outcome of action by received internal rewards from perceptor. Figure 3.1 shows the 

block diagram of the proposed executive for the long-haul fiber optic link. In Figure 

3.1, the executive receives the BERk through the main feedback channel at the kth cycle. 

We could define the internal reward as a function of the BERk only. However, in general, 

as the data rate increases, the BER increases too, and higher data rates are desirable 

while the BER is relatively low, (i.e., under the FEC threshold). Hence, a better 

definition of internal reward should be a function of both BER and the current data rate. 

Therefore, we define internal reward (cost-to go function) as follows: 

( )
4

k

k
j ref

BERk

R R
rw

−
=

 (3.4) 

( / ) ( / )k

j refR R Gb s j d Gb s= +   (3.5) 

where the BERk is the BER at kth PAC, d is the discretization step for changing the 

data rate which is set equal to 2 Gb/s in this chapter, and j is equal to k before a 

disturbance to the fiber optic system and it is reset to 1 after the disturbance and pre-

adaptive actions. The pre-adaptive actions refer to those actions that reduce the data 

rates until the BER is under the FEC threshold. 
refR  is a convenient reference data rate 

that is set equal to 1R d− . The executive updates the refR  after any disturbance using 

pre-adaptive actions. The internal reward 
krw  and data rate 

k

j
R are further explained 

in Section 3.4.1 with an example. 
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The action space for this specific case study can be defined for the fiber optic link as 

follows: 

 | }k

k j refC c data rate R R=   (3.6) 

where C is set of all possible actions in the actions space, and kc  is the action at kth 

PAC such that the data rate k

jR  exceeds the reference data rate 
refR .  

Suppose that the current action is kc .The executive can calculate the outcome of the 

action 1kc + , after applying it on the fiber optic channel using the following equations:  

( 1) ( 1)ˆ ˆ ˆ ˆ( | ) ( , ),k k k k

n n k n nP X Y b X Y+ +   (3.7) 

( 1) ( 1) ( 1)

1,2,...,

ˆarg max{ ( | )},k k k

n n t n
t M

X P X X Y+ + +

=

= =  (3.8) 

where ( 1)k

nX +  represents the input symbols at (k+1)th PAC at the data rate 1

1

k

jR +

+
. The 

BER is computed by comparing ( 1)k

nX +  and ( 1)k

nX + . In equation 3.7, the previous model 

1 1ˆ ˆ( , )k k

k n nb X Y+ +
 is used to calculate the posteriori. So, if the BER using previous model 

is under FEC threshold and krw  is decreased (see eq. 3.4), then CDS keep the 1kc +   as 

the new action for the CDS. Note when the BER exceeds the FEC threshold, the 

preceptor switches to prediction mode and selects the previous model closest to the 

current situation. When the BER is under the FEC threshold using the previous model, 

the executive enhances the data rate to 1

1

k

jR +

+  as new fiber optic communications system 

data-rate. However, when the BER is more than FEC-threshold using the previous 

model, k

jR  will be used by the executive and the steady-state mode will turn on. 

The subsystems of the executive shown in Figure 3.1 are explained as follows. 

If the BER exceeds the FEC threshold, the executive runs pre-adaptive actions such as 

data rate reduction and sending the updated reference data rate refR  to the actions space. 

If the BER is less than the FEC threshold, the executive selects an action from the 

actions space. Here, the action is the data rate enhancement. The block “prediction” in 

the executive predicts the BERk+1 based on the statistical model received from the 



Ph.D. Thesis | Mahdi Naghshvarianjahromi| McMaster University-Electrical and computer engineering    

 

58 

perceptor through the internal feedback link (see eq. (3.7) and eq. (3.8)). The block 

“rewards calculation” computes the internal reward using the predicted BER and a 

prospective data rate of 
1

1

k

jR +

+  and eq. (3.4). If the predicted BER is below the FEC 

threshold and a lower value of the internal reward is achieved, then the executive 

interprets that the system is performing well with 
1

1

k

jR +

+ , and the data rate can be 

enhanced further. The new (prospective) data rate is communicated to the transmitter 

using a low data rate link. Otherwise, the executive turns on the steady state mode, and 

assumes 
k

jR is the best possible data rate that can be achieved for the current fiber optic 

link. 

 

3.3. The Algorithm of CDS with a Simplified Executive 

In this section, we describe the proposed algorithm for the simplified CDS applied on 

a fiber optic link. Algorithm 3.1 shows the outline of the complete one PAC procedure 

of a simplified CDS. In addition, Table 3.3 lists all the notations used in this thesis.  

 

Table 3.3: The important notation list used in this chapter [1.10]. 

Notations Value 

K The total number of environmental perception action cycles (PACs) 

k The current PAC number during PAC running 

k The PAC number before the current CDS steady state mode 

C The set of all possible actions in actions library 

X The set of all possible modulation state 

k

nX  
The current transmitted symbols, at time n 

k

nX
 

The known data using for modeling 

k

nX
 

The estimated decision by the system 

k

nY
 

The received symbols at time n and kth PAC 

k

nY
 

The normalized received symbols at time n and kth PAC 

k

nY
 

The discretized received symbols at time n and kth PAC 
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krw  The internal reward (cost-to-go function) at time n and kth PAC 

ˆ ˆ( | )k k

n nP X Y
 

The estimated posterior at time n and kth PAC 

kc
 

Current action applied on fiber optic link 

FEC threshold−  The predefined threshold 

1
ˆ ˆ( , )k k

k n nb X Y−  
The prediction using model at kth PAC 

1krw +
 The internal reward for (k+1)th PAC  

1kc +  
The final action for applying in (k+1)th PAC 

 

The algorithm is described briefly as follows: 

1. Prediction of rewards using available models or reduction of the data rate until 

the BER is less than the FEC-threshold. 

2. Extract the exact model of the system and minimize the BER. 

3. Use this model to predict the BER and internal rewards before increasing the 

data rate. 

4. If prediction shows lower internal reward and the BER is less than FEC-

threshold, then the CDS increases the data rate. 

 

Algorithm 3.1: Environmental actions through the global feedback  

Input: the observables k

nY  

Output: 1kc +  as the final action in environmental actions mode 

Initialization: 

Pre-adaptive actions: 

Reduce data rate till BER<FEC-threshold 

    Make steady state mode off, prediction mode on 

Probability box% = 96, threshold = 0.01, 2PF = , j = 1 

    1kc first action from C+    

Apply 1kc +  to the environment (fiber optic channel) 

    1: for ( 1)k k toK= +  (see Table 3.3) 

    2:   Take the observable 
k

nY   

    3:   if the model is not available then 

    4:   if BER > FEC-threshold then 

    5:   Estimate ˆ ˆ( | )k k

n nP X Y  using 1
ˆ ˆ( , )k k

k n nb X Y−  
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    6:   Estimate k

nX  by decision making 

    7:   else 

    8:    Extract the ˆ ˆ ˆ( | ) and ( )k k k

n n nP Y X P Y   

    9:     Calculate the posterior ˆ ˆ( | )k k

n nP X Y  

    10:   Estimate k

nX  by decision making  

    11:   end if  

    12:   else if model is available then 

    13:  Load model, evidence and posterior from preceptor library 

    14:    Estimate 
k

nX  by decision making 

    15:   end if 

    16:    Send PF1, ˆ ˆ( | ) and ( )k k k

k n n nb Y X P Y  to the executive 

    Internal reward 

    17:  Calculate , k

k jBER and rw  and send it to executive 

    Planning  

    18:  Localize the set of all closest action to ck 

    Learning 

    19:  Apply 1kc +  ( 1kc C+  ) 

    20:  Estimate 1 1ˆ ˆ( , )k k

k n nb X Y+ +  

    21:  Predict ( 1)k

nX +  

    22:  Calculate 1

1 1

k

k jBER and rw +

+ +
 

    23:  if 
( 1)kBER threshold+   and 1k krw rw+   then 

    24:    apply 
1kc +
 to the fiber link 

    25:    1j j +  

    26:    1k k +  

    27:  else 

    28:    Turn steady state on (Stay on kc )  

    29:  end if 

    30: end for 

 

3.4. The CDS Case Study for the OFDM-Based Long-Haul Standard 

Single-Mode Fiber System 

To illustrate how CDS can control QoS (i.e., increase the data rate/improve the BER), 

we implemented the CDS with the simplified executive for the OFDM-based long-haul 

standard single mode fiber link. This is a proof-of-concept case study for the presented 

Algorithm 3.1, whose validity to other scenarios will be further studied. The fiber optic 
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system simulation parameters are the same as Table 3.1, and the parameters of the CDS 

are as follows: precision factor, PF = 2 and 96% probability box is used. All the figures 

shown in this chapter are obtained by simulating the fiber optic system (with or without 

CDS) using the parameters listed in Table 3.1. 

The BER versus launch power of a conventional fiber optic communications 

system (i.e., without CDS) is shown in Figure 3.7. The BER is calculated based on the 

geometric boundaries between the symbols for the conventional system. At low launch 

powers, the BER decreases with the launch power since the SNR improves. However, 

at higher launch power (greater than −4 dBm), the BER increases with launch power 

due to nonlinear impairments. If we consider 1.03 × 10−2 (with 14.3% overhead) as the 

FEC threshold [3.3], we can see from Figure 3.7 that the maximum achievable data rate 

is 48 Gb/s. The adaptive linear equalizer (See Figure 2.6 and 2.7) mitigates the linear 

distortion, and hence, the nonlinear distortion is dominant for data rates greater than 48 

Gb/s. The CDS now extracts the model for k = 1 (which corresponds to the data rate of 

48 Gb/s) in the preceptor while operating in the BER improvement mode (see Figure 

3.8) and saves the posterior for 48 Gb/s as 1
ˆ ˆ( , )k k

n nb X Y  in the model library. It may be 

noted that the BER for the case of 48 Gb/s with CDS (Figure 3.8, k = 1) is lower than 

the BER of the conventional system at the same data rate (Figure 3.7) because of the 

Bayesian approach (see Section 3.2). The CDS uses 2 Gb/s discretization step for data 

rate and a step of 1 dB for the launch power. In the next cycle (k = 2), the executive 

applies the data rate to 50 Gb/s (see eqs. (3.4) and (3.5), Algorithm 3.1). Since there is 

no model in the model library for the case of the data rate of 50 Gb/s, the perceptor will 

switch to the prediction mode also, and predicts 
2 2

2
ˆ ˆ( , )n nb X Y  based on the posterior for 

48 Gb/s (i.e., 
2 2

1
ˆ ˆ( , )n nb X Y ) and the BER is computed. It is found that the BER is under 

the FEC threshold (See Figure 3.9, k = 2). As can be seen in Figure 3.9, the predicted 

BER is lower than the FEC threshold and 2 1rw rw  (see Fig. 3.11) the action of 

enhancing the data rate is communicated to the transmitter using a low data rate link 

and transmitter enhances the data rate. Since the BER is now below the FEC threshold, 

the preceptor will operate in BER improvement mode and it will extract the posterior 

for k = 2, 
2 2

2
ˆ ˆ( , )n nb X Y ). Therefore, the BER can be improved further (Figure 3.9), for 
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example, if we compare the BERs in Figures 3.8 and 3.9, when k = 2, we find that the 

BER is lower in the BER improvement mode (See Figure 3.8) as compared to that in 

the prediction by the perceptor (see Figure 3.9). Since the objective is to enhance the 

data rate (with BER below the FEC threshold), in the next cycle (k = 3), the executive 

will apply the enhanced data rate of 52 Gb/s and the predicted BER is shown in Figure 

3.9 (k = 3) and this process continues. This process of cycling through the BER 

improvement mode and prediction mode will continue and the executive will increase 

the data rate up to 56 Gb/s (k = 5 in Figure 3.9). At this point, the executive finds that 

the predictive model cannot bring the BER under the FEC threshold (see Figure 3.9). 

Therefore, it will decrease the data rate and the steady-state data rate will be 54 Gb/s. 

The system will continue to operate at 54 Gb/s until there is a disruption to the system. 

When the disturbance arises, the BER increases and the executive will decrease the 

data rate, and the perceptor will operate in the prediction mode and choose the closest 

posterior from the model library to predict the transmitted data.  

 

Figure 3.7: The simulation of a conventional system with a linear equalizer [1.10]. 
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Figure 3.8: The simulation of a fiber optic system with CDS with the known model (BER improvement 

mode) [1.10]. 

 
Figure 3.9: The simulation results for the prospective BER predicted in executive (CDS in prediction 

mode) [1.10]. 
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For example, if the gain of an inline amplifier of a fiber optic link drops from 

18 to 10 dB, the BER would increase. The BER is sent from the preceptor to the 

executive that takes action to lower the data rate. The CDS cycles through the 

prediction mode and BER improvement mode (see Figures 3.8 and 3.9) and finally 

settles down at a data rate that is achievable for the current state of the channel without 

interruption of the service. The CDS monitors the BER continuously, and if the 

amplifier is repaired, then the CDS automatically will retrieve the original data rate. 

Additionally, if there is a cut in a fiber-optic network, the data will be re-routed over a 

fiber optic link that may have different characteristics such as fiber length, dispersion, 

and nonlinear coefficient. The CDS senses this change through    the BER fluctuations 

and again adapts itself to the new environment. 

Now, we show the improvement of the BER for the OFDM fiber optic link 

upgraded with the CDS. It is customary to project the Q-factor based on BER and 

Gaussian noise statistics as [2.4]: 

𝑄 = 20𝑙𝑜𝑔10(√2𝑒𝑟𝑓𝑐𝑖𝑛𝑣(2. 𝐵𝐸𝑅)) (3.9) 

In Figure 18, the Q-factors of the conventional system, CDS in BER 

improvement mode, and CDS in prediction mode for the data rate of 54 Gb/s (k = 4) as 

the function of the launch power are compared. As can be seen, the Q-factor improves 

by 1.75 and 2.74 dB when the CDS operates in prediction mode and BER improvement 

mode, respectively. The improvement in BER using the CDS principle is due to the 

Bayesian approach, while the data rate enhancement is due to the cycling through the 

prediction mode and BER improvement mode.  
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Figure 3.10: The simulation results for the quality-factor versus launch power for the conventional 

system, CDS prediction mode, and CDS improvement mode [1.10]. 

 

From Figure 3.10, it may be noted that the optimum launch power does not 

change for the case of CDS in BER improvement mode as compared to the 

conventional system, although it increases slightly in the prediction mode (blue curve). 

However, if DBP is used in a conventional system, then the optimum launch power 

increases. This is because the DBP compensates for nonlinear impairments to some 

extent. The simplified CDS in this example should not be considered as a substitute for 

a nonlinear compensation scheme such as DBP. The difference between the DBP or 

any nonlinear compensation scheme and the proposed approach is that the DBP makes 

use of the deterministic channel model (such as nonlinear Schrodinger equation) 

whereas the proposed approach utilizes the statistical channel model. The Q-factor gain 

shown in Figure 3.10 using the simplified CDS is due to the information extracted by 

the perceptor that helps the CDS to approximate the optimal decision-making 

boundaries even if the symbol likelihood is non-Gaussian and asymmetric. Therefore, 

the final data rate is fixed at 54 Gb/s. This Q factor improvement makes the system less 

sensitive to any small disturbance, and the system will have better QoS with less 

interruptions. 

Using the proposed CDS, the BER can be improved further by operating the 

preceptor in the BER improvement mode with a lower PF (see Figure 3.5). However, 
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this is not implemented in the example described here. We have provided an example 

of how a CDS with a simple executive CDS can still improve the BER, increase the 

data rate and handle changes in fiber optic channel with less interruption. From Figures 

3.8–10, it may be noted that as the signal power increases, the BER gets larger due to 

fiber nonlinear impairments. 

 

3.4.1. Simulation Results in the Presence of Disturbance 

If the fiber optic system is disturbed, then the CDS can sense it and adapt to the new 

environment. We simulate the CDS for the disturbed system by assuming that the tenth 

inline amplifier of the fiber optic link is partially damaged. The noise figure (NF) of 

this amplifier is increased from 4.77 to 23 dB, while the rest of the inline amplifiers 

have the normal NF of 4.77 dB. As a result, the received signal becomes noisier. The 

simulation results using the CDS in the presence of disturbance are shown in Figure 19.  

 

(a) 
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(b) 

 

Figure 3.11: The simulation results for the cognitive dynamic system (CDS) in presence of disturbance 

(a) bit error rate (BER) vs perception action cycle (PAC) numbers, (b) CDS learning curve [1.10]. 

 

Figure 3.11a shows that in the PAC numbers 1 to 4, the BER is under the FEC-

threshold (see Figures 3.7–3.10), and the CDS achieves a data rate of 54 Gb/s at fourth 

PAC. Hence, the steady state data rate is 54 Gb/s, and the CDS operates in s steady 

state mode. At the fifth PAC, the system is disturbed because of the partial damage to 

the tenth amplifier. The current statistical model for the system operating at 54 Gb/s 

cannot bring the BER under FEC-threshold. As a result, the CDS turns the steady state 

mode off and activates the pre-adaptive actions (see Figure 3.1). Therefore, the CDS 

lowers the data rate with a step of 2 Gb/s until the BER is under the FEC-threshold. At 

k = 6, j is reset to 1, data rate is 38 Gb/s, and the BER is under the FEC-threshold (see 

Figure 3.11a). Since 6

1R  = 38 Gb/s, 
refR is updated to 6

1R  − d = 36 Gb/s. The procedure 

for PAC numbers 6 to 9 is similar to that for PAC numbers 1 to 4 (see Algorithm 3.1). 

Additionally, the rewards are calculated using eq. (3.4), and Figure 3.11b shows the 
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internal reward 
krw  as a function of the PAC number k calculated. Before disturbance 

(i.e., k < 5) we see that the internal reward decreases as k increases. This is because the 

weight of the data-rate is more than the weight of the BER (see eq. (3.4)). The executive 

would increase the data rate if the internal reward is decreasing (provided that the BER 

is less than the FEC-threshold). At k = 5, there is a disturbance leading to an increase 

in the BER and hence, internal reward also increases. The internal reward reaches its 

peak at k = 6 since the difference between 6

1R  and 
refR is the lowest (see eq. (4)). 

Thereafter, the internal reward decreases at k = 7, the CDS applies the same procedure 

used at k = 2. At ninth PAC number (k = 9), the new steady-state data rate in the 

presence of disturbance is the 44 Gb/s (similar to fourth PAC number). If the amplifier 

is repaired in future, the CDS follows the same procedure as in PAC numbers 1 to 4 to 

increase the data rate again. 

 

3.4.2. CDS Complexity 

In order to calculate the computational cost, we distinguish three types of CDS modes: 

(i) BER improvement mode, (ii) prediction mode, and (iii) steady state. The complexity 

of a CDS varies depending on the perceptor mode. When the CDS operates in the BER 

improvement mode, the BER converges after N OFDM frames (in Figure 3.6, it is about 

N = 512) and each frame has K data-carrying subcarriers (From Table 3.1, it is 126). 

To create the histogram (i.e., to calculate ( | )k k

n nP Y X ) based on the discretized data, we 

need N × K simple additions (just counting the samples within the tiny surface). To 

calculate ( | )k k

n nP X Y , we need M real multiplications where M is the order of QAM (in 

our example, M = 16). The storage requirement depends on the precision factor (see 

Table 3.2). For example, with a PF of 2, we need to store a matrix of dimension 81 × 

71 × 16. In addition, we need to store the matrix corresponding to ( | )k k

n nP X Y  which has 

a dimension of 16 × 81 × 71. When the CDS operates in the prediction mode, there is 

no cost associated with model extraction (i.e., to calculate ( | )k k

n nP Y X ), but we need M 

real multiplications to calculate ( | )k k

n nP X Y . In this mode, we need to store the matrix 

corresponding to ( | )k k

n nP X Y , which has a dimension of 16 × 81 × 71. In steady state, the 
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CDS uses the saved ( | )k k

n nP X Y , and makes a decision symbol by symbol (see eq. (3)). 

These matrices can be stored in hard disk and can be loaded to RAM when needed. No 

multiplication or addition needs to be done in steady state.  

The computational cost associated with DBP is as follows. In each propagation 

step, 
2log ( )J J complex multiplications are required where J is the number of samples in 

time domain. If there are B propagation steps, the complex multiplication is 

2( log )O B J J  [2.14][2.15]. For example, for a 20-span system, assuming 10 steps per 

span and with J = 16,384, we need roughly 45,875,200 complex multiplications! 

Besides, this computation needs to be done continuously for each block of data. Three 

complex vectors of length J (about the total size of 98,304) needs to be stored. In 

contrast, most of the computational complexity of the CDS is present only when there 

is a fluctuation in the fiber optic channel; under steady state, the computational cost is 

minimal. It is useful to compare the complexity of the proposed method in this chapter 

with the digital backpropagation (DBP) for Q-factor enhancement using the simulation 

parameters shown in Table 3.1. We run both algorithms on a Microsoft Surface-Pro 

with Intel® Core™ i706650U CPU @ 2.20GHz 2.21 GHz, 16 GB RAM, system type 

64-bit Operating System x64-Based processor using MATLAB. For the DBP algorithm 

[2.15][3.4], the runtime is 1225.4 s (~20 min and 25 s). However, the runtime for the 

proposed CDS is 14.03 s for PF = 2. In addition, the CDS runtime reduces to 7.71 s for 

PF = 2 in steady state mode. However, the DBP running time always remain similar 

for any continuous data stream. In addition, the reported Q-factor improvement for 

DBP in OFDM systems is between 1 and 2.2 dB [1.40], while it is 2.74 dB (see Figure 

3.10) for the fiber optic link upgraded with the CDS. Additionally, the main features of 

the proposed CDS are the following: 

1. The CDS perceptor can extract the model (likelihood) dynamically and does 

not need the transmitter to send training sequences. 

2. We assume that the fiber optic link parameters are unknown in an optical 

network. 

3. The CDS can be applied to any type of fiber optic system such as single carrier, 

wavelength division multiplexing (WDM), single channel OFDM, or a WDM 

system with individual channels carrying the OFDM signal. 
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4. In our approach, we do not use training sequences from the transmitter to extract 

the channel model ( | )n nP Y X  since it would disrupt the service. It can improve 

the BER by finding the optimum decision boundaries. 

 

3.5. Conclusions 

The cognitive dynamic system (CDS) is inspired by the human brain and can be 

regarded as the brain-like intelligence. The principles of CDS are applied to a nonlinear 

fiber optic communication system for the bit error rate (BER) improvement and the 

data rate enhancement. The executive and preceptor of CDS are implemented in the 

optical receiver, but executive sends actions to the transmitter such as new data rate. 

The block diagram of the CDS consisting of the preceptor, the main feedback channel, 

and executive is presented. The preceptor operates in two modes: prediction mode and 

BER improvement mode. When there is a fluctuation in the fiber optic network 

parameters, such as reach or amplifier gain, the BER may exceed the forward error 

correction (FEC) threshold. In this case, the preceptor operates in prediction mode and, 

working closely with the executive, it lowers the BER to meet FEC threshold. Once the 

BER comes below the FEC threshold, the perceptor operates in the BER improvement 

mode. In this mode, it extracts a statistical model for the fiber optic channel for the 

current fiber optic link parameters and saves it in the model library for future use. By 

cycling through the prediction mode and BER improvement mode with appropriate 

actions by the executive, we have found that the data rate and Q-factor can be enhanced 

by 12.5% and 2.74 dB, respectively, as compared to the conventional fiber optic system. 

The key advantage of CDS is that it is intelligent, and software-defined, and it can 

automatically recognize and extract information about the fiber optic channel. In 

addition, it can enhance the data rate and improve the BER for different fiber optic link 

characteristics such as the span length, input power, and other system/signal parameters. 

These characteristics may change during the data transmission in a fiber optic network, 

but the CDS can still adapt to these changes. The computational cost of the proposed 

technique is much lower than the methods used to mitigate nonlinear impairments, such 

as digital back propagation (DBP). It should be noted that the simplified CDS 
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implemented in this chapter is not a substitute for nonlinear compensation techniques 

such as DBP, although it provides performance benefits comparable to that obtained 

by DBP. 
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Chapter 4  

CDS V3 FOR COGNITIVE DECISION 

MAKING OVER NGNLES2 

The autonomic-computing layer of the smart systems based on a cognitive dynamic 

system (CDS) is proposed as a solution for better decision making and situation 

understanding in non-Gaussian and nonlinear environments (NGNLE).   A cognitive 

decision-making (CDM) system inspired by the human brain decision-making process 

is discussed. The simple low complexity algorithmic design of the proposed system can 

make it suitable for real-time applications. A case study of the implementation of the 

CDS was done on a long-haul fiber-optic orthogonal frequency division multiplexing 

(OFDM) link. An improvement in Q-factor of 3.5 dB as well as 23.3% data rate 

efficiency enhancement are achieved using the proposed algorithms to keep CDM error 

automatically under the system threshold. The proposed system can be extended as a 

general software-based platform for brain-inspired decision making in smart systems 

in the presence of nonlinearity and non-Gaussian characteristics. Therefore, it can 

easily upgrade a conventional system to a smart one for autonomic CDM applications. 

The chapter is organized as follows. In section 4.1, the introduction on CDS v3 

as CDS with advanced executive is provided.  Section 4.2 presents the architectural 

structure of CDS and the proposed algorithms CDM on general NGNLE. In section 4.3, 

we discuss the simulation results for the case study of a long-haul fiber-optic OFDM 

link. Finally, in section 4.4, we summarize the main contribution of our work. 

 

 
2 Most of chis chapter published as: M. Naghshvarianjahromi, S. Kumar, M. J. Deen, “Brain-Inspired Cognitive Decision Making 

for Nonlinear and Non-Gaussian Environments,” IEEE Access, 7, 180910–180922, 2019. 
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4.1. CDS v3 

In [1.10] and chapter 3, the CDS was proposed for smart fiber optic communication 

systems as an example of smart systems using cognitive decision-making (CDM). The 

CDS v1 is used to control the quality of service in long-haul fiber-optic links. The CDS 

can take some actions such as changing the data rate so that the bit error rate (BER) is 

under the predefined threshold. In Chapter 3, the CDS with a simple executive was 

presented. The simple executive cannot predict the outcome of the actions before 

applying actions on the environment and after applying action on environment could 

find out the outcome of action by received internal rewards from perceptor. Besides, 

the simple executive cannot control the modeling configuration of the perceptor. 

In this chapter, the algorithms for the CDS v3 is presented for the CDM in NGNLE. 

The proposed algorithms for the CDS uses the advanced executive. The advanced 

executive can predict the outcome of the multiple actions before applying action to the 

environment making use of virtual environment. In addition, the advanced executive 

can change the modeling configuration of perceptor through the internal commands. At 

the end of this chapter, the case study CDS is presented for NGNLE long-haul fiber-

optic link. It is demonstrated that this new design can provide 23.3% data-rate 

efficiency enhancement as well as 3.5 dB Q-factor improvement using the proposed 

fast algorithms. The CDS can always keep the decision-making error under the system 

threshold, and this is a typical function of the CDS.  A comparison between the 

proposed method and the related work on long-haul fiber-optic communications case 

study chapter 3 is given in Table 4.1. 

 

Table 4.1: Comparison between proposed work and CDS v1 [1.11] 

References Technique 

implemented 

Q-factor 

improvement 

Data rate 

enhancement 

CDS v1 

([1.10]) 
Simple CDS 2.7 dB 13% 

CDS v3 

([1.11]) 

CDS with action 

outcome 

prediction 

(Virtual actions) 

3.5 dB 23.0% 
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4.2. Design of CDS Architecture 

The detailed CDS architecture for decision-making is shown in Figure 4.1. The 

proposed CDS in this chapter can operate in four modes (i) pre-adaptive actions mode 

(ii) environmental actions mode, (iii) post-adaptive actions mode, and (iv) steady-state. 

The executive functions will be different depending on the CDS mode. The steady-

state mode means all is well and no more actions are required. Pre-adaptive mode 

actions are related to finding the first action to apply to the environment. The 

environmental actions correspond to actions that can be done on the environment for 

better decision making or total system performance enhancement. When the CDS 

operates in post-adaptive action mode, internal commands are sent to the perceptor 

from the executive using internal feedforward link for improving the decision making 

accuracy. 

Figure 4.1 shows that the CDS uses a database for training and Bayesian model 

extraction. The perceptor is also responsible for knowledge extraction (see section 

4.2.1). The knowledge is used to reason and predict the unknown situations for 

decision-making. The knowledge in the perceptor is represented as a set of concepts 

and the relationships among them, together with the environment situation estimations. 

Therefore, in a specific situation or on user request, the CDS switches from steady-

state to the pre-adaptive mode. In the next sub-sections, the detailed algorithmic 

descriptions of preceptor and executive and those of mode (ii) and mode (iii) are 

presented.  
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Figure 4.1: Architecture of CDS for CDM in NGNLE [1.11]. 

 

4.2.1. Perceptor 

The main sub-blocks of the perceptor are (i) a three-layered Bayesian generative model, 

(ii) previous model selection, and (iii) Bayesian equation and decision-making. The 

multilayer Bayesian modeling is the same as that discussed in Chapter 3. The extracted 

model is passed to the block ‘Bayesian equation’ to calculate the posterior.   

 

 

Bayesian equation and maximum posteriori selection 

The Bayesian equation approach is used for extracting the posterior in decision-making, 

which is simpler than the Bayesian filtering approach. This is because we need to 

design low-complexity and real-time algorithms in NGNLE applications.  The posterior 

can be calculated using the Bayesian equation as   

ˆ ˆ ˆ( | ) ( )ˆ ˆ( | ) ,
ˆ( )

ˆ ˆ ˆ ˆ( , ) ( | ),

k k k
k k n n n
n n k

n

k k k k

k n n n n

P Y X P X
P X Y

P Y

b X Y P X Y

=

=

   (4.2) 

Here, k denotes the PAC number, and n means CDM at time n. The estimated Bayesian 

generative model ˆ ˆ( | )k k

n nP Y X  and the evidence ˆ( )k

nP Y  are extracted in Layer III. The
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ˆ( )k

nP X can be estimated using the database. ( )kb  is the extracted posterior at the kth 

PAC. 

 

Maximum posteriori selection and assurance factor 

The CDS can save the estimated posterior ˆ ˆ( | )k k

n nP X Y in the perceptor library after one-

time calculation, and it is not necessary to calculate eq. (4.2) for each symbol. We can 

use the posterior ˆ ˆ( | )k k

n nP X Y  to select the �̅�𝑛
𝑘  that has the maximum probability in each 

discretized cell as: 

1,2,...,

ˆarg max{ ( | )},k l k

n n m n
l M

X P X X Y
=

= =               (4.3) 

Here l =1,2,…, M, where M is the total number of decision making situations.  

 

4.2.2. Feedback channel, assurance factor and internal rewards 

As we mentioned in chapter 1, typically, the CDS uses the Kalman filter and Shannon 

theory [1.8] to calculate the entropic state at time n. The above technique is applied on 

the linear and Gaussian environment (LGE). However, in a NGNLE, the complexity of 

using above algorithm is higher than that in LGE. We would like to prevent using extra 

logarithms, complicated functions, or the integrals required in the entropic state 

calculation with Kalman filter and use simple, straightforward and faster algorithm.  

Most of the time, we make a wrong decision when we do something with an assurance 

<100%, such as gambling. Similarly, the CDS makes a decision using eqs. (4.2) and 

(4.3), and selects the maximum probability using maximum a posteriori probability 

(MAP) rule. Therefore, the CDM error is proportional to assurance (when the assurance 

is less than 100%). Consequently, we define the average assurance factor (AF) as 

ˆ( | )

,

n
k k

o o

o n Lk

n

P X Y

AF
L

= −
=


     (4.4) 
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where L is an arbitrary time-discrete interval to calculate the assurance factor and 

ˆ( | )k k

o oP X Y  refers to the maximum posterior at discrete time o and PAC k. The increment 

of the assurance factor in kth PAC is given by 

1,nAF k k

k n nAF AF − = −     (4.5) 

where the 
1k

nAF −
and 

k

nAF are the assurance factors that can be calculated at (k-1)th 

and kth PAC, respectively. The preceptor sends the 
k

nAF  and 
k

nF to the executive by 

the global feedback channel as the raw internal rewards. The internal reward (cost to 

go function), denoted as the
k

nrw ,  may be defined as an arbitrary function of k

nAF  and 

nAF

k as: 

( , , , ),nAFk k

n n k krw f AF c k=           (4.6) 

where ( )f   is an arbitrary funcation. The ( )f  can be defined, based on the 

environment type (e.g. human body or fiber-optic channel, etc) or the preceptor 

configuration such as desired computational cost or accuracy. For example, in fiber-

optic communications, the function ( )f  should be wisely chosen to optimize between 

data-rate (action) and BER (internal reward) for the desired quality-of-service. The 
k

nrw  

is calculated in the executive by the received raw internal rewards through the global 

feedback channel. In addition, the perceptor sends the estimated Bayesian model and 

evidence through the internal feedback channel. Also, the perceptor receives the 

modeling configurations such as 
kPF  and 

kPB  through the internal feedforward channel 

that are internal commands from the executive. Here, 
kPF  and 

kPB  are the precision 

factor and probability box percentage at the kth PAC, respectively. The executive uses 

this information to find the proper action for applying on NGNLE. Table 4.2 shows the 

important notations that are used in this chapter. 

 

Algorithm 4.1: Environmental actions through the global feedback  

Input: the observables , 1,2,...,k

nY k K=  

Output: 1kc +  as the final action in environmental actions mode 
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Initialization: 

Pre-adaptive actions: 

Make steady state mode off, environmental actions on 

1c first enviromental action from C   

Apply 1c  to the environment (e.g., fiber optic channel) 

Probability box% = PB1, threshold,
1PF PF=  

1: for k=1 to K then 

2: Take the observable k

nY  

3: if the model is not available then 

4:       if k>1 then 

5:                   Predict ˆ ˆ( | )k k

n nP X Y  using 1 1ˆ ˆ( | )k k

n nP Y X− −  

6:            Estimate k

nX  by MAP rule 

7:       End if  

8:       Extract the ˆ ˆ ˆ( | ) and ( )k k k

n n nP Y X P Y   

9:       Calculate the posterior  ˆ ˆ( | )k k

n nP X Y  

10:       Estimate k

nX  by decision making 

11: Else if model is available then 

12:       Load model, evidence and posterior   from preceptor library 

13:       Estimate k

nX  by MAP rule 

14: End if 

15: Send PF1, ˆ ˆ ˆ( | ) and ( )k k k

n n nP Y X P Y  to the Executive 

Internal reward 

16: Calculate
k

nrw  and send it to executive 

Planning  

17: 
( 1),0k k

n nrw rw+    

18: Localize the set of all close actions to ck 

Learning 

19: If actions belong to environmental set then 

20:       for t=1 to T then 

21:             Apply 1

t

kc +  virtually (
1

t

kc C+  ) 

22:             Calculate ( 1), ( 1),ˆ ˆ( | )k t k t

n nP X Y+ +  

23:            Estimate ( 1),k t

nX +  

24:            Calculate ( 1),k t

nrw +  

25:             if ( 1), ( 1), 1k t k t

n nrw rw+ + −  or ( 1),k t

nAF threshold+   then 

26:  ( 1),

0,1,2,...,( 1)

arg min ( )k t

n
t t

t location rw
+

= −

  

27:  
1 1

t

k kc c


+ +  

28:  break for 

29:            End if 

30:       End for 

31:       if 1t  then 
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32:       apply 1kc +  to the environment 

33:       else 

Policy updating 

34:            Update threshold  

Planning update 

35:            Switch actions type to internal commands 

36:            Start post adaptive actions 

37:       End if 

38: End for 

 

Table 4.2: The important notation list used in this chapter [1.11] 

Notations Value 

K The total number of environmental PACs 

K The current PAC number (environmental) 

G The total number of probability box PACs 

G The current PAC number (probability box) 

F The total number of precision factor PACs 

F The current PAC number (precision factor) 

C The set of all possible actions in actions library 

X The set of all discrete situations of NGNLE 

M Maximum number of the situations for CDM 

L The discrete time interval for AF calculation 

k

nX  The current NGNLE situation, at time n 

ˆ k

nX  The training data from database using for modeling 

k

nX  The estimated decision by the system 

k

nY  The observables at time n and kth PAC 

k

nY  The normalized observables at time n and kth PAC 

ˆ k

nY  The discretized observables at time n and kth PAC 

k

nAF  The assurance factor at time n and kth PAC 

k

nrw  The internal reward (Cost-to-go function) at time n and kth 

PAC 

ˆ ˆ ˆ ˆ( , ) ( | )k k k k

k n n n nb X Y P X Y=  The estimated posterior at time n and kth PAC 



Ph.D. Thesis | Mahdi Naghshvarianjahromi| McMaster University-Electrical and computer engineering    

 

80 

kc  Current action applied on NGNLE 

threshold  The predefined threshold 

T  The number of virtual actions can predict by current 

available model at time n and kth PAC 

fPF  The precision factor in fth PAC (shunt cycle) 

gPB  The probability box in gth PAC (shunt cycle) 

( 1), ( 1),ˆ ˆ( , )k t k t

k n nb X Y+ +  The tth prediction using model at kth PAC 

( 1),k t

nAF +  The tth assurance factor prediction in executive 

( 1),k t

nrw +  The tth internal reward (cost-to-go function) prediction in 

executive 

1

t

kc +  The tth virtual action at time n and kth PAC 

1kc +
 The final action for applying in (k+1)th PAC 

 

4.2.3. Executive 

The executive is the most important part of the CDS. It is responsible for improving 

decision-making accuracy. Decision-making accuracy improvement can be achieved 

by applying action on NGNLE.  For example, the executive can activate the actuators 

in the smart home or send internal commands to the perceptor for changing the 

modeling configurations. The executive brings non-monotonic reasoning to the CDS 

by using the internal reward. The executive that we design here has three parts: planner 

(it consists of the actions library also), policy, and learning using prediction. 

 

Planner and policy 

The planner extracts the set of prospective actions that are already saved in the CDS 

actions library. In addition, the planner selects the first action in 1st PAC using pre-

adaptive actions. In addition, the planner applies the post-adaptive actions through 

internal feedback and feedforward channels (i.e., shunt cycle). In this chapter, the 

policy determines the desired goals that the CDS should achieve using PAC. The goal 

can be the trade-off between desired CDM accuracy and computational cost. Here, we 

define the CDS goal as the threshold, for simplicity. 
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Learning using prediction 

 

a) Executive actions 

The actions in the executive can be classified as the environmental actions and internal 

CDS commands. Therefore, we define the actions space as  

 

,

,fk k

g

Environmental actions or

PF orC c c
Internal CDS commands

PB




= =  
=  
 

       (4.7) 

where ck is the action in PAC number k and C is set of all possible actions in action 

space (see Table 4.2 also).  

Since the physical action to change the environment could be expensive, the 

executive performs virtual actions and predicts the outputs of the sensors based on the 

statistical model of the NGNLE. The virtual action means that the executive can 

virtually apply action to the virtual environment and predict the action outcome as 

prospective internal rewards or assurance factor. We first calculate the maximum ratio 

of the standard deviation of virtual sensor outputs at kth and (k-1)th PAC as (see Table 

4.2 for the notation)  

1,

1 11,2,...,

ˆ ˆ( | )
max { },

ˆ ˆ( | )

k k
k t n n m

k km M
n n m

std Y X X
ratio

std Y X X

+

− −=

=
=

=
    (4.8) 

where  0,1,2,...,t T  is the index for the virtual action and T is a total number of 

desired virtual actions for which the model at kth PAC is still valid. The ratio of 

standard deviations in eq. (4.8) gives insight to the executive how the observables are 

changed by applied action in current kth PAC in comparison the applied action in 

previous (k-1)th PAC.  The virtual sensor output at (k+1)th PAC and tth virtual action 

cycle index is 

( )( 1), 1,

1
ˆ ˆ , , , , ,k t k k t

n n k kh Y ratio c c t+ +

−=Y       (4.9) 

where ( )h   is an arbitrary funcation. The ( )h  can be defined based on the 

environment type (e.g. human body or fiber-optic channel, etc). The posteriori due to 

the virtual action 
1

t

kc +
 is predicted using 
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( 1), ( 1), ( 1), ( 1),ˆ ˆ ˆ ˆ( | ) ( , ),k t k t k t k t

n n k n nP X Y b X Y+ + + +
       (4.10)  

 In eq. (4.10), the ( )kb   is received through the internal feedback from the perceptor 

(See eq. (4.2)).  The predicted assurance factor may be calculated as   

( 1), ( 1),

( 1),

ˆ( , )

,

n
k t k t

k o o

o n Lk t

n

b X Y

AF
L

+ +

= −+ =


    (4.11) 

and 

( 1),

1 ,
t
nAF k t k

k n nAF AF+

+ = −     (4.12) 

Then, the predicted internal rewards for the desired virtual action 1

t

kc + is 

 ( 1),
( 1), ( 1)( , , 1), 1,2,...,

0

t
nAFk t

k t n k
n k

n

f AF k t T
rw

rw t

+
+ +

  + 
= 

=
    (4.13) 

The virtual action index t bar that leads to the minimum internal reward is 

 

( 1),

0,1,2,..,

arg min( )k t

opt n
t T

t rw +



=     (4.14) 

If 0optt =  CDS switch to send internal commands instead of applying environmental 

actions. But, for 1optt  , the actual actions to be applied on the environment is  

1 1,
optt

k kc c+ +=      (4.15) 

1kc + is the best action to apply on the environment to improve the decision-making 

performance. Algorithm 4.1 shows outline of the main algorithmic process for the 

global PAC of the CDS. In some applications, the policy may update the threshold to 

change the accuracy for a lower complexity with acceptable accuracy.  

 

 

b) Post adaptive actions: Internal commands 

As mentioned before, some actions apply on the environment and the CDS receives 

the internal reward through the global PAC using the main feedback channel. However, 

the actions can be internal commands that the CDS can use for self-tuning i.e. the trade-

off between computational cost and accuracy according to the policy. Based on eq. 

(4.7), internal commands are a precision factor  1 2, ,...,f FPF PF PF PF , and probability 

box,  1 2, ,...,g GPB PB PB PB . Here, F and G are maximum PAC indices  related to PF 
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and PB actions, respectively. The process is similar for both PF and PB actions and it 

is presented in detail through Algorithm 4.2. 

 

Algorithm 4.2: Post adaptive actions (shunt cyle actions) 

Input: threshold, kc , PB1, PF 

Output: the ( 1)k f gc + + −  as the final actions
 

1: for f = 2 to F then 

2: Action 
K f fc PF+    

3: Send command K fc +  to reduce PF 

4: Receive ˆ ˆ ˆ( | ) and ( )k f k f k f

n n nP Y X P Y+ + +  

5: Calculate the ˆ ˆ( | )k f k f

n nP X Y+ +  then 
k f

nX +
 

6: Estimate the 
k f

nrw +
 

7: if the k f

nrw threshold+   and 0k f

nrw +  then 

8:            Applying 1kc + , and k fc +  

9:            Turn Steady state mode on 

10:            Break for 

11: End if 

12: End for 

13: if steady state mode off then 

14: for g=2 to G 

15:            Action 1k f g gc PB+ + −    

16:            Send command 1k f gc + + −  to change PB 

17:            Receive 1 1 1ˆ ˆ( | ) and ( )k f g k f g k f g

n n nP Y X P Y+ + − + + − + + −  

18:            Calculate the 1 1( | )k f g k f g

n nP X Y+ + − + + −  

19:            Estimate 1k f g

nX + + − , then 
1k f g

nrw + + −
 

20:            if 1k f g

nrw threshold+ + −   and 1 0k f g

nrw + + −  then 

21:  Apply 1kc + , k fc +  and 1k f gc + + −  

22:  Turn Steady state mode on 

23:  Break for 

24:            End if 

25: End for 

26: End if 
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Figure 4.4:  CDS architecture for long-haul NGNLE OFDM-based Fiber Optic link [1.11]. 

 

4.3. CDS implementation case study: OFDM long-haul fiber optic 

communications 

Figure 4.4 shows the CDS architecture block diagram for the OFDM long-haul fiber 

optic link. As mentioned before, we select the fiber optic link as an example of NGNLE. 

In general, �̂�𝑛
𝑘 can be supplied by the database shown in Figure 4.4, i.e. the transmitter 

may send a known sequence during the training period. Alternatively, the estimated �̂�𝑛
𝑘 

after the FEC may be used instead of the sequence from the database for model 

extraction. The bit error rate (BER) after the forward error correction (FEC) is between 

10-15 and 10-9 [3.2] when the BER before the FEC is less than the FEC-threshold. In 

addition, a good measure of the decision error is the BER. The BER can be estimated 

using 16 or 32 training frames that are used for linear distortion mitigation. The channel 
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estimation and compensation of linear impairments are done using the linear adaptive 

channel equalizer that uses 16 training frames to mitigate linear distortion [2.4]. 

Therefore, the prospective internal reward can be calculated as follows (see eq. (4.13)): 

( )
4

, ,
k t
n

k
t ref

BERk t

n
R R

rw
+

−
=

                                                      (4.16) 

The prospective data rate at k th PAC and t th virtual action cycle is  

,k

t refR R t d= +                                                  (4.17) 

where d is 4 Gb/s discretization step for data rate and refR  is a convenient reference the 

data rate that is  

1

1refR R d= −       (4.18) 

The actions space for this specific case study is (see eq. (4.7)): 

 

 

,

4 3 ,

0.01,0.05,0.1,0.5,1,2 ,

probablity box%, 90,96,99

k ref

k

tx

k k

f

g

data rate R R or

P dbm or
C c c

PF or

PB

 


−   
= = 

 
 
 

   (4.19) 

Here, Ptx
k is the input launch power in kth PAC number. In addition, eqs. (4.8)-(4.10) 

can be used for the virtual actions posteriori estimation in this case study (see Algorithm 

4.1 and in Appendix I).  

 

Table 4.3: The numerical simulation parameters of the OFDM system [1.11] 

Simulation parameters Value 

Fiber dispersion coefficient (𝛽2) −22.1 ps2/km 

Nonlinear coefficient (𝛾) 1.1 W−1km−1 

Fiber loss coefficient (𝛼) 0.2 dB/km 

Number of fiber spans (N) 20 

Span length (Lspan) 
80 km (1600 km total 

length) 

Noise figure (𝑁𝐹) 4.77 dB 

Number of OFDM subcarriers per frame 256 

Subcarrier modulation QAM-16 

Number of data frames 128000 

Number of frames for modeling 115200 
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Number of frames for testify 12800 

Data carrying subcarriers per frame 126 

Oversampling factor 2 

Number of the pilot subcarrier 2 

Discretization step d 4 Gb/s 

PF1 2 

Fiber type 
Standard single mode 

fiber (SMF) 

 

 

4.3.1. Simulation parameters and system configurations 

We illustrate the modeling process by performing numerical simulation of the OFDM 

system. The signal propagation in optical fiber is described by the nonlinear 

Schrodinger equation (NLSE), which is solved using the standard split-step Fourier 

scheme [2.3][2.4]. The fiber optic system without the CDS is identical to that described 

in Chapter 3 except that a fixed dispersion compensator is introduced here just before 

the FFT block. The output of the linear equalizer is passed to the preceptor (See Figures 

2.6 and 2.7). 𝑋𝑛
𝑘  represents the transmitted symbols which take the values from the 

following set  3 3 , 1 1 , 1 3 , 3 1k

nX j j j j           with equal probability and 

𝑌𝑛
𝑘  represents the corresponding received symbols after linear equalization. 

The simulation parameters of fiber optic system are presented in Table 4.3. The CDS 

parameters  are as follows: PF = 2, probability box percentage = 96%, and FEC 

threshold = 1.03×10-2 (with 14.29% Overhead (OH) for the hard decision (HD)) [3.3] 

before post adaptive actions. However, these parameters can be changed by the CDS 

using internal commands, adaptively (Algorithm 4.3). Here, the updated Algorithm 4.2 

is presented as the Algorithm 4.3 and, for the fiber optic link case study as an example 

of NGNLE.  

 

Algorithm 4.3: Post adaptive actions for the fiber optic link (shunt cyle actions)  

Input: 34.7 10threshold −=  , 
Kc , RK, PF set actions 

Output: the 
K F Gc + +

 as the final actions  

Initialization: 
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Probability box = 96% 

1: for  f = 2 to F then 

2: Action 
K f fc PF+    

3:  Send action by shunt cycle to perceptor 

4:  Receive ˆ ˆ( | ) and ( )K K K

n n nP Y X P Y  from perceptor 

5:  Calculate the ( | )K f K

n nP X Y+  then K f

nX +  

6: Estimate the BERK+f and, 
K f

Krw +
 

7: if the 
K fBER threshold+   then 

8:   Reduce the OH to 6.75% 

9:  Turn steady state mode on for RK 

10:  Break for 

11: End if 

12: End for 

13: if steady state mode off then 

14: Action 
1 2 99%K Fc PB+ +  =  

15: Repeat line 3 to 6 again 

16: if the 
K fBER threshold+   then 

17:   Reduce the OH to 6.75% 

18:  Turn steady state mode on for RK 

19: else 

20:  Turn steady state mode on for RK 

21: End if 

22: End if 

 

4.3.2. Simulation results and discussions 

1) Pre adaptive actions 

The BER of a conventional fiber-optic communications system (i.e., without CDS, see 

Figure 2.6) is shown in Figure 4.5. We assume that the FEC threshold for HD is 

1.03×10-2 (with 14.29% overhead (OH)) [3.3]. Thus, we can see from Figure 4.5 that 

the maximum achievable data rate is 208 Gb/s. It may be noted that the achievable data 

rates for the fiber optic example of Chapter 3 is around 50 Gb/s. The higher data rates 

for the fiber optic example of this chapter (even without CDS) is explained as follows. 

In Chapter 3, fiber dispersion is compensated using only an adaptive equalizer which 

is not very efficient. As the data rates increases, OFDM symbols overlap significantly 

due to fiber dispersion and thereby, subcarrier orthogonality is broken down. In the 

fiber optic example of this chapter, a fixed dispersion compensator is used prior to the 
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FFT so that the carrier orthogonality is maintained (cite our paper with Corning on 

OFDM).  

 The CDS uses 208 Gb/s for j =1 (i.e. first data rate, 1

1R =208 Gb/s). Also, we 

assume discretization step for data rate, d = 4 Gb/s, and a step of 1 dB for the launch 

power. Therefore, the reference data rate Rref is 204 Gb/s (see eq. (4.16)). Typically, 

the launch power is so optimized that the BER is minimum for the given data rate. 

 

Figure 4.5:  BER for a conventional system with the linear equalizer [1.11]. 

 

 

2) Results for the system with the CDS 

Figures 4.6a and 4.6b show the prospective internal rewards and BER in virtual action 

cycles, respectively. In Figure 4.6, “c2 prediction” means the executive applies virtual 

2

tc  action on a virtual environment (Here,  1,2, ,8t  and 2 is the PAC cycle index). 

Then, the executive predicts the best action that can be applied to a real environment 

as c2. Fig. 4.8b shows the BER calculated in perceptor when this action is actually 

applied on the environment by the executive. The global PAC procedure can be 

summarized using Figure 4.4-4.7 as follows: 
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1. 1st PAC: CDS reduces the date rate to find the first data rate for which the   BER 

is under the FEC-threshold (see Figure 4.5). Therefore, 208 Gb/s is applied to 

the fiber optic link as the first action (c1). Because the BER is under the FEC 

threshold, the perceptor can extract the statistical model for 208 Gb/s. The 

perceptor can improve the BER using the extracted model (see Figure 4.7). Note 

that the minimum BER for a conventional system at 208 Gb/s is 38.0 10−   which 

is reduced to 45.5 10− when the CDS is used. The reason for this improvement is 

explained in Chapter 3. The perceptor sends the extracted model to executive 

using internal feedback link. 

2. 2nd PAC: The executive predicts the prospective internal rewards and BER for 

virtual action of c2 (see Figure 4.6, and Algorithm 4.1, eq. (4.13)-(4.18)). The 

executive performs virtual actions of increasing the data rate, passing through 

a virtual fiber optic channel and measuring the BER. The data rate at the internal 

executive cycle index t is given by eq. (4.18). From Figure 4.6b, we see that at 

t = 8, the data rate 
2

8R = 240 Gb/s and the corresponding BER is above the FEC 

threshold. Therefore, the executive applies the data rate of 236 Gb/s as the 

actual action c2 (which is the data rate at t = 7). Note that the prospective internal 

reward is minimum for the data rate of 236 Gb/s (See Figure 4.6a) that have the 

prospective BER is under the FEC threshold.  After applying c2 (i.e., a signal at 

a data rate 236 Gb/s is transmitted over a fiber optic channel) by the CDS, the 

perceptor uses the model corresponding to 208 Gb/s (see Figure 4.7, previous 

model selection) to predict the BER for 236 Gb/s since the model for 236 Gb/s 

is not available. In this case, at PAC 2, a signal at a data rate of 236 Gb/s is 

transmitted over a fiber optic channel and as can be seen from Figure 4.7, the 

BER is found to be above the FEC-threshold. Note that we used the previous 

model selection in this case study. By using previous model selection, the 

system does not need to transmit the training frames for model extraction. 
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(a) 

 
(b) 

Figure 4.6: BER using CDS in executive prediction for virtual actions (PF=2, d=4 Gb/s, and 𝑃𝑡𝑥 =
−1𝑑𝐵𝑚) (a) prospective internal reward, (b) prospective BER vs executive internal cycle) [1.11]. 
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3. 3rd PAC: Since the BER is more than the FEC-threshold for action c2, the 

executive reduces the data rate by d = 4 Gb/s (see Figure 4.4). As a result, the 

executive applies 232 Gb/s as c3 in 3rd PAC number. Then perceptor uses 208 

Gb/s model for BER estimation of the signal at a data rate of 232 Gb/s (See 

Figure 4.7) and it can bring the BER for 232 Gb/s under the FEC-threshold. 

Therefore, the perceptor can extract the model for 232 Gb/s. The extracted 

model results in further BER improvement (see Figure 4.7).  

 

Figure 4.7: BER in perceptor after environmental actions (PF=2, d=4 Gb/s) [1.11]. 
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(a) 
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(b) 

Figure 4.8: Results for the CDS after global and shunt cycle actions, (a) CDS learning curve, (b) 

BER vs PAC numbers [1.11]. 

 

4. 4th PAC: The executive sends the signal at a data rate of 236 Gb/s (See Figure 

4.6) as c4 to the environment because the predicted BER for 240 Gb/s is more 

than the FEC-threshold (see Figure 4.6b) and prospective internal reward 

increases for 240 Gb/s (see Figure 4.6a). Figure 4.7 shows that the perceptor 

can bring the BER for 236 Gb/s under the FEC-threshold using the model for 

232 Gb/s. Like the 3rd PAC, the BER can improve further using the exact 

extracted model (see Figure 4.7). 

5. 5th PAC: The executive finds that the predicted BER for 240 Gb/s is less than 

the FEC threshold (see Figure 4.6b), but the prospective internal reward 

increases in comparison to 236 Gb/s (see Figure 4.6a). Therefore, the executive 

turns on post-adaptive actions for the data rate of 236 Gb/s as explained below 

(also see Figure 4.4 and Algorithm 4.3).  



Ph.D. Thesis | Mahdi Naghshvarianjahromi| McMaster University-Electrical and computer engineering    

 

94 

Further reduction in the BER at the data rate of 236 Gb/s is possible by decreasing 

the precision factor.  Based on [3.3], if the CDS brings the BER under 34.7 10−  before 

the HD-FEC (new FEC threshold as the new goal for the CDS), the required OH can 

be reduced from 14.29 % to 6.25%. As a result, 19.85 Gb/s out of 236 Gb/s (which is 

8.04 %) data rate can be used for data transmission instead of assigning for overhead. 

Therefore, the CDS decreases the precision factor PF to achieve this goal using internal 

commands as the post adaptive actions (see Algorithm 4.3). Decreasing the PF can 

improve the modeling accuracy, which results in improving the transmitted data 

estimation with lower BER. 

The CDS learning curve is shown in Figure 4.8a and the corresponding BER is 

shown in Figure 12b. In Figure 4.8, the PACs 1,2,3 and 4 are the CDS global actions 

that correspond to the data rates of 208, 236, 232 and, 236 Gb/s respectively (see 

Algorithm 4.1). The PACs 5, 6, 7, and 8 are the CDS internal commands as the PF2=1, 

PF3=0.5, PF4=0.1, and PF5=0.05, respectively at 236 Gb/s data rate (see Algorithm 4.3, 

section 3.2.1). As can be seen from Fig. 4.8, the BER is decreased from 6.1×10-3 to 

4.6×10-3 as the CDS goes from PAC 5 to PAC 8 by decreasing the precision factor. 

 

Table 4.4: Results and the CDS parameters at steady state [1.11] 

Results or CDS parameters Value 

Data rate 236 Gb/s 

Precision factor 0.05 

BER 34.6 10−  

Q-factor improvement 3.5 dB 

 

The results for the CDS at steady state are summarized in Table 4.4. The smart 

fiber-optic link enhances the 23.3% data rate efficiency in comparison to the 

conventional fiber optic link. This is the sum of (i) 28.0 Gb/s data rate enhancement 

from R1 to R4 and (ii) 19.85 Gb/s due to 8.04% HD overhead reduction by bringing 

BER under 34.7 10− . The Q-factor can be calculated from the measured BER 

[1.10][2.4]. The final Q-factor improvement is 3.5 dB, which is significant 

improvement for the long-haul fiber-optic link. The performance improvement using 
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digital backpropagation (DBP) is typically 1-2 dB [1.40], whose computational cost 

and complexity are significantly higher as explained below. Besides, the DBP does not 

provide data rate enhancement. 

It is useful to compare the complexity of the proposed method in this chapter 

with the DBP for Q-factor enhancement using Table 4.3 simulation parameters. We run 

both algorithms on Microsoft Surface-Pro with Intel ® Core ™ i706650U CPU @ 

2.20GHz 2.21 GHz, 16 GB RAM, system type 64-bit Operating System x64-Based 

processor using MATLAB. For the DBP algorithm [3.4], the runtime is 1225.4 Seconds 

(~20 minutes and 25 seconds). However, this runtime for the proposed CDS is 7.5, 

14.03, 38.14 and, 135.8 seconds for PFs equals to 2, 1, 0.5, 0.1, and 0.05 respectively. 

In addition, The CDS runtime reduced to 3.9, 4.3, 4.4, 5.3, and 7.0 seconds for PFs 2, 

1, 0.5, 0.1, and 0.05 respectively for the CDM in steady-state mode. However, the DBP 

running time will always remain similar for any continuous data stream.  

4.4. Conclusions 

In recent years, some efforts were made to develop intelligent machines using CDS for 

AI applications. However, the algorithms proposed in literature for CDS 

[1.8][1.9][1.12][1.13][1.18-1.25] are applicable to LGE, but they cannot be applied for 

NGNLE. Therefore, we proposed computationally efficient CDS algorithms applicable 

NGNLE. We redesigned the CDS in detail to make it suitable for NGNLE applications. 

The proposed algorithms are applied to the long-haul nonlinear fiber-optic link as a 

case study. By upgrading the conventional link to smart one, the achievable data-rate 

is increased from 208 Gb/s to 236 Gb/s with the help of CDS. Also, the CDS improves 

the Q-factor by 3.5 dB (the final BER = 34.6 10− at 236 Gb/s) as compared to the 

conventional system without CDS, which means the required HD overhead can be 

reduced. As a result, the final data rate enhancement is 23.3%.  

The presented algorithms in this chapter are simple and fast because it used the 

Bayesian equation for calculating the posterior that has the lowest complexity as 

compared to the other algorithms proposed in literature for preceptor.  This makes CDS 

perfect candidate for the NGNLE applications such as healthcare or long-haul fiber 
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optic link. Also, CDS v3 may be a good candidate for CDM sub-systems in next 

generations of future robots. 
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Chapter 5  

CDS V4 FOR CDM OVER NGNLES WITH 

FINITE MEMORY 3 

The cyber processing layer of smart systems based on a cognitive dynamic system 

(CDS) can be a good solution for better decision making and situation understanding 

in non-Gaussian and nonlinear environments (NGNLE). The NGNLE situation 

understanding means deciding between certain known situations in NGNLE to 

understand the current state condition. A cognitive decision-making (CDM) system 

inspired by the human brain decision-making for NGNLE with finite memory is 

designed. The simple low-complexity algorithmic design of the proposed CDM system 

can make it suitable for real-time applications. A case study of the implementation of 

the CDS on a long-haul fiber-optic orthogonal frequency division multiplexing (OFDM) 

link was performed. An improvement in Q-factor of ~7 dB and an enhancement in data 

rate efficiency ~43% were achieved using the proposed algorithms. The proposed 

system can be extended as a general software-based platform for brain-inspired 

decision making in smart systems in the presence of nonlinearity and non-Gaussian 

characteristics. Therefore, it can easily upgrade the conventional systems to a smart one 

for autonomic CDM applications 

The chapter is organized as follows. In section 5.1, introduction on CDS v5 is 

provied, In section 5.2, the architectural structure of CDS and the proposed algorithms 

CDM for a general NGNLE are presented. In section 5.3, we discuss the simulation 

results for the case study of a long-haul fiber-optic OFDM link. Finally, in section 5.4, 

we summarize the main contributions of our work. 

 
3 Most of this chapter published as: M. Naghshvarianjahromi, S. Kumar, M. J. Deen, “Natural Brain-Inspired Intelligence for Non-

Gaussian and Nonlinear Environments with Finite Memory,” Appl. Sci. 2020, 10, 1150, 2020.  
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5.1.  CDS v4 

In chapter 3, the CDS v1 was proposed for smart fiber optic communication systems 

as an example of smart systems using cognitive decision-making (CDM). The CDS v1 

is used to control the quality of service in long-haul fiber-optic links. The CDS v1 can 

take some actions such as changing the data rate so that the bit error rate (BER) is under 

the predefined threshold. However, the CDS v1 uses a simple executive. The simple 

executive cannot predict the outcome of the actions before applying actions on the 

environment. Besides, the simple executive cannot control the modeling configuration 

of the perceptor or predict the outcome of actions using a virtual environment. In 

chapter 4, the CDS v3 was presented for NGNLE applications using advanced 

executive that can predict the outcome of the actions. However, the perceptor of the 

CDS v3 can only extract the model of an environment without memory  

In this chapter, CDS v4 is presented as a general-purpose algorithm for the CDS 

for a CDM system in a NGNLE with finite memory. The proposed CDS uses an 

advanced executive that can predict the outcome of multiple actions before applying an 

action to the environment. In addition, the advanced executive can change the modeling 

configuration of the perceptor through internal commands. Also, the perceptor can 

extract the model of a NGNLE with finite memory. In addition, a case study of new 

CDS and an algorithm are presented for a long-haul fiber-optic link as an example of 

NGNLE. A comparison between the proposed method and earlier versions for long-

haul fiber optic communications case study is given in Table 5.1. 

 

Table 5.1: Comparison between proposed CDS and earlier versions of CDS in 

previous chapters [1.35] 

References Technique implemented 
Q-factor 

improvement 

Data rate 

enhancement 

CDS v1 [1.10] Simple CDS 2.7 dB 13% 

CDS v3 [1.11] 
CDS with action outcome prediction 

(Virtual actions) 
3.5 dB 23% 

CDS v4 [1.35] 
New CDS using different focus levels 

adaptively + Virtual actions 
7 dB 43% 
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5.2. Design of CDS architecture for finite memory NGNLE 

The detailed CDS architecture for decision-making is shown in Figure 5.1. In this 

section, we first describe the perceptor and executive using related algorithms when the 

executive takes actions on the environment, which is followed by changing the focus 

level when the CDS sends the command to the perceptor as post adaptive actions. he 

CDS can operate in four modes: (i) pre-adaptive actions mode; (ii) environmental 

actions mode;(iii) steady state mode; and (iv) changing the focus level. The first three 

modes are the same as that in v3 and the novel feature of this version of CDS is the 

focus level.  For improving the decision-making accuracy, the CDS can increase the 

focus level of modeling in the perceptor and that of learning in the executive in mode 

(iv). In addition, the CDS can decrease the focus level for the desired complexity 

threshold in the mode (iv). 

 

 

Figure 5.1: Architecture of proposed CDS for CDM in NGNLE with finite memory [1.35].  

 

Figure 5.1 shows that the CDS can use a default database. However, it can be replaced 

using other techniques in some applications, such as in a long-haul nonlinear fiber optic 

system in which the database is replaced with transmitted training frames or the 

estimated data after forward error correction (FEC) as training frames. As mentioned 
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in previous chapters, the perceptor is responsible for knowledge extraction. The 

knowledge is used to reason and predict the unknown situations for decision-making. 

The knowledge in the perceptor is represented as a set of concepts and the relationships 

with the environment situations. The extracted knowledge can be refined if the CDS 

increases the focus level. In a specific situation or on user request, the CDS switches 

from steady state to the pre-adaptive mode. Also, the CDS can dynamically update 

knowledge in the perceptor and actions library in the executive. Next, the detailed 

algorithmic descriptions of environmental actions mode (ii) and changing the focus 

level mode (iv), are presented.  

 

5.2.1. Perceptor 

Similar to CDS v1 and v3, CDS v4 uses the Bayesian equation and the decision making 

tree approach for extracting the posterior in decision-making (i.e., ( | )m

n nP X Y ), which 

is more straightforward than the Bayesian filtering approach in the conventional  CDS 

(See Chapter 1). In addition, the multilayer Bayesian model extraction using the 

decision trees concept is a   standard technique in machine learning. Here, we define m 

focus levels as the depth of the decision-making tree and i is the arbitrary decision-

making node level between 0 to m depth levels (decision tree level). This is because it 

is required to design real-time algorithms for NGNLE applications with controllable 

complexity for example, increasing focus level will increase complexity and decision 

making accuracy. the main sub-blocks of the perceptor are: (i) Bayesian model 

extraction, (ii) Previous model selection, and (iii) Bayesian equation and decision-

making. The multilayer Bayesian model for different focus levels implementation is 

disscussed next. 

 

Bayesian Generative Model Extraction 

Suppose that there exists no relevant model in a model library. The three-layered 

Bayesian modeling block extracts the statistical model of the system (see sections 3.2.1 

and 4.2.1 for further details) using a decision-making tree. The 3-layered Bayesian 

modeling consists of three layers for an arbitrary focus level of m, as explained in a), 

b) and c) below: 
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a) Layer I: 

In a NGNLE, some observables could have any value, and hence, a large number of 

discretized cells are required for saving vacant spaces.  For example, the output of the 

fiber optic link is a complex variable 𝑌𝑛
𝑘,𝑚

, where n is the discrete time, k is the PAC 

number and m is the current focus level. Therefore, we define the probability box (PB) 

percentage. The data normalized in this way is sent to Layer II as the �̅�𝑛
𝑘,𝑚

 for further 

processing. For the 2D observables, this box can be determined as the 
,

min

k mx and 
,

max

k mx for 

the minimum and maximum of the probability box in the x-axis together with 
,

min

k my and 

,

max

k my for minimum and maximum of the box in the y-axis. The internal reward is used 

to select the borders of the probabilistic box adaptively as the internal commands by 

the executive. More details provided on the PB parameters can be found in chapters 3 

and 4.  

 

b) Layer II:  

In Layer II, the values related to observables are discretized with discretization steps 

k

ix  and ,k

iy which can be two-dimensional if the observables are complex numbers 

(e.g. see chapters 3 and 4) and 0 i m  . For simplicity, we define a precision factor 

( )k

iPF  for each focus level as (assume 
k k

i ix y =  ): 

 

 10 10 , 0 ,k k k

i i iPF x y i m=  =          (5.1) 

,

0 1[ , , , , , ],k m k k k k

i mPF PF PF PF=PF        (5.2) 

, , , 0 ,k k i k i

i x yF N N i m=          (5.3) 

, ,
, max min10( )

,
k i k i

k i

x k

i

x x
N

PF

−
=         (5.4) 
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, ,
, max min10( )

,
k i k i

k i

y k

i

y y
N

PF

−
=                              (5.5) 

 ,

0

,

, 0,1,2, , ,

and, .

m
total k k

m i

i

total k

m

F F m M

F Complexity threshold

=

= 




     (5.6) 

Here, 
,k i

xN  and 
,k i

yN are the number of discretized cells in the x-axis and y-axis, 

respectively. Furthermore, 
k

iF  corresponds to the number of decision-making tree 

branches (see eqs. (5.1) and (5.3)). It should be noted that the required storage memory 

increases exponentially with increasing focus levels (see eq. (5.6)). In addition, the 

perceptor requires a larger database to extract a reliable model. Therefore, the 

complexity threshold is predefined based on the available storage memory for saving 

the model on hard disk or loading the model into RAM. For the desired complexity 

threshold, the CDS can update the current focus level m, ,k m
PF  and probability box 

using eq. (5.6). Then, Layer II will send the discretized observables 
,ˆ k m

nY  and ,k m
PF  to 

Layer III (see. eqs. (2.2) and (5.6)). 

,

1 1 0
ˆ ˆ ˆ ˆ ˆ[ ( ), ( ), , ( ),..., ( )].k m k k k k k k k k

n n m m n m m n f m f nY PF Y PF Y PF Y PF− − + − − −=Y   (5.7) 

 

c) Layer III:  

In this layer, the system estimates the probability of measured observables 

,

1[ , ,..., ,..., ]k m k k k k

n n m n m n f nY Y Y Y− − + −=Y  for a given 
k

nX (usually, this is known from the 

database), i.e. 
,( | )k m k

n nP XY  by approximating it as the probability of 
,ˆ k m

nY  (see eq. 

(5.7)) for a given ˆ k

nX , using the Monte-Carlo method. The extracted model in this layer 

can be called the Bayesian model. This model is saved in the model library for future 

use. The executive will use the extracted statistical model for prediction by receiving 

them from the internal feedback to evaluate the actions virtually before applying them 

on the environment.  

 

Bayesian equation and maximum posteriori selection 
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The posterior can be calculated using the Bayesian equation as follows:  

,
, ,

,

ˆ ˆ ˆ( | ) ( )ˆ ˆ ˆ ˆ( , ) ( | ) ,
ˆ( )

k m k k
k k m k k m n n n

k n n n n k m

n

P X P X
b X P X

P
= =

Y
Y Y

Y
      (5.8) 

, ,ˆ ˆ ˆ ˆ( , ) ( | ).k m k k m k

k n n n nq X P X=Y Y        

 (5.9) 

Here, k denotes the PAC number and n means the CDM at time n. The estimated 

Bayesian model 
,ˆ ˆ( | )k m k

n nP XY  and the evidence ,ˆ( )k m

nP Y  are extracted in Layer III. The 

probability ˆ( )k

nP X can be estimated using the database. 

 

Maximum posteriori selection and assurance factor 

The CDS can save the estimated posterior 
,ˆ ˆ( | )k k m

n nP X Y in the perceptor library after a 

one-time calculation. We can use the posterior 
,ˆ ˆ( | )k k m

n nP X Y  to select 
k

nX  that has the 

maximum probability in each discretized cell as: 

,

1,2,...,

ˆ ˆarg max{ ( | )},k k k m

n n s n
s S

X P X X
=

= = Y                                    (5.10) 

where, 1, 2, ...,s S=  and S is the total number of decision-making situations (see section 

2.1 and eq. (2.1)). Also, 
, ,ˆ ˆ( , ) ( | )k k m k k m

k n n n nb X P X=Y Y can be saved in model library for 

steady-state mode or future prediction by perceptor. 

 

5.2.2. Feedback channel, assurance factor and internal rewards 

Similar to the definition in Chapters 3 and 4, we define the average assurance factor 

(AF) as: 

,ˆ( | )

,

n
k k m

o o

o n Lk

n

P X

AF n L m
L

= −
= − 

 Y

      (5.11) 

Here, L  is an arbitrary time discrete interval to calculate the assurance factor. Also, we 

calculate the incremental of the assurance factor in the kth PAC using: 

1n k k

k n nAF AF − = −         (5.12) 
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where the 
1k

nAF −
and 

k

nAF are the assurance factors that can be calculated at the (k-1) 

and kth PAC, respectively. The internal reward, denoted as the
k

nrw ,  can be defined as 

the arbitrary function of k

nAF  and n

k from the function: 

( , )k k n

n k n krw f AF=          (5.13) 

where the ( )kf   is an arbitrary function (See Chapter 4). The perceptor sends k

nrw  to 

the executive by the global feedback channel. In addition, the perceptor sends the 

estimated Bayesian model and evidence through the internal feedback channel (see Fig. 

5.1). Also, the perceptor receives the modeling configurations such as ,k m
PF  (see eq. 

(4)) through internal feedforward channel that are internal commands from the 

executive. Here, k

mPF is the precision factor at the kth PAC and focus level m. Therefore, 

the executive uses this information and it can find the proper action for applying on 

NGNLE. Also, for easy reference, we provide a list of the important notations and their 

meanings in Table 5.2. 

 

Table 5.2: The important notation list used in this chapter [1.35] 

Notations Value 

K The total number of environmental PACs 

k The current PAC number (environmental) 

M The Maximum possible focus level 

m The current focus level 

,total k

mF  The total number of discretized cells at kth PAC and mth focus level 

C The set of all possible actions in actions library 

X The set of all discrete situations of NGNLE 

S Maximum number of the situations for CDM 

L The discrete time interval for AF calculation 

k

nX  The current NGNLE situation, at time n 

ˆ k

nX  The training data from database using for modeling 

k

nX  The estimated decision by the system 
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,k m

nY  The observable at time n and kth PAC 

,k m

nY  The normalized observables at time n and kth PAC 

,ˆ k m

nY  The discretized observables at time n and kth PAC 

k

nAF  The assurance factor at time n and kth PAC 

k

nrw  The internal reward at time n and kth PAC 

,ˆ ˆ( , )k k m

k n nb X Y  The estimated posterior at time n and kth PAC 

,ˆ ˆ( , )k k m

k n nq X Y  The estimated Bayesian model at time n and kth PAC 

kc  Current action applied on NGNLE 

( )Threshold m  The predefined threshold at focus level m 

T  
The number of virtual actions can predict by current available model 

at time n and kth PAC 

k

mPF  The precision factor at kth PAC and focus level m 

( 1), ( 1), ,ˆ ˆ( , )k t k t m

k n nb X + +
Y  The tth prediction using posterior at kth PAC 

( 1),k t

nAF +  The tth assurance factor prediction in executive 

( 1),k t

nrw +  The tth internal reward prediction in executive 

1

t

kc +
 The tth virtual actions at time n for prospective (k+1)th PAC 

1kc +  The final action for applying in (k+1)th PAC 

 

Now, we provide Algorithm 5.1 to compute environment actions through the global 

feedback. In this Algorithm, we include several heading comments, so that it is easy to 

follow. 

 

Algorithm 1: Environmental actions through the global feedback  

Input: the observables ,k m

nY , focus level m 

Output: the 1kc +  as the final action in environmental actions mode 

Initialization: 

Pre-adaptive actions: 

Turn steady state mode off, environmental actions on 

1c first enviromental action from C   

Apply 1c  to the environment (such as fiber optic channel) 
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Threshold(M), 1, 1 1 1

0 1[ , , , ]m

mPF PF PF=PF  

1: for k=1 to K then 

2:   Take the observable ,k m

nY  

3:   if the model is not available then 

4:   if k>1 then 

5:   Predict 
,ˆ ˆ( | )k k m

n nP X Y  using ,

( 1)
ˆ ˆ( , )k k m

k n nq X− Y  

6:   Estimate k

nX  by MAP rule 

7:   End if  

8:   Extract the
, ,ˆ ˆ ˆ( | ) and ( )k m k k m

n n nP X PY Y   

9:    Calculate the posterior  
,ˆ ˆ( | )k k m

n nP X Y  

10:    Estimate 
k

nX  by decision making 

11:  Else if model is available then 

12:  Load model, evidence and posterior from perceptor library 

13:  Estimate k

nX  by MAP rule and save , ,ˆ ˆ( , ) ( | )k k m k k m

k n n n nb X P X=Y Y  

14:   End if 

15:   Send ,k m
PF , 

, ,ˆ ˆ ˆ( | ) and ( )k m k k m

n n nP X PY Y  to the Executive 

Internal reward 

16:  Calculate k

nrw  and send it to executive 

Planning  

17:  ( 1),0k k

n nrw rw+    

18:  Localize the set of all close actions to ck 

Learning 

19:  If actions belong to environmental set then 

20:   for t=1 to T then 

21:    Apply 
1

t

kc +
 virtually (

1

t

kc C+  ) 

22:    Calculate 
( 1), ( 1), ,ˆ( , )k t k m t

k n nb X + +
Y  

23:    Estimate 
( 1),k t

nX +
 

24:    Calculate ( 1),k t

nrw +  

25:    if ( 1), ( 1), ,k t k t

n nrw rw+ +  and ( )k

nAF Threshold m then 

26:     ( 1),

0,1,2,...,

arg min( )k t

opt n
t T

t rw +

=

  

27:     1 1
optt

k kc c+ +  

28:     break for 

29:    End if 

30:   End for 

31:   if 1t  then 

32:    apply 1kc +  to the environment 

33:   else 

   Policy updating 
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34:    Update ( 1)Threshold m+  

   Planning update 

35:    Switch actions type to internal commands 

36:    Update , 1

0 1 1[ , , , ]k m k k k

mPF PF PF+

+=PF  

37:    if ,

1

total k

mF complexity threshold+   then 

38:     1m m +  

39:     Switch actions type: environmental 

actions 

40:    else 

41:     Turn on steady-state mode 

42:    End if 

43:  End if 

44: End for 

 

5.2.3. Executive  

The executive designed here has three parts (see Figure 5.1): planner (it consists of the 

actions library also), policy, and learning using prediction of the outcome of the virtual 

action [1.11] (see chapter 4 also). Next, we describe the planner and policy followed 

by learning using prediction. 

 

1) Planner and policy 

The planner extracts the set of prospective actions that are already saved in CDS 

actions library. Also, the planner selects the first action in the 1st PAC using pre-

adaptive actions. In addition, the planner updates the actions type and sends internal 

commands to update ,k m
PF  (see eq. (5.2)) through the internal feedback and 

feedforward channels (i.e., the shunt cycle).  

In this chapter, the policy determines the desired goals that the CDS should achieve 

using the PAC. For example, the goal can be the trade-off between the desired CDM 

accuracy and the computational cost. Here, for simplicity, we define the CDS goal as 

the mThreshold  which means the CDS decision making accuracy goal in focus level m 

for the desired complexity threshold. For example, the 0mThreshold =  1is 0 percent 

acceptable decision-making error. The 1mThreshold =   is 5 percent acceptable decision-

making error, but the computational cost is increased due to modeling complexity. 
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2) Learning using prediction 

a) Executive actions 

The actions space in the executive can be classified as the environmental actions and 

internal CDS commands. Therefore, we define the actions space as follows: 

 

,or

,Increase ,

Decrease , 1

k k

Environmental actions

C c c m m M
Internal commands

m m




= =  
=   

    (5.14) 

where ck is the action in the current PAC number k and C is set of all possible actions 

in the actions space. 

The posteriori due to the virtual environmental action of 1

t

kc + (see Table 5.2) can be 

predicted virtually using: 

 
,

1,

1, 11,2,...,

ˆ ˆ( | )
max { },

ˆ ˆ( | )

k m k
k t n n s

k m ks S
n n s

std Y X X
ratio

std Y X X

+

− −=

=
=

=
         (5.15) 

( )( 1), , , 1,

1
ˆ ˆ , , , , , ,k t m k m k t

n n k kh ratio c c t m+ +

−=Y Y             (5.16) 

( 1), , ( 1), ( 1),
( 1), ( 1), ,

( 1), ,

( 1), ( 1), , ( 1), ( 1), ,

ˆ ˆ ˆ( | ) ( )ˆ ˆ( | ) ,
ˆ( )

ˆ ˆ ˆ ˆ( | ) ( | ).

k t m k t k t
k t k t m n n n

n n k t m

n

k t k t m k t k t m

k n n n n

P X P X
P X

P

or

b X P X

+ + +
+ +

+

+ + + +

=

=

Y
Y

Y

Y Y

             (5.17) 

Here,  1,2,...,t T  and T is a total number of desired virtual actions that the kth model 

is still valid for predicting the Tth virtual action. Also, in eq. (5.17), ( )kq   and ( )kb 

(see eqs. (5.8)-(5.9)) are received through the internal feedback from the perceptor. 

Therefore, the predicted assurance factor can be calculated as:  

 

( 1), ( 1), ,

( 1),

ˆ( | )

, ,

n
k t k t m

o o

o n Lk t

n

P X

AF n L m
L

+ +

= −+ = − 

 Y

       

(5.18) 

and,  
1, 1, 1

1, .n k t k t

k t n nAF AF+ + −

+ = −              (5.19) 
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Then, the predicted internal rewards for the desired virtual action 
1

t

kc +
can be calculated 

using eq. (5.13) as follows: 

 ( 1),

( 1), ( 1) 1,( , ), 1,2,...,
.

0

k t n

k t k n k t

n k

n

f AF t T
rw

rw t

+

+ + +
  

= 
=

     (5.20) 

Therefore, we can find the action 1
optt

kc +   that brings the minimum internal reward as: 

 

( 1),

0,1,2,..,

arg min( ).k t

opt n
t T

t rw +



=        (5.21) 

As a result, the actions to be applied on the environment can be selected as: 

1 1, 1.optt

k k optc c for t+ +=       (5.22) 

Therefore, 1kc + is the best action to be applied on the environment to improve the 

decision-making performance. Algorithm 5.1 shows the outline of the main processes 

for the global PAC of our CDS. In some applications, the policy may update the 

mThreshold  for more accuracy (or even higher complexity with acceptable accuracy). 

 

b) Internal commands 

As mentioned before, some actions apply on the environment and the CDS receives 

the internal reward through the global PAC using the main feedback channel. However, 

the actions can be the internal commands such as the increase or decrease the focus 

level, which is a trade-off between the computational cost and CDM accuracy (see eqs. 

(5.2), (5.6) and (5.14)). 
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Figure 5.2:  CDS architecture for long-haul NGNLE OFDM-based Fiber Optic link [1.35]. 

 

5.3. CDS Implementation Case Study: OFDM Long-haul Fiber Optic 

Communications 

Figure 5.2 shows the CDS architecture block diagram for an OFDM long-haul fiber 

optic link. As mentioned before, we select the fiber optic link as an example of a 

NGNLE. The prospective internal reward can be calculated as follows (see eq. (5.20) 

and sections 3.4 and 4.3 also): 

( )
4

, ,
n
k t

k
t ref

BERk t

n
R R

rw +

−
=                                                       (5.23) 

 

,k

t refR R t d= +                                                  (5.24) 
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where d is 4 Gb/s discretization step for data rate and refR  is an available reference data 

rate that is set equal to 1

1( )R d− . Also, the implementation of eqs. (5.15)-(5.17) for a 

fiber optic communication system is presented in [21, 23]. 

The actions space for this specific case study is (see eq. (5.14)): 

,or

1,

0

k ref

k k

data rate R R

C c c m
Internal commands

m

 


= = = 
  = 

      (5.23) 

The executive performs actions such as change the data rate or change the focus 

levels. 

 

5.3.1. Simulations parameters  

We illustrate the modeling process by performing a numerical simulation of an OFDM 

system (see Figure 5.2). The description of the simulation set up is the same as that in 

Chapter 4 and for convenient are presented in Table 5.3 again. The CDS parameters  

are as follows: 
0 2,k

iPF= =  
1 5k

iPF= = , and 96% probability box. Also, the 0mThreshold =  which 

is the FEC threshold in focus level 0 is 1.03×10-2 (with 14.3% Overhead (OH) for the 

hard decision (HD)) [3.3]. 

 

Table 5.3: The numerical simulation parameters of the OFDM fiber optic 

communications system and CDS [1.35] 

Simulation parameters Value 

Fiber dispersion coefficient (𝛽2) −22.1 ps2/km 

Nonlinear coefficient (𝛾) 1.1 W−1km−1 

Fiber loss coefficient (𝛼) 0.2 dB/km 

Number of fiber spans (N) 20 

Span length (Lspan) 80 km (1600 km total length) 

Noise figure (𝑁𝐹) 4.77 dB 

Number of OFDM subcarriers per frame 256 

Subcarrier modulation QAM-16 

Number of data frames 128,000 

Number of frames for modeling 100,000 
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Number of frames for validation 28000 

Discretization step d 4 Gb/s 

0

k

iPF =  
2 

1

k

iPF=  
5 

Complexity threshold 
610  discretized cells 

,

0max( ), 1,2,3,4total k

mF k= =  3600 discretized cells 

,

1max( ), 5,6,7,8,9total k

mF k= =  518,400 discretized cells 

,

2 , 10total k

mF k= =  74,649,600 discretized cells 

0 or FEC thresholdmThreshold =

 
21.03 10−  

1 or FEC thresholdmThreshold =

 
34.7 10−  

Fiber type Standard single mode fiber (SMF) 

 

 

Figure 5.3:  BER for a conventional system with a linear equalizer [1.35]. 

 

5.3.2. Simulation results and discussions 

1) Pre adaptive actions 
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The BER of a conventional fiber optic communications system (i.e., without CDS, see 

Figure 2.6) is shown in Figure 5.3. We consider 1.03×10-2 (with 14.3% overhead (OH)) 

as the FEC threshold or Threshold(m=0) for HD [3.3] (see Table 5.3). Thus, we can 

see from Figure 5.3 that the maximum achievable data rate is 208 Gb/s. The CDS uses 

208 Gb/s for j =1 (i.e. first data rate, 1

1R =208 Gb/s). Also, we assume data rate variation 

by discretization step d=4 Gb/sand a step of 1 dB for the launch power. Therefore, the 

data rate for PAC k=0 is Rref= 204 Gb/s (see eq. (5.24)). The optimum launch power 

can be also found using the pre-adaptive method this is already used in the conventional 

system. 

 

 

Figure 5.4:  BER in perceptor after environmental actions (PF=2, d=4 Gb/s, focus level 0) [1.35]. 

 

2) Results for the system with the CDS focus level 1  

The global PAC procedure can be summarized using the results shown in Figures 5.2 

to 5.8 as follows (Note: PAC numbers 1-4 are exactly similar to PAC numbers 1-4 are 

presented in chapter 4): 
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1. 1st PAC (focus level 0): CDS reduces the date rate to find the first data rate for 

which the BER is under the FEC-threshold (see Figure 5.3). Therefore,  the data 

rate 208 Gb/s is applied to the fiber optic link as the first action (c1). Because the 

BER is under the FEC threshold, the perceptor can extract the statistical model for 

208 Gb/s. The perceptor can improve the BER using the extracted model (see 

Figure 5.3, c1:208 Gb/s). Note that the minimum BER for a conventional system 

at 208 Gb/s is 38.0 10− (see Figure 5.3) whereas this is reduced to 45.5 10− when the 

CDS is used (see Figure 5.4, c1:208 Gb/s). The perceptor sends the extracted model 

to the executive using the internal feedback link. 

 
(a) 



Ph.D. Thesis | Mahdi Naghshvarianjahromi| McMaster University-Electrical and computer engineering    

 

115 

 
(b) 

Figure 5.5: BER using CDS in executive prediction for virtual actions (PF=2, d=4 Gb/s, focus level 0) 

(a) learning curve for virtual internal reward, (b) virtual BER vs executive internal cycle) [1.35]. 

 

2. 2nd PAC (focus level 0): The executive predicts the virtual internal rewards and 

BER for the virtual action of c2 (see Figures 5.2 and 5.5 as well as Algorithm 5.1). 

Then, the executive applies 236 Gb/s as the c2, because the virtual BER for 240 

Gb/s at t=8 is more than the FEC-threshold of 210−  (see Figure 5.5b, c2: prediction). 

Also, 236 Gb/s has the minimum virtual internal rewards (See Figure 5.5a, c2: 

prediction) and at this data rate, the BER is under FEC threshold (See Figure 5.5b, 

c2: prediction). After applying c2 by the CDS (i.e., transmitter sends the data at 236 

Gb/s), the perceptor uses the 208 Gb/s model (see Figure 5.2 and Algorithm 5.1, 

previous model selection) to predict the BER for 236 Gb/s. However, the BER is 

above  the FEC-threshold (see Figure 5.4, c2: 236 Gb/s prediction, topmost curve). 

Note that we used the previous model selection in this case study. By using 
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previous model selection, the system does not need to transmit the training frames 

for model extraction. 

3. 3rd PAC (focus level 0): The BER is more than the FEC-threshold for c2. Therefore, 

the executive reduces the data rate by d = 4 Gb/s (see Figure 5.5). As a result, 

executive applies 232 Gb/s as c3 in 3rd PAC number. Then, the perceptor uses 208 

Gb/s model for BER estimation of 232 Gb/s (See Figure 5.4, c3: 232 Gb/s 

prediction) and, it can bring the BER for 232 Gb/s under the FEC-threshold. 

Therefore, the perceptor can extract the model for 232 Gb/s. The extracted model 

results in further BER improvement for 232 Gb/s (see Figure 5.4, c3: 232 Gb/s).  

 

Figure 5.6:  BER in perceptor after environmental actions (PF=2, d=4 Gb/s, focus level 1). Dash lines: 

BER prediction in perceptor and continuous lines: BER using exact model [1.35]. 
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(a) 

 
(b) 

Figure 5.7: BER using CDS in executive prediction for virtual actions (PF=2, d=4 Gb/s, focus level 1) 

(a) learning curve for virtual internal reward, (b) virtual BER vs executive internal cycle) [1.35]. 
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4. 4th PAC (focus level 0): The executive applies the 236 Gb/s (See Figure 5.5, c4: 

prediction) as c4 to the environment (i.e., fiber optic link) because the predicted 

BER for 240 Gb/s is more than the FEC-threshold (see Figure 5.5b, c4: prediction) 

and virtual internal reward increases for 240 Gb/s (see Figure 5.5a, c4: prediction). 

Figure 5.4 (c4: 236 Gb/s prediction) shows that the perceptor provides the BER for 

236 Gb/s under FEC-threshold using the model for 232 Gb/s (provided that the 

model for 208 Gb/s was used and BER was higher than FEC threshold in 2nd PAC). 

Like the 3rd PAC, the BER can improve further using the exact extracted model 

(see Figure 5.4, c4: 236 Gb/s). 

5. 5th PAC (focus level 0 and focus level 1): The executive finds that the predicted 

BER for 240 Gb/s is just less than the FEC threshold (see Figure 5.5b, c5: 

prediction), but the virtual internal reward increases in comparison to 236 Gb/s 

(see Figure 5.5a, c5: prediction). Therefore, the executive updates policy and FEC 

threshold or 1 34.7 10mThreshold = −=  . Then, the executive sends the new policy (

1 34.7 10mThreshold = −=  ) and the internal command (increasing focus level) to the 

perceptor. Using the model extracted in focus level 1, the perceptor provides the 

BER under the updated FEC threshold (see Figure 5.6, c5: 236 Gb/s and Figure 

5.8b). Also, the internal rewards decreased correspondingly (see Figure 5.8a). 

6. 6th PAC (focus level 1): The executive predicts the virtual internal rewards and the 

BER for the virtual action of c6 using extended model in focus level 1 (see Figures 

5.6, 5.7, and Algorithm 5.1). The executive applies 252 Gb/s as the c6, because the 

virtual BER for 256 Gb/s at t=5 is above the updated FEC-threshold (see Figure 

5.7b, c6: prediction) and the action 252 Gb/s has the minimum virtual internal 

rewards (See Figure 5.7a, c6: prediction) with the virtual BER under the updated 

FEC threshold (See Figure 5.7b, c6: prediction). After applying c6 by the CDS, the 

perceptor uses 236 Gb/s extracted model (see Figure 5.6, c6: 252 Gb/s prediction) 

to predict the BER for 252 Gb/s. Figure 5.6 shows that the perceptor provides the 

BER for 252 Gb/s under the updated FEC-threshold using the extracted model for 

236 Gb/s. Similar to the previous PACs, the BER can be improved further using 

the exact extracted model (see Figure 5.6, c6: 252 Gb/s). 
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7. 7th, 8th and 9th PAC (focus level 1): Similar to 6th PAC, the CDS can provide 260 

Gb/s, 272 Gb/s, and 280 Gb/s for the c7, c8, and c9, respectively. 

8. 10th PAC (focus level 1): The executive finds that the predicted BER for 284 Gb/s 

is above the updated FEC threshold (see Figure 7b). As a result, the executive turns 

on steady state for 280 Gb/s. The CDS does not increase the focus level, because 

the number of cells in the focus level 2 is more than the desired complexity 

threshold (see Table 5.3 for , 10

2

total k

mF =

=
). 

From Figures. 5.6 and 5.8b, we see that the CDS provides the minimum BER of

34.7 10−  before HD-FEC, when the data rate is 280 Gb/s (see Figures 5.6 and 5.8b). 

Based on [3.3], the required OH can be reduced to 6.25%. As a result, an extra ~24 

Gb/s in 280 Gb/s data rate can be used for data transmission instead of assigning it for 

overhead.  It may be noted that the highest data rate that can be obtained using only the 

focus level = 0 (which corresponds to the results of Chapter 4) is   236  Gb/s, which is 

increased to 280 Gb/s.   

 

5.3.3. CDS learning curve 

The CDS learning curve is shown in Figure 5.8a and corresponding BER is shown in 

Figure 5.8b. In Figure 5.8, the PACs 1,2,3 and 4 correspond to focus level 0 actions 

which correspond to the data rate of 208, 236, 232 and, 236 Gb/s respectively (see 

Algorithm 5.1). The PACs 5, 6, 7, 8 and 9 are the CDS focus level 1 actions as data 

rates of 236, 252, 260, 272 and, 280 Gb/s, respectively. 
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(a) 

 
(b) 

Figure 5.8:  Results for the CDS versus PAC numbers, (a) CDS learning curve, (b) BER vs PAC numbers 

[1.35]. 
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The results for the CDS at steady state are summarized in Table 5.4. The smart 

fiber optic link that used the focus level concept enhances the data rate effieciency by 

~43% in comparison to conventional fiber optic link. This is the summation of ~35% 

data rate enhancement (i.e., enhancement of the data rate R1 = 208 Gb/s to R9 = 280 

Gb/s) and 8  % of HD overhead reduction (~24 Gb/s can be used for data carrying, 

instead of overhead redundancy) reduction, which is achieved by lowering the FEC 

threshold from 21.02 10−  to 34.7 10− . The final Q-factor improvement is 7 dB, which is 

a significant improvement for the long-haul fiber optic link in comparison to the 

conventional OFDM system simulations at 280 Gb/s. The reason for such significant 

improvement is that the CDS using memory and the focus level concept can model the 

fiber optic channel more accurately in comparison to modeling the  fiber optic link 

channel as memoryless. As the OFDM symbol propagates down a dispersive and 

nonlinear fiber, it interferes with the neighboring symbols both linearly and nonlinearly. 

The linear interference is removed easily by using the linear equalizers and the 

performance improvement brought about by the CDS with enhanced focus level is 

mainly due to its ability to make a smart decision in the presence of nonlinear 

interference. Under the same conditions, the performance improvement using the 

digital backpropagation (DBP) method is typically 1-2 dB [1.40] and the computational 

cost and complexity is significantly higher compared to our proposed system. In 

addition, the DBP method does not provide data rate enhancement. 

 

Table 5.4: Results and the CDS parameters at steady state [1.35] 

Results or CDS parameters Value 

Data rate (k=9) 280 Gb/s 

1,2, ,9

0

k

iPF =

=  2 

5,6, ,9

1

k

iPF =

=  5 

BER (k =9) 34.4 10−  

Q-factor improvement (k =9) 6.98 dB 
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5.3.4. CDS Complexity for proof-concept case study on long-haul OFDM fiber 

optic link 

In order to calculate the computational cost, we distinguish two types of CDS modes: 

(i) Modeling extraction mode and (ii) Steady-state mode. The complexity of a CDS 

varies depending on the perceptor mode. When the CDS operates in the BER 

improvement mode, the BER converges after N OFDM frames (in simulation N = 

28,000) and each frame has D data-carrying subcarriers (From Table 5.3, it is 126). To 

create the histogram (i.e., to calculate ˆ( | )m

n nP X Y ) based on the discretized data, we 

need N × D simple additions (just counting the samples within the tiny computational 

cost). To calculate ˆ( | )m

n nP X Y , we need S real multiplications where S is the order of 

QAM (in our example, S = 16), then, we save the maximum probability for the related 

QAM alphabet. For simplicity, we assume that the minimum and maximum of the 

probability box in all focus levels are , ,

min min 6k m k my x= = − and 
, ,

max max 6k m k my x= = , respectively 

for this proof-of-concept example. As a result, the storage requirement depends on the 

precision factor. For example, with a , 0k m=
PF  of 2 in focus level 0, we need to store a 

maximum posteriori in each cell as matrix of dimension 
,0 ,0k k

x yN N = 60 × 60 (see, eqs. 

(6) and (7), ,

0max( ) 3600total k

mF = = ). Also, the storage requirement in focus level 1 with a

, 0k m=
PF  of 2 and a , 1k m=

PF  of 5, we need to store maximum posteriori in each cell as the 

matrix which has a dimension of 
,1 ,1 ,0 ,0k k k k

x y x yN N N N   = 12 × 12× 60 × 60 (see, eqs. 

(6) and (7), ,

1max( ) 518,400total k

mF = = ). These matrices can be stored in a hard disk and can 

be loaded into RAM when needed. Therefore, the complexity threshold (here, it is 106) 

is the predefined maximum available storage for saving in a hard disk or loading into 

RAM, when needed. When the CDS operates in the steady-state mode, there is no cost 

associated with model extraction (i.e., to calculate ( | )m

n nP X Y  or to calculate eq. 

(5.10) ). Therefore, no multiplication or addition is needed in steady state. 

  For validating, we need to process 28,000 frames (see Table 5.3) using digital 

back propagation (DBP), and this cannot be done using typical processors, while CDS 

can process 28000 frames as one block. Therefore, we assumed the DBP processing 

the 28,000 frames as ~55 blocks of 512 frames. The computational cost associated with 
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DBP for processing 512 OFDM frames is as follows. In each propagation step, 

2log ( )J J  complex multiplications are required where J is the number of samples in time 

domain. If there are B propagation steps, the complex multiplication is 
2( log )O B J J  

[2.14][2.15]. For example, for a 20-span system, assuming 10 steps per span and with 

J = 16,384, we need 45,875,200 complex multiplications! Besides, this computation 

needs to be done continuously for each block of data. Three complex vectors of length 

J (the total size of 98,304) needs to be stored. In contrast, most of the computational 

complexity of the CDS is present only when there is a fluctuation in the fiber optic 

channel. Under steady-state, the computational cost is minimal.  

It is useful to compare the complexity of the proposed method in this chapter 

with the DBP method for Q-factor enhancement using the simulation parameters in 

Table 5.3 and processing 28,000 OFDM frames. We run both algorithms on a Microsoft 

Surface-Pro with Intel ® Core ™ i706650U CPU @ 2.20GHz 2.21 GHz, 16 GB RAM, 

system type 64-bit Operating System x64-Based processor using MATLAB. For the 

DBP algorithm [3.4], the runtime is 2465.8 seconds, that is ~41 minutes and 6 seconds. 

However, this runtime for 9 PACs with the proposed CDS is 792 seconds (~13 minutes 

and 12 seconds). In addition, the CDS running time is reduced to 100 seconds for the 

CDM in steady-state mode. In contrast, the DBP run time will always remain similar 

for any continuous data stream. We should mention that the CDS can process all 28,000 

frames as one block. However, processing 28,000 frames using DBP method is not 

feasible using Microsoft Surface-Pro with Intel ® Core ™ i706650U CPU @ 2.20GHz 

2.21 GHz, 16 GB RAM. Therefore, we break the 28,000 frames into ~55 blocks and, 

the DBP run time of ~41 minutes was achieved in this way. However, we should 

mention that processing received 28,000 frames in less than 100 seconds in the steady-

state mode makes it a practical solution for almost real-time high-quality data 

transmission such as real-time high-quality video conferencing. 

 

5.4. Conclusions 

In recent years, some efforts were made to develop intelligent machines using cognitive 

dynamic system (CDS) for artificial intelligence (AI) applications. However, currently, 
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CDS high complexity algorithms available are only applied to LGE.  These algorithms 

cannot be applied for a non-Gaussian and nonlinear environment (NGNLE) with finite 

memory. Therefore, we proposed novel CDS algorithms that could be applied on a 

NGNLE with finite memory. We redesigned the CDS in detail to make it suitable for 

NGNLE cognitive decision making (CDM) applications. Also, the system architecture 

and algorithms are presented. The proposed algorithm is applied on a long-haul 

nonlinear fiber-optic link as a case study. By upgrading the conventional link with the 

CDS, the applicable data-rate increased from 208 Gb/s to 280 Gb/s. Also, the CDS Q-

factor improved by ~7 dB (the optimum BER = 34.4 10− for 280 Gb/s with CDS). The 

data rate enhancement is ~35% without considering the HD overhead reduction. 

However, the CDS brings the BER under the new FEC threshold (= 34.7 10− ), we do 

not need 8% of the HD-FEC overhead. Hence, the net data rate enhancement is ~43%.  

Finally, the presented algorithms in this chapter are simple and fast because it used the 

Bayesian equation for calculating the posterior that has low complexity for the 

calculation. Therefore, the low complexity algorithms makes the proposed CDS a 

perfect candidate for the NGNLE applications such as long-haul fiber optic links or in 

healthcare. 
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Chapter 6  

CDS V2 FOR REAL-TIME HEALTH 

SITUATION UNDERSTANDING IN SMART E-

HEALTH HOME APPLICATIONS4, 5 

The autonomic computing layer of the smart e-Health home based on a cognitive 

dynamic system (CDS) can be a solution for improving health situation understanding, 

reducing the healthcare system costs, and improving people’s quality of life. It can also 

be a solution for reducing the large number of sudden deaths outside of a hospital due 

to fatal diseases such as Arrhythmia. Towards this objective, we start from 

understanding the health situation, by diagnosing healthy and unhealthy persons. For 

this, we developed a decision-making system that is inspired by the medical doctors 

(MDs) decision-making processes. Our system is based on a CDS for cognitive 

decision-making and it can create a decision-making tree automatically. The simple, 

low complexity algorithmic design of the proposed system makes it suitable for real-

time applications. A proof-of-concept case study of the implementation of the CDS was 

done on Arrhythmia disease. An accuracy of 95.4% was achieved using the proposed 

algorithms. Also, these algorithms can make a decision in less than 80 ms, and for one 

User, this includes the time for training. The proposed platform can be extended for 

more healthcare applications such as screening, disease class diagnosis, prevention, 

treatment, or monitoring healing. As a result, the proposed CDS algorithms can be an 

 
4 The most of this chapter published as: M. Naghshvarianjahromi, S. Kumar, M. J. Deen, “Brain-Inspired Intelligence for Real-

Time Health Situation Understanding in Smart e-Health Home Applications,” IEEE Access, vol. 7, pp. 180106–180126, 2019. 

 
5 All symbols and notations are defined in this chapter are valid just for this chapter. The similar notations or symbols in other 

chapters have defined inside the chapters. 
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example of the first step for designing the autonomic computing layer of a smart e-

Health home platform. 

This chapter is organized as follows. In section 6.1, the introduction on CDS v2 

for automatic diagnostic test is provided. Then, section 6.2, the architectural structure 

of CDS for the application of ADMS for NGNLHE and the proposed algorithms for 

zero false alarm health condition diagnosis are discussed. In Section 6.3, we discuss 

the simulation results for the proof-of-concept case study for Arrhythmia diagnosis. In 

Section 6.4, we present the research challenges and future work. Finally, the 

conclusions are presented in Section 6.5. 

 

6.1. CDS v2  

In this chapter, CDS v2 is presented for real-time health situation understanding for 

smart e-Health home applications. CDS v2 uses a perceptor that can extract the model 

using the adaptive decision-making tree. However, the executive of CDS cannot predict 

the outcome of actions using virtual actions before applying them on a NGNLE. 

In chapters 3-5, a CDS was proposed for smart fiber optic communication 

systems as an example of using CDS for decision making in complex smart systems. It 

should be mentioned that we used the term cognitive decision making (CDM) for 

decision making using CDS. Also, complex smart e-Health systems such as smart e-

Health home are non-Gaussian and nonlinear health environments (NGNLHE). Here, 

NGNLHE means that outputs of the healthcare system are not linearly dependent on 

inputs. Also, the outputs of healthcare systems do not have Gaussian distributions. 

The CDS was presented for a smart home in [1.24] as an enhanced-AI. While a 

CDS block diagram was presented, no detailed algorithms neither discussed nor 

provided. It should be noted that, the smart home is different from a smart e-Health 

home in terms of applications. Therefore, in this chapter, we propose the detailed 

algorithms of a CDS for diagnostic tests in a smart e-Health home and CDS is used as 

the subsystem of ADMS for semi-medical diagnostic applications with a policy for low 

false alarm rates.  

The main contributions of this work can be summarized as follows:  
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1. The concept of CDS is used as an alternative to AI in ADMS and for the non-

Gaussian and non-linear health environment (NGNLHE). The inspiration of CDS 

from natural human intelligence brings the advantage to simulate a medical doctor 

(MD) decision-making approach with less complexity.  

2. The architectural structure of an ADMS is designed as the first step of the health 

situation understanding and diagnosis. In this chapter, we focus on the diagnostic 

tests between a healthy and unhealthy situation using ADMS towards the goal of 

low false alarm policy.  

3. Algorithms for decision making between healthy and unhealthy situations are 

presented. These algorithms are designed based on creating a decision-making tree 

in the perceptor. Also, the algorithms use a semi-medical doctors' one-dimensional 

decision-making approach. Therefore, the CDS decision making is based on only 

one feature. 

4. A proof-of-concept case study in which a virtual CDS-based ADMS is applied to 

Arrhythmia diagnosis is performed. It is shown that this new design performs with 

95.4% accuracy. This accuracy is achieved even with missing measured 

information for some features such as the heart rate of some Users. These missing 

features can be considered as sensors’ failures. In Table 1.3, a comparison between 

the proposed method and some related works on this Arrhythmia database decision-

making accuracy is shown. 

 

6.2. Proposed ADMS using CDS architecture and algorithms 

In this section, we describe the proposed CDS architecture and algorithms that can be 

applied for decision-making purposes in NGNHLE. The detailed architecture of the 

proposed CDS for health situation decision making is shown in Figure 6.1.  The CDS 

has two main subsystems: (i) the perceptor, and (ii) the executive with a feedback 

channel linking them. Through interactions with the Users (environment) and e-Health 

network, a PAC is created in the form of the training and prediction modes, using local 

feedback loops and a global feedback loop, respectively.  
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Figure 6.1:  Block diagram of proposed CDS architecture for the ADMS of a smart e-Health home [1.37]. 

 

First, we describe the perceptor and executive training modes using related 

algorithms. Next, we discuss the decision-making tree, the feedback channel and 

internal rewards in training mode or prediction mode for both the perceptor and the 

executive. The CDS operates in three modes: (i) training (ii) prediction and (iii) steady 

state. The CDS functions will be different depending on its mode. The steady-state 

mode means that nothing seems abnormal, or there is no User request. 

In Fig. 5.1, the training database can be updated dynamically in three ways: 

1. The data and information collected by the sensors for Users with a known 

health state (Users with a known health state, or after 100% assurance decision 

making depending on the policy and focus level).  

2. The database can be updated through e-Health and healthcare networks.  

3. The smart e-Health home can be a node in a network of smart e-Health homes. 

The data and information collected in the database will be converted to the model 

library in the perceptor and actions library in the executive after running the CDS in its 

training mode. The perceptor and executive will gain more knowledge dynamically 

after the training database is updated (see Fig. 5.1). The CDS will use the knowledge 

in the perceptor model library for prediction of the health conditions of Users with 

unknown health states.  
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For specific situations or on request by the Users such as something abnormal 

in the home or crying out with pain, needing help or the User saying directly, “I am not 

feeling well,” then the CDS can initiate the prediction mode. The knowledge is used to 

reason and predict the health situation of the User, and then to determine whether any 

action is needed based on the policy and objectives. Here, the policy is low false alarm 

in diagnosing between healthy and unhealthy conditions. Knowledge in the perceptor 

is represented as a set of concepts and the relationships among them, together with the 

User's health situations.  

Therefore, in a specific situation or on a User’s request, the CDS will switch from 

steady-state to the prediction mode state, and the fuzzy nature of this process is 

presented in Section 6.2.1 below. Also, the CDS in the training mode dynamically 

updates the knowledge in the perceptor and actions library in the executive after the 

database is updated in the three ways discussed above. This update can be done in real-

time and even in parallel to the prediction mode or during the steady-state mode. In 

Sections 6.2.2 to 6.2.4, the algorithmic description for the training and prediction 

modes are described. Finally, in section 6.2.5, the complexity of the presented 

algorithms are discussed. 

 

6.2.1. Fuzzy nature of the proposed cognitive dynamic system for smart e-Health 

home applications 

For real-time healthcare applications in this chapter, the algorithms should be simple, 

straightforward and fast. Thus, we would like to avoid using extra logarithms, 

complicated functions and integrals required in the entropic state calculation provided 

by generic CDS [1.8]. Here, the internal reward is inspired by the fuzzy human 

decision-making approach with lower computational cost (especially for making a 

decision in a complex health environment). 

  Fuzzy logic here means that the logic values of variables can be a real number 

between 0 and 1 [1.32][1.33]. Also, fuzzy logic is widely used for medical decision 

making in health environments such as Value-Laden choices [6.1], medical decision 

making in the intensive care unit (ICU) [6.2], and artrial fibrillation detection [6.3, 6.4]. 
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Fuzzy logic can be presented as the assurance about the decision. For example, we can 

make the wrong decision when the assurance is less than 1. Similarly, the proposed 

CDS can measure the assurance about the decision after taking actions (See eq. (6.6) 

and Section 6.2.4).  

In this chapter, the proposed CDS runs a diagnostic test for a User, then 

diagnoses between the healthy or unhealthy situation with a low false alarm policy. 

Based on this policy, the CDS assumes that the User is healthy at first, but without 

taking any actions, the confidence and assurance factor is zero.  

As mentioned above, the first assumption/decision of the CDS is that the User 

is healthy. However, without doing any actions, the system has zero confidence and 

zero assurance about the decision of the User being healthy. If the system finds that the 

person is not healthy, this is 100% assurance, because the key feature has a value 

outside of the normal range, then all processes will be stopped. In this case, the User 

should be referred for disease diagnosis to the medical doctors or other algorithms. 

However, by doing more actions, the CDS can be more confident about the first 

assumption and decision (that is, the User is healthy). In any focus level, if the CDS 

meets the predefined threshold of assurance (e.g., 97.5% of assurance) or acceptable 

probability of error (e.g., 2.5% chance of error) about the initial decision that the User 

is healthy, then the CDS can send the User to the prevention part of the healthcare 

system.  

If the focus level of the CDS cannot be increased, but the CDS finds all key 

features are within the normal range and the CDS does not assure enough about the 

health condition of User (e.g., 94% assurance< 97.5% accuracy threshold), then it will 

claim the User as healthy. However, the CDS knows that the threshold was not met for 

the User and refers the User to medical doctors for screening or to other screening 

algorithms. In screening, unlike our proposed algorithms in this chapter, the assumption 

and policy are that the User is unhealthy unless the healthcare system can find evidence 

that shows that the User is healthy. Furthermore, in screening, a high false alarm is 

acceptable. 
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6.2.2. High-level algorithm presentation for the proposed CDS  

In this section, we describe the high-level presentation algorithm for the proposed CDS 

that can be applied for the ADMS of a smart e-Health home. The high-level algorithm 

shows the outline of the complete procedure of a proposed CDS in one focus level. 

Table 6.1 lists the notations used in this chapter for easy referencing. 

The algorithm is described briefly as follows (Please see Figure 6.1): 

• CDS training mode: 

a. Perceptor training mode. 

b. Executive training mode. 

• CDS prediction mode: 

a. Executive (planner). 

b. Executive (reinforcement learning). 

c. Perceptor (run diagnostic test). 

d. Perceptor (assurance factor calculation). 

e. Executive (policy). 

 

High-level algorithm for proposed CDS using algorithms 6.1-6.4 

CDS training part: Re-run after updating the database or focus level increasing 

by internal commands 

Perceptor training part (see algorithms 6.1-6.3 and Figure 6.1):  

Creating the decision tree for focus level m  

Modeling algorithm extracts the normal ranges for each feature and creates the model 

library for focus level m  

Executive training part:  

Extract key features from sensors and disease class of ℎ𝑑ℎ>1 ∈ {ℎ𝑑2, … , ℎ𝑑𝐻}  

Important feature refining (has new information about User-health) and creating 

actions library for focus level m  

CDS User-health prediction (See Algorithm 6.4 and Figure 6.1): 

1. Depend on User request or periodically test run the diagnostic test in focus level 

m=1 

2. Check if the User has the disease ℎ𝑑ℎ ∈ {ℎ𝑑2, … , ℎ𝑑𝐻} 

3. Executive (Planner): Create a buffer action space for disease class of ℎ𝑑ℎ as the 

A vector 
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4. Executive (Reinforcement learning): Finds the best action to minimize the 

reward for disease ℎ𝑑ℎ using reinforcement learning and remove this action from the 

buffer action space of A 

5. Perceptor: Run the diagnostic test and load the model for the related feature from 

the model library 

6. Perceptor (Decision making): If the User is unhealthy: Alarm and send for the 

disease diagnosis process 

7. Perceptor (Raw internal reward calculation): If the User healthy: calculate the 

assurance factor (AF) 

8. Perceptor: If the (1-AF) ≤ Threshold: Claim User is healthy and start healthy 

living recommendations 

9. Executive (Reinforcement learning): If the (1-AF) > Threshold: Find the next 

best action that minimizes the reward in the actions buffer space of A 

10. Executive (policy): If there is no more actions buffer space of A and (1-AF) > 

Threshold: Run the CDS prediction process for ℎ𝑑ℎ+1 and h+1 ≤ H  

11. Executive (policy): If all ℎ𝑑ℎ ∈ {ℎ𝑑2, … , ℎ𝑑𝐻} are checked, and the User does 

not have any ℎ𝑑ℎ ∈ {ℎ𝑑2, … , ℎ𝑑𝐻} and still (1-AF) > Threshold and if focus level 

can be increased (see eq. 2): Send internal commands to the perceptor for increasing 

the focus level and re-run all CDS training and prediction modes for new focus level 

of (m+1) ≤ M 

12. Executive (policy): If all ℎ𝑑ℎ ∈ {ℎ𝑑2, … , ℎ𝑑𝐻} are checked, and the User has not 

any ℎ𝑑ℎ ∈ {ℎ𝑑2, … , ℎ𝑑𝐻}  and still (1-AF)>Threshold, but focus level cannot be 

increased (see eq. 2): Claim User as the healthy and send the User for the screening 

 

6.2.3. Training mode: perceptor and executive 

As it was mentioned in chapters 1-5, in a conventional CDS, as, the Kalman filter 

cannot be used for non-Gaussian environments. Therefore, the Bayesian filter is 

omitted, and instead, the Bayesian equation is directly used for extracting the posterior 

in decision making. The multilayer Bayesian model using decision trees is a typical 

method in machine learning. The CDS training mode can be summarized in the 

following three parts which can be described as follows: 

1. Creating a decision-making tree (see Algorithm 6.1),  

2. Knowledge and actions extraction from the database (see Algorithm 6.2) 

3. Actions refinement in the executive library (see Algorithm 6.3). 
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(a) 

 
(b) 

Figure 6.2: The CDS can create the proposed decision-making tree (a) the general schematic, (b) a simple 

example of the general schematic. BP: Blood Pressure, HR: Heart Rate, BR: Breathing Rate [1.37]. 

 

1) Creating a decision tree 

Medical doctors typically use the decision-making tree approach for screening or 

diagnostics. For example, the pediatric tachycardia algorithm with a pulse and poor 
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perfusion are discussed in [6.5][6.6]. Therefore, the CDS should automatically create 

this decision-making tree. A general schematic of the proposed decision-making tree is 

shown in Figure 6.2a.  

In Figure 6.2b we provide a simple example of the decision-making tree with 

three focus levels. In Figure 6.2b, three “Focus levels” are shown. In “Focus level 1,” 

the measured signals, User information, features, actions, and desired false alarm rate 

are the inputs. Then, the CDS check all five features (Sex, Age, BP, HR, and BR), and 

computes the internal rewards. If the internal reward is below a predefined threshold, 

the CDS increases the focus level.  

In “Focus level 2”, for both branches of “sex” and “age,” the system arbitrarily 

selects one of them, for example, “sex.” Then, it computes the internal rewards (either 

male or female) based on the other four features (Age, BP, HR, and BR) and compares 

it to a predefined threshold. If the threshold for “sex” is not met, then the system 

switches to “age” and similarly computes the internal rewards and compares it to a 

predefined threshold. If the predefined threshold is again not met, then the system 

switches back to the “sex” branch and increases the focus level to “Focus level 3”. In 

this example, the CDS continues in this way subject to eqs. (6.1) and (6.2) given below. 

The proposed idea of the decision-making tree is inspired by the focus level concept in 

a human brain [1.7], the focus level concept in CDS [1.8], and the MDs decision-

making approach. 

To create the decision-making tree and implement the focus levels in CDS, we 

use Algorithm 6.1. This proposed algorithm updates the Users and features for each 

tree branch 𝑓 (e.g., male or female), tree node 𝑘 (e.g., sex), and focus level 𝑚 (e.g., 

second focus level). Figure 6b shows an example of the decision-making. These 

updates can be done by calculating the probability of the branch in the database, which 

can be extracted as 𝑃𝑓
(𝑘𝑚𝑚)

. The extracted 𝑃𝑓
(𝑘𝑚𝑚)

 is easily found using the 

probabilities extracted for the discretized node feature k (see Algorithm 6.1) in focus 

level (m-1) with m>1. 

The tree branches can be binary, because traditionally, some features have two 

values. For example, someone can be either a smoker or non-smoker, drinks alcohol 

or does not drink alcohol. However, for some features such as the age, more than two 
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branches can be created if there are enough number of instances in the training database. 

Therefore, eq. (6.1) shows the condition that can be used for branching using the 

feature statistically discretized (FSD) approach. 

 

ceil(𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑼(𝑚−1)kf × 𝑃𝑓
(𝑘𝑚𝑚)

) ≥ 𝑢𝑚𝑖𝑛   (6.1) 

𝑢𝑚𝑖𝑛 =
5

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
  .        (6.2) 

In eq. (6.1), 𝑢𝑚𝑖𝑛 is the minimum required number of Users for branch tree 𝑓 and 

focus level m for reliable model extraction. Also, 𝑼𝑚𝑘𝑓 is the number of users in branch 

f, feature k and focus level m. In eq. (6.2), the Threshold is a predefined acceptable 

diagnostic error by the system. This minimum value for the number of Users can be 

found using a Monte-Carlo approach for extracting reliable conditional probabilities or 

a Bayesian generative model. Then, the information related to this decision tree can be 

saved in the perceptor and executive memory.  

Besides, if the Threshold (see eqs. (6.1) and (6.2)) for the internal reward is not 

meet for all branches of the global feature of km in focus level m (see Fig. 6.2a), then 

the perceptor will use the global feature of (k+1)m for branching. However, if at least 

one branch of km achieves the Threshold, then the executive increases the focus level 

m to focus level (m+1).  

 

Table 6.1: The notation used in this chapter 

Notation Definition 

FA 
The acceptable false alarm by the specified 

policy 

h Current health number condition 

ℎ𝑑ℎ hth disease for diagnosing 

HD 

𝑯𝑫 = {ℎ𝑑1, ℎ𝑑2, … , ℎ𝑑𝐻} is related to health 

conditions we would like to diagnosis. ℎ𝑑ℎ can 

map to number as follow: h∈{1= healthy, 2=1st 

disease for diagnosing, 3= 2nd disease for 

diagnosing, …, the last number = unhealthy but 

have unknown disease} 

M Maximum desired focus level 

m The current focus level 

mk
 

The total number of global features in focus 

level m 

𝑘𝑚 Current global feature number 
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𝐹𝑚
𝑘 

The total number of tree branches for the 

feature k in-focus level m 

𝑓𝑚
𝑘 

The current tree branch in the feature k in-focus 

level m 

𝑇𝑚𝑘𝑓 
The total PACs number for branch f, feature k, 

and focus level m 

𝑡𝑚𝑘𝑓  
The current local PAC number for branch f, 

feature k, and focus level m 

𝑶𝑚𝑘𝑓 or 𝑶𝑚
𝑘𝑓

 
The set of all available features for branch f, 

feature k, and focus level m 

𝑜𝑚𝑘𝑓  or 𝒐𝑚
𝑘𝑓

 
The current feature of available features for 

branch f, feature k, and focus level m 

𝑼𝑚𝑘𝑓|ℎ  
The set of all available users in the database for 

branch f, feature k and focus level m for given h 

𝑢𝑚𝑘𝑓|ℎ 
The current user for branch f, feature k, and 

focus level m for given h 

𝑼𝑚𝑘𝑓  
The set ofAll available users in branch f, feature 

k, and focus level m 

𝑢𝑚𝑘𝑓  
The current user for branch f, feature k, and 

focus level m for given h 

𝑩𝑫𝑚
𝑘 (𝑜𝑚𝑘𝑓 , 𝑼𝑚𝑘𝑓) 

The set of values for feature o for all available 

users in branch f, feature k, and focus level m 

𝑩𝑚
𝑘  𝑩𝑫𝑚

𝑘 (𝑜𝑚𝑘𝑓 , 𝑼𝑚𝑘𝑓) 

∆𝐵𝑜𝑚
𝑘  Discretization step 

𝐵𝐷𝑚
𝑘 (𝑜𝑚𝑘𝑓 , 𝑢𝑚𝑘𝑓) 

The values for feature o for specific user U in 

branch f, feature k, and focus level m 

𝐵𝑚
𝑘  𝐵𝐷𝑚

𝑘 (𝑜𝑚𝑘𝑓 , 𝑢𝑚𝑘𝑓) 

𝐵𝑚𝑖𝑛
𝑘𝑚 (𝑜𝑚𝑘𝑓 , 𝑢𝑚𝑘𝑓) 

Minimum value of  
𝐵𝑚

𝑘  

𝐵𝑚𝑎𝑥
𝑘𝑚 (𝑜𝑚𝑘𝑓 , 𝑢𝑚𝑘𝑓) 

Maximum value of  
𝐵𝑚

𝑘  

�̂�𝑚
𝑘  estimate 𝐵𝑚

𝑘  

𝑏𝑚𝑖𝑛
𝑚𝑘𝑓,𝑜

 

The minimum boundary for the healthy range 

for feature o and in branch f, feature k and focus 

level m 

𝑏𝑚𝑎𝑥
𝑚𝑘𝑓,𝑜

 

The maximum boundary for the healthy range 

for feature o and in branch f, feature k and focus 

level m 

𝑷(�̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓 , 𝑢𝑚𝑘𝑓))|ℎ) Bayesian generative model 

𝑷(ℎ, 𝑓𝑚
𝑘) Prevalence 

𝑷(�̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓 , 𝑢𝑚𝑘𝑓)) Evidence 

𝑷(ℎ|�̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓 , 𝑢𝑚𝑘𝑓)) Posterior 

𝑟
𝒐𝑚

𝑘𝑓
|ℎ

 
The current probability for the value of feature 

o for given h happen out of normal range, in 

branch f, feature k and focus level m 
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𝒓
𝑶𝑚

𝑘𝑓
|ℎ

 
The set of all probabilities for the value of a set 

of O for given h happen out of normal range, in 

branch f, feature k and focus level m 

𝑹
𝑶𝑚

𝑘𝑓
|𝑯𝑫

 

The set of all probabilities (Actions weight) for 

the value of a set of O for given all set o health 

situation HD happen out of normal range, in 

branch f, feature k and focus level m 

𝑪𝑚𝑘𝑓|ℎ(𝐹𝐴 = 0) 

The set of all actions in the static library for 

zero FA policy in branch f, feature k and focus 

level m 

𝑐𝑚𝑘𝑓|ℎ(𝐹𝐴 = 0) 

The current action in the static library for zero 

FA policy, in branch f, feature k and focus level 

m 

𝑪𝑚|𝑯𝑫
𝑘𝑓

 
The actions matrices for all given health 

conditions HD, in branch f, feature k and focus 

level m 

𝑐
(ℎ|𝑜𝑚𝑘𝑓)

𝑚𝑘𝑓 ( 𝐹𝐴 = 0) 
The current action for given feature o, in branch 

f, feature k and focus level m, for health 

condition h, for zero FA policy  

𝑪ℎ|𝑶𝑚𝑘𝑓

𝑚𝑘𝑓 (𝐹𝐴 = 0) 
The set of all actions for given set of feature O, 

in branch f, feature k and focus level m, for 

health condition h, for zero FA policy 

umin 

The minimum required users for branch tree 𝑓 

and focus level m for reliable Bayesian model 

extraction. 

𝐴𝐹𝑡𝑚𝑘𝑓  
The related assurance factor for PAC number 

mkft  

𝑟𝑤𝑡𝑚𝑘𝑓
 The internal rewards as defined (1 − 𝐴𝐹𝑡𝑚𝑘𝑓

) 

 

 

In each focus level, the CDS learns which features can provide new information 

about the unhealthy conditions of Users. The main advantage of this method is that 

even without a database, when the health condition of the User is known as no disease, 

the system can extract the normal ranges from sensor(s) measurements. However, the 

information about important features (i.e., the features that provide information about 

a User’s health) helps the CDS to find important features for doing purposeful and 

cognitive actions.  

For example, a smart e-Health home may actuate the blood pressure, weight, 

and heart rate sensors to diagnose tachycardia. However, cognitive actions like those 

taken by MDs can only actuate the heart-rate sensor for the diagnosis. Also, more focus 

levels can reduce the natural diagnosis error by default. Here, the natural diagnosis 
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error means that there is a wrong decision due to incorrect reasoning. A wrong decision 

does not include errors due to measurement noise or failures of the sensors. 

  As an example, it is known that the normal fractional carbon monoxide in 

human blood is less than one percent [6.7]. As a result, more than one percent of carbon 

monoxide in the blood may need an alarm and treatment actions related to carbon 

monoxide in the immediate environment. However, with more evidence, the CDS may 

find that the Users are smokers. Therefore, more focus levels or branches such as how 

many cigarettes are smoked per day, the interval between smoking cigarettes and 

cigarettes brand will be implemented.  

The normal amount carbon monoxide in the blood of a healthy smoker may be 

higher than one percent. As an example, for a smoker who smokes one pack of 

cigarettes per day, their normal carbon monoxide level in the blood can reach 3% to 

6%. This is increased to 6% to 10%, when smoking two packs per day, and increases 

to 20% for three packs a day [6.7].  Therefore, the adaptive training system in the CDS 

perceptor makes it flexible in diagnosing severe health issues. However, if we consider 

smoking or tobacco addiction as the disease, then the scenario can be different. 

Algorithm 6.1 shows how this training part is working in our CDS. Algorithm 

6.1 shows how the CDS can find the important features in any arbitrary focus level. It 

uses a vector line for the calculation to reduce the algorithm complexity as much as 

possible. Therefore, it can be trained and can make a decision dynamically for real-

time situations in a smart e-Health home. In this way, CDS is a suitable platform for 

ADMS.  

In Algorithm 6.1, in line 8, we assumed from focus level 3 that the redundant 

tree branches should be removed. For example, branching from sex in focus level 2 

(m=2) to age in focus level 3 (m=3) (see Figure 6.2b) is similar to branching from age 

in focus level 2 (m=2) to sex focus level 3 (m=3)(The detailed decision trees creation 

and equations are presented in chapter 7). 

 

Algorithm 6.1: Creating a decision tree and updating Users and features database 

for related branches 
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1: Input: The observables and features from the database for each User for the focus 

level m, global feature k, branch tree f, policy, labeled dataset, actions space 

𝑼(𝑚−1)𝑘𝑓, 𝑶(𝑚−1)𝑘𝑓 

Output: For the new branch, focus level and global feature k, the new User set of 

𝑼𝑚𝑘𝑓, the new features set of 𝑶𝑚𝑘𝑓 

Initialization:  

1: for m = 2 to M do 

2: for  𝑘 = set of 𝑶(𝑚−1)𝑘𝑓 do 

3:  Statistical discretization for features can have more than two 

branches [Age, weight, height, heart rate, sleep, …], 𝑓𝑘𝑚𝑚 ∈

{1,2, … , 𝐹𝑘𝑚𝑚} 

 4: Creating a binary branch for: [sex, smoking, drug, family disease 

history, drinking, night sleep, activity/rest, ⋯], 𝑓𝑘𝑚𝑚 ∈

{1,2}, 𝐹𝑘𝑚𝑚 = 2 

Updating Users in the database for the branch of each tree depend on the 

probability 

5:   for set of 𝑓𝑘𝑚𝑚 ∈ {1,2, … , 𝐹𝑘𝑚𝑚} do 

6:  Calculate the 𝑃𝑓
(𝑘𝑚𝑚)

: use previous probabilities extracted in previous 

focus level 

7:     𝑼𝑚𝑘𝑓 = 𝑃𝑓
(𝑘𝑚𝑚)

𝑼(𝑚−1)𝑘𝑓 

8:    if m>2 then 

9:     𝑶𝑚𝑘𝑓 = 𝑶(𝑚−1)𝑘𝑓 − {1, … , 𝑘} 

10:    End if 

11:   End for 

12:  End for 

13: End for 

 

2) Model library in the perceptor and actions library in the executive 

Normally, a MD can diagnose someone with diseases even if they did not diagnose 

such diseases before. Therefore, a semi-MD’s approach is used for smart e-Health 

home applications. Here, the ADMS layer should be flexible enough to work with 

different features, conditions and policies. In addition, the ADMS may face two 

challenges in a smart e-Health home.  
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1. There is no database, but we can extract and measure the features of current 

Users. The designed CDS need to be trained using a database, which is a 

collection of data corresponding to a data matrix table. In the database table, 

every column of the table is for a specific feature, and each row corresponds to 

a given User with measured data and known health status. We can extract the 

normal range for such a person with known health conditions and when they 

are healthy. Then, the CDS can find if a User has some diseases by extracting 

some features that seem abnormal. 

2. We have enough number of instances in the database that includes healthy and 

unhealthy Users. However, we may have a failure of one or more sensors. In 

this case, the CDS should be able to find alternative features (i.e., features of 

available sensor signals that can help to diagnose a User’s health state) in 

related available actions to keep the performance reliable enough. Therefore, 

in a real-time situation, the CDS algorithms should take proper alternative 

actions quickly. 

The proposed CDS for ADMS in this chapter can tackle conditions 1 and 2, which are 

important for improving the system’s reliability in a health-care scenario. To meet 

challenges 1 and 2, we should use an algorithm with low complexity. The first training 

level is to find the model and the normal ranges. For extracting the posterior, the 

following probabilities should be calculated, 𝑷(�̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓)|ℎ)  (Bayesian model), 

 𝑷(ℎ, 𝑓𝑚
𝑘)  (prevalence) and 𝑷(�̂�𝑚

𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓))   (evidence) The 

𝑷(ℎ|�̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓)) (posterior) can be calculated using the Bayesian equation as 

follows: 

𝑷(ℎ|�̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓)) =

𝑷(�̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓,𝑢𝑚𝑘𝑓))|ℎ)𝑷(ℎ,𝑓𝑚

𝑘 )

𝑷(�̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓,𝑢𝑚𝑘𝑓))

,       (6.3) 

where the ℎ ∈ 𝑯𝑫 can correspond to 𝑯𝑫 = [1,2, … , 𝐻]  (see Table 6.1 also). 

�̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓) is the discretized values for the feature number 𝑜, focus level 𝑚, main 

feature 𝑘 and branch number 𝑓. In the database, the normal range means that 100% of 

the values of the features of Users without diseases fall in this range that can be 

calculated (see Figure 6.3) using: 
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∑ 𝑷(ℎ = 1|𝑏𝑚𝑖𝑛
𝑘,𝑚(𝑜𝑚

𝑘 (𝑓𝑚
𝑘)) ≤ �̂�𝑚

𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓) ≤ 𝑏𝑚𝑎𝑥
𝑘,𝑚 (𝑜𝑚

𝑘 (𝑓𝑚
𝑘)))

set of �̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓,𝑼𝑚𝑘𝑓)

 

=

1.  (6.4) 

Algorithm 6.2 shows the model extraction by the perceptor for creating the 

model library. Also, Algorithm 6.2 creates the actions library by the executive. As a 

result, the actions can be assumed to be the same as MDs decision-making, when they 

find some features are not in normal range. In addition, in common with MDs, these 

normal ranges can be dynamically changed by receiving new information or knowledge 

after dynamically updating the database. In addition, the normal ranges can be varied 

with more focus for better accuracy. 

 

Figure 6.3: The possible feature value and ranges for users with and without diseases in the database 

[1.37]. 

 

Algorithm 6.2: The proposed system for the training mode of the perceptor and 

executive for tree branch of 𝑓, node feature 𝑘 and 𝑚 focus level 

Input: The observables and features from the database for each User for the focus 

level m, node feature k, branch tree f, policy, database of Users and health conditions 

vector. 

Output: Actions weight matrices 𝑹
𝑶𝑚

𝑘𝑓
|𝑯𝑫

, actions matrices 𝑪𝑚|𝑯𝑫
𝑘𝑓

, probabilities and 

the normal range for each feature 
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Initialization: 

1: Calculate 𝑼𝑚𝑘𝑓  

2: Calculate the feature matrix number 𝑶𝑚𝑘𝑓 

Perceptor training mode 

3: for 𝑜𝑚𝑘𝑓= set of 𝑶𝑚𝑘𝑓 do 

        Updating corresponding features signals in the database 

4: 𝑩𝑚
𝑘 = 𝑩𝑫𝑚

𝑘 (𝑜𝑚𝑘𝑓, 𝑼𝑚𝑘𝑓) 

The maximum and minimum value for the feature 𝑜𝑚𝑘𝑓 

5: Calculate 𝐵𝑚𝑖𝑛
𝑘𝑚 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓) and 𝐵𝑚𝑎𝑥

𝑘𝑚 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓)  

 Discretization step 

6: Calculate ∆𝐵𝑜𝑚
𝑘  

 Estimation by discretization 

7: Calculate �̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓) 

8: for h = set of HD do 

9:  Calculate 𝑷(�̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓)|ℎ), 𝑷(ℎ, 𝑓𝑚

𝑘),  

𝑷(�̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓)) and 𝑷(ℎ|�̂�𝑚

𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓)) 

10:  Save probabilities in the perceptor library 

11: End for 

Normal ranges calculation 

12: Calculate 𝑏𝑚𝑖𝑛
𝑚𝑘𝑓,𝑜

 and 𝑏𝑚𝑎𝑥
𝑚𝑘𝑓,𝑜

 

Maximum cell number in normal ranges 

13: Calculate 𝑁𝑚
𝑘𝑓

=
𝑏𝑚𝑎𝑥

𝑘𝑚𝑓,𝑜
−𝑏𝑚𝑖𝑛

𝑘𝑚𝑓,𝑜

∆𝐵
𝑜𝑚

𝑘𝑓
 

14: Save normal ranges and 𝑁𝑚
𝑘𝑓

 in healthy ranges in the perceptor library 

Executive training mode for FA = 0 

15: 𝑟
𝑜𝑚

𝑘𝑓
|ℎ=1

= 0 

16: for h = 2 to H do 

17:  𝑟
𝑜𝑚

𝑘𝑓
|ℎ

= 0 

Build actions library for FA = 0 

18:  if ( 𝑷(�̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓) < 𝑏𝑚𝑖𝑛

𝑚𝑘𝑓,𝑜
|ℎ)>0 or  

𝑷(�̂�𝑚
𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓) > 𝑏𝑚𝑎𝑥

𝑚𝑘𝑓,𝑜|ℎ)>0) and  

(𝑷(ℎ, 𝑓𝑚
𝑘), > 0) then 

19:   𝑟𝑜𝑚
𝑘 |ℎ= (𝑷(�̂�𝑚

𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓)) < 

𝑏𝑚𝑖𝑛
𝑚𝑘𝑓,𝑜|ℎ)+𝑷(�̂�𝑚

𝑘 (𝑜𝑚𝑘𝑓, 𝑢𝑚𝑘𝑓)) > 𝑏𝑚𝑎𝑥
𝑚𝑘𝑓,𝑜)|ℎ) 

Updating the action related to the current signal feature 
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20:   𝑐
(ℎ|𝑜𝑚𝑘𝑓)

𝑚𝑘𝑓 ( 𝐹𝐴 = 0) ←  𝑠𝑒𝑛𝑠𝑜𝑟 𝑓𝑜𝑟 𝑜𝑚𝑘𝑓 

21:  End if 

22: End for 

23: End for 

 

In the executive training mode, the executive extracts actions and their weights 

for low false alarm policy (diagnostic test). Algorithm 6.2 shows how these extractions 

are performed (See Fig. 6.3 also). If we have the features that provide information about 

Users with diseases (that the feature value is in the red region, see eq. (6.4) also), then 

this can be considered as an important feature. Data training is conducted using 

Algorithm 6.2. Then, Algorithm 6.3 can refine actions in the executive training mode. 

This means that the executive keeps important actions for diagnosing between healthy 

and unhealthy situations. Important actions mean that the features that can provide new 

information about an unhealthy situation. Algorithm 6.3 helps the system to use less 

memory, and because it has low complexity, it can reduce additional sensors usage and 

activation. This results in energy saving and longer sensors’ lifetimes. 

The CDS stores the features of important actions in the executive action library. 

The action space can be defined as follows: 

( | ) 0)
.

(
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mkf

mkf

h o mk
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Internal
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command
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m M
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 = 
= 
 =


 

  (6.5) 

Here, ck is the action in PAC number k and m is the focus level (see Table 6.1). The 

action space means that all possible actions can be done during a User’s health 

prediction mode by the executive. 

 

Algorithm 6.3: Actions refining, 𝑓𝑚
𝑘 and FA = 0 and just checking if someone is 

healthy or not, search for, if there is new information about any Users  

Input: Observables and features from the database for each User for the focus level 

m, node feature k, branch tree f, policy, training database, actions space 

𝑪𝑚|𝑯𝑫
𝑘𝑓

, 𝑩𝑫𝑚
𝑘𝑓

, 𝑹𝑚|𝑯𝑫
𝑘𝑓

 

Output: The important actions of 𝑪𝑚|𝑯𝑫
𝑘𝑓

 

Initialization:  

buffer= 0, 𝒏𝒆𝒘𝒊𝒏𝒇 = ∅  

1: for h =2 to H do 
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2:  𝑟_𝑏𝑢𝑓 =  𝑟
𝑶𝑚

𝑘𝑓
|ℎ

 

3:   Sort the 𝑟_𝑏𝑢𝑓 in descending order and remove 0 value elements 

4:  for 𝑜𝑚𝑘𝑓= set 𝑶𝑚𝑘𝑓 do 

5:   for u = set of 𝑼𝑚
𝑘 (𝑓𝑚

𝑘) do 

6:   if 𝐵𝐷𝑚
𝑘 (𝑜𝑚𝑘𝑓, 𝑢)>𝑏𝑚𝑎𝑥

𝑚𝑘𝑓,𝑜
 or 𝐵𝐷𝑚

𝑘 (𝑜𝑚𝑘𝑓, 𝑢) < 𝑏𝑚𝑖𝑛
𝑚𝑘𝑓,𝑜) then  

7:    𝑛𝑒𝑤𝑖𝑛𝑓𝑢 = 1 

8:   End if 

9:  End for 

10:  s = summation of 𝒏𝒆𝒘𝒊𝒏𝒇  

11:  if summation of s <=Buffer then 

12:   𝑐
(ℎ|𝑜𝑚𝑘𝑓)

𝑚𝑘𝑓 ( 𝐹𝐴 = 0) ← {} 

13:   𝑟
𝑜𝑚

𝑘𝑓
|ℎ

=0 

14:  End if 

15:  Buffer = s 

16: End for 

17: End for 

 

6.2.4. Prediction mode: perceptor and executive 

Algorithm 6.4 shows the implementation of the CDS prediction mode. Also, this 

algorithm shows how the CDS performs when we have a User in a smart e-Health home 

with an unknown health situation. In this condition, the system randomly chooses an 

action from the actions library. Then after applying new actions, the assurance factor 

(AF) is calculated using eq. (7): 

𝐴𝐹𝑡𝑚𝑘𝑓  = 
𝑷(ℎ,𝑓𝑚

𝑘 ) 𝑟𝑗|ℎ

𝑷(ℎ>1,𝑓𝑚
𝑘 )

+ 𝐴𝐹(𝑡𝑚𝑘𝑓−1) .      (6.6) 

The assurance factor measures the expected assurance about the decision after doing 

current action
( | ) ( 0)

mkf

mkf

h oc FA = . Therefore, the internal reward can be calculated as 

follows: 

𝑟𝑤𝑡𝑚𝑘𝑓  = (1 − 𝐴𝐹𝑡𝑚𝑘𝑓 ).       (6.7) 

Then, the system, depending on the health conditions related to ℎ𝑑2, … , ℎ𝑑𝐻 (see eq. 

(2.1)), will apply related actions. Related actions mean asking for related information 

to the User or activating sensors. For each disease, the executive activates the sensors 

to obtain maximum information about the health conditions ℎ𝑑ℎ 𝑎𝑛𝑑 ℎ > 1 (see eq. 
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(2.1)) using the planning and learning sections (see Algorithm 6.4). Reinforcement 

learning will be done once when the database is updated with new information. 

 

Algorithm 6.4: CDS User-health prediction (planner, reinforcement learning and 

policy in executive and running diagnostic test in the perceptor) 

Input: The observables and features from the database for each User for the focus 

level m, node feature k, branch tree f, policy (FA=0), a database of Users, HD health 

condition vectors. 

Output: Actions weight matrices 𝑹
𝑶𝑚

𝑘𝑓
|𝑯𝑫

, actions matrices 𝑪𝑚
𝑘𝑓

, probabilities and the 

normal range for each feature 

Initialization: 

𝑐0 ←The actions, [𝑉𝑖𝑡𝑎𝑙 𝑠𝑖𝑔𝑛𝑠 𝑎𝑛𝑑 𝑝𝑜𝑟𝑡𝑎𝑏𝑙𝑒 𝑠𝑒𝑛𝑠𝑜𝑟𝑠, ⋯ ] apply on smart e-

Health home User 

Start advanced actions such as 12 leads ECG or … if 𝑐0 shows something 

abnormal or voices show pain, need help, or User saying directly, “I am not feeling 

well.” 

Load the normal ranges 𝒃𝑚𝑖𝑛
𝑚=1(𝑶𝑚=1), 𝒃𝑚𝑖𝑛

𝑚=1(𝑶𝑚=1), Actions weights 𝑹
𝑶𝑚=1|𝑯𝑫

, 

Actions 𝑪𝑚=1|𝑯𝑫
𝑶𝑚=1 (𝐹𝐴 = 0) 

m=1 (focus level 1), 𝒌𝒎=𝟏 = ∅, 𝒇𝒎=𝟏 = ∅, 𝒕 = ∅, Decision = 1, Threshold = 

Acceptable estimated error. 

𝑐𝑚=1|ℎ
𝑜𝑚=1 (𝐹𝐴 = 0) ← an action randomly selected from 𝑪𝑚=1|𝒉>𝟏

𝑶𝑚=1 (𝐹𝐴 = 0) 

Apply to 𝑐𝑚=1|h
𝑜𝑚=1 (𝐹𝐴 = 0) the User (ℎ ∈ {2, … , 𝐻}) 

Extract features 𝑜𝑚=1
0,0

and 𝑩𝑫𝑚
𝑘 (𝑜𝑚

𝑘𝑓, 𝑢𝑡𝑒𝑠𝑡) and choose one of them with maximum 

𝑟
𝑜𝑚=1|ℎ

   

 

Calculate 𝐴𝐹𝑡𝑚=1,00 = 
𝑷(ℎ,m=1) 𝑟

𝑜𝑚=1|ℎ

𝑷(ℎ>1,m=1)
  

calculate first internal rewards 𝑎𝑠 1 − 𝐴𝐹𝑡𝑚=1,00 ,  

1: for k= set of 𝒌𝒎 then 

3: for 𝑓 = set of 𝒇𝒎𝒌 do 

4:  𝑡𝑚𝑘𝑓  =  0 

5:  for h = 2 to H do 

6:   𝒓_𝒃𝒖𝒇 =  𝒓
𝑶𝑚

𝑘𝑓
|ℎ

 

7:     Sort the 𝒓_𝒃𝒖𝒇 decently and remove 0 value elements 

8:           𝑶𝑚
𝑘𝑓

= update features based on elements on 𝒓𝒃𝒖𝒇 

Planning 

9:   𝑪_𝒃𝒖𝒇 ← 𝑪ℎ|𝑶𝑚𝑘𝑓

𝑚𝑘𝑓 (𝐹𝐴 = 0) 

10:             𝑨𝑡𝑚𝑘𝑓
←  𝑪_𝒃𝒖𝒇 

Reinforcement learning  
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11:             for all actions  (𝑐 ∈ 𝑨𝑡𝑚𝑘𝑓
) do 

12:    for (𝑗 ∈  𝑠𝑒𝑡 𝑜𝑓 𝑶𝑚
𝑘𝑓) 𝑎𝑛𝑑 (𝑗 ∈ 

𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑓𝑟𝑜𝑚 𝑐) do 

13:                        𝐴𝐹(𝑡𝑚𝑘𝑓+𝑗)
𝑐𝑗

 
= 

𝑷(ℎ,𝑓𝑚
𝑘 ) 𝑟𝑗|ℎ

𝑷(ℎ>1,𝑓𝑚
𝑘 )

+ 𝐴𝐹(𝑡𝑚𝑘𝑓+𝑗)
𝑐𝑗

 

14:                      𝑟𝑤(𝑡𝑚𝑘𝑓+𝑗)
𝑐𝑗 = 1 − (𝐴𝐹(𝑡𝑚𝑘𝑓+𝑗)

𝑐𝑗 + 𝐴𝐹𝑡𝑚𝑘𝑓 )  

15:    End for 

16:   End for 

17:   𝐽 ← 𝐚𝐫𝐠𝐦𝐢𝐧
                    𝑱∈𝑨𝑡𝑚𝑘𝑓

{∑ 𝑟𝑤
(𝑡𝑚𝑘𝑓+𝑗)

𝑨𝑡𝑚𝑘𝑓
𝑗

𝑗 } 

18:   remove 𝐽 from 𝑪_𝒃𝒖𝒇 

19:   Apply action (sensor activation) 𝐽 on User 

Run diagnostic test 

20:   𝑶𝒃𝒖𝒇 ← 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑜𝑓 𝐽 

21:   𝑽𝑶𝒃𝒖𝒇
← 𝒔𝒂𝒗𝒆 𝒗𝒂𝒍𝒖𝒆𝒔 𝒓𝒆𝒍𝒂𝒕𝒆𝒅 𝒕𝒐 𝑶𝒃𝒖𝒇 

22:   for (𝑗 ∈  𝑠𝑒𝑡 𝑜𝑓 𝑶𝒃𝒖𝒇) and (𝑗 ∈  𝑠𝑒𝑡 𝑜𝑓 𝑶𝑚
𝑘𝑓

)  do 

23:     𝑡𝑚𝑘𝑓  = 𝑡𝑚𝑘𝑓 + 1 

    Internal rewards calculation 

24:     𝐴𝐹𝑡𝑚𝑘𝑓  = 
𝑷(ℎ,𝑓𝑚

𝑘 ) 𝑟𝑗|ℎ

𝑷(ℎ>1,𝑓𝑚
𝑘 )

+ 𝐴𝐹(𝑡𝑚𝑘𝑓−1)   

25:     𝑟𝑤𝑡𝑚𝑘𝑓
= 1 − 𝐴𝐹𝑡𝑚𝑘𝑓  

26:     if  𝑽𝑗 < 𝑏𝑚𝑖𝑛
𝑚𝑘𝑓𝑗

 or 𝑽𝑗 > 𝑏𝑚𝑎𝑥
𝑘𝑚𝑓𝑗

 then 

27:     Alarm and disease diagnosis process 

28:     Decision = Unhealthy 

29:     Return Decision  

30:    End if 

31:   End for 

32:   if 𝑪_𝒃𝒖𝒇 ≠ ∅ then 

33:    Go to line 18 

34:   End if 

35:  End for 

36:  if 𝑟𝑤𝑡𝑚𝑘𝑓 <=threshold then 

37:   Healthy life recommendations 

38:   Decision = Healthy 

39:    Return Decision 

40:  elseif Users in focus level m+1>=umin then 

41:   increase focus level 

42:  else 

43:   Run Screening process 

44:  End if 

45: End for 

46: End for 
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6.2.5. Complexity of the proposed algorithms 

Typical machine learning (ML) techniques select the key features based on different 

methods such as principal component analysis. Then, the typical ML techniques use all 

key features simultaneously to extract the model. After this, the extracted model by ML 

can be used for decision making in a multi-dimensional space. In this approach with 

typical ML techniques, modeling, and decision making for Users with unknown health 

conditions will take much time. However, in our proposed algorithms, the key features 

can be found in the executive training mode (See Algorithms 6.2 and 6.3).  

In addition, for decision making, the CDS will check all features one by one in 

each PAC. Therefore, instead of creating a multi-dimensional feature space, the CDS 

checks the features sequentially. Because of checking the features one by one, CDS can 

decide in a one-dimensional space. Then, the decision-making accuracy is improved 

using the PAC concept. As a result, the proposed algorithms are fast enough for real-

time healthcare applications such as in a smart e-Health home. 

Having fast enough algorithms for real-time healthcare applications are an 

important advantage of our proposed approach using CDS. However, it should be noted 

that the required memory for saving models and action space will increase as the 

number of focus levels are increased in the CDS. In addition, to address increasing 

algorithms complexity by increasing the number of focus levels, we can define a bound 

for the maximum possible focus level as the Complexity threshold. Then, we can 

calculate the total acceptable branches of the decision tree as: 

,

1

,

,

and,

m

M
total k

m k

m

total k

m

F F

F Complexity threshold

=

=




     (6.7) 

Furthermore, 
mkF corresponds to the maximum number of decision-making tree 

branches in focus level m and global feature k. For the desired predefined Complexity 

threshold, the CDS cannot increase the focus level more than M. However, in practice, 

the bound is determined by the lower value from either eq. (6.7) or eqs. (6.1) and (6.2), 

and that will be the maximum focus level. 
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6.3. Case study: Diagnosing between a user with or without 

arrhythmia 

Every year, about 326,000 out-of-hospital sudden cardiac arrest (OHSCA) can happen 

in the USA [6.8]. The median age of these persons is about 65 years. Unfortunately, 

the survival rate is 10-11%. It is important to know that the survival rate can improve 

to 33.3% if OHSCA happens in front of another person(s) [6.9]. More than 80% of 

sudden cardiac death is due to ventricular Arrhythmia [6.9][6.10]. Globally, the 

prevalence of Arrhythmia is unknown. However, it is assumed that millions of people 

in the world have Arrhythmia [6.11]. Also, Arrhythmia is most common in persons 

older than 35 years [6.8][6.11]. 

 In the USA, 850,000 persons are hospitalized each year due to Arrhythmia 

[6.8]. Some researches show that at least 16-17% of Canadians are not aware that they 

have Arrhythmia disease [6.12]. Diagnosis of Arrhythmia is made by the 12-leads ECG 

[6.13] (see Figure 6.4) or by using the Holter monitor for two or three weeks monitoring 

[6.14]. However, these methods can only diagnose about 50% of Arrhythmia [6.15]. 

Figures 8a and 8b show an example of 12-leads ECG output signal and ECG electrodes 

locations for leads on the human body, respectively. 

In the standard 12-leads ECG, six of the leads are known as “limb leads” 

because they are placed on the wrists and feet of the User. These six limb leads are 

known as leads I, II, III, aVF, aVR, and aVL (See. Figure 6.4b). The letter “a” 

represents for “augmented,” as aVF, aVR and aVL leads are calculated as a 

combination of leads I, II, and III. Therefore, as shown in Figure 6.4b, aVF, aVR and 

aVL are the names for ECG leads for foot and right and left wrists, respectively. The 

leads V1-V6 are known as “precordial leads” because leads V1-V6 are placed on the 

chest (precordium). Also, in this chapter, leads V1-V6 corresponds to the ECG leads 

1-6. 

In this section, simulation results are presented for the Arrhythmia case study 

as a proof-of-concept study, using the proposed algorithms in the previous sections. 

We used the MATLAB Arrhythmia database [6.16] for the case study simulations. Also, 
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the MATLAB database is known as the UCI Machine Learning Repository [6.17]. The 

MATLAB Arrhythmia database includes 279 extracted features including age, sex, 

height, weight, heart rate and 12-leads ECG features (see Fig. 8) such as T wave angle, 

T wave duration and QRS angle for each lead for 452 persons (for ECG signal feature 

definition see [6.18]).   

 

Figure 6.4: The 12 leads ECG (a) an example of an ECG signal (b) electrode places on the human body 

[1.37]. 

 

The MATLAB Arrhythmia database is mentioned as one of the hardest 

databases for classification [6.19]. This is because the MATLAB Arrhythmia database 

has a few numbers of instances (i.e., 452 instances) and there are some missing features 

such as J angle or heart rate (key feature) for some Users. Therefore, these missing 

features can simulate sensor failure in practical applications. 

 

Table 6.2: List of most prevalent Arrhythmia classes and example of actions in Figure 

6.5 (Focus level 1). 
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Class 
Action example to diagnose this 

class (Sensor) (see Figure 6.4b) 

Feature for this action (see 

Figures 6.4a and 6.4b) 

2 (Arrhythmia) Lead 6 (V6) T wave amplitude 

3 (Arrhythmia) Lead 2 (V2) Q wave duration 

4 (Arrhythmia) Lead 2 (V2) 
DII N intrinsic (or intrinsicoid) of 

deflection [6.16] 

5 (Tachycardia) Heart rate Heart rate per minute 

6 (Bradycardia) Heart rate Heart rate per minute 

9 (Arrhythmia) Lead 2 (V2) QRS amplitude 

10 (Arrhythmia) Lead 1 (V1) QRS amplitude 

16 (Unknown, 

Unhealthy) 
aVF P wave amplitude 

 

 

Table 6.3: Prevalence in MATLAB database (Prior) 

Class Users out of 452 persons Prevalence % 

1 (Healthy) 245 54.20 

2 (Arrhythmia) 44 9.73 

3 (Arrhythmia) 15 3.32 

4 (Arrhythmia) 15 3.32 

5 (Tachycardia) 13 2.88 

6 (Bradycardia) 25 5.53 

7 (Arrhythmia) 3 0.66 

8 (Arrhythmia) 2 0.44 

9 (Arrhythmia) 9 1.99 

10 (Arrhythmia) 50 10.11 

11 (Arrhythmia) 0 0 

12 (Arrhythmia) 0 0 

13 (Arrhythmia) 0 0 

14 (Arrhythmia) 4 0.89 

15 (Arrhythmia) 5 1.11 

16 (unknown, 

unhealthy) 
22 4.87 
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Total number of 

persons with 

Arrhythmia 
 

207 45.80 

Female 249 55.09 

Male 203 44.91 

Age >45 years 242 53.54 

 

 

The persons in the MATLAB database were classified into 16 classes. Class 1 

is for no Arrhythmia, classes 2-15 correspond to different classes of Arrhythmia and 

class 16 corresponds to an unknown Arrhythmia class. Also, the prevalence and 

demographics of Users in the MATLAB Arrhythmia database are presented in Table 

6.3. Arrhythmia is defined as irregular, too fast (tachycardia) or too slow (bradycardia) 

heartbeats.  

 

 

Figure 6.5: Examples of the actions selected by the CDS for the most prevalent class of Arrhythmia in 

the MATLAB database (Focus level 1), blue open circles are a healthy person and Red stars are users 

with Arrhythmia. Normal ranges are between the solid black lines. V1: ECG lead 1, V2: ECG Lead 2, 

DII N intrinsic (or intrinsicoid) of deflection: Deflection of ECG lead II (see. Figure 6.4 also) [1.37]. 
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6.3.1. Simulation parameters and results  

Here, we use the leave-one-out cross-validation (LOOCV) for training and verifying 

the performance of the CDS. In this method, all Users except one are used for training, 

and the excluded User is used for testing and health-state diagnosis accuracy. This 

process is repeated for N = 452 times for N Users based on the MATLAB Arrhythmia 

database. The advantage of LOOCV is that the entire database can be used for training 

and testing. The error rate can be calculated as the average of the error rate of each 

iteration. More detailed information related to the LOOCV validation technique can be 

found in [6.20]. 

The health space is ℎ𝑑ℎ ∈ {ℎ𝑑1 = ℎ𝑒𝑎𝑙𝑡ℎ𝑦, ℎ𝑑2 = 𝐴𝐶 2, ℎ𝑑3 =

𝐴𝑟𝑟𝑦𝑡ℎ𝑚𝑖𝑎 𝑐𝑙𝑎𝑠𝑠 (𝐴𝐶) 3, ℎ𝑑4 = 𝐴𝐶 4, ℎ𝑑5 = 𝐴𝐶 5, ℎ𝑑6 = 𝐴𝐶 6, ℎ𝑑7 =

𝐴𝐶 7, ℎ𝑑8 = 𝐴𝐶 8, ℎ𝑑9 = 𝐴𝐶 9, ℎ𝑑10 = 𝐴𝐶 10, ℎ𝑑11 = 𝐴𝐶 14, ℎ𝑑12 = 𝐴𝐶 15,

ℎ𝑑𝐻=13 = 𝑂𝑡ℎ𝑒𝑟𝑠 (𝑐𝑙𝑎𝑠𝑠 16 𝑜𝑓 𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒)} where ℎ ∈ {1,2, … , 𝐻 = 13}. Based on 

the proposed algorithms, examples of some actions for Focus level 1, which can 

provide information about the Users’ health status, are shown in Figures 6.5(a)-(h) for 

the most prevalent Arrhythmia classes (see Table 6.2) in the MATLAB database. Also, 

Table 6.3 shows the list of examples of actions in Figure 6.5 for the Focus level 1. Here, 

the CDS can diagnose Arrhythmia (see Figure 6.5) by activating the specific electrodes 

in the 12-leads ECG (see Algorithm 6.4 and section 6.2.4). 

Actuating only required electrodes results in lower sensors usage, lower energy 

usage and longer sensor lifetime. We set the Threshold for the estimated error at 2.5% 

(i.e., (1-AF)≤0.025 and 97.5% assurance factor (AF), see eq. (6.2)). Therefore, using 

eq. (6.2), the umin is equal to 200. Due to the lack of enough Users in the MATLAB 

database, the CDS maximum focus level is 2 with two tree branches (see eq. (6.1), and 

umin=200).  

In Focus level 2, CDS uses the sex feature in the MATLAB database only to 

extract the important features that depend on smart e-Health home User. Most features 

in the Arrhythmia database have a non-Gaussian distribution. For example, Figure 6.6 

shows the conditional probability for the heart rate (HR) without and with Arrhythmia, 

which has a non-Gaussian distribution. 
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Figure 6.6: The conditional probability of heart rate for given health conditions: Light transparent green 

bar is persons without Arrhythmia, and the red bar is for persons with Arrhythmia (Focus level 1) [1.37]. 

 

As mentioned before, we used the LOOCV method to verify the proposed CDS 

algorithms performance for diagnosing the Arrhythmia as a proof-of-concept example. 

Therefore, the User-under-test (UUT) is removed from the Arrhythmia database. Then, 

at Focus level 1, using Algorithm 6.2 in the CDS training mode, the perceptor creates 

the model library, and the executive extracts the important features. Next, in Algorithm 

6.3, these important features are refined and the features that did not provide new 

information are removed. Also, in Algorithm 6.3, an action space for the executive is 

created.  

Using Algorithm 6.4 (also, see section 6.2.2) at Focus level 1, the executive (see 

Algorithm 6.4 and section 6.2.2, planner part) apply the actions from the actions library 

for diagnosing the disease class of ℎ𝑑ℎ>1. If the User is healthy and (1-AF)>Threshold 

= 0.025, then the CDS checks the User’s health for ℎ𝑑ℎ+1≤𝐻=13. Here, in Figure 6.7, 

the average results are shown for the estimated diagnosis error as filled circles (i.e., 1-

AF) and the average real error as the open circles for the LOOCV method. Also, in 
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Figure 6.7, the average diagnosis of the real error is 18% at PAC number 52 (the CDS 

does not know the real error shown as the open circles). However, at PAC number 52, 

the assurance factor is ~95%, and the estimated error of 0.05 is larger than the 

Threshold = 0.025.  

 

Table 6.4: Summary of proposed CDS performance for the proof concept case study 

on Arrythmia. 

CDS Global 

actions 

False Alarm (1-

Specificity) % 

Diagnosis 

error (1-

Sensitivity) 

% 

Total 

error 

% 

If 

Healthy 
If Arrhythmia 

Focus level 1 0 18 8.3 

Next 

global 

action 

Alarm, treatment 

actions 

Focus level 2 

(Male or 

female) 

0 10 4.6 

Next 

global 

action 

Alarm, treatment 

actions 

 

 

As the focus level can be increased (see Algorithm 6.1) for branches male and 

female (see eq. (6.1), Table 6.2: male data: 203 and female data: 249 > umin=200), the 

executive sends internal commands to the perceptor to increase the focus level. The 

same training procedure is done for creating models and actions library in Focus level 

2 for the perceptor and the executive, respectively (see Algorithms 6.2 and 6.3, and 

section 6.2.2).  

The CDS rechecks the User, depending on whether the User is male or female 

(see Algorithm 6.4 and section 6.2.2: Prediction part). Figure 6.8a shows that the real 

final diagnosis error for the male Users is 5% at PAC number 34, and the estimated 

error is 0.02, which is less than 0.025, the predefined threshold. Therefore, if all the 

measured features of a male User are normal, then the system can claim him as a 

healthy User and can send him to receive healthy living and disease prevention 

recommendations. 
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Figure 6.7: Internal rewards vs. real diagnosis error, in focus level 1 using the LOOCV approach [1.37]. 

 

 

Figure 6.8b shows that the real diagnosis error (open circles) for female Users 

is 14%. In addition, the estimated error for female Users using the assurance factor is 

~0.18 (filled circles), which is higher than 0.025 as the predefined threshold. Also, due 

to the lack of the number of available instances in the Arrhythmia database, the focus 

level cannot increase to 3. Therefore, for the female Users, if the CDS do not find any 

disease class in the female User signals, then the female Users are sent for the screening 

process. 

In Table 6.4, the total real diagnosis accuracy improved from 82% to 90% by 

increasing Focus level 1 to Focus level 2 for the low false alarm policy (FA=0). In 

addition, the total accuracy improved from 91.7% in Focus level 1 to 95.4% in Focus 

level 2. Another important improvement is the reduction in required number of PAC. 

The reduction of the maximum required PAC numbers can be seen by comparing Fig. 

11 and Figures 6.8a and 6.8b. In Focus level 1 (if the system does not know about the 

User’s sex), we needed 53 PACs. However, in Focus level 2 for males, number of PACs 
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is reduced from 53 to 34. Similarly, the required PACs for female Users are reduced to 

29. Thus, the usage of the sensors can be reduced in Focus level 2.  

 
(a) 

 
(b) 

Figure 6.8. Focus level 2, internal rewards vs. real diagnosis error, using the LOOCV approach (a) male, 

(b) female [1.37]. 
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In Figures 6.7 and 6.8, there are some breaks in the real error graphs (open 

circles). The actual error is unknown in the proposed CDS during running diagnostic 

test in all PACs. In addition, the estimated error (filled circles) using the internal reward 

(1-AF) is an approximation of the real diagnosis error that cannot follow these breaks 

in the real diagnosis error (open circles). By seeing the description of Algorithm 6.4 

and the high-level algorithm presentation in section 6.2.2, the executive does the 

actions to check if the User has a certain disease class, for example, the second disease 

class of Arrhythmia (hd2). If the User does not have the disease class hd2, then the CDS 

will check if the User has the disease hd3 with other actions in action space for hd3. 

This process continues until the disease class hdH (here, for this Arrhythmia database, 

it is hdH=13). For example, the first best action that is selected for diagnosing the disease 

class of hd3 may perform better than the last action for diagnosing the disease class hd2. 

Therefore, the breaks in the real diagnosis error are due to switching for diagnosing 

different Arrhythmia classes. 

 

6.3.2. Proposed Algorithms complexity and run time 

It is useful to compare the complexity of the proposed method in this chapter with the 

techniques presented in Table 1.3. We run all algorithms on a Microsoft Surface-Pro 

with Intel ® Core ™ i706650U CPU @ 2.20GHz 2.21 GHz, 16 GB RAM, system type 

64-bit Operating System x64-Based processor using MATLAB. For the proposed 

algorithms 6.1-6.4, the runtimes are between 2 to 10 minutes. However, this runtime 

for the proposed CDS is about 35.8 seconds (including LOOCV for 452 times modeling 

and decision making for two focus levels). Therefore, the proposed algorithms using 

the CDS concept are much faster than the typical methods such as support vector 

machine [1.43]. As a result, the proposed algorithms need less than 80 ms to do real-

time modeling in two focus levels and to make a decision about a User in a smart e-

Health home. Besides, the proposed algorithms are fast enough for real-time 

applications in a smart e-Health home. 
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6.4. Conclusions  

In recent years, efforts were made to develop an autonomic computing layer in a smart 

e-Health home. However, currently, there are no comprehensive autonomic decision-

making system (ADMS) or standards for the smart e-Health home autonomic 

computing layer. Practically, the ADMS functions needed are for real-time dynamic 

training or decision-making, screening, treatment, healing tracking as well as healthy 

living recommendations. In this chapter, we proposed the first step for an ADMS based 

on a cognitive dynamic system (CDS) for running the diagnostic test and health 

situation understanding with a low false alarm policy. 

The system architecture and algorithms are presented for health situations (i.e., 

healthy or unhealthy) diagnosis with low false alarm policy. To illustrate the 

application of our proposed system, a proof-of-concept case study is done on the 

Arrhythmia database. Our system provided an acceptable total accuracy of 95.4% that 

was achieved by increasing the focus level of the CDS. Also, for the proposed 

Arrhythmia case study, the run time of our algorithms is less than 80 ms for a User of 

the smart e-Health home. This time included the time for the real-time modeling in two 

focus levels and for decision making. 

  The smart e-Health home can be implemented using IoT technology as a more 

generalized form of a cyber-physical system. In this scenario, the smart e-Health home 

using IoT technology must consider issues related to fog and edge computing and 

latency.  Furthermore, the proposed, low complexity fast algorithms for the autonomic 

computer layer do not intensify these IoT technology issues because in the example 

provided, less than 80 ms was required time for training and prediction. 

  For the Arrhythmia case study as a proof-of-concept example, we used the 

database in which some key features such as heart rate were missing. It should be noted 

that missing key features can also be regarded as sensor(s) failure. Therefore, we could 

simulate the proposed CDS flexibility and reliability in the presence of the sensor(s) 

failure. Further, the 95.4% accuracy shows that the proposed CDS can find alternative 

actions for the relevant diagnostic tests. 
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In summary, for implementing the CDS, the following concepts are 

implemented in this chapter: decision-making tree, inspiration from medical doctors 

(MDs) decision-making approach, converting data in the database to knowledge, 

prediction using the Bayesian model, and the characteristics of non-Gaussian and non-

linear health features. These concepts are used in the presented CDS algorithms. The 

CDS can check one feature in each perception-action cycle (PAC). Checking one 

feature in each cycle makes the proposed algorithms simple and fast. Therefore, the 

presented algorithms are well suited for a real-time smart e-Health home or a future 

robotic nurse. Finally, this chapter is the first step for designing the ADMS for a smart 

e-Health home as the platform that can be extended for different healthcare policies 

such as screening process or diagnosing the disease class.   
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Chapter 7  

CDS V5 FOR SCREENING IN HEALTHCARE 

APPLICATIONS IN PRESENCE OF 

DEFECTIVE DATASET6 

In recent years, there has been a growing interest in smart e-Health systems to improve 

people’s quality of life by enhancing healthcare accessibility and reducing healthcare 

costs. Continuous monitoring of health through the smart e-Health system may enable 

automatic diagnosis of diseases like Arrhythmia at its early onset that otherwise may 

become fatal if not detected on time. In this work, we developed a cognitive dynamic 

system (CDS)-based framework for the smart e-Health system to realize an automatic 

screening process in the presence of a defective dataset. A defective dataset may have 

poor labeling and/or lack enough training patterns. To mitigate the adverse effect of 

such a defective dataset, we developed a decision-making system that is inspired by the 

decision-making processes in humans in case of conflict of opinions (CoO). We present 

a proof-of-concept implementation of this framework to automatically identify people 

having Arrhythmia from the single lead Electrocardiogram (ECG) traces. It is shown 

that the proposed CDS performs well with the diagnosis errors of 13.2%, 9.9%, 6.6%, 

and 4.6%, being in good agreement with the desired diagnosis errors of 25%, 10%, 

5.9%, and 2.5%, respectively. The proposed CDS algorithm can be incorporated in the 

autonomic computing layer of a smart-e-Health-home platform to achieve a pre-

defined degree of screening accuracy in the presence of a defective dataset. 

 
6 All symbols and notations are defined in this chapter are valid just for this chapter. The similar notations or symbols in other 

chapters  are defined inside the chapters. 
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The chapter is organized as follows. In section 7.1, the introduction on CDS v5 

as CDS with CoO decision making is presented.  Section 7.2 presents the reason for 

using CDS v5 for screening process instead of earlier versions of CDS presented in 

chapters 3-6. In section 7.3, we discuss ADMS based on CDS v5 for automatic 

screening process. Finally, in section 7.4, simulation results and discussions are 

provided for case study screening process for someone with or without arrhythmia. we 

summarize the main contribution of our work in section 7.5. 

 

7.1. CDS v5 

In this chapter, we present a cognitive dynamic system (CDS) for the screening process 

in smart e-Health systems based on the perception and multiple action cycles (PMAC) 

and the decision-making processes in humans in case of a conflict of opinion (CoO). 

In chapters 3-5, a CDS was proposed for smart fiber optic communication systems 

to demonstrate its high precision decision-making ability in complex smart systems. It 

should be mentioned that we use the term cognitive decision making (CDM) to define 

decision making using CDS. The CDS was presented in chapters 3-6 as an enhanced-

AI that exploited the maximum probability (MAP) approach for the CDM. The CDS 

thus implemented resulted in a high-performance CDM, which however used a reliable 

dataset to train the model. When the datasets are not reliable due to poor labeling and/or 

insufficient training patterns, the PAC-based CDS cannot perform well enough to 

satisfy requirements. This can be explained with an analogy to the decision-making 

process of the human brain where it makes a judgment based on some ambiguous 

information, thus running a risk of making a wrong decision. In this chapter, we 

propose a CDS algorithm to realize a reliable screening method in a smart e-Health 

system from a defective dataset. Here we exploited the concept of CoO to realize the 

CDM for the NGNLHE system, unlike the CDM implemented earlier for LGE systems. 

We also generalized the concept of PAC in the PAC-based CDS to perception-multi 

actions cycles (PMAC) to implement the CoO.  

The basic model of a CDS based on PMAC is presented in Figure 7.1, which 

includes three main subsystems in a CDS: (1) Perception by the Perceptor; (2) a 
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Feedback channel for sending the multiple raw internal rewards; and (3) the Executive 

to perform multiple actions on the environment.  

 

Figure 7.1: Block diagram of a cognitive dynamic system (CDS) based-on PMAC: Perception multiple 

actions cycle. 

 

The main contributions of this work can be summarized as follows:  

1. An improved CDS with the PMAC and CoO-based CDM is proposed for an 

NGNLHE system in contrast to the PAC-based CDS for the LGE system based on 

PAC and MAP-based CDM. This improvement allows for the mitigation of 

screening inaccuracies due to a defective dataset. 

2. The structure of a PMAC-based CDS is designed as the first stage of the screening 

process. In this paper, we aim to screen human health automatically between two 

binary (healthy and unhealthy) states based on their single lead ECG traces. We 

implemented a CoO-based CDM in the second stage to achieve a desired level of 

diagnosis error at an acceptable high false alarm rate. The first stage was based on 

the diagnostic test or low false alarm policy presented in chapter 6 using a PAC-

based CDS.  
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3. Algorithms for decision making between healthy and unhealthy conditions in a 

NGNLE system is presented based on the screening process.  

4. A proof-of-concept case study is presented in which a PMAC-based CDS is applied 

to screen for Arrhythmia from a defective dataset. It is shown that the proposed 

CDS performs well, giving good agreement with the desired diagnosis errors of 

25%, 10%, 5.9%, and 2.5%, achieving average final diagnosis errors of 13.2%, 

9.9%, 6.6%, and 4.6%, respectively. These diagnosis errors correspond to a 

clinically acceptable false alarm rates [19] of 20.1%, 25%, 28.4%, and 54.7% 

respectively, even with a defective dataset. 

 

7.2. Why a cognitive dynamic system with CoO? 

In the earlier implementations of CDS in chapters 3-6, the PAC was realized by 

combining conventional machine learning (ML) approaches, such as reinforcement 

learning (RL), and supervised learning (SL). Here, we focus on how a PAC-based CDS 

and the proposed CDS in this chapter can overcome the weaknesses of SL and RL. 

 

Figure 7.2:  Conceptual implementation of PAC-based CDS 
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7.2.1. Typical PAC-based CDS 

A PAC-based CDS can be implemented by combining both SL and RL techniques of 

conventional machine learning. Figure 7.2 shows the block diagram of a PAC-based 

CDS for the healthcare environment. The perceptor of the CDS can extract a model 

using the SL algorithm. The perceptor then generates an internal reward and predicts 

the outcome of the dynamic environment (human health in this case) using the extracted 

model [1.8]. The executive receives the internal reward from the Perceptor through the 

feedback channel. The executive is built upon an RL-based ML approach that is based 

on the internal reward in the current PAC finds an action, which can optimize the 

internal reward for the next PAC. The internal reward gives the CDS self-awareness, 

self-consciousness, and independence from the dynamic environment. In short, the RL-

based executive of a PAC-based CDS uses the internal reward produced by the model 

extracted in the SL-based perceptor to apply a cognitive action on the dynamic 

environment. Therefore, a PAC-based CDS can be considered as an enhanced AI. 

 

7.2.2. Proposed PMAC-based CDS 

In a typical PAC, the CDS applies an action on the environment and then uses the 

calculated reward (internal/external) to gain experience. The RL in the Executive then 

optimizes the reward in the following PAC by finding the most appropriate action. As 

mentioned before, the Perceptor of a PAC-based CDS uses SL to extract a model of the 

environment that requires a well-labeled dataset with enough number of training 

patterns to enhance the reliability of the model. For example, in the case of orthogonal 

frequency division multiplexing (OFDM) long-haul fiber optic communication systems 

(see section 3.2.1) when the CDS operates in the bit error rate (BER) improvement 

mode, the internal rewards and model converges after N=512 frames.  

Unlike fiber-optic communications, where training data with accurate labeling are 

available at a much faster rate, the number of training patterns in the available datasets 

for healthcare applications is generally limited. In addition, the labeling of the 

healthcare dataset can be erroneous owing to its dependence on human skills. Moreover, 

a dataset can be inherently defective or manipulated by hidden cyber-attack. These 

shortcomings in the available data may result in an overfitted model, potentially 
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causing the test accuracy of the model to drop significantly compared to the training 

accuracy. In such a case, one can infer that the used dataset for model extraction is 

badly labeled and/or lacks enough training patterns required to extracting a reliable, 

accurate and converged model. Without a converged model in a PAC-based CDS, the 

SL-based perception process based on PAC and internal reward generation can limit 

the accuracy and consistency of the performance of the Executive in the case of 

healthcare applications. 

 

 

Figure 7.3:  Conceptual implementation of PMAC based CDS 

 

In this chapter, we extended the typical PAC to the proposed PMAC (Figure 7.3) 

in an attempt to mitigate the inherent deficiency of SL. In the PMAC-based CDS, the 

Executive applies multiple actions simultaneously on the health environment in one 

cycle, for example, activates different ECG leads, or the Photoplethysmogram (PPG) 

sensor. The Perceptor receives new measurements from the environment to extract 

model(s) and uses the model(s) to generate multiple raw internal rewards for the 

Executive. In the following cycle, the Executive performs multiple actions on the 

environment to optimize each internal reward based on some pre-defined policies by 

the users. The Executive also provides weighted internal rewards using the cost-to-go-

functions based on the received raw internal rewards through the feedback channels. 

These weighted internal rewards can be used by the CoO for CDM (Fig. 4).  
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For the screening process, the PAC-based CDS initially assumes that the user is 

‘Unhealthy’. In the case of a ‘Healthy’ user, the CDS applies some actions on the 

environment (user body) and finds the relevant evidence of the user being ‘Healthy’. 

Then, the CDS feeds the evidence i.e. the newly measured parameters from the 

environment (user body) into the extracted model in the Perceptor and changes the 

decision about the user's health state to ‘Healthy’. Similar to the PAC-based CDS, the 

PMAC-based CDS also assumes an ‘Unhealthy’ state as the initial decision for the 

user's health. However, unlike the PAC-based CDS, the Executive of the PMAC-based 

CDS applies two actions simultaneously for two states - ‘Healthy’ and ‘Unhealthy’ - 

on the environment (user body), to find evidence in favor of each state separately.   

In the case of conflicting outcomes, when the CDS has evidence in favor of both 

states, the amount of evidence in favor of a particular state plays a crucial role in 

resolving the conflict in decision making. For example, 100 evidence in favor of 

‘Healthy’ state with 99% assurance provides a final reward of 99, while 105 evidence 

in favor of ‘Unhealthy’ state with 95% assurance results in a final reward of 99.75. 

Thus, the final decision of the CDS about the user under test (UUT) would be 

‘Unhealthy’, as this state results in a higher reward than the ‘Healthy’ state. In this work, 

we termed this method of decision making as the Conflict-of-Opinions (CoO). 

In summary, unlike a PAC-based CDS, the Executive of the proposed CDS uses 

multiple evidence generated from the model extracted by the Perceptor and applies 

multiple cognitive actions on the dynamic environment. The internal rewards generated 

in favor of every possible decision state give the PMAC-based CDS information to 

make a final decision by comparing among the rewards, giving the CDS self-awareness, 

self-consciousness about the dynamic environment, and independence from a defective 

dataset. The PMAC-based CDS thus has the “conscience” about the actions and non-

reliability of the extracted model by the Perceptor. To generate multiple internal 

rewards, a CoO-based decision-making algorithm is applied in the Executive. In 

contrast, a PAC-based CDS uses the MAP rule for decision making based on a single 

internal award at each PAC, relying on the dataset and extracted model by the SL-based 

Perceptor. Therefore, the PMAC-based CDS is a more appropriate choice rather than a 
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PAC-based CDS in an intelligent healthcare screening process, where the SL cannot 

extract the converged reliable model from the defective dataset. 

 

 

Figure 7.4:  Block diagram of proposed CDS architecture for the ADMS of a smart e-Health home 

 

7.3. Proposed ADMS using CDS architecture and algorithms 

In this section, we describe the proposed CDS architecture and algorithm using a CoO-

based decision-making approach for the screening process. The detailed architecture of 

the proposed CDS for health screening is shown in Figure 7.4. Similar to the PAC-

based CDS, a PMAC-based CDS has two main subsystems: (i) the Perceptor, and (ii) 

the Executive with a feedback channel linking them and it operates in three modes: (i) 

training (ii) prediction and (iii) steady-state.  

During the training mode the data and information collected from the dataset will 

be converted to a 'model library' in the Perceptor and an 'action library' in the Executive. 

Also, the CDS in the training mode dynamically updates the knowledge in the 

Perceptor and the 'action-library' in the executive when the database is updated through 

the e-Health network. This update can be done in real-time, in parallel to the prediction 

mode, or during the steady-state mode.  
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The CDS will use the knowledge in the Perceptor 'model library' for prediction of 

the health conditions of users with unknown health states. In the case when an anomaly 

in the user's health is detected or a request is placed by the user, the CDS can initiate 

the prediction mode. The trained CDS collects evidence about the user's health state 

and uses that information from the user to reason and predict the health state of the user 

and to determine whether any action is required based on a pre-defined set of policies 

and objectives. The policy can be, for example, a certain level of false alarm rate is 

acceptable in screening between the 'Healthy' and 'Unhealthy' states.  

When the CDS makes a final decision based on current measurements, or if there 

is no new request from the user, it goes into the steady-state mode. However, in specific 

situations or upon receiving the user’s request, the CDS will switch from steady-state 

to prediction mode. In brief, the following modes and functionalities constitute the 

proposed CDS as shown in Figure 7.4. 

I. CDS training mode 

a. Perceptor training mode. 

b. Executive training mode. 

II. CDS prediction mode 

a. Feedback channel (multiple assurance factor calculation). 

b. Executive (planner). 

c. Executive (policy). 

d. Executive (reinforcement learning & rewards calculation). 

e. Executive (CoO-based CDM for screening process). 

 

7.3.1. Training mode: Perceptor and Executive 

We exploited the decision tree to extract the posterior in CDS applied to NGNLE 

systems (5.3.1 and 6.2.3). This concept of posterior extraction using decision trees is 

extended in the proposed PMAC-based CDS. Extracting the posterior using decision 

trees is a common method in machine learning. The CDS training mode can be 

summarized in the following four parts: 

a. Creating a jungle of decision-making trees. 

b. Extracting the posterior  
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c. Extracting the knowledge- and action-space from the database  

d. Action refinement in the Executive library based on predefined policy. 

Initially, when there exists no relevant model in a model library, the four-layered 

Bayesian modeling in the Perceptor extracts the statistical model of the system (see [10] 

for further details) using decision trees. The Bayesian modeling consists of four layers 

for an arbitrary focus level m. Here, in this chapter decision tree level m is considered 

as the focus level m for the CDS. 

 

Layer I: Normalization 

The extracted features from the measured physiological signals could have any value, 

and hence a large number of discretized cells are required for saving vacant spaces.  

For example, the output of the ECG signal can be represented as a set of features, 

[ (1), , ( ), , ( )].O feature feature l feature L=        (7.1) 

where, L is number of extracted features from the dataset. Therefore, we 

normalize all extracted features as 

min max

( )
( ) ( )

max{ ( ), ( )}l l

feature l
O l feature l

abs b abs b
= =    (7.2) 

Here, min

lb and max

lb are the minimum and maximum value of the lth feature. The data 

normalized in this way is sent to Layer II as �̅� for further processing. Also, in this layer, 

the perceptor calculates mL  as the number of global nodes at focus level m, and 

1 m M  using permutation with repetition equation as: 

m

L
L

m

 
=  
 

       (7.3) 

For example, in Figure 7.5 we have five extracted features in the dataset [sex, age, 

height, breathing rate (BR), and heart rate (HR)]. Therefore, using eq. (7.3) at focus 

level 1, the number of global nodes is five. Similarly, the number of new global nodes 

is 10 at focus level 2. 
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Figure 7.5: Example of global nodes of jungle of trees (here, 5 trees) 

 

Layer II: Creating jungle of trees 

In Layer II, the normalized values related to features are discretized with discretization 

steps 
k

ix , and 1 i m  . Here, k is the PAC number and m is the current focus level. 

For simplicity, we define a discretization factor ( )k

iDF  of features for focus level i as: 

10 , 1k k

i iDF x i m=   
     (7.4) 

,

0 1[ , , , , , ],k m k k k k

i mDF DF DF DF=DF      (7.5) 

, , , ,
, , max min10( )

,
k i l k i l

k i l

x k

i

x x
N

DF

−
=        (7.6) 

, ,

0

1

, 1 , 1
iL

k k i l k

i x

l

F N i m F
=

=   =    -   (7.7) 

Here, 
, ,k i l

xN  is the number of discretized cells in the x-axis for feature number l as

,Ô ( ) ( , , )k i

DF i i il feature l DF i= . Here, 
,Ô ( )k i

DF il  is discretized feature l at focus level i with 

discretization factor DFi at kth PAC. Also, 
, ,

min

k i lx and 
, ,

max

k i lx are the minimum and 

maximum of the normalized feature
, , , ,

min max( ( ) 1, ( ) 1)k i l k i labs x abs x  . In this chapter, 

there is no discretization along y direction. 

Furthermore, 
k

iF  corresponds to the number of decision- trees branches (eqs. (7.3) 

and (7.7)). For the desired complexity threshold, the CDS can update the current focus 

level m, and
,k m

DF . Then, Layer II will send the normalized set of features 
, 1Ok m+

, the 

discretized set of features 
,ˆ k m

DFO  and 
,k m

DF  to Layer III (eqs. (7.2) and (7.8)). 
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, , , 1 , ,1

,

, 1

1

1

ˆ ˆ ˆ ˆ ˆ[ , , , ,..., ],

Ô [ (1, , ), , ( , , ), ,

( , , )].

O [ (1, 1), , ( , 1), ,

( , 1)].

k m k m k m k i k

DF DF DF DF

k i

DF i i i

i i

k m

m

m

O O O O

feature DF i feature l DF i

feature L DF i

feature m feature l m

feature L m

−

+

+

+

=

=

= + +

+

DFO

   (7.8) 

 

 

Figure 7.6: Example of decision boundaries extraction and action-library creation. 

 

It should be noted that the required memory for saving models and action-space 

will increase as the number of focus levels increases in the CDS. Thus, to address the 

increasing algorithms complexity when the number of focus levels increase, we can 

define a bound for the maximum possible focus level as the Complexity threshold. Then, 

we can calculate the total acceptable branches of the decision tree as: 

 ,

2

,

, 1, 2, ,

and,

m
total k k

m i

f

total k

m

F F m M

F Complexity threshold

=

= 




     (7.9) 

Furthermore, ,total k

mF corresponds to the maximum number of tree branches at 

focus level m and perception action cycle k. For the desired predefined Complexity 

threshold, the CDS cannot increase the focus level more than M. 
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Layer III: Estimation of probabilities discretization  

In this layer, the system estimates the probability of a 

{" "," "}k

n Healthy UnhealthyHD  for a given set of features,

, 1 ,1 ,2 , , , 1[ , ,..., ,..., , ]k m k k k i k m k mO O O O O+ +=O , i.e. 
, 1( | )k k m

nP +
HD O  by approximating it as 

the probability of 
, 1 , 1 ,ˆ[O , ]k m k m k m+ +=O O  (see eq. (7.8) and Figure 7.6) for a given

k

nHD , 

using the Monte-Carlo method and a jungle of decision trees as 
, 1( | )k k m

nP +
HD O , where 

n is the discrete time. The extracted model in this layer can be called the Bayesian 

posteriori. Similarly, the system can estimate the evidence , 1( )k mP +
O as 

, 1( )k mP +
O .  

These estimated probabilities are saved in the Perceptor ‘model library’ for future use. 

The Executive will use the extracted statistical probabilities for prediction by receiving 

them through the internal feedback channel to evaluate the actions virtually before 

applying them on the environment and creating the ‘action-library’. 

 

Layer IV: Creating action-library and extraction of evidence boundaries  

In this layer, based on the applied system policy, the Executive estimates the decision 

boundaries and creates the action-library. The action-library is the library of all possible 

actions the Executive can take to make a screening decision about the UUT. Here we 

describe the process how the CDS finds the evidence that a UUT is healthy with an 

assurance of 100%. We use eq. (7.10) to find the decision boundaries, which provide 

an assurance of 100% in favor of the ‘Healthy’ or ‘Unhealthy’ states (Figure 7.6). 

, 1, , , 1 , 1, , ,

min 1 max
ˆ( | O ( ) , ) 1k k m l b k m k m l b k m

n mP R l R+ + +

+  =HD DFO
    (7.10) 

Here,  11,2,..., l

mb B +  and 
1

l

mB +
 is the total number of desired actions required for 

achieving a decision boundary  containing evidence of 100% ‘Healthy’ state (or 

‘Unhealthy’ state) at the focus level (m+1) and branch l (see Figure 7.6). The evidence 

boundaries of , 1, ,

min

k m l bR +  and , 1, ,

max

k m l bR +  will be saved in the model-library of the Perceptor. 

In addition, the precision factor (PF) or the number of users within the decision 

boundaries (Healthy or Unhealthy) of the features are  

, , 1, , , 1 , 1, , ,

, 1 min 1 max
ˆ( O ( ) , )k l k m l b k m k m l b k m

b m t mPF U P R l R+ + +

+ +=   
DF

O    (7.11) 
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Here, tU is total number of users in the training dataset. Therefore, 
,

, 1

k l

b mPF +  is the 

number of training patterns between , 1, ,

min

k m l bR +  and , 1, ,

max

k m l bR +  that are all ‘Healthy’ or 

‘Unhealthy’. The Executive keeps a record of 
,

, 1

k l

b mPF + ,  

,1 , , , 1

1 1
ˆ ˆ ˆ[O ( ), ,O ( ), ,O ( ),O ( )]k k i k m k m

DF DF i DF m DF ml l l l+

+  and information about the sensors 

required to extract the feature set of 
,1 , , , 1

1 1
ˆ ˆ ˆ[O ( ), ,O ( ), ,O ( ),O ( )]k k i k m k m

DF DF i DF m DF ml l l l+

+  in the 

action-library. The action-space can be defined as follows: 
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Also, all decision boundaries (DB) for action space can be shown as: 

, , , 1, , , 1, ,

min min, ,

, , ,

, 1

.
[ , ],

( ).
heal

m l b k m l b k m l b

km

bthy or unhe l

l b

k k k

k

a t m lh ly

b m

D
r R R

r for c
PF

B
r

+ +

+

  
= 

=


  

         (7.13) 

Here, ck is the action at the kth PAC and m is the focus level. The action-space contains 

information about all possible actions that the Executive can perform during the 

prediction mode to provide evidence in favor of ‘Healthy’ or ‘Unhealthy’ state. Using 

the complexity threshold defined in eq. (7.9). Using eqs. (7.14)-(7.16), we can obtain 

the number of training users in each branch of decision trees: 

, , 1, , 1 , 1, ,

1 min 1 max
ˆ( O ( ) , )k l k m l k m k m l k m

m t mU U P x l x+ + +

+ +=    DFO
    (7.14) 

,

1 min

k l

mU U+ 
        (7.15) 

min

5

DE

U
Threshold

=

       (7.16) 

Here, ,

1

k l

mU +
 is number of training data in branch l of the decision tree and focus level 

(m+1). Also, in eq. (7.16), minU is the minimum required number of users for the 𝑙𝑡ℎ 

branch and focus level (m+1) to enable extraction of a reliable model. In eq. (7.15), the 
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DEThreshold  is a predefined desired diagnostic error. Then, the information related to the 

extracted decision trees is saved in the memories of the Perceptor and Executive. The 

procedure for finding an evidence of 100% assurance that the UUT is ‘Unhealthy’ 

follows a similar approach as described above. 

 

7.3.2. Prediction mode: Calculating raw internal rewards in feedback channel 

The estimation process of internal reward (or diagnosis error) for the proposed CDS 

can be explained with help of Figure 7.7. The estimation process of false alarm follows 

a similar approach. As mentioned earlier, the initial decision of the CDS about the UUT 

( testU ) is ‘Unhealthy’. The CDS performs some actions on the environment and uses 

the CoO to reach a final decision. Once the CDS finds stronger evidence in favor of the 

'Healthy' state than the 'Unhealthy' state, it changes the decision to 'Healthy'. For 

example, in the case of 𝑃𝐹 = 4, there are 4 healthy users from the training dataset 

whose data remain with a range of 𝑟, i.e. within the range, 𝑟 all 4 users from the training 

dataset are healthy. Now if the data of the UUT falls within the range 𝑟, the conditional 

probability error (estimated diagnosis error) for a decision of 'Healthy' would be 0.2. 

 

 

Figure 7.7: Example for diagnosis error (DE) and False alarm (FA) estimation; precision factor (PF) 
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In general, we can define the AF for the UUT as ‘Healthy’ (defining the AF for the 

UUT as ‘Unhealthy’ follows similar procedure) using, 

 

, 1, , , 1 , 1, , ,

min, 1 max,

, ,

, 1

, ,

, 1

( |

ˆO ( ) , )

,
1

test test

test

k m l b k m k m l b k m

healthy U m healthy

k l healthy

b m

k l healthy

b m

P U healthy

R l R

PF
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+

+

+

=

 

=
+

DF,U
O    (7.17) 

 

, ,

, 1

, ,

, 1

.
1

k l healthy

b mk

DE k l healthy

b m

PF
AF

PF

+

+

=
+

        (7.18) 

Here, k

DEAF is the assurance factor in favor of the ‘Healthy’ state and DE stands for the 

estimated diagnosis error. Similar to k

DEAF , the assurance factor for false alarm, k

FAAF  

can be estimated at kth PAC as  

 

, 1, , , 1 , 1, , ,

min, 1 max,

, ,

, 1

, ,

, 1

( |

ˆO ( ) , )

,
1

test test
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+ + +

+

+

+

=
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=
+
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O     (7.19) 
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           (7.20) 

 

7.3.3. Prediction mode: Perceptor and simple Executive 

The CDS initiates the prediction mode when an anomaly in the user's health is detected 

or a request is placed by the user. The trained CDS gathers evidence about the user's 

health state and uses that information to reason and predict the health state of the user. 

The CDS then determines whether any action is required based on a pre-defined set of 

policies and objectives. In this chapter, we use a simple Executive that performs basic 

multiple actions without considering permutation and probable complicated weighted 
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relationships between multiple actions, type of extracted features and internal 

commands. 

The Executive is an essential part of any CDS. It is responsible for improving the 

decision-making accuracy by applying action on the NGNLHE.  For example, the 

Executive can activate the actuators in the smart home or sends the internal commands 

to the Perceptor for changing the modeling configurations such as 
,k m

DF . The 

Executive provides non-monotonic reasoning to the CDS by using the internal reward 

and changing its focus level. The Executive designed in this work includes three parts 

(see Figure 7.4): planner including the action-library, policy, and learning using a cost-

to-go function (see sections 3.2.3, 4.2.3. 5.2.3 and 6.2.4).  

 

Planner and policy 

In a CDS, the policy is defined as the desired goals that the CDS attempts to achieve in 

each PAC during the screening process. Here, the goal is to achieve a pre-defined, 

DEThreshold of diagnosis error (DE) by minimizing the false alarm (FA) rates. Then, 

based on the 
DEThreshold , the actions for providing evidence in favor of 100% healthy 

state in the action-space can be refined by the planner as: 

, , ,min

, 1, , 1,

1
1,k l k l

b m healthy b m healthy

DE

PF PF
Threshold

+ + = −          (7.21) 

For example, if the predefined desired diagnosis error threshold is 10% at focus level 

3, then the number of training patterns within the range with 100% ‘Healthy’ states 

should be 
, , ,min

,3, ,3, 9k l k l

b healthy b healthyPF PF =  or more than 9. Then, the acceptable actions that 

can give evidence in favor of 100% ‘Unhealthy’ state can be refined by the planner 

using eqs. (7.22) and (7.23). 

, , ,min

, 1, , 1, ,k l k l

b m unhealthy b m unhealthyPF PF+ +       (7.22) 

, ,min , ,min

, 1, , 1,

, ,min , ,min

, 1, , 1,

( )
( )

( )

1 1

k l k ltest
b m unhealthy b m healthy

test

k l k l

b m unhealthy b m unhealthy

P U unhealthy
PF floor PF

P U healthy

if PF PF

+ +

+ +

=
=

=

  =

   (7.23) 

The reason behind multiplying 
, ,min

, 1,

k l

b m healthyPF +  with the ratio of ‘Unhealthy’ prior, 

𝑃(𝑈𝑡𝑒𝑠𝑡 = 𝑢𝑛ℎ𝑒𝑎𝑙𝑡ℎ𝑦) to the ‘Healthy’ prior 𝑃(𝑈𝑡𝑒𝑠𝑡 = ℎ𝑒𝑎𝑙𝑡ℎ𝑦) in eq. (7.23) can be 
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explained by an example. Let us assume a dataset where there are 1000 ‘Healthy’ and 

100 ‘Unhealthy’ training patterns. Therefore, it more likely to find a subset of at least 

50 'Healthy' persons, whose data remain within a certain range (𝑃𝐹𝑏,𝑚+1,ℎ𝑒𝑎𝑙𝑡ℎ𝑦
𝑘,𝑙,𝑚𝑖𝑛 = 50) 

than to find such a subset of 50 'Unhealthy' persons. In such a case, the CDS uses eq. 

(7.23) and finds a subset with at least 5 ‘Unhealthy’ persons, whose data remain within 

a certain range. Therefore, the Bayesian statistics inspired eq. (7.23) represents a better 

approach of applying the desired predefined policy to refine actions by the planner. 

 

Error Calculation and CoO-based decision making 

The assurance factor measures the expected assurance about the decision after the 

current action kc . Therefore, multiple final rewards for the estimation of FA and DE 

can be calculated as: 

11
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k
t

FA

tk
unhealthyFA

T

FA unhealthy
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k Trw
k

rw k T

=



 − = 
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                 (7.24) 
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
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                     (7.25) 

Here, 
unhealthyT and 

healthyT are the maximum number of actions  available in the action-

space to provide evidence of 100% ‘Unhealthy’ and 100% ‘Healthy’ states, 

respectively. Also, k

FArw and k

DErw is the estimated false alarm and the estimated 

diagnosis error for the UUT, respectively. The process of CoO uses the estimated 

rewards in eqs. (7.24) and (7.25) that are presented in Algorithm 7.1. 

 For the screening process, the initial decision of the CDS about the UUT at the 

beginning of the PMAC (k=0) is ‘Unhealthy’. For a specific UUT or based on the pre-

defined policy, if there exists no such action in the action-space that can provide 100% 

evidence that the UUT is ‘Healthy’, the Executive does not change its initial decision 

and moves to the steady-state with a final decision of 'Unhealthy' about the UUT. If the 

CDS finds 100% evidence of the UUT being ‘Healthy’ but does not find 100% evidence 
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of the user being ‘Unhealthy’, the CDS changes the final to decision to 'Healthy' and 

moves to the steady-state. However, in the case when the CDS finds 100% evidence 

for the UUT in favor of both the ‘Healthy’ and ‘Unhealthy’ states, then the CDS checks 

whether the eq. (7.26) is satisfied at kth PMAC (Details are provided in Algorithm 7.1): 

( (1 )) ( (1 ))DE FAw wk k

DE FAk rw k rw −   −                             (7.26) 

Here, DEw  and FAw  are arbitrary pre-defined weights associated with the diagnosis 

error and the false alarm, respectively, and are determined based on the trade-off 

between them.  

 

Algorithm 7.1: Conflict of opinions (CoO) 

CDS initial decision: UUT is unhealthy 

1: if 0healthyT == then 

2:  Keep decision to unhealthy. 

3:  Stop process and turn on steady state. 

4: elseif 0unhealthyT == then 

5:  Keep decision as unhealthy. 

6:  Stop process and turn on steady state. 

7: elseif &unhealthy healthyk T k T  then 

8:   if ( (1 )) ( (1 ))DE FAw wk k

DE FAk rw k rw −   − then 

9:   Change decision to healthy. 

10:  else 

11:       Keep/change decision as unhealthy. 

12:  end of if 

13: elseif &unhealthy healthyk T k T  then  

14:   if ( (1 ) (1 ))DE FAw wk k

DE unhealthy FAk rw T rw −   − then 

15:   Change decision to healthy. 

16:    Stop process and turn on steady state. 

17:  else 

18:   Keep/change decision as unhealthy. 

19:  end of if 

20: elseif &unhealthy healthyk T k T  then  

21:   if ( (1 )) ( (1 ))DE FAw wk k

healthy DE FAT rw k rw −   − then 

22:   Change decision to healthy. 

23:  else 

24:       Keep/change decision as unhealthy. 

25:   Stop process and turn on steady state. 

26:  end of if 

27: else 
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28:   if ( (1 )) ( (1 ))DE FAw wk k

healthy DE unhealthy FAT rw T rw −   − then 

29:   Change decision to healthy. 

30:   Stop process and turn on steady state. 

31:  else 

32:       Keep/change decision as unhealthy. 

33:   Stop process and turn on steady state. 

34:  end of if 

35: end of if 

 

Learning  

The purpose of the Executive is to find prospective actions that can optimize the cost-

to-go function. Then, the system will apply some relevant actions on the NGNLE based 

on the actions required for finding 100% evidence in favor of ‘Healthy’ or ‘Unhealthy’ 

states. Here, relevant actions can be, for example, asking for related information to the 

user or activating sensors for new measurements. For each health condition, the 

Executive activates the sensors to obtain maximum information about the health 

conditions using the planning and learning sections. Reinforcement learning will be 

done once the database is updated with new information or the smart e-Health system 

is upgraded with new sensors. The data obtained from the Executive through 

reinforcement learning can also be updated with new measurements from the sensors 

in a later time. 

The false alarm and diagnosis error due to the virtual environmental action of 1

s

kc +  can 

be predicted by, 

1,

11, 1 1 ,
1

1unhealthy

k
t k s

FA FA

tk s
unhealthyFA

T

FA unhealthy

AF AF

k Trw
k

rw k T

+

=+


+

 − + =  +

 + 


    (7.27) 

1,

11, 1 1 ,
1

1healthy

k
t k s

DE DE

tk s
healthyDE

T

DE healthy

AF AF

k Trw
k

rw k T

+

=+


+

 − + =  +

 + 


     (7.28) 
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1, ,

, 1,1,

1, ,

, 1,

.
1

k l s

b m unhealthyk s

FA k l s

b m unhealthy

PF
AF

PF

+

++

+

+

=
+

                (7.29) 

 

1, ,

, 1,1,

1, ,

, 1,

.
1

k l s

b m healthyk s

DE k l s

b m healthy

PF
AF

PF

+

++

+

+

=
+

                (7.30) 

Here,  1,2,...,s S  and S is the total number of desired actions that can be applied for 

the screening process. Also, in eqs. (7.29) and (7.30), 
1, ,

, 1,

k l s

b m healthyPF +

+ or 
1, ,

, 1,

k l s

b m unhealthyPF +

+  are 

the precision factors received through the internal feedback from the Perceptor 

corresponding to the ‘Healthy’ and ‘Unhealthy’ states, respectively. Then, the cost-to-

go for the desired action 1

s

kc + can be calculated using eq. (7.31) as, 

 
1,

( 1) 1, 1, 1,

( )
, 1,2,...,

( , ) ,( )

( , ) 0

DE

FA

wk s k

DE DE

k k s k s wk s k

s DE FA FA FA

k k k

DE FA

rw rw
s S

f rw rw rw rw

f rw rw s

+

+ + + +

 −


= −
 =

    (7.31) 

( 1)( _ ) [ , ].k

sfeature location l b+ =                                    (7.32) 

Therefore, we can find the action 1

S

kc


+   that minimizes the cost-to-go function as, 

 

1

0,1,2,..,

1

arg min ( ).

[ , ] .

k

s
s S

k

S

S f

L B f

+



+



 =

  =

        (7.33) 

As a result, the actions to be applied on the environment can be selected as, 

1 1, 1.S

k kc c for S


+ +
=       (7.34) 

Therefore, 1kc +  is the best action to be applied on the environment to improve the CoO-

based decision-making performance based on the desired policy set by the user. 

Algorithm 7.2 shows the outline of the main processes of the global PAC of the 

proposed CDS.  

 

Algorithm 7.2: CDS for user-health prediction (planner, reinforcement learning and 

policy in Executive, running diagnostic test in the Perceptor) 

Input: The observables and features from the database for each user for the focus 

level m, models, ranges, policy (screening process, desired diagnosis error, DEw , FAw

,…), a database of users 

Output: Decision about the health state of the UUT 

Initialization: 



Ph.D. Thesis | Mahdi Naghshvarianjahromi| McMaster University-Electrical and computer engineering    

 

181 

𝑐0 ←The actions, [Vital signs and portable sensors,⋯] apply on the user 

Start advanced actions such as 12 leads ECG or … if 𝑐0 shows an anomaly in the 

user's health or a request is placed by the user. 

Load the model at focus level m=0 and action-space C, Decision = 0 (UUT 

unhealthy),
DEThreshold . 

0kc =  an action randomly selected from C and focus level 0 

Apply to 0kc =  to UUT 

Extract features 
0,1k=

O and choose one of them with maximum 
0,

,1

k l

bPF =
, load 

0, ,

0

m l b

kr
=

=  

Calculate 
0k

DErw =
 and 

0k

FArw =
 

1: while ( 1)k K − then 

2:  Update features based on  

Planning 

3: 𝑪_𝒃𝒖𝒇 ← C(m)           

Learning  

4: for all actions    (𝑠 ∈ 𝑪_𝒃𝒖𝒇) do 

5:  for l=1 to Lm do 

6:   for b = 1 to 1

l

mB +   

7:    Calculate 
1,k s

DErw +
 

8:                 Calculate 
1,k s

FArw +
 

9:                 Calculate ( 1) 1, 1,( , )k k s k s

s DE FAf rw rw+ + +  

10:   End for 
11:  End for 

12: End for 

13: Extract ,S L and B    

14: Remove 𝑆’ from 𝑪_𝒃𝒖𝒇 

15: if S’<1 then 

16:  Calculate ,

1

total k

mF +
 

17:  if 
,

1

total k

mF Complexity threshold+  then 

18:   Increase focus level m by 1 (if Umin met) 

19:   1k k +  

20:  else 

21:   Message: Not meeting 
DEThreshold  

22:   Decision =Unhealthy 

23:             Return Decision  

24:  end if 

25: else 

26:   Apply action (sensor activation) S   on user (
1

S

kc


+
) 

27:   1k k +  

Run screening process 

28:  
1test

S

U kO Extracted features of c


+  
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29:  if , 1, , , 1 , 1, ,

min maxO ( )
test

k m L B k m k m L B

UR L R
   + + +       

   and ,ˆ
test

k m

DF,U
O then 

30:   Calculate k

DErw  

31:            Calculate k

FArw  

32:            Run Algorithm 7.1 for CoO Decision making 

33: End while 

 

7.4. Case study: screening of a user with or without Arrhythmia 

Cardiovascular disease (CVD) is among the leading causes of death in the world [7.2]. 

CVD results in Arrhythmia. Therefore, we used the proposed CDS to distinguish 

between 'Arrythmia' and 'Normal' ECG as a proof-of-concept application of CDS for 

health screening in presence of a defective dataset. Here, we chose a dataset of single-

lead ECGs posted in PhysioNet Computing in Cardiology Challenge (CINC) 2017 [7.3] 

to implement the proposed algorithm. 

The CINC 2017 dataset can be considered as an example of defective dataset, 

because all the submitted trained models have problems of overfitting, resulting in the 

performance of the models to drop significantly in the testing phases [7.4]. It was 

mentioned in [7.4] that estimation of health state using CINC 2017 database is a non-

trivial problem.  In addition, the examiners concluded that the number of training 

patterns in the CINC 2017 dataset are not enough to provide advantage for complicated 

algorithms over simple algorithms (Defective database) [7.4]. It is also mentioned in 

[7.4] that more training patterns and better labeling of CINC 2017 dataset are required 

for superior performance. However, defective CINC 2017 dataset may not be reliable 

for accurate arrhythmia diagnostic test, but it may still be useful for primary screening 

process [7.4]. Figure 7.8 shows that the extracted Heart rate (HR) using an available 

MATLAB program from the Physionet website for CINC 2017 database [7.5] and the 

HR in clinically valid MATLAB (UCI) dataset. The details about the MATLAB dataset 

are provided in [1.37]. The MATLAB dataset contains age newborn to elderly people. 

However, in the CINC 2017 database, some important features such as age or sex are 

not provided. Figure 7.8 shows that a normal resting heart rate (HR) for adults’ ranges 

should be between 55-101 Beats/min based on MATLAB dataset (see section 6.3 or 
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[1.37]).  So, if we assume that the HR in CINC 2017 are the resting heart rate, then, HR 

lower than 55 Beats/min is called Bradycardia or slow HR and HR higher than 101 

Beat/min is called Tachycardia or fast HR. Both Bradycardia and Tachycardia are two 

well-known Arrhythmia classes. Figure 7.8 shows that 1371 out of 5076 (~27% of 

Normal rhythms) are out of normal HR range and this misleads any ML-based AI 

approach that trusts the dataset and labeling. Therefore, we selected CINC 2017 as the 

defective dataset to implement a proof-of-concept case study of the proposed PMAC-

based CDS. 

 

Table 7.1: Prevalence in CINC 2017 database (Priors) 

Class 
Users out of 

8528 persons 
Prevalence % 

Normal rhythms 5076 59.5 

Atrial fibrillation 758 8.9 

Other rhythms 2415 28.3 

Noisy recordings 279 3.3 

 

The provided ECG recordings in the CINC 2017 database are collected using a 

US Food and Drug Administration (FDA) approved single-lead portable ECG device, 

KardiaMobile from AliveCor [7.4]. The database contains 8,528 single-lead ECG 

recordings from 9 s to just over 60 s collected at a sampling rate of 300 Hz. Table I 

shows the number of ECG waveforms in each of the four classes. However, we used 

this dataset to do screen between two binary classes of healthy (normal rhythms) and 

unhealthy (AF and other rhythms and noisy recordings) states as a proof-of-concept 

application of our proposed CDS. 
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Figure 7.8: Heart rate of persons labeled as normal rhythms in CINC2017 [7.3] vs MATLAB dataset 

[1.37]. 

 

 

Table 7.2: Simulation parameters of CDS 

Simulation parameters Value 

Focus level m 3 

Feature in i = 1 1 (feature 80) 

Feature in i = 2 187 

1

k

iDF =  5 

2

k

iDF=  5 

Normalization range |feature value| ≤1 

DEw
 1 
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FAw
 1 

 

Table 7.3: Summary of simulation results for proposed CDS 
 

Policy 

Diagnosis error (DE) 
DE≤25% DE≤10% DE≤5.9% DE≤2.5% 

Final Real DE % 13.2 9.9 6.6 4.6 

Final average Internal 

rewards: DE % 
8 6.5 5.8 2.8 

Final Real False alarm 

(FA) % 
20.1 25 28.4 54.7 

Final average Internal 

rewards: FA % 
22 35 47 42 

% of the UUTs 

resolved by CoO 
99.3 98.3 83.3 11.7 

, ,min

,3 ( )k l

bPF healthy  3 9 16 39 
, ,min

,3 ( )k l

bPF unhealthy  2 6 11 26 

 

 

 

Figure 7.9: Example of decision-making based on conflict of opinions (CoO) 
, ,min , ,min

,3 ,3( ( ) 3, ( ) 2k l k l

b bPF healthy PF unhealthy= = , N: Normal rhythm/Healthy). 
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7.4.1. Simulation parameters and CoO decision making example for Case study 

Here, we used a validation dataset from [7.3, 7.4] and removed them from the training 

dataset to verify the performance of the proposed CDS. Detailed information related to 

the dataset and validation dataset can be found in [7.4]. The simulation parameters used 

for the CDS-based screening process are presented in Table 7.2. We extracted the 

features using an available MATLAB program from the Physionet website [7.5]. The 

program extracts 188 features from each ECG signal [7.5]. For simplicity, the CDS 

uses only one feature of 80 as the node at focus level 1, while at focus level 2 the rest 

187 features are used (see sections 7.3.1, Figures. 7.5 and 7.6). At focus level 3, the 

CDS extracts important features from the measured ECG signals that carry information 

corresponding to the healthy or unhealthy state of the UUT. Also, all features are 

normalized to their absolute maximum value at focus level 0 (see Table 7.2). 

Figure 7.9 shows an example of the CoO-inspired decision-making process. The 

UUT in this example had an ECG with 'Normal rhythm' therefore, was considered to 

be in a 'Healthy' state. As it can be seen from Figure 7.9, the decision about the UUT’s 

health state is ‘Unhealthy’ in all PACs from 0 to 19. However, the CDS changes the 

decision to ‘Healthy’ in PAC 20 through non-monotonic reasoning i.e. earlier decision 

was invalidated by adding new evidence. The CDS stays on the decision of ‘Healthy’ 

based on the current measurement from the sensor as 1) there remains no more evidence 

showing that the person is 'Unhealthy' and 2) the weight of the evidence in favor of a 

'Healthy' state is higher (See section 7.3.2, eq. (7.26) and Algorithm 7.1). However, if 

the CDS finds new evidence in favor of the 'Unhealthy' state in future measurements, 

it may change the decision to 'Healthy'. 

 

7.4.2. Average estimated and real learning curves for Case study for different 

predefined policies 

We simulate the CDS for four predefined goals and policies. The objective of the CDS 

is to minimize the false alarm at four different levels of desired diagnosis errors, i.e.  

25%, 10%, 5.9% and 2.5% (see section 7.3.1-7.3.2,
DEThreshold ). The simulation 

parameters and a summary of the results are presented in Table 7.3. The simulation 
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results of average internal rewards for false alarm and diagnosis error estimation (see 

section 7.3.2 and eqs. (7.24) and (7.25)) as well as the real false alarm and diagnosis 

error are shown in Figures 7.10-7.13 with respect to the PAC number for the desired 

policy of diagnosis error (
DEThreshold ) less than 25%, 10%, 5.9% and 2.5%, respectively. 

It can be seen from Figures 7.10-7.13 that the CDS-generated average internal rewards 

for diagnosis error and false alarm reach to a good agreement at higher PMAC with the 

actual average diagnosis error and average false alarm (see Table 7.3, also). 

It can be seen from Figures 7.10 and 7.11 and Table 7.3 that the CDS can fulfill 

the requested policies. However, in Figures 7.12 and 7.13 (See Table 7.3 also), the final 

diagnosis errors are a little higher than the desired values. This is mainly because when 

the policy changes from the required DE of 5.9% to 2.5%, the number of UUTs who 

were successfully resolved by CoO decreased from 83.3% and 11.7% (see Table 7.3). 

This is the proposed CDS cannot meet the required the diagnosis errors when the 

number of users for CoO decrease significantly (See Table 7.3). 

In Figure 7.10, both the estimated and real diagnosis error are high at the 

beginning. This is due to the fact that the actions used at the beginning cause some 

actual ‘Unhealthy’ UUTs to be falsely diagnosed as ‘Healthy’. However, as the number 

of PMACs increases and the CDS finds new evidence at every PMACs, it changes the 

decision about them (See Figure 7.9 also). For a similar reason, the average estimated 

diagnosis error in Figure 7.11 is initially high, but showed a good agreement with the 

real average diagnosis error at higher PAC numbers. In addition, the number of PMACs 

decreased from Figure 7.10 to Figure 7.13. This is due to the fact that 1) the number of 

users with both actions decreases (Figures 7.12-7.13); and 2) based on the policies 

applied (Figure 7.11-7.13), less actions are now available in the action-space (see 

section 7.3.3 and eqs. (7.21)-(7.23)).  

Like the diagnosis error, estimation of the false alarm by the CDS also depends 

on the number of available users with both available actions. The CDS performs the 

screening process by minimizing the false alarm for a predefined desired diagnosis 

error. It can be seen in Figure 7.10 that there is a good agreement between the final 

estimated false alarm and real false alarm. Also, the final real false alarms are lower 

than the CDS-estimated false alarms (Figures 7.10-7.12). However, in Figure 7.13, the 
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estimated false alarm is lower than the actual false alarm, which results from the fact 

that the estimation was done based on ~11.7% of the users (see Table 7.3). Also, unlike 

the estimated false alarm rates in Figures 7.10 and 7.11, it can be seen in Figure 7.12 

that the estimated false alarm is high for the earlier PMACs, while real false alarm 

decreased. This is mainly because when the policy changes to the required DE of 5.9%, 

the number of UUTs who were successfully resolved by CoO also decreased to 83.3%. 

The remaining 16.7% UUTs contribute to the inaccurate estimation of real false alarm 

in the earlier PMACs.   

In general, based on Table 7.3, the average final diagnosis error decreased from 

13.2% in Figure 7.10 to 9.9% in Figure 7.11, 6.6% in Figure 7.12 and 4.6% in Figure 

7.13. However, the trade-off of decreasing average final diagnosis error is the 

increment of the average final false alarm from 20.1% in Figure 7.10 to 25% in Figure 

7.11, 28.4% in Figure 7.12 and 57% in Figure 7.13. It can be seen from Figure 7.12 

and Figure 7.13 that the trade-off of 2% improvement of average final diagnosis error 

is a 28.6% increase in the average final false alarm. This can be attributed to the fact 

that the proposed CDS can apply CoO only on 12% of users in this policy in Figure 

7.13 (see Table 7.3 also). As a consequence, for improving diagnosis error more than 

5.9% the significant penalty for false alarm increment should be paid as the penalty. 

In summary, we can conclude that the CDS should have more than 80% (ideally, 

98%) UUTs with the CoO (For example Figure 7.10-7.12, see Table 7.3 also). The 

percentage of decisions made by CoO out of the total decisions can be used as another 

internal metric and reward for the proposed CDS. This metric would give the proposed 

CDS a 'self-awareness' about the reliability of its performance. 
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Figure 7.10: Average internal rewards vs. average real diagnosis error and false alarm, for desired 

diagnosis error (DE)≤25%. 
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Figure 7.11: Average internal rewards vs. average real diagnosis error and false alarm, for DE≤10%. 

 

Figure 7.12: Average internal rewards vs. average real diagnosis error and false alarm, for DE≤5.9%. 

 

Figure 7.13: Average internal rewards vs. average real diagnosis error and false alarm, for DE≤2.5%. 



Ph.D. Thesis | Mahdi Naghshvarianjahromi| McMaster University-Electrical and computer engineering    

 

191 

 

7.5. Conclusions  

In recent years, there has been a growing interest in developing smart interactive cyber-

physical systems (CPS) such as smart home, and e-Health. An autonomic decision-

making system (ADMS) is of paramount importance for the autonomic computing 

layer of such systems. The ADMS for a smart e-Health Home may include 

functionalities such as real-time dynamic training or decision-making, screening 

process, treatment, healing tracking as well as recommendations for healthy living. In 

this paper, we proposed a PMAC-based cognitive dynamic system (CDS) for an ADMS 

to enable automatic screening of human health with an acceptable level of false alarm 

rates. We also proposed a CoO-inspired decision-making algorithm that allows the 

proposed CDS to make a decision at a pre-defined level of confidence even when the 

training dataset itself is poorly labeled or unbalanced. 

The system architecture and algorithms are developed to realize a health screening (i.e., 

healthy or unhealthy) application with an acceptable level of the false alarm policy. To 

illustrate the application of the proposed system, a proof-of-concept case study is 

performed on a defective dataset of ECG traces. The performance of the proposed CDS 

shows good agreement with the desired performance metrices. For the desired 

diagnosis errors equal or less than 25%, 10%, 5.9%, and 2.5%, the CDS achieved 

diagnosis errors of 13.2%, 9.9%, 6.6%, and 4.6%, respectively. These diagnosis errors 

are achieved with acceptable false alarm rates [7.1] of 20.1%, 25%, 28.4%, and 54.7%, 

respectively. Therefore, we could simulate the flexibility and reliability of the proposed 

CDS for screening purposes even with a training dataset that is defective or tempered 

through a cyber-attack that may disrupt the labeling or remove some training patterns 

from the dataset. 

In summary, a CDS for health screening application is proposed and implemented. 

This CDS incorporates decision-making trees, non-monotonic reasoning, a decision-

making approach inspired from humans in the case of conflict of opinions, prediction 

using the extracted model, and the characteristics of non-Gaussian and non-linear 

health features. The CDS checks only one feature in each perception-multiple-actions 
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cycle, making the proposed algorithm simple and fast. Finally, this work is the second 

step for designing the ADMS for screening applications in a smart e-Health system that 

can be extended for different healthcare policies such as diagnosing the disease class, 

prevention and early detection.   

 

 

  



Ph.D. Thesis | Mahdi Naghshvarianjahromi| McMaster University-Electrical and computer engineering    

 

193 

Chapter 8  

CONCLUSIONS AND FUTURE WORK 

8.1. Conclusions 

In recent years, some efforts were made to develop intelligent machines using cognitive 

dynamic system (CDS) for artificial intelligence (AI) applications. However, currently, 

typical CDS available algorithms are only applied to linear and Gaussian environment 

(LGE). These algorithms cannot be applied for a non-Gaussian and nonlinear 

environment (NGNLE) with finite memory. Therefore, we proposed novel CDS 

algorithms that could be applied on a NGNLE with finite memory. We redesigned the 

CDS in detail to make it suitable for NGNLE cognitive decision-making (CDM) 

applications. Also, the system architecture and algorithms are presented. Finally, the 

presented algorithms in this thesis are simple and fast because it used the Bayesian 

equation for calculating the posterior that has low complexity for the posterior 

extraction. Therefore, the low complexity algorithms makes the proposed CDS a 

perfect candidate for NGNLE applications such as long-haul fiber optic links or in 

healthcare. 

In chapter 2, the basic problem for situation understanding in a NGNLE with 

finite memory is defined. Then, the background, research challenges, motivation and 

implementation of CDS for long haul fiber optic link as first example of NGNLE. Then, 

healthcare as the second example of a NGNLE is provided with the background and 

motivation of implementation of CDS for healthcare applications is presented. Also, 

similarities and difference of long-haul fiber optic link and healthcare applications are 

described.  

In chapter 3, CDS v1 (simple CDS) is applied to a non-linear fiber optic 

communication system for the bit error rate (BER) improvement and the data rate 

enhancement. By cycling through the prediction mode and BER improvement mode 



Ph.D. Thesis | Mahdi Naghshvarianjahromi| McMaster University-Electrical and computer engineering    

 

194 

with appropriate actions by the executive, we have found that the data rate and Q-factor 

can be enhanced by 12.5% and 2.74 dB, respectively, as compared to the conventional 

fiber optic system. The key advantage of CDS is that it is intelligent, and software-

defined, and it can automatically recognize and extract information about the fiber optic 

channel. In addition, it can enhance the data rate and improve the BER for different 

fiber optic link characteristics such as the span length, input power, and other 

system/signal parameters. These characteristics may change during the data 

transmission in a fiber optic network, but the CDS can still adapt to these changes. The 

computational cost of the proposed technique is much lower than the methods used to 

mitigate nonlinear impairments, such as digital back propagation (DBP).  

In chapter 4, CDS v3 algorithms for NGNLE are applied to the long-haul non-

linear fiber-optic link as a case study. By upgrading the conventional link to smart one, 

the achievable data-rate is increased from 208 Gb/s to 236 Gb/s with the help of CDS. 

Also, the CDS improves the Q-factor by 3.5 dB (the final BER = 34.6 10− at 236 Gb/s) 

as compared to the conventional system without CDS, which means that the required 

HD overhead can be reduced. As a result, the final data rate enhancement is 23.3%.  

In chapter 5, a general algorithm of CDS v4 for a NGNLE with finite memory 

is applied on a long-haul non-linear fiber-optic link as a case study. By upgrading the 

conventional link with the CDS, the applicable data-rate increased from 208 Gb/s to 

280 Gb/s. Also, the CDS Q-factor improved by ~7 dB (the optimum BER = 34.4 10− for 

280 Gb/s with CDS). The data rate enhancement is ~35% without considering the HD 

overhead reduction. However, the CDS brings the BER under the new FEC threshold 

(= 34.7 10− ), and we do not need 8% of the HD-FEC overhead. Hence, the net data rate 

enhancement is ~43%.  

In chapter 6, the system architecture and algorithms of CDS v2 are presented 

for health situations (i.e., healthy or unhealthy) diagnosis with low false alarm policy. 

To illustrate the application of our proposed system, a proof-of-concept case study is 

done on an Arrhythmia dataset. Our system provided an acceptable total accuracy of 

95.4% that was achieved by increasing the focus level of the CDS. Also, for the 

proposed Arrhythmia case study, the run time of our algorithms is less than 80 ms for 
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a User of the smart e-Health home. This time included the time for the real-time 

modeling in two focus levels and for decision making. 

  The smart e-Health home can be implemented using IoT technology as a more 

generalized form of a cyber-physical system. In this scenario, the smart e-Health home 

using IoT technology must consider issues related to fog and edge computing and 

latency.  Furthermore, the proposed, low complexity fast algorithms for the autonomic 

computer layer do not intensify these IoT technology issues because in the example 

provided, less than 80 ms was required time for training and prediction. 

  For the Arrhythmia case study as a proof-of-concept example, we used the 

database in which some key features such as heart rate were missing. It should be noted 

that missing key features can also be regarded as sensor(s) failure. Therefore, we could 

simulate the proposed CDS flexibility and reliability in the presence of the sensor(s) 

failure. Furthermore, the 95.4% accuracy shows that the proposed CDS can find 

alternative actions for the relevant diagnostic tests. 

 In chapter 7, CDS v5 is proposed as a PMAC-based CDS for an ADMS to 

enable automatic screening of human health with an acceptable level of false alarm 

rates. We also proposed a CoO-inspired decision-making algorithm that allows the 

proposed CDS to make a decision at a pre-defined level of confidence even when the 

training dataset itself is poorly labeled or unbalanced. The system architecture and 

algorithms are developed to realize a health screening (i.e., healthy or unhealthy) 

application with an acceptable level of false alarm policy. To illustrate the application 

of the proposed system, a proof-of-concept case study is performed on a defective 

database of ECG traces. The performance of the proposed CDS shows good agreement 

with the desired performance matrices. For the desired diagnosis errors equal or less 

than 25%, 10%, 5.9%, and 2.5%, the CDS achieved diagnosis errors of 13.2%, 9.9%, 

6.6%, and 4.6%, respectively. These diagnosis errors are achieved with acceptable false 

alarm rates of 20.1%, 25%, 28.4%, and 54.7% [7.1], respectively. Therefore, we could 

simulate the flexibility and reliability of the proposed CDS for screening purpose even 

with a training dataset, which is defective or tempered through a cyber-attack that may 

disrupt the labeling or remove some training patterns from the dataset. 
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8.2. Future work 

8.2.1. CDS 

Five versions of a CDS are proposed in this thesis. However, CDS v4 is a more general 

purpose CDS that is proposed based on MAP rule decision making. For future studies, 

the proposed CDS for a NGNLE can be improved as a research tool. Here, suggestions 

for future works are provided: 

1. The perceptor can be upgraded using SL algorithms to directly extract the 

posteriori.  

2. The assurance factor concept is used for internal rewards by the CDS. However, 

further investigation and study are required to make sure this is the optimum 

choice for NGNLE in terms of accuracy and complexity.  

3. Implementing of language for CDS can be done by designing a network of 

connected CDSs to exchange information, NGNLE models, and experiences 

using machine-to-machine (M2M) communications protocols.  

4. Internal commands and adaptive modeling configuration, a simple executive is 

used that performs basic internal commands without considering permutation 

and probable complicated weighted relationships between environmental 

actions, type of extracted features and internal commands. So, these can be 

addressed in future works using a more advanced executive. 

8.2.2.  Fiber optic communications 

Here, the suggestions are provided for future work on fiber-optic communication 

systems that are  upgraded with CDS: 

1- CDS can be applied to practical and experimental fiber optic communications 

systems using wave division multiplexing (WDM) or optical time division 

multiplexing (OTDM). Then, evaluation of CDS performance can help for future 

implementation of CDS in commercial fiber optic communications and improving 

CDS algorithms. 

2- The network of CDSs mentioned in 8.2.1 can be applied to WDM fiber optic 

network and a cloud-based action and model libraries for a network of CDSs. The 
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network of CDSs may be a unique solution to address the inter-channel WDM 

nonlinear distortions in fiber optic networks. 

3- In this thesis, the main objective of upgrading fiber-optic link with CDS is 

“controlling the quality of services and providing reliability of communication over 

the fiber optic link as well as guarantee maximum achievable data rate (or 

transmission distance).” Therefore, a detailed study is required to investigate which 

subsystem(s) of fiber optic communications system can be replaced by a CDS.  

8.2.3. Smart e-Health systems 

 Design of a complex executive for more general healthcare applications and policies 

could be carried out in future. In this thesis, we implemented the first step of the ADMS 

for “Diagnostic test (low false alarm policy) and screening process (acceptable false 

alarm policy) for someone who has a disease or no disease.” However, in future, the 

algorithms could  be extended for other ADMS policies, step by step to include: 

“Diagnosing disease class, i.e., someone has known diseases, but ADMS should 

diagnose the disease class“, “Search for and treat the cause of disease”, “Healthy life 

recommendations for illness prevention”, and “Tracking, recovery and healing after 

surgery or medical treatment”. 

For extending ADMS to other healthcare policies using the CDS, proper 

datasets are necessary for training the CDS and preventing blind trial and error by the 

executive reinforcement learning (RL). In addition, for prevention policy and tracking 

recovery and healing after surgery or medical treatment, the fundamental definition of 

prevention or tracking algorithms should be converted to engineering descriptions for 

implementation.  

In addition, in prevention, the CDS should be able to predict the User’s future 

health condition as the current CDS is designed to find health conditions at the present 

time. With predictive capabilities, the CDS can recommend to the User the required 

actions for the present time and help the User to maintain their good health condition. 

In addition, for the disease class diagnosis policy, the important question of: “How 

many disease classes can be diagnosed by the CDS in the presence of unforeseen noise, 

disturbance and false information?” should be answered. 
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Therefore, for reliable diagnoses and reduced risks, the CDS should be able to 

calculate the maximum number of possible disease classes that can be diagnosed at the 

present time. In addition, another open question to be studied is “How the CDS can use 

a reduced dataset (e.g., some important sensors failed or are not functioning properly) 

with the ADMS and its policies to still make an accurate diagnosis?” A preliminary 

form of this question is addressed in this thesis, but more study is needed. Finally, when 

these questions are answered, it will be possible to apply the CDS to healthy life 

recommendations, prevention and to search for and treat the cause of diseases. 
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Appendix I: VIRTUAL LONG-HAUL FIBER 

OPTIC LINK FOR CDS V3 AND V4 

In this appendix, the implementation of eq. (5.16) for a fiber optic communication 

system is presented. In CDS v3 and CDS v4, the posteriori in eq. (4.10) and eq. (5.17) 

due to the prospective environmental action of 1

t

kc +  can be estimated as follows:  
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        (A.I.1) 

Here S is the constellation size, for example in QAM-16, S is equal to 16. Also, d is 4 

Gb/s discretization step for data rate and 
kR  and 

1kR −
are data rate at PAC number kth 

and (k-1)th, respectively (see table 5.2 for other parameters and notations and section 

5.2.3). The eq. (A.I.1) is developed based on the fact that it is expected that  by  

increasing  the data-rate, nonlinear distortions of received signal in fiber optic 

communications increases too. 
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