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Lay Abstract

Certain types of metallic particles are capable of trapping light on a scale far below
that which we can see; their light-trapping properties depend on their material and
on their geometry. Using these tiny particles, we can manipulate the behaviour of
light with greater freedom than is otherwise possible. In this thesis, we study how
we can engineer the geometry of these particles to give predictable responses that
can then be targeted towards specific applications. We study a fractal structure with
predictable self-similar responses useful for high sensitivity detection of disease or hor-
mone biomarkers; a resonating structure emulating a magnetic response which can
be used in the design of unique new materials capable of bending light backwards
and cloaking objects from sight; and a combination of these resonators in an array
to demonstrate exotic electromagnetic behaviour still on the limit of our understand-
ing.
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Abstract

The geometry of a plasmonic nanostructure determines the charge-current distribu-
tions of its localized surface plasmon resonances (LSPR), thereby determining the
device’s interactions with external electromagnetic fields. To target specific applica-
tions, we manipulate the nanostructure geometry to create different electromagnetic
multipole moments, from basic electric and magnetic dipoles to more exotic higher
order and toroidal multipoles. The nanoscale nature of the resonance phenomena
makes electron beam spectromicroscopy techniques uniquely suited to probe LSPRs
over a wide spectral range, with nanoscale spatial resolution. We use electron energy
loss spectroscopy (EELS) in a monochromated scanning transmission electron micro-
scope and cathodoluminescence spectroscopy (CL) in a scanning electron microscope
to probe the near-field and far-field properties of LSPR.

Electric dipoles within triangular prisms and apertures in Sierpinski fractals cou-
ple as the generation number is advanced, creating predictable spectral bands from
hybridized dipole modes of parent generations with hierarchical patterns of high field
intensity, as visualized in EELS. A magnetic dipole moment is engineered using a ver-
tical split ring resonator (VSRR), pushing the limits of nanofabrication techniques.
On this nanostructure we demonstrate the calculation of spatially resolved Stokes
parameters on the emission of the magnetic dipole mode and a series of coupled rim
modes. Coupling of the magnetic dipole mode of four VSRRs in a circular array cre-
ates an LSPR mode supporting the lesser-known toroidal dipole moment. We further
probe the near-field configuration of this 3D array through tilting under the electron
beam in EELS, and the far-field emission through CL of higher order rim modes. We
also propose further configurations of five and six VSRRs to strengthen the toroidal
dipole moment.

All of the data presented herein was analyzed using custom Python code, which
provides a unique graphical interface to 3D spectromicroscopy datasets, and a paral-
lelized implementation of the Richardson-Lucy deconvolution algorithm.
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Chapter 1

Introduction

1.1 Photonics

Light plays an important role in our society, where so much of our knowledge of
the world comes through vision. Starting in ancient societies, we have used light
to highlight leadership by dressing them in shiny reflective silver or gold surfaces.
Reflective surfaces are relatively simple to create, with a smooth metal or even the
surface of calm water, and give us the ability to bend light and send it in different
directions (Figure 1.1). Academically, the study of light has been of interest since
ancient Egypt and ancient Greece, where philosophers worked to understand light
as it relates to vision [1]. The ability to focus light came through the mathematical
concept of the parabolic or ellipsoidal mirror (reflective focusing of light) and the lens
(refractive focusing of light) [1].

The concept of the refractive lens dates back to at least the tenth century in
a treatise by Ibn Sahl, which described the concept of using ‘burning mirrors’ to
focus light enough to create fire at the focal point [2]. Manipulation of light to
magnify an image came from observations through droplets of water or glass [3],
and Alhazen’s work on the bending and focusing properties through reflection and
refraction provided the mathematics necessary for the design of lenses and mirrors [1].

Lenses were first used in refractive telescopes and later, reflecting telescopes in
the 17th century to study astronomical phenomena [1]. Glassmaking opened up the
manufacture of lenses for magnifying to make, for instance, spectacles [3]. The use
of basic microscopes to magnify things that were too small to see with the naked eye
goes back to at least the end of the 16th century [3]. Introducing lenses of short focal
length was done by Hooke, and van Leeuwenhoek’s skill in grinding and mounting high
quality glass lenses extended the resolution of the optical microscope [3], opening up
the study of the microscopic world beyond our everyday sight.

The concept of light as a wave was introduced by Huygens, debated by Newton,
strengthened by Young and Maxwell, and finally unified with the particle nature of
light (photons) by Dirac [1]. Maxwell’s work [7], confirmed by Hertz [8], revealed light
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Figure 1.1: Reflective surfaces in history. Reflective surface of still water (top) [4]; Giulio Parigi’s
painting (c. 1600) of Archimedes using a parabolic mirror to focus light to burn enemy ships (bottom)
(retrieved from [5]); reflective silver headdresses (right) [6].

to be composed of transverse waves with alternating electric and magnetic fields [1].
These electromagnetic (EM) waves are not limited to visible light, but extend from low
energy, long wavelength radio waves to extremely energetic, short wavelength gamma
rays (Figure 1.2). This is the EM spectrum, of which visible light actually makes up
a very small portion; our vision and the popular appreciation of light is fairly limited
compared to the whole spectrum. The transverse EM waves which make up the EM
spectrum behave both as particles, carrying quanta of energy, and as waves with a
specific frequency and wavelength, travelling through space and subject to diffraction
phenomena.

Advancing through the development and history of technology, we use more and
more of the EM spectrum in our everyday lives. We use low frequency light, with
its long wavelength and long propagation distance, to widely transmit information
through radio- and microwaves: e.g. AM and FM radio, WiFi, and cell phone signals.
In this region, we interact with light through specifically engineered antennas, often of
dimensions comparable to some fraction of the wavelength of light, designed to emit
and absorb long wavelength radiation. We also use microwaves to heat food, as in
this energy regime radiation interacts with and excites water molecules, which then
release energy as heat.

At higher frequencies, infrared (IR) radiation finds uses in the release and absorp-
tion of heat, as many molecules and materials possess vibrational modes which can
absorb or emit quanta of IR light. IR radiation is also used to transmit information,
providing the developed world with global communications and allowing us to send
digital messages across the world through undersea fibre optic cables.

At higher frequency /energy than IR is the most familiar region, the visible region
of the spectrum, though it takes up a minuscule fraction of the whole EM spectrum.
With visible light, we image, see, and understand the world. This regime (and the IR)
contains the transition energies of many common semiconductors, which allows us to
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Figure 1.2: The electromagnetic spectrum (adapted from NASA’s Imagine the Universe [9]).

use semiconductor technology to absorb or emit visible light and create, for example,
LEDs, lasers, microscopes, and cameras. There are many electronic or vibrational
transitions which can take place under light within this energy region, particularly in
biological materials, making visible light a natural choice for imaging and studying
the world around us.

At even higher frequencies, ultraviolet light has a high enough energy to damage
organic molecules. Ultraviolet (UV) light excites higher energy transitions in organic
molecules or insulating materials and can be used to study these materials. The short
wavelength of UV light allows us to use it for nanoscale photolithography methods.
Beyond UV lie the x-ray and gamma ray spectral regimes, which are used for medical
imaging, security, and for materials characterization methods using the diffraction or
absorption of light. We also use this regime to reach beyond our planet to study the
far reaches of the universe.

For imaging, the wavelength of light is an important parameter. The smallest
distinguishable feature is determined by the diffraction limit of light, which is approx-
imately the wavelength of light which is being used to look at the feature: visible light,
perhaps the most natural candidate for imaging, is limited to features on the order
of hundreds of nanometers. Continued development in the manipulation of light is
focused on the ability to shrink the energy contained in light to much smaller scales,
beating the diffraction limit for denser packing of information-carrying conduits or
for the ability to use light to see and manipulate ever smaller objects [10-12]. This
field is generically known as nanophotonics.
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1.2 Nanophotonics

Nanophotonics covers the field of manipulating light below the diffraction limit and
the study of light’s interactions with sub-wavelength objects, including efforts to beat
the resolution limit of light and to study the behaviour of light on the nanoscale [12].
Applications in this area include optoelectronics, the combining of optical signals with
electronic signals, which are generally on the micro- to nanoscale [13]; sub-wavelength
imaging [14]; optimization of light capture and conversion in the solar cell indus-
try [15]; enhancement of spectroscopic signal, such as surface-enhanced Raman spec-
troscopy, where sub-wavelength field enhancements boost the response signal of small
amounts of analytes [16-19]; and manipulation of the optical properties of materials
to achieve unique cloaking or superlens behaviour [20].

To achieve these goals, researchers have turned to near-field optics, making use of
evanescent fields which often accompany the emission or absorption of far-field radia-
tion, but extend only a limited distance from the emitter (Figure 1.3) [11]. Near-field
optics are used in scanning probe microscopy, which can achieve a spatial resolution
down to tens of nanometers [14]. A major player in the creation of evanescent waves is
the surface plasmon (SP), an evanescent EM wave propagating along metal or metal-
like surfaces. SPs are able to concentrate EM energy into a much smaller space than
the diffraction limit of light otherwise allows [10].
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Figure 1.3: Field distributions in the near-field and far-field regions of a radiating antenna. Adapted
from [21] (©1995 IEEE).
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1.3 Plasmonics

One of the earliest and most well-known examples of the use of plasmonic nanopar-
ticles to manipulate light is the Lycurgus cup from the 4th century CE, in ancient
Rome [22]. The cup has the unique optical property of appearing green under reflected
light and red under transmitted light, which has been linked to the presence of minute
traces of colloidal gold-silver alloy nanoparticles within the glass [23]. An empirical
understanding that coating glass with metallic paint and then annealing it at high
temperatures in the right chemical environment creates different colours, depending
on the metal composition and annealing parameters, led to the use of colloidal gold,
silver, and copper nanoparticles in stained glass windows for wealthy churches [24,25].

Despite their long use for decorative glassware, a physical understanding of the
phenomenon which caused these interesting optical properties only began in the 19th
and 20th centuries. In the mid-19th century, Faraday observed a bright red colour
produced by a solution of gold particles [26], and in the early 1900s, Wood and
Rayleigh observed strong optical phenomena on metallized diffraction gratings [27,28].
Academic studies continued sporadically on these strange optical phenomena [29—
31], and picked up pace in the 1950s when the theory of collective oscillations of
the electron gas was developed in parallel with experimental evidence found using
electron energy loss spectroscopy in a transmission electron microscope [32-39]. The
description of these collective oscillations of the electron gas, or electron plasma, as
a quasiparticle, combined with the tendency of physicists to add the suffix ‘-on’ to
define new particles led to the word ‘plasmon’ being used to describe this quasiparticle
[35,40]. Although it is possible to study surface plasmons using optical methods,
the early work in electron microscopes and the unmatched spatial resolution in the
electron microscope have made it a favourite for discovering new behaviour of the
surface plasmon.

Since the original observations of plasmons in the 1950s, electron microscopy has
advanced greatly, and now boasts spatial resolution below 1 A and energy resolution
below 10 meV [41,42]. The development of monochromators and focused scanning
electron probes has allowed the study of plasmons in many different materials. The
plasmon exists both within the volume of a material, where it is a longitudinal oscil-
lation known as the bulk plasmon (BP), and on interfaces, where it is a transverse
oscillation know as the surface plasmon. The BP suffers heavy losses due to scatter-
ing within the material and has a short lifetime and short propagation distance. The
energy of the BP is dependent on the density of free electrons within a material and
is usually within the range of a few eV for metals to a few tens of eV for insulators.

The SP, on the other hand, has a longer lifetime and propagation distance, and,
given the right experimental conditions, can interact with external light. To support
an SP, there must be free electrons on one side of the interface. Most commonly, the
interface consists of a metal on one side, which has a negative dielectric function in the
frequency region that supports plasmons, and a dielectric material or air on the other
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side, with a positive dielectric function at the same frequency. Mathematically, the SP
is a wave which exists at a pole in Maxwell’s equations, where an oscillating function
can be used to describe the EM response of matter. The SP energy is typically below
10 eV and responses related to SPs are typically found in the IR to UV range of the
spectrum (0.1 eV to 7 eV), depending on the material and structural parameters.

Aluminium was an early candidate for surface plasmon studies in the electron
microscope [43] because of its high surface plasmon frequency, and thereby more
spectroscopically accessible energy, which did not require high energy resolution to
detect. As technology advanced and monochromation improved the energy resolution
of electron energy loss spectroscopy, the detectable energy range was reduced to below
1 eV [44], and lower energy plasmon excitations can be detected in, for example, gold
and silver. More detail on SPs and the use of electron microscopes to study them can
be found in Chapter 2.

Much of what makes plasmonics an interesting field comes from the similarity of
plasmonic devices to macroscale radio antennas, scaled down to the nanoscale and
interacting with IR, visible, and UV light [45]. These spectral regimes are much more
relevant to our sense of vision and to vibrational and electronic properties of matter.
The ability to absorb and emit light and to concentrate EM energy into a length scale
relevant to the nano-world brings many interesting applications and opportunities for
plasmonic devices as we learn to manipulate and understand the world below our
sight.

1.3.1 Applications

Applications of plasmonic structures come from their ability to concentrate EM en-
ergy into very small regions well below the diffraction limit, and to interact with light
in interesting and unique ways, including dying glass red. Applications beyond dec-
orative glassware are beginning to appear in the commercial domain, including the
fabrication of biosensors, enhancement of spectroscopic signals, manipulation of the
optical properties of materials through the creation of metamaterials, and as carri-
ers of information in nano-electronic circuits. Both the propagating surface plasmon,
the surface plasmon polariton (SPP); and the localized surface plasmon resonance
(LSPR), a standing wave confined within a nanostructure, find uses in different fields.

Sensors

The SP is sensitive to the local environment; if the local environment changes by, for
instance, binding an analyte such as a biomolecular marker to the surface, the prop-
erties of the SP will change [46]. This provides a spectroscopic signature which can
be used to detect the presence of the analyte with high sensitivity. The concentrated
electric field accompanying the plasmon is also capable of enhancing spectroscopic
signals, as is done in surface-enhanced Raman spectroscopy (SERS) [47]. The SP
boosts the Raman signal of molecules within its electric field, thereby improving the
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detection limit and increasing the sensitivity of the test [46,48]. The high electric field
around a plasmonic nanoparticle polarizes the organic molecule, and when two plas-
monic nanoparticles are in close proximity, the coupling of the EM fields can enhance
the spectroscopic signal by a factor of over 10* [47,48], which allows the use of smaller
sample sizes and improves early detection of, for example, low concentrations of dis-
ease markers or pregnancy hormones. Currently, the field of biosensors and enhanced
spectroscopies may be one of the biggest commercial applications of the SP [49,50].

The enhancement of Raman signal that the SP provides is also beneficial in detect-
ing very small concentrations of analytes, or even studying single molecules [19,51],
and SERS is found in many labs, both industrial and academic, around the world.
There are many labs working towards building better SERS platforms; studying plas-
mon modes and their behaviour in different geometries provides the toolkit for in-
telligent design of sensing platforms. Particularly, the high spatial resolution and
detection capabilities of electron energy loss spectroscopy performed in an electron
microscope is highly advantageous when engineering new plasmonic structures. Of
all the myriad different structures which can be used for biosensing, fractal structures
offer multi-band and multi-scale responses, with localized hotspots on different length
scales at different energies according to the construction parameters of the fractal.
Chapter 3 contains a study of the surface plasmon resonance behaviour in Sierpinski
fractal nanostructures.

Metamaterials

Metamaterials are materials which are artificially structured to have properties which
would be difficult or impossible to find in natural materials. Radio and IR meta-
materials are constructed using sub-wavelength metamolecules shaped specifically to
produce different optical properties in the metamaterial, such as a negative refractive
index, through the introduction of artificial magnetic dipoles or other EM multipole
moments. The possibility to arbitrarily manipulate optical properties brings with it
the hope for a superlens, in which near-field components are projected into the far-
field in order to image objects below the diffraction limit [11,52], and for invisibility
cloaking devices, such as used for military stealth applications [53].

The split ring resonator (SRR) is a popular candidate for metamaterials because of
its ability to support an induced magnetic dipole moment under resonance conditions
(54, 55], granting the metamaterial a negative refractive index. Using the SRR, an
invisibility cloak in the microwave regime of the spectrum has been demonstrated
[56]. Reducing the wavelength at which the metamaterial is active requires that the
metamolecules be likewise scaled down in size.

The ability of plasmonic nanostructures to act as miniaturized optical components
with strong electric and magnetic responses [12] means that metamaterial design in
the IR, visible, or UV regimes is turning to plasmonic devices for their construction.
Plasmonic nanoantennas provide a way to engineer different combinations of EM
multipole moments for use in metamaterials. Chapter 4 presents a study of the

7
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plasmonic response of vertically oriented split ring resonators (VSRR) in the IR and
visible regions of the spectrum. The VSRR is also used to construct more exotic
multipole moments, such as the toroidal dipole moment, in Chapter 5.

Nanoelectronics

Photonic circuits are fast and in common usage to transfer information over long
distances at the speed of light, but cannot be scaled down below the micrometer scale
without encountering the diffraction limit of the photons used to carry information.
Electronic circuits, on the other hand, can be scaled down to the nanoscale, to the
limit of quantum tunnelling and thermal fluctuations [57], but as the size of circuit
components is decreased and the packing density is increased, information transfer is
limited by the speed of electrons in increasingly resistive wires, and challenges in heat
dissipation.

Plasmonic circuits offer an intermediate solution to these problems; plasmonic sig-
nals travel at a significant portion of the speed of light and components can be scaled
down much further than is possible in photonic circuits, to enable denser packing of
components on a chip [13]. Plasmonic circuits are suggested as an intermediate solu-
tion to transfer information from microscale photonic circuits across chips or between
chips to nanoscale electronic circuits, or as a way to increase the information density
of optical circuits by using smaller components packed more closely together without
the problems encountered in nanoscale electronic circuits [12].

Currently plasmonic circuits have not yet made it into large scale commercial pro-
duction due to a design trade-off between achieving small field confinement, which
determines the size and spacing of circuit components on a chip, and the propa-
gation distance of the plasmon, which determines the distance information can be
carried before it is lost. However, plasmonic components may find their niche in
intra- or inter-chip connections, carrying signal between different electronic compo-
nents at a faster speed, with less heat generation, than is achievable with electronic
interconnects, and taking up less space than the equivalent photonic interconnects
would require. One solution to enhancing the distance that a plasmon can travel
between electronic components uses concepts from fibre optic technology; that of reg-
ularly spaced signal enhancers to amplify signal before it decays, thereby extending its
propagation distance. This is used in fibre optic technology to, for instance, transmit
internet signals across the oceans, and can be applied to boost plasmonic signals and
extend their reach across an electronic chip when combined with a gain medium and
an energy source. It has been suggested that the toroidal dipole moment, presented
in Chapter 5, would prove to be a good candidate for such an application [58].



Isobel Claire Bicket (PhD Thesis) McMaster University - Materials Science

1.4 Layout of the thesis

The field of plasmonics is beginning to emerge on the commercial stage, but much
remains to be learned in order to fully exploit this phenomena and fulfill the potential
of this branch of science. In this thesis, I use high resolution electron beam spectro-
microscopy techniques and electromagnetic simulations to study the EM multipole
moments that can be produced by using different nanostructure geometries. Specifi-
cally, I use electron energy loss spectroscopy in a transmission electron microscope to
study the near-field localization of surface plasmon modes, and cathodoluminescence
in a scanning electron microscope to study the far-field emission properties of the
surface plasmon resonances.

The thesis contains the following chapters, presented graphically in Figure 1.4.
Chapter 2 is an overview of the theoretical background and experimental and an-
alytical methods used to acquire and understand the data presented in this thesis.
Presentation of experimental results begins in Chapter 3, with a discussion of the in-
teraction of complicated combinations of dipoles within the first three generations of
the Sierpinski fractal structure. In Chapter 4, the near-field electric field localization
and the far-field emission properties of the vertical split ring resonator are presented.
Chapter 5 expands these results by using the VSRR to construct more complex struc-
tures capable of producing the toroidal dipole moment. Data processing should be
considered to be an equally important part of the experiment as the acquisition of
data, and in Chapter 6, the custom Python code written over the course of this thesis
work is presented. The final chapter, Chapter 7, presents a general summary and
conclusion of the thesis work, and as well as some interesting questions which arose
over the course of the thesis, for future pursuit of knowledge.

Appendix A contains more background on the concept of plasmonic devices as
nanoantennas, the calculated emission properties of electric and magnetic dipoles,
and simulations of the emission from simple plasmonic devices. Appendix B contains
a description of the microscope hardware to supplement the information contained
in Chapter 2, with a particular focus on the monochromated scanning transmission
electron microscope. Additional calculations on the electric and magnetic field dis-
tributions of the LSPR modes in the Sierpinski fractal can be found in Appendix C.
Appendix D contains copies of the copyright permissions for the reproduction of some
of the published work presented in this thesis.
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Figure 1.4: Graphical summary of the thesis. (a) Chapter 2: Background and Methods (Image:
[59]); (b) Chapter 3: Sierpiniski Fractals; (c) Chapter 4: Split Ring Resonators; (d) Chapter 5:
Toroidal Array; (e) Chapter 6: Data Analysis with STAn.
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Chapter 2
Background and Methods

This chapter contains background on surface plasmons and the techniques used in
this thesis to fabricate, characterize, and analyze localized surface plasmon resonances
(LSPR) in metallic nanostructures. Specific details of the simulations, fabrication, and
experimental conditions are given towards the end of the chapter (Section 2.8). The
samples studied include planar structures (Chapter 3: Sierpinski fractals) and three-
dimensional (3D) nanostructures (Chapter 4: vertical split ring resonators (VSRR)
and Chapter 5: a toroidal array of four VSRRs, ‘T4’).

Samples were fabricated using electron beam lithography (EBL), then character-
ized with a combination of electron energy loss spectroscopy (EELS) in a scanning
transmission electron microscope (STEM) and cathodoluminescence (CL) in a scan-
ning electron microscope (SEM). Data processing of EELS data relies heavily on
the Richardson-Lucy deconvolution (RLD) algorithm implemented in custom Python
code, which itself is described in Chapter 6. Modelling of the LSPR discussed in this
thesis was performed in part by collaborators and in part by me, and a brief overview
of the modelling techniques used will be given here.

2.1 Optical Response of Metallic Nanoparticles

The ability of a nanostructure to support an LSPR depends on the material that it is
made of, specifically on the dielectric function of the material. The focus of this thesis
is not on the properties of the material, but on how the geometry of the nanostructure
affects the LSPR behaviour. As such, the materials chosen are those which support
plasmon resonances and are relatively easy to work with.

2.1.1 Dielectric Function

The property that determines how electromagnetic (EM) radiation (specifically the
electric component) interacts with a material is the dielectric function, or permittiv-
ity. The material’s response to applied magnetic fields is described by its magnetic

11
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permeability, relative to vacuum. For most materials, barring magnetic materials, and
for all the materials considered in this thesis, the relative permeability is one (u = 1)
and does not have a significant effect on the interaction of the material with the EM
fields of light. The dielectric function (e¢(w)), a function of frequency, is closely linked
to the more commonly known refractive index (Equation 2.1, in which n = n + ik
makes up the complex refractive index, with the real part n and the imaginary part
or extinction coefficient k).

€ =€+ i€y (2.1a)
e = (n*— k%) /p (2.1b)
€a = 2nK /1L (2.1c)

The dielectric function is a complex function, with real (¢;) and imaginary (€s)
components. The real component is correlated with the polarizability of the medium,
while the imaginary component represents the damping or losses of the electric field
inside the material. A peak in the imaginary component of the dielectric function
is associated with an absorption band in the material. Permanent dipoles within
the material respond to microwave frequencies. At higher frequencies in the IR, the
response of atomic nuclei dominates, taking the form of vibrational responses such
as phonons [60]. As the frequency is increased beyond the IR, the electric field is
oscillating too fast for the heavy nuclei to respond and the phonon response decays.

Instead, in the near-IR to UV regimes, the dielectric function is often dominated
by the electronic response [60,61]. The electron response comes from inter- or intra-
band transitions through excitation of valence electrons or, at higher energies, core
shell electrons to higher energy empty states. A given transition may have a resonant
response, which appears as a pole in the dielectric function and a peak in the imaginary
component (see Figure 2.1(a)). The full dielectric function is a tensor property which
can possess different values along different crystal axes in response to longitudinal
or transverse waves, but with cubic or isotropic materials it is simplified to a single
value [61,62]. In this context, longitudinal waves are EM waves in which the electric
field vectors are parallel to the wavevector and are decoupled from the magnetic field
vectors. Transverse waves, such as photons, have coupled electric and magnetic field
vectors which are perpendicular to the wavevector. Longitudinal waves are produced
by charge density and will induce longitudinal current; transverse waves are produced
by current density and induce transverse current [61].

Classical models used to describe the dielectric function are the Drude model and
the Lorentz model (Figure 2.1). The Lorentz model applies best to electrons which
are bound to the atomic nuclei of the material. It treats the system as a set of springs
with a small mass electron attached to a larger mass nucleus by a spring, and includes
a damping term, a restorative force between the electron and nucleus, and the driving
force of an applied electric field [60]. It is used, for example, to model interband
transitions [60].

12
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Figure 2.1: Classical models of the complex dielectric function. (a) Lorentz model with a resonance
at wo; (b) Drude model with the plasma frequency (wp) and surface plasmon frequency (wsp) indi-
cated, inset shows the dispersion relation for free space (gray) and for a Drude metal with negligible
damping (black).

The Drude model is similar, but best describes free electrons which are not bound
to nuclei, so does not have a restoring force, only a damping term from Ohmic scat-
tering of free electrons in the metal [60]. The Drude model, given in Equation 2.2, is
typically used to model free-electron metals [60]. In this equation, wp is the plasma
frequency of the material and v is the damping factor.

_ wp? 1 wp?y
w?+79* w(wp? +77)

Below the plasma frequency, the reflectivity of an ideal Drude metal is almost
perfectly 1 and the propagation of longitudinal or transverse EM waves inside the
medium is mathematically forbidden [60]. However, in the early 1900s, it was found
that creating grating structures on the surfaces of such metals causes anomalous
reflection and absorption of light [27,31] which could not be explained for many years
and became known as ‘Wood’s anomalies’. Later these anomalies were linked to the
excitation of surface waves dependent on the grating geometry and the metal it was
made of [63-65].

At the plasma frequency (e(wp) = 0) longitudinal waves can propagate in the
material [60,66]. When free electrons in an undamped Drude metal are subjected to
an electric field at the plasma frequency, they are pushed in one direction, creating an
electric restoring force in the opposite direction between free electrons and positive
ion cores, to which they respond, oscillating back in the other direction. At wp, this
oscillation has a wavelength which tends towards infinity (wavevector, k — 0, inset in
Figure 2.1(b)), meaning that all free electrons participating in the oscillation are in
phase with each other [60,67]. This longitudinal wave is the bulk plasmon: collective
quantized longitudinal oscillations of free or nearly-free electrons within the bulk of a

e=1

(2.2)
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material, possessing a quantized unit of energy [40,66], for which Coulomb interactions
between electrons dominate over single electron behaviour [40]. When damping is high
in a more realistic material, the bulk plasmon is identified by a peak in the electron
energy loss function (Im(1/€)) where both €; and ey are small [68]. Since the bulk
plasmon is longitudinal, it cannot couple to the transverse EM waves of photons and
can only be excited by, for example, a beam of swift electrons. In low-loss EELS, the
bulk plasmon peak is used as an indicator of the electronic structure of the valence
and conduction bands of the material, but otherwise the bulk plasmon is subject to
high damping and short propagation distances and its applications are limited.

At higher frequencies, there are more quantized longitudinal oscillations with finite
wavevectors (Figure 2.1(b) inset, dark line) [67]. Transverse waves may also propa-
gate through the medium, so above the plasma frequency, an ideal Drude metal is
transparent [60,67]. However, interband transitions within a realistic material may
contribute to absorption of the propagating transverse wave.

Below the bulk plasmon frequency, conductive materials support surface plasmon
waves along interfaces with dielectric materials.

2.1.2 Surface Plasmons

The surface plasmon (SP) is a collective oscillation of the electron ‘plasma’, which is
confined to an interface [69]. Unlike the bulk plasmon, the SP is a transverse oscilla-
tion with an electric field vector that is perpendicular to the direction of propagation
and normal to the interface [70,71]. Without special excitation conditions, such as
the presence of a grating on the surface, SPs cannot be excited by incident light due
to a lack of momentum conservation [70-72].

For the surface plasmon to exist, the sum of the real parts of the dielectric functions
of the materials on either side of the interface (materials A and B) must be less
than 0 (Re(es) + Re(ep) < 0), and the real part of the dielectric function should
change sign across the interface (Re(eq) Re(eg) < 0) [71]. These conditions define a
maximum SP frequency (wsp) in a Drude metal when the sum of the real parts of
the dielectric function is equal to 0 [71]. In a common metal/air interface, the real
part of the dielectric function of the metal is equal to -1 at wsp (Figure 2.1(b)). The
real part of the dielectric function of the metal must also be larger in magnitude than
the imaginary part of the metal dielectric function for the surface plasmon to exist,
otherwise the attenuation is high and the SP cannot propagate [71].

Many of the properties of the plasmon response can be understood by looking at its
dispersion relation (Equation 2.3, Figure 2.2(a)) [71]. The dispersion relation describes
how the frequency (w) of a wave is related to its wavevector (k) and wavelength
(through & = 27/)X). The simplest dispersion relation is that of light in a medium
with a constant dielectric function, such as air. The dispersion relation of photons in
air increases linearly with the wavevector, with the slope giving the speed of light in
the medium (Figure 2.2(a), gray line). Assuming the dielectric function of the metal
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Figure 2.2: Surface plasmon dispersion curve for an ideal Drude metal and air interface (red). The
dispersion relation of light in air is shown by the gray line. Bulk plasmon (wp) and surface plasmon
frequencies (wsp) are shown by dotted lines; (b) schematic of the propagating surface plasmon
polariton on an air/metal interface, orange indicates the evanescent decay of ¢,.

is described by the Drude model and its damping is small, the dispersion relation of
the surface plasmon polariton (SPP) is shown by the red curve in Figure 2.2(a), in
which kg is the free-space wavevector at a given frequency and the other variables are

as defined in Figure 2.2(b).
€AEB
ky = koy | ——— 2.3
0 €a+ € (23)

The SPP is an oscillating EM wave tightly bound to the interface, with a larger
wavevector than light of an equivalent frequency [70], directed along the interface
(Figure 2.2(b)) [71]. It is a propagating transverse surface wave created by collective
oscillations of conduction electrons in the metal and is characterized by evanescent
fields normal to the interface, decaying exponentially into the media on either side [70,
71]. A surface plasmon is classified as a surface plasmon polariton when retardation
effects are important and the bound wave exchanges energy between collective electron
motion and propagating EM fields [69].

The SPP possesses electric fields which are both transverse to the wavevector and
parallel to the direction of the wavevector, but is considered a transverse wave because
the divergence of its electric field is 0 (V - e = 0) [69]. The lifetime of the SPP is
finite, primarily due to energy losses occurring within the metal and associated with
the electron motion. The SPP may undergo radiative decay, if conditions for momen-
tum matching with radiation are present; Landau damping, in which the collective
oscillation decays by exciting electron hole pairs; or other scattering mechanisms off
the lattice or other electrons [69].

As the SPP frequency approaches wsp, its wavevector goes to infinity and its
group velocity asymptotically goes to zero (Figure 2.2(a)) [70]. The evanescent field is
proportional to exp{—kz}, so with increasing wavevector, the confinement of the fields
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is stronger and more energy is bound closer to the metal surface [67], with a higher
proportion of the SP energy in the kinetic energy of the oscillating electrons [70,71].
This also means that the SPP decay is faster and its propagation length shorter as
the wavevector increases [70,71]. Highly localized SPPs occur only near the surface
plasmon frequency, usually in the near-IR to UV range of the spectrum [70,73]. The
oscillation at large wavevector begins to take on more of a longitudinal, electrostatic
character in the non-retarded regime and, in the limit approaching wsp, it becomes
the surface plasmon, which has a very large momentum and wavevector [67,69].

At the other end of the dispersion curve, as the wavevector and frequency both
decrease and approach zero and the wavelength of the SPP approaches infinity, the
wavevector and velocity of the SPP become very close to that of light in free space
[70,71]. The SPP behaves less like oscillating electron density and takes on more
characteristics similar to those of a photon at grazing incidence travelling along and
bound to the surface [70,71]. More of the SPP’s energy is in the external fields,
which are less confined and may extend several wavelengths into the dielectric medium
[70,71]. As this happens and the strong sub-wavelength field confinement associated
with the SPP is lost, classification of the wave changes and it is called a Sommerfeld-
Zenneck wave [67]. At low frequencies, the metal behaves more like a perfect conductor
than as a medium for oscillating plasma; to maintain the field confinement, artificial
surface structures can be engineered to create spoof SPPs [70].

The SPP dispersion curve is to the right of the light line, implying that for the
same energy, the SPP has a higher momentum and cannot couple to light without a
means of compensating the momentum mismatch [70]. Examples of coupling schemes
used include prism coupling through the evanescent fields created by frustrated to-
tal internal reflection [74,75] or the use of a grating or surface roughness to supply
the difference in momentum and allow excitation of an SPP [72,76]. This momen-
tum mismatch does not hold for excitation by fast electrons, which can otherwise be
considered as broadband white-light sources [69].

In real metals, the SPP wavevector is complex, so the SPP decays from free-
electron scattering or interband transitions as it propagates. When damping is in-
cluded, the SPPs approach a finite wavevector at the surface plasmon frequency,
instead of the idealized asymptotic approach to wsp, limiting the shortest possible
SPP wavelength and the amount of confinement possible [67].

The SPP is a propagating wave, and if the propagation length is long enough, the
SPP can be used for carrying information in a plasmonic waveguide.

2.1.3 Localized Surface Plasmon Resonance

Another way of solving the momentum mismatch between surface plasmons and light
is to use a sub-wavelength nanoparticle to provide the difference in momentum. The
LSPR is a non-propagating surface plasmon trapped in a nanoparticle (Figure 2.3).
LSPRs are collective oscillations of surface charges that form various orders of standing

16



Isobel Claire Bicket (PhD Thesis) McMaster University - Materials Science

(a)
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Figure 2.3: Localized surface plasmon resonance of a spherical nanoparticle under photon excita-
tion. (a) Movement of surface charges under photon excitation; (b) electric field of the LSPR dipolar
response.

wave patterns, according to the geometry of the nanoparticle, and provide resonant
local enhancement of EM fields below the diffraction limit of the equivalent photon
energy. It is the LSPR which gives gold and silver nanoparticles their striking, intense
colours, such as those of the Lycurgus Cup [23] or in stained glass windows [25,77]. The
response of plasmonic nanoparticles is broken up into discrete resonances correspond-
ing to different standing wave patterns across the nanoparticle surface. The factors
affecting the nature of the LSPR in plasmonic nanoparticles include the nanoparticle
material and environment, and the specific size and shape of the nanoparticle.

This dependence on geometry opens up a wealth of research opportunities to
explore two- and three-dimensional nanostructures. The geometry determines the
charge distributions and locations of hotspots, or localized field enhancements, and
the use of geometry to manipulate LSPR behaviour is currently a very active research
field. Plasmonic nanoparticles can also act as nanoscale antennas, similarly to radio
antennas, but interacting with light in the IR, visible, or UV regions of the EM
spectrum through radiative damping [69].

With the ability to manipulate the geometry, there is a lot of freedom to engineer
specific charge-current configurations that are required to create different multipole
moments, some of which cannot be found or are difficult to find in nature. The classic
example is an electric dipolar mode, in which opposite charges are concentrated at
opposite ends of a nanostructure, but there also exist quadrupolar and higher order
multipole modes [78,79]. This thesis is concerned with the behaviour of LSPR in
engineered nanostructures and their use in artificially creating EM multipole moments.

Plasmon Coupling

If two plasmon-sustaining surfaces are brought close enough together, the SPs couple
to each other. In general, spectral and spatial overlap of the fields of the SP is required
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for coupling [80]. Coupling across a thin metal film occurs when the film is thinner
than the penetration depth of the electric fields of one SPP in the metal. Then the
SPP fields extend through the metal thickness to interfere with the electric fields
of the wave on the other surface [38,81], splitting the resonance into two modes of
different energy with different dispersion relations [35,82].

On the lower energy mode, the two surface waves are m out of phase with each
other and the charge distributions are anti-symmetric; on the higher energy mode,
the charge distributions are symmetric and the SPP waves are in phase with each
other. The anti-symmetric mode produces a dipole moment normal to the plane of
the thin film and can radiate into free space [81]. The symmetric mode can propagate
long distances, since it excludes electric fields from the metal [69], making this mode
a good candidate for long range SPP waveguides.

A similar phenomenon happens when two or more nanoparticles are brought close
enough together such that the EM fields of their LSPR modes interfere with each
other. The distance they must be from each other to achieve coupling varies depending
on the wavevector of the plasmon mode, which determines the field confinement and
how far the evanescent fields extend into vacuum. Coupling between nanoparticles
causes peak splitting and spectral shifts, as well as changes in the spatial distribution
of the field intensity [43,83].

For example, on a pair of identical nanospheres, the dipolar mode is split into two
modes at a lower and higher energy than the original dipolar mode [83]. Analogously
to molecular orbital hybridization theory, these two modes are known as bonding and
anti-bonding modes and have anti-symmetrical and symmetrical charge configurations
(47,84, 85]. Depending on the symmetry of the nanoparticles, bonding and anti-
bonding modes may be formed along the longitudinal axis of the dimer or along
the transverse axis, giving a total of four possible hybridization combinations of two
dipolar modes (Figure 2.4).

When the two dipoles are oscillating in phase with each other along the long axis
of the dimer, there is a net dipole moment with a strong optical signal and the mode is
classified as the longitudinal bonding (LB) mode [85]. In the longitudinal anti-bonding
(LAB) mode, the dipole moments on each of the particles move in anti-phase and if
the dipole moments are identical, there is no net dipole moment [85]. If retardation
does not play a significant role, the LAB mode is a dark mode [85]. Retardation
occurs when the size of the particles are comparable to the wavelength of light and
accounts for the finite time that it takes EM radiation to propagate across the particle,
such that at an instant in time one side of the particle may feel a different field from
the other side [86]. Retardation effects can cause normally dark modes to become
radiative [87-89] or cause redshifts to the LSPR energy relative to the assumptions
of the non-retarded approximation [69].

When the dipole moments in the particles are oriented perpendicularly to the
long axis of the dimer, the anti-bonding mode is a higher energy symmetric mode
with both dipoles oscillating in phase, while the bonding mode has anti-symmetric
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Figure 2.4: Charge configurations for the coupled dipolar modes on a pair of plasmonic nanospheres:
longitudinal bonding (LB); longitudinal anti-bonding (LAB); transverse bonding (TB); and trans-
verse anti-bonding (TAB) modes.

Energy

dipole moments and a lower energy [85]; these are transverse anti-bonding (TAB)
and transverse bonding modes (TB), respectively. As the nanoparticles are brought
closer together, the interaction strength and energy splitting between modes increases.
The symmetric plasmon redshifts faster than the anti-symmetric mode blueshifts,
producing overall a lower energy response than the individual particle [85]. The same
concepts of bonding and anti-bonding modes from coupling of electric fields also apply
to EM modes in dielectric or semiconductor nanoparticles [90].

Coupled dimers show a much stronger local field enhancement in the void between
nanoparticles than a single nanoparticle [47,48], allowing even single molecule detec-
tion in SERS [19]. In a nanosphere dimer, coupling enhances the EM fields of incident
laser light by a factor which can be over 10%, much larger than the simple sum of the
fields from each individual sphere [47,48]. The enhancement between nanoparticles
is higher at the low frequency LB mode [48].

When the two nanoparticles are brought into conductive contact with each other,
there is an abrupt blueshift in the energy of the primary plasmon modes, changing
the phenomenon from plasmon coupling to charge transfer plasmons [91-96]. Since
surface charge is able to flow freely, a dipolar mode over the whole structure can be
formed. As the junction width is increased, the dipolar peaks blueshift and Wen et al.
found a relationship between the junction conductance and the energy of the primary
dipolar mode in a connected nanoparticle dimer structure [92].

Coupling and hybridization phenomena are important to the work done in this
thesis. In Chapter 3, the modes of triangular cavities couple to the modes of the
triangular prisms in which they are embedded; in Chapter 4, dipolar modes within
substructure features of a VSRR couple to form LB, LAB, TB, and TAB modes;
and in Chapter 5, coupling between separate VSRRs creates an LSPR mode with a
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toroidal dipole moment.

2.2 Plasmonic Nanoantennas

A structure which either transmits or receives EM waves is considered an antenna
[97,98]. Antennas are commonly used to send and receive signals in the radio and
microwave regimes of the EM spectrum and they find application in many parts of
modern everyday life [97]. To produce an EM field, either a charge density or current
density can be used [86]. For the EM field to be radiative, the charge or current
density must vary in time: there must be accelerating charges [97,99]. In radio
and plasmonic antennas the charges are the conduction electrons, which behave as
nearly-free charges within the structure and respond to applied EM fields. Intuitively,
applying an oscillating EM field to a collection of free charges causes these charges to
move in an equally oscillatory manner in response. Applying an oscillating EM field
to a radio antenna produces alternating current which is then fed to a read-out circuit,
demonstrating the concept of a receiving antenna. Likewise, if an alternating current
is used to drive an antenna, the oscillating free charges radiate energy into free space
according to the periodicity of the applied current. Modulating the applied current in
a known pattern allows the user to transmit signals, receive them on another antenna,
and decode the original signal [97].

Although the frequency range and applications involved are slightly different, the
concepts behind the coupling of radiation to plasmonic nanoantennas are similar.
Applying an oscillating EM field to a plasmonic nanostructure can excite LSPR modes;
likewise, an excited LSPR mode can emit radiation through radiative decay.

2.2.1 From Radio Antennas to UV Antennas

Maxwell [7] provided the fundamentals for today’s antenna theory when he unified
the theories of electricity and magnetism and produced the theory that light is an os-
cillating EM wave, not limited to the visible spectrum [100]. The first demonstration
of the propagation of long wavelength EM radiation, radio waves with a wavelength
of approximately 4 m, is attributed to Heinrich Hertz [8]; Hertz’ work was followed
by the experiments of Marconi, who transformed the communications industry by
using long wavelength radiation to send messages from Cornwall, England to New-
foundland, Canada [100] in 1901, making up for inefficiencies and radiation losses
with brute power. Following this transmission, antennas and antenna design became
a popular topic of research and industrial application [100]. The coming of World
War II pushed development down to the microwave and radar regimes [100], with
wavelengths down to approximately 1 cm. In the 1960s, the computational power
and numerical methods needed to model the behaviour of antenna designs were de-
veloped [97] and today antennas are used in a wide variety of applications considered
necessary to the functioning of modern society.
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The wavelength of EM radiation with which an antenna can most efficiently cou-
ple depends on its physical size. Typically the antenna size is much smaller than the
wavelength it couples to (A/2 or A/4, for example); progress to smaller and smaller
wavelengths in the IR or below requires more specialized fabrication techniques capa-
ble of fabricating precise antennas on the micrometer or nanometer scale [98]. In the
IR, tungsten ‘cat-whisker’ antennas were developed in the 1960s and 70s, but were
limited to wavelengths longer than approximately 2 pm [98,101]. As antennas are
scaled further down to couple to shorter wavelengths, the typical scaling laws used
for antenna design begin to break down because the penetration depth of the EM
waves into the metal structures is no longer negligible relative to the small size of the
antennas, and because of increased losses in the metals [98].

In the IR to UV range of the spectrum, the surface plasmon response has be-
come the dominant technology for transmitting or receiving antenna signal, outside
of semiconductor technology [98]. Although the mechanism is different from that of
the more classic radio antennas, the ability of a plasmonic nanoparticle to transduce
light fulfills the basic function of an antenna. The first proposed use of a plasmonic
nanoparticle as an applied antenna comes from Wessel in 1985 [102], who proposed the
use of a silver nanoparticle mounted on a scanning tip to enhance Raman spectroscopy
signal of a surface under laser excitation, with nanometer imaging capabilities. This
concept, taking advantage of the ability of the plasmonic nanoparticle to couple to
far-field radiation and concentrate the energy into a space much smaller than the
diffraction limit, leads to arguably the most widely used application of plasmonics:
surface-enhanced Raman spectroscopy.

Of primary importance in designing plasmonic nanoantennas is the ability to model
and characterize the plasmonic response, which, similarly to the response of larger
antennas, depends strongly on the geometry of the antenna and on the local environ-
ment.

2.2.2 Radiative Antenna Fields

The regions around an antenna are separated into the near-field and far-field regions
(Figure 2.5) [103]. The near-field region itself can be further separated into the reactive
near-field, in which fields reactive to the charge and current distribution dominate; and
the radiating near-field, or Fresnel region, in which radiation fields dominate but have
not settled into their final pattern yet, the angular distribution is still evolving with
respect to the distance from the antenna, and there may be a significant contribution
from radial fields [86,103].

In the propagating far-field, or Fraunhofer, region, the angular distribution of EM
fields is independent of the distance from the antenna structure and the radiation
pattern is well formed with dominantly transverse components [86,103]. The radial
components of the EM fields are usually very small in comparison with the other
components. The far-field region is, in practice, defined in relation to the size of the
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Figure 2.5: Field distributions in the near-field and far-field regions of a radiating antenna (repeated
from Chapter 1, Figure 1.3) as a function of wavelength (\), antenna size (D), and distance from
the antenna (). Adapted from [21] (©1995 IEEE).

antenna and the wavelength of the emitted radiation based on Equation 2.4, in which
r is the distance from the antenna, D is the largest dimension of the antenna, and A is
the wavelength of emitted radiation [104]. In the far-field, the antenna can generally
can be considered as a point source of EM radiation and spherical coordinates are used,
making the electric field a function of the spherical coordinate vectors, € = &(r, 0, ¢),
in which ¢, is very small [86,103]. Unless the size of the antenna is very small compared
to the wavelength, retardation effects must be taken into account when calculating
the potentials and EM fields radiated by an antenna.
D2

2
—_ 2.4
r>> 3 (2.4)

In this thesis, both the near-field and far-field responses of plasmonic nanoantennas
are probed: electron energy loss spectroscopy uses a nanometer-sized probe to interact
with the near-field of the LSPR; cathodoluminescence uses a small probe to excite
the LSPR through its near-field, but collects the far-field from LSPR radiative decay.
Both EELS and CL data are complemented with simulations. Appendix A describes
the polarization properties of some basic dipole configurations and of simulated CL
radiation.

2.2.3 Multipole Expansion of Electromagnetic Fields

The radiation fields of any arbitrary system of charges and currents can be modelled
using the multipole expansion formalism [105,106]. The most well-known results of
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Figure 2.6: Schematics of the dipole moments of three multipole families: (a) the electric dipole
(p); (b) the magnetic dipole (m), created by the current density (j); (c) and the toroidal dipole (T'),
created by poloidal current (j) and circulating magnetic field (H). Inspired by [107].

the multipole expansion of charge-current configurations are the electric and mag-
netic dipoles, though the expansion also provides for the existence of higher order
multipole moments of order 2¢, such as quadrupole moments and octupole moments.
The multipole expansion breaks down radiation fields and interactions with external
EM fields into the responses from charge and current density within the system [105].
The charges and currents in a system are described by four quantities: o, the charge
density; and j = (ju, jy,J-), the three-component vector current density. The four
quantities are not wholly independent of each other, as they must obey the conser-
vation relation V - 3 = o, leaving three independent quantities. From these, three
independent multipole contributions can be derived [105].

The electric (FP,) and magnetic (M;) multipole form factors are the well-known
quantities which describe electric and magnetic dipoles (I = 1), quadrupoles (I =
2), etc. The electric multipole family describes the response of charge density or
longitudinal current components; the simplest member of this family is the charge
density, which can be used to generate the rest of the family members [106], followed
by the electric charge dipole (Figure 2.6(a)) [105]. The electric multipole form factors
are invariant under time reversal operations (in which ¢ — —t), but their sign is
reversed with spatial coordinates ((z,y,z) — (—x, —y, —z)), preserving spatial parity
(Table 2.1) [106]. The discussion of LSPR behaviour in Chapter 3 deals primarily
with electric multipoles.

The magnetic multipole form factors are described in terms of their simplest

Table 2.1: Summary of the symmetry operations of the multipole families under spatial inversion
(I) and time reversal (R).

IR
Bl - |+
M|+ -
T - -
G |+]+
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constituent: a magnetic dipole, geometrically represented by a current loop (Fig-
ure 2.6(b)) [105]. The magnetic dipole can be used to generate the rest of the family
of magnetic multipoles [106]. The magnetic multipoles behave in the opposite way
to the electric multipoles when it comes to time and spatial parity. Under spatial
inversion, the magnetic multipoles retain their sign, whereas under time reversal they
switch their sign (Table 2.1) [106]. The magnetic dipole can be created by the lowest
energy LSPR of a split ring resonator (SRR) structure, as discussed in Chapter 4.

The transverse current density has two independent components, one of which is
accounted for by the magnetic multipole family [105]. The other is accounted for
by the third family, the transverse-electric moments, which are the sum of the time
derivative of the charge dipole and the toroidal moments (7;) [105]. The transverse-
electric is often, in the long-wavelength limit, taken simply to be proportional to
the time derivative of the electric multipole family, but this neither makes it an
independent multipole family nor does it complete the multipole description of all
possible charge-current configurations [105]. Instead, the transverse-electric multipole
form factors can be considered to be the toroidal multipole form factors [106].

The simplest member of the toroidal family is the toroidal dipole moment, which
is generated geometrically by a wire solenoid wrapped around a torus shape (Fig-
ure 2.6(c)), the response of which is not described by either electric or magnetic mo-
ments [105,106,108]. The poloidal current (indicated by j in Figure 2.6(c)) running
through the wire creates magnetic moments which are completely confined within the
torus, there is no charge density, and there are no fields created outside the torus
when the current is constant; the toroidal dipole is characterized by circulating mag-
netic field vectors [105,108,109]. Higher order toroidal multipoles can be created by
making each winding on the dipole torus into a wound torus itself [109]. Under both
spatial inversion and time reversal, the toroidal multipoles are inverted: these multi-
poles break both time and space parity, unlike either the electric or magnetic families
(Table 2.1) [106]. The toroidal dipole moment is created by an LSPR resonance from
a particular arrangement of SRRs, described in Chapter 5, showing that antenna ge-
ometries can be engineered to produce EM multipole moments which are otherwise
difficult to create or detect.

The fourth moment (G) in Table 2.1 fills out the final combination of time and
space symmetries: maintaining the same sign under spatial inversion and time reversal
[106]. This moment is not required by the multipole expansion, nor does it exist in
classical electrodynamics, as it is the equivalent of the toroidal moment for magnetic
charges [106]. However, it is possible to create this moment, named an axial toroidal
moment (as opposed to Tj, the polar toroidal moments), when averaging over the
microscopic properties of macroscopic media (such as in pyroelectric media or phase
transitions in liquid crystals), using a ring of elementary electric dipole moments,
whereas the polar toroidal dipole moment is created by a ring of magnetic dipole
moments [106, 108].
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2.3 Materials for Plasmonics

To create a plasmonic nanoantenna, the material must support LSPR. A good indica-
tion that a material will support well-defined collective resonances is when €; crosses
zero with a positive slope [62]. For conductive metals, the plasma frequency is usually
in the UV and below this energy, the real part of the dielectric function is negative [71]
and there is hope for sustaining plasmon resonances. Alkali metals, aluminium, and,
at low frequencies, conductive noble metals (copper, silver, gold, classified by their
fully occupied d-band) provide a good approximation to a Drude metal [81]. Alkali
metals are highly reactive and difficult to work with, but aluminium and some of the
noble metals, in particular gold and silver, are among the most popular plasmonic
materials.

Aluminium is a popular choice for plasmonic applications and has a high plasma
frequency in the UV region (around 15 eV), which allowed some of the early elec-
tron spectroscopy experiments to be performed on aluminium foils or nanoparticles
without the need for a monochromator [38,43,82]. It presents a low cost alternative
plasmonic material with a high-energy response and the possibility of UV plasmonics,
though optical experiments are challenging at these energies [81]. However, aluminium
forms a self-limiting surface oxide layer in air which may damp or absorb radiation
from plasmons [81], and causes changes to the theoretically predicted surface plasmon
frequency, playing an important role in the SP response [38,82].

Noble metals have a high conductivity and a plasma frequency around 10 Hz
(visible or UV spectrum) [60], although the presence of the d-band in these metals
causes screening of the conduction electrons, and interband transitions from the d-
band dominate the optical response at higher energies [68,81]. The noble metals have
one free s-electron in the conduction band and a full d-band in their ground state. At
low frequencies, only intraband transitions inside the half-empty s-band are possible
and noble metals exhibit free-electron-like behaviour with a good approximation to
the Drude model [68,110]. Conductivity is made possible through these intraband
transitions, in which an electron below the Fermi energy is excited to another state in
the same band above the Fermi energy [60]. The d-band lies a few eV below the Fermi
level and interband transitions from d-band electrons to empty s-band states above
the Fermi level dominate the optical response at higher energies, in the visible to UV
regime [110]. The d-band electrons are strongly localized [111] and the presence of
the d-band screens the free electrons from the atomic cores, causing a redshift of the
free-electron plasma frequency [60, 68].

In copper, the d-band is approximately 2.2 eV below the Fermi level [112], and
interband transitions dominate the optical losses in the spectrum before the plasma
frequency is reached, while € is still negative [68]. Interband contributions cause high
spectral absorption (high €;) where €; crosses 0 and copper does not exhibit good
conditions to support a bulk plasmon [110]. Copper, therefore, despite being a noble
metal, does not make a good plasmonic material.
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Figure 2.7: Complex dielectric functions of silver and gold. (a) Silver, measured by Johnson

and Christy [110] and Palik [113]; (b) Gold, measured by Johnson and Christy [110], Babar and
Weaver [114], and Palik [113].

The undamped plasma energy of silver is at 9.2 eV, but the presence of d-band
states below the Fermi level redshifts this to 3.9 eV [68] and the plasma oscillation
in silver can be thought of as a combined oscillation of s-band conduction electrons
screened by d-band electrons [60,68,110]. d-band electrons undergo interband transi-
tions at around 4 eV in silver, increasing both ¢; and ¢; and causing ¢; to cross 0 at a
lower energy than expected without damping (Figure 2.7(a)). €2 remains small at this
value, so the plasma frequency and bulk plasmon are still observed [68,110]. Silver
shows smaller damping and a sharper plasma resonance than other metals because
of the close proximity of this interband transition [81], which sets in about 0.1 eV
above the plasma frequency and steepens the €; curve [68]. Because of this, silver is
a popular choice for strong plasmon resonance, but a bare silver surface has a limited
lifetime because of its reactivity with oxygen or sulphur in the air.

The optical response of gold, another popular choice for plasmonics with higher
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chemical stability than silver, approximates the Drude model (Figure 2.7(b)) and
has similar behaviour to copper [115]. The d-band of gold is broader than that of
silver [111], so the onset of interband transitions is more gradual than that in silver,
beginning at around 2.4 eV with a long tail down to approximately 1.5 eV [111,115].
The surface plasmon energy is at approximately 2.7 eV, where interband transitions
dominate the optical response.

Both gold and silver are used in this thesis work: silver for its strong and sharp
plasmonic resonances with low damping is used for the fractal structures presented
in Chapter 3. Gold, for its longer shelf life and better chemical stability while still
maintaining a strong detectable plasmonic response is used for the VSRRs and T4
arrays presented in Chapter 4 and 5.

2.4 Fabrication

Methods of producing plasmonic nanoparticles include bottom-up wet chemistry syn-
thesis in solution [116] or on a substrate [17], or top-down lithography methods such as
nanosphere lithography [117], soft imprint nanolithography [118], optical or electron
beam lithography, and focused ion beam milling [17].

Bottom-up methods are more scaleable than top-down methods: large batches of
nanoparticles can be synthesized together, but these methods are limited in the shapes
that they can produce. Nevertheless, chemically synthesized plasmonic nanoparticles
are typically high quality single or twinned crystals with strong plasmonic responses.

Top-down methods allow more freedom in the choice of nanostructure geometry;,
but are slower and are usually performed serially. Optical lithography exposes a
large area with radiation through a pattern mask, but its resolution is limited by
the wavelength of light used. Focused ion beam technology can mill out arbitrary
structures of two or three dimensions, but is a serial technique and quite slow. It may
also leave ion beam damage and sputtered ions scattered around the nanostructure.

Electron beam lithography (EBL) is a serial batch-processing technique with a
strong foothold in academic research for prototyping and manufacturing small scale
systems, though there is work towards making EBL more industry-compatible through
parallelizing the exposure process with multiple electron beams [119,120]. EBL pro-
vides the freedom to define pattern features of arbitrary complexity based on CAD
(Computer-Aided Design) drawings [121-123] with higher resolution than optical
lithography, down to approximately 1 nm feature size for state-of-the-art EBL sys-
tems [124]. EBL often produces nanostructures with smaller grain sizes and more
plasmon damping than chemically grown particles, but makes up for this with the
freedom in defining the nanostructure geometry. EBL is usually used for 2D planar
shapes, but can also be used to produce limited 3D structures.

The work in this thesis relies on the ability to manipulate the precise geometrical
features of plasmonic nanostructures in order to achieve certain charge configurations
and study how the geometry affects the LSPR modes, making EBL a good choice for
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Figure 2.8: Electron beam lithography process flow. An electron beam resist is spincoated onto the
sample and exposed under the electron beam according to a CAD pattern; the resist is developed and
a metal layer is deposited; the remaining resist is dissolved during lift-off and the result is inspected.

the fabrication of nanostructures.

To allow EELS measurements to be performed the sample must be electron-
transparent, imposing limitations on the sample substrates that can be used. The
samples used in this thesis were fabricated on silicon TEM grids with nine windows of
suspended 50 nm thick silicon nitride membranes, providing a flat, smooth platform
capable of surviving the lithography processing steps. A thinner membrane reduces
back-scattering during EBL and reduces the effect that the presence of the substrate
has on the LSPR behaviour, but is prone to breakage during handling [125]. Using a
slightly thicker membrane adds background signal to the EELS spectrum and slightly
increases back-scattering during EBL, but reduces the change of breakage during the
lithography steps.

2.4.1 Electron Beam Lithography

Typically done in an SEM or dedicated electron beam lithography machine, EBL
relies on the ability to scan a focused electron probe over an arbitrary pattern area.
The EBL process is outlined in Figure 2.8 for a positive resist, starting with the design
of a CAD pattern giving the features to be patterned by the electron beam [126].

The substrate to be patterned is spincoated with an electron beam resist, such as
poly(methyl methacrylate) (PMMA). A post-bake on a hotplate smooths the resist
layer surface and evaporates any remaining solvent. The sample is then loaded into
an EBL system equipped with a beam blanker, where a focused electron beam is
scanned according to the CAD pattern. After exposure, the sample is exposed to a
development solution for a strictly limited time period to remove either the exposed
regions (in a positive resist) or the unexposed regions (in a negative resist).

In a positive resist, a layer of the desired material is then deposited; in a nega-
tive resist the layer may have been deposited before the resist, which now acts as a
mask during an etching process. Lift-off is done to remove the remaining photoresist,
revealing the pattern features on the substrate below.
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Electron Beam Resist

PMMA is one of the most commonly used electron beam resists, and can be used
as a positive resist at low doses or a negative resist at higher doses [127]. At low
electron beam doses, the electron beam causes chain scission in PMMA | breaking up
the long polymer chains into smaller, more soluble fragments which can be dissolved
more easily in the developer [127,128]. At higher doses, the electron beam induces
crosslinking between polymer chains, creating a harder, more insoluble material [127].

A higher molecular weight PMMA layer requires a higher exposure dose for equiv-
alent development conditions, providing the possibility to engineer the resist profile
using multiple layers of different molecular weights [128]. A lower molecular weight
has a higher solubility in the developer solution [128].

Electron Beam Lithography Resolution

The achievable pattern resolution of EBL is typically not limited by the electron
beam diameter, but by contributions to the exposure from forward and back-scattered
electrons, as well as secondary electrons [125,128,129]. When the electron beam
enters the resist, elastic scattering causes lateral beam broadening as the electrons
travel, thereby exposing a much larger spot than expected from the electron beam
diameter [129].

Electrons entering the substrate underneath the resist layer may be back-scattered
by the substrate to areas within a few microns of the electron beam location, though
this mechanism of increased dosage is not a severe factor for sparse patterns, but
mostly for dense pattern features [125]. Performing EBL on a thin electron-transparent
membrane has the added advantage of reducing back-scattering off the substrate
[125,128], although the silicon nitride membranes are fragile and prone to break-
ing during handling and processing. Nearby EBL patterns or large patterns increase
the effective dose in a given location through the proximity effect from lateral scatter-
ing of the beam within the resist and back-scattering off the substrate; distributing
patterns more sparsely across the substrate helps to reduce this, but the resolution of
small features within a larger pattern may still be degraded [128].

The dominant mechanism affecting EBL resolution may be exposure through sec-
ondary electrons. Inelastic scattering of the primary beam deposits energy into the
resist, causing chain scission and emission of SEs [125,128,129]; the low energy SE
travels through the resist and, with a higher scattering cross-section than the primary
beam, causes chain scission further away [128,129]. The primary beam may also ex-
cite bulk plasmons within the resist, which then propagate away from the primary
beam and expose the resist or decay into SEs, which themselves expose the resist and
broaden the resolution [129].
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2.5 Characterization of Surface Plasmons

LSPRs respond to both light and swift electrons and are studied using both excita-
tion methods. The spatial resolution of far-field optical methods is limited by the
diffraction limit of light [69]. Absorption and scattering optical spectroscopies ob-
tain spectral information on the ensemble average of nanoparticles or on individual
nanoparticles in dark field microscopy, but these techniques do not have the spatial
resolution to obtain details on the field distributions of individual modes [69]. To
achieve nanometer spatial resolution, very high energy photons can be used, such as
UV or x-ray photons, but optical components for such high energies are difficult to
manufacture and these energies are on the upper limit of typical LSPR signal [69].
Near-field optics provide an alternate route to circumvent the far-field diffraction limit.

Near-field techniques include scanning near-field optical microscopy (SNOM), or
scanning tunnelling spectroscopy (STS) and can achieve higher resolution than the
far-field diffraction limit allows, but are still limited to approximately 10 nm [69,130].
STS signal is dominated by single electron interactions with the tip [69], so it is
hard to gain information on the collective response of the surface plasmon with this
technique. In SNOM, a nanoscale tip is scanned over the sample and evanescent waves
are detected through optical tunnelling between the sample and tip [131]. At the apex
of the scanning tip, light is confined to a region much smaller than the diffraction
limit would allow and the SNOM tip acts as a point source of surface plasmons [132],
perturbing the sample near-field and causing non-radiative components to become
radiative [69,131]. The near-field components hold sub-wavelength information about
the sample and by scanning the tip, a high resolution image of the sample can be
obtained [131]. The tip acts to couple external light to surface plasmons or vice versa,
allowing the surface plasmon to be studied at higher spatial resolution, though the
interference of the tip with roughness in the sample can cause interference effects in
the scattered images [132].

In an electron microscope a beam of swift electrons, travelling at a significant
fraction of the speed of light, probes the near-field of plasmonic nanostructures with
unmatched spatial resolution [69]. The signal from the electron microscope is surface-
sensitive, but information can also be obtained from the bulk using the transmitted
electron beam [69]. Although the spectral resolution of optical measurements is typ-
ically higher, optical measurements are limited to a small range of photon energies
compared to electron beam spectroscopies, which can measure a wide spectral range
in a single measurement [82]. Although photons are transverse waves and fast elec-
trons are a source of longitudinal fields to the sample, the transverse and longitudinal
dielectric functions are approximately the same in most samples and comparable in-
formation can be gained from both optical and electron-based experiments [62].
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Figure 2.9: An overview of different excitations in matter caused by an incident electron beam.
Inspired by [69].

2.5.1 Interaction of Swift Electrons with Matter

Electrons in the primary beam affect the specimen through electrostatic Coulomb
interactions between the electron beam and either the nucleus or electron cloud of the
sample’s atoms [80,133]. Interactions with the nucleus are usually classified as elastic
scattering or Rutherford scattering, while interactions with the electron cloud of the
sample typically result in an exchange of energy through inelastic interactions [133].
A graphical summary of the scattering interactions is shown in Figure 2.9.

Elastic Scattering

Elastic scattering events typically result in no detectable energy loss to the primary
electron beam at small scattering angles, but can cause knock-on damage through
the transfer of a large amount of momentum to a sample nucleus, displacing it and
damaging the sample [62,133]. Other elastic scattering processes include thermal
scattering and diffraction [62]. Thermal scattering from interaction with phonons in
the sample causes low-energy losses (less than 0.1 eV) that are difficult to detect in
all but the most advanced monochromated systems [62,134]. Diffraction provides a
fully-fledged characterization method for crystalline and amorphous samples in the
TEM or SEM, giving information on the atomic spacing and crystal orientation of a
sample and enabling dark-field imaging in the TEM (see, for example, [135]).
Interaction with the sample nucleus may cause strong deviation of the electron
beam, with a chance to scatter the primary beam electron backwards at an angle
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greater than 90 degrees [133]. In bulk samples, the primary beam electron may
undergo many scattering events until it emerges back out of the surface through which
it entered, after which it is considered a back-scattered electron (BSE) [136, 137].
BSE signals are often collected in an SEM and give information on the chemical
composition of the sample, since the BSE scattering probability of an atom increases
with the atomic number [136], or on the relative crystallographic orientations within
the sample through channelling contrast [137]. While elastic scattering does not
contribute to spectroscopic signal, it does contribute to imaging contrast mechanisms

in SEM and TEM/STEM [138].

Inelastic Scattering

Most of the primary beam electrons travel further away from the sample nucleus and
either pass through thin samples with no interaction at all or interact with the atomic
electrons in the sample through inelastic scattering. Inelastic scattering implies that
some energy is lost from the beam electron and includes the excitation of a single
core shell electron from a low-lying orbital to a higher energy level or band [133];
scattering from electrostatic interactions with the outer shell electrons (e.g. in the
valence or conduction bands); or interactions with collections of atomic electrons [62].
The sample experiences the beam electron’s electric field for a very short time as it
passes by, translating to a broad band of excitation frequencies, and the beam acts
effectively like an evanescent source of white light [69,80]. The electron beam can
excite a variety of transitions in the sample over a huge spectral range.

A primary beam electron can promote a single core shell or valence electron to a
higher energy state within the sample or above its vacuum level [133,138]. Transitions
to states above the Fermi level include interband excitations across the bandgap or
intraband excitations of electrons just below the Fermi level [133]. If the higher energy
state is above the sample’s vacuum level, the excited atomic electron is released as a
secondary electron (SE) [133].

SEs are by definition low energy electrons emitted from the sample and are usually
reabsorbed if they are more than a few nanometers from the surface of the specimen
[136]. Within a few nanometers of the surface, SEs can escape and are used for
one of the most common imaging methods in SEM, giving highly surface sensitive
topographic information about the sample [136, 137].

The primary electron beam can also excite collective modes of valence or conduc-
tion electrons in the sample via transitions from the valence band or conduction band
to energy states just above the Fermi level [138]. These collective modes may be bulk
plasmons, SPPs, or LSPR in metals or metal-like samples. The electron beam cou-
ples efficiently to the longitudinal bulk plasmon [69]. When the electron beam passes
through a conductive sample, it trails behind it a plasmon wake which propagates
laterally outwards, oscillating at the bulk plasmon frequency [62]. In an insulator,
the energy excites a single valence electron to a higher energy delocalized state, but
over time this energy is distributed between many atoms and the energy loss peak is
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still referred to as the bulk plasmon [133]. The decay of a bulk plasmon may produce
heat or transfer energy to a single electron excitation, emitting an SE or promoting
a higher energy interband transition [62,133]. In some samples, surface plasmons
(SPPs or LSPRs) may be excited as the electron beam passes through or nearby to
the specimen surface [133].

All of these excitation processes result in an energy loss from the beam, with the
probability given by Equation 2.5 [69]. This energy loss is detected in electron energy
loss spectroscopy. As it approaches, the electron induces a field in the sample, which
acts back on the electron, slowing it down and causing energy loss [69]. When the
sample has a resonant response at a particular frequency/energy, there is a high loss
probability for the electron beam to excite a transition at that energy and the beam
donates a quantum of energy to exciting that resonance, resulting in a peak in the
EELS spectrum [69]. The energy lost by the primary electron is related to the optical
extinction properties of the sample, described by the sample’s dielectric function [62],
and the projection of the sample’s electric field along the beam direction [80]. The
energy loss probability (I'ggrs) is a function of frequency (w), the electron velocity
(ve), the sample’s response (€™ (r.(t),w)), and the position of the electron beam

(re(t)) [69].
Feers(w) = % /dt Re(exp(—iwt)ve - €™ (re(t), w)) (2.5)

Secondary Processes

Excitation of an electron within the specimen leaves behind an empty low-energy
electronic state, into which the excited electron or another specimen electron can
return, releasing the transition energy either into the surrounding sample or as radia-
tion [138]. The energy difference between the top and bottom levels of this transition
determines the energy of the photon released. For big energy gaps, the photon may
be an x-ray with an energy characteristic of a particular transition in a specific atom,
enabling chemical identification using energy-dispersive x-ray spectroscopy (EDXS)
or wavelength-dispersive x-ray spectroscopy (WDXS) [133,138]. If the excited atomic
electron drops to an empty state in the outer shell or valence band, the decay emits
a lower energy photon in the IR, visible, or UV regions of the spectrum, which can
be detected using CL equipment [80,133]. The decay of collective oscillations such as
LSPRs may also be radiative, contributing to CL signal.

The emitted radiation may also excite another electron in the atom to an energy
state above the vacuum state, releasing an Auger electron, which can be detected in
Auger spectroscopy [133,138]. The energy can also be released as heat or phonons,
causing local heating of the sample [133]. Radiolysis or ionization damage may occur
if the electron configuration of the sample is changed after the interaction [133]. In
exciting electronic transitions in a sample, the electron energy loss gives an indication
of the joint density of states: the convolution between occupied states where the
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Figure 2.10: Spectrum imaging data cube. (a) The data cube has two spatial dimensions, from
which spectra can be extracted (purple) and the spectral dimension, from which energy-filtered
images can be selected (blue, green); (b) ADF image acquired simultaneously with the spectrum
image.

transition starts and the unoccupied states in which the transition finishes [69].

2.5.2 Electron Spectromicroscopy

The term ‘spectromicroscopy’ is used to encompass characterization techniques which
provide both spatial (microscopy) and spectral information (spectroscopy) simulta-
neously. Electron spectromicroscopy techniques can be done in either an SEM or a
STEM or TEM. These techniques provide information with spatial resolution that is
unmatched by any other technique. In a STEM instrument, the spatial resolution is
often less than 1 nm, and can even be down to sub-Angstrom with the right equip-
ment, while still maintaining energy resolutions of a few tens of meV [69,80]. In
the SEM, the spatial resolution is usually below 10 nm and the spectral resolution
is comparable to optical techniques [69]. Spectromicroscopy techniques rely on the
concept of a spectrum image (SI) dataset.

Spectrum Image

Most of the EELS and CL data presented in this thesis was acquired in the form of
a SI, a concept introduced to EELS in the 1980s [139]. An SI'is a 3D (z x y x E)
dataset, containing two spatial axes (z and y), and one energy or spectral axis (F)
(Figure 2.10). In the case of EELS, the spectral axis corresponds to the energy loss
spectrum; in the case of CL, the spectral axis is the wavelength spectrum of the light
emitted from the sample.
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To acquire a spectrum image, a STEM or SEM is used. The electron beam is raster
scanned over the specimen and at each pixel in the scan a spectrum is acquired,
building up the 3D dataset. Often there is simultaneous acquisition of an annular
dark-field (ADF) image (STEM) or SE image (SEM) to correlate the features of
the sample with the spectral features observed in the SI [80]. Acquisition of the SI
necessarily takes longer than single spectrum acquisition, but provides more complete
spatially-resolved information about the sample. Acquisition of an EELS SI can also
be done by acquiring energy-filtered images (EFTEM), in which image stacks filtered
around specific energy ranges are collected [80,140]. Acquisition of the SI may be
slow, depending on the integration time and number of pixels chosen. If the sample
is drifting, drift correction through cross-correlation routines can be applied and a
sufficiently fast spectrum acquisition can take advantage of the presence of the zero
loss peak to calibrate and re-align each spectrum to correct energy drift [141].

The 3D dataset is more complicated to navigate and visualize on a 2D computer
screen and requires some additional data processing steps, but brings the freedom of
summing spectra over arbitrary areas post-acquisition or of extracting energy windows
or slices and projecting the spatial distribution of the spectral intensity within those
slices [139]. In order to take advantage of the possibilities of the 3D SI, a Python
software dedicated to SI visualization and analysis was written over the course of this
thesis (Chapter 6).

2.5.3 STEM-EELS

An EELS experiment gives a spectrum of the number of electron counts as a function
of the kinetic energy they have lost from inelastic scattering events on passing through
the sample [133]. In this thesis, EELS was acquired using a monochromated FEI Titan
STEM instrument. A brief schematic of the instrument is shown in Figure 2.11; more
details are given in Appendix B. A typical STEM instrument is operated between 80
and 300 kV and the energy losses detected in a plasmon experiment are on the order
of a few hundred meV to a few eV.

The spatial resolution of an EELS SI can be similar to that of STEM, particularly
in the core-loss region, allowing atomic-resolution core-loss EELS maps to be made
[141-143]. However, the nature of the transition under study and its spatial extent
also affects the spatial resolution of EELS [69, 141]. The electric field of the fast
electrons has a finite field extending into space, causing Coulomb delocalization of
the signal obtained, with increased delocalization as the wavevector of the energy loss
is reduced [69]. For low-energy excitations, the delocalization of the signal can be
macroscopic in nature, extending several microns into vacuum, while for core-losses,
the signal can be localized within an Angstrém or so [69]. EELS can be used to study
phonon excitations, surface plasmon modes [43, 144], bandgap transitions, excitons,
defect states, bulk plasmon excitations, and the chemical composition and electronic
configuration of the specimen, giving a wealth of information over an unmatched
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Figure 2.11: Schematic of the FEI Titan column. Electrons are emitted from the filament and
are focused by the gun lens, energy-filtered by the monochromator, accelerated, and formed into a
focused probe by the condenser system before hitting the sample; the projection system passes the
electron beam to the annular dark-field detector and the EELS spectrometer.

energy range.

EELS Spectrum

The EELS spectrum is usually dominated by the zero loss peak (ZLP), which con-
tains electrons that have been transmitted without any detectable energy loss [133].
This can include unscattered, elastically scattered, or inelastically scattered electrons
which have lost so little energy that they cannot be distinguished from unscattered
electrons because of the limited spectral resolution of the system [133]. The detection
limit of advanced monochromated systems is in the mid-IR [41]. The energy reso-
lution of a spectrum is defined by the full-width at half-maximum (FWHM) of the
ZLP [80]. The shape of the ZLP is determined by the shape of the emission spectrum
from the electron gun, or by the monochromator and aberrations in the spectrom-
eter. The extent of the ZLP tails is also a parameter of interest for systems being
used to study extremely low-energy losses [145], as the ZLP tail can be significant
compared to energy losses in the first few eV of the spectrum, leading to the need
for monochromatization, increased system stability, or deconvolution techniques [80].
For example, Figure 2.12 shows the extent of the ZLP tail overlap with the low-loss
peaks in a monochromated system (purple), compared to the same spectrum (green)
after deconvolution has reduced the effect of the tails.

Apart from the ZLP, bulk plasmon excitations have the largest scattering cross-
section and thereby the largest signal in the spectrum [69,141]. The bulk plasmon

36



Isobel Claire Bicket (PhD Thesis) McMaster University - Materials Science

EELS Intensity (a.u.)
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Figure 2.12: A low-loss EELS spectrum. Purple curve shows a raw, monochromated EELS spec-
trum dominated by the zero loss peak. Green dashed curve shows the same spectrum after decon-
volution with the Richardson-Lucy algorithm. Insets show zoomed in views of the LSPR peaks of a
silver nanostructure.

excitation dominates the low-loss region (< 50 eV of energy loss) and can be used
to estimate sample thickness [62,69,141]. Other outer shell electron excitation peaks
are also present in the low-loss region of the spectrum, including electron-hole pair
excitations across the bandgap, valence electron transitions into the conduction band,
exciton creation, and phonon or surface plasmon excitation (smaller peaks in Fig-
ure 2.12) [133,138]. Electron screening of excitations is more significant at low energies
and the loss function includes the polarizability and absorption from the dielectric re-
sponse [138]. The delocalized nature of the signal can make interpretation of low-loss
images complicated [69].

Optical excitations in the near-IR, visible, and UV regions of the spectrum, such
as phonon and plasmon excitations, are now routinely available in monochromated
instruments. When the electron beam passes through a plasmonic nanoparticle, it
can excite both bulk and surface losses, but in aloof configuration (i.e. when the elec-
tron beam passes directly adjacent to the sample without impacting it), only surface
modes are excited [69]. Low-energy transfers with an exponential decay dependent on
the wavelength of the excitation are favoured when the electron beam does not inter-
sect the specimen. An aloof electron can excite SPPs with a momentum component
parallel to the electron beam velocity vector [69].

At higher energy losses is the core-loss region of the EELS spectrum, where primary
beam electrons have lost energy to excite core-shell electrons in the sample. Core-
loss edges give the characteristic binding energy of the excited electron or ionization
threshold of the atom [133,138,146]. The intensity in this region decreases rapidly with
increasing energy loss [133] and acquisition times must be long to obtain good signal-
to-noise ratio (SNR) at high energy losses. The core-loss edge rises rapidly at the
binding energy of that orbital, followed by a long slow tail with increasing energy loss
[133]. Integration under these edges allows quantification of the atomic composition of
the sample and near-edge fine structure gives information on the electronic structure
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and bonding state of the atoms [133,138]. At high energy losses, the real part of the
sample’s dielectric function is usually low and the energy loss function is dominated
by the imaginary component [138], which relates directly to transitions within the
sample.

Annular Dark-Field Imaging

Dark-field signal in the STEM reveals mass-thickness contrast from incoherent elastic
scattering off the sample’s atomic nuclei, and crystallographic contrast from diffraction
[147]. The scattering probability for mass-thickness contrast increases with the atomic
number of the atoms in the specimen and the thickness of the material through
which the electron beam passes [147]. At higher collection angles, diffraction contrast
dominates, but low intensity mass-thickness contrast can also be detected and the
signal is sensitive to atomic number [141,147], making compositional contrast clear
in ADF images [141].

Many detailed studies have gone into the contrast mechanisms of STEM imaging,
but in this thesis the STEM-ADF image is used simply to interpret the structure
and geometry of the nanostructure under study, in parallel with the spectroscopic
information from EELS. The samples are metal on a thin silicon nitride membrane
and show up clearly as bright features (the metal) on a dark background (the silicon
nitride). The metallic nanostructures diffract much more strongly than the amorphous
substrate and have a much higher atomic number than the silicon nitride substrate;
both factors contribute to making the metallic nanostructures bright in the STEM-
ADF image. A very rough estimate of thickness can be inferred from the relative
brightness of the image of the metallic structures, which, for instance, helps to identify
the pillars on the VSRRs in Chapters 4, and 5.

2.5.4 SEM-CL

Cathodoluminescence (CL) is a technique which concerns the collection of radiation
that is emitted from a sample under the impact of an electron beam. It was first
discovered over a century ago when cathode rays (electrons) struck a phosphorescent
material, which gave off light, now used to give light in cathode ray tubes. Collecting
CL in an electron microscope allows analysis of the spectral signal that is emitted
when a nanoscale electron beam is focused at a chosen location. The technique uses
an SEM or STEM with the addition of a reflective mirror near the sample to collect
radiated light. Depending on the configuration of the system, the mirror may be flat,
ellipsoidal, or paraboloid in shape [80]. Under the electron beam, the sample radiates
in any direction; some of this radiation is collected by the mirror and directed out
of the microscope chamber to an optical analysis system which can give information
on the angular distribution of emission [148, 149], the polarization of the emitted
light [148,150], time-resolved spectroscopy [151,152], and the distribution of spectral
features in space through spectrum imaging.
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Ideally, the mirror used should collect as much radiation as possible from the
sample and direct it out of the microscope, so it should have a high numerical aperture
(NA). However, for a high spectral resolution the CL spectrometer should have a low
NA, to make the beam coming into the spectrometer as small as possible. This is in
direct conflict with the high NA desired for the collection system and often a lot of
CL intensity is cut before reaching the spectrometer in order to use a spectrometer
with a small NA [80].

CL can be done in either SEM or STEM machines. In a STEM instrument there
are more restrictions on the size of the mirror, since it must fit in between the narrow
polepiece gap, and usually there is a sacrifice to the optimal spatial resolution of the
system [80]. In an SEM system, the space restrictions are eased and a larger mirror can
be used. The larger mirror in the SEM has a higher collection efficiency and angular
resolution. Examples of different mirror configurations include a single mirror either
on top of or underneath the sample in a STEM instrument, a double mirror covering
a hemisphere from top to bottom [148], or a single mirror in an SEM [153]. SEM-CL
can be used for the study of bulk samples which need not be electron-transparent,
but even electron-transparent samples benefit from the increased collection efficiency
of the larger mirror in the SEM and reduced signal from the substrate.

The mirror in the SEM chamber is located above the sample and imposes a mini-
mum working distance (WD) on the SEM, which is typically larger than the optimal
WD and results in a sacrifice of spatial resolution. The mirror is opaque to electrons
and a small hole must be drilled in the mirror to allow the electron beam to pass
through. Care must also be taken as to the relative orientation of the mirror and the
SEM SE or BSE detectors. A schematic of an SEM column with a parabolic mirror
is given in Figure 2.13. Further description is given in Appendix B.

It is difficult to define the spatial resolution of CL, because in a CL SI, the light
collected at each pixel corresponds to the photon count emitted from anywhere in the
sample when the electron beam is located at that pixel location. There is no direct
information on where the light was emitted from, though sometimes it is possible
to derive where the light came from with knowledge of the sample. The spectral
resolution is comparable to optical techniques.

Emission of light within the electron microscope can come from many sources, in-
cluding radiation from the primary beam interacting with the dielectric environment,
or from secondary processes within the sample [69, 80].

Emission from the Primary Beam

Emission from the primary beam can come from transition radiation, Cherenkov ra-
diation, diffraction radiation, or Bremsstrahlung radiation.

Transition radiation occurs when a fast electron impinges on a metal surface. The
charge of the approaching electron is mirrored in the free electrons within the metal
and when the electron enters the metal, the effective induced dipole is eliminated and
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Figure 2.13: Schematic of an SEM column with a CL mirror. Green lines show the electron beam
path down the column, blue indicates the spreading of the beam over the objective aperture when
the spot size is changed. Orange lines indicate SE emission from the sample. The CL mirror imposes
a minimum working distance (WD). Inspired by [154].

radiation is emitted [69]. The emitted radiation is p-polarized and is similar to the
radiation from an oscillating dipole oriented perpendicularly to the surface [69].

Cherenkov radiation is emitted by the primary electron beam when the electron is
travelling faster than the speed of light in the medium. The photon dispersion relation
overlaps with allowed transfers from moving electrons and the moving electron can
radiate [69]. The fast electron sets up far-field electric field oscillations which then
propagate outwards as radiation. Cherenkov radiation occurs when the real part of
the dielectric function is large and the speed of light in the medium is slow (v = ¢/n),
which happens often in insulating materials [62].

Diffraction radiation can occur when an electron beam passes near a periodically
structured surface, such as a grating or series of metallic slits, and is seen in the Smith-
Purcell effect [69,155]. When the electron beam is decelerated by close interactions
with heavy atoms within the sample, Bremsstrahlung radiation is emitted [69]. This
type of radiation is often seen as background in the x-ray spectrum collected by
EDXS. It is even possible sometimes to see the glow of the heated electron gun when
all other signals in the CL acquisition are low, and care must be taken to disable the
light source for the chamber camera that SEMs are often equipped with when doing
CL experiments.

Emission from the Sample

Sources of CL signal within a sample include electron-hole pair recombination, exciton
decay, or the decay of bulk delocalized excitations such as plasmons [69,80]. Unlike
EELS, CL is limited in its spectral range and is most efficient for visible light. Ex-

40



Isobel Claire Bicket (PhD Thesis) McMaster University - Materials Science

periments in the IR or UV regimes are possible, but challenging due to inefficiencies
in the collection and detection optics.

When electron-hole pairs or excitons created by the electron beam recombine they
can emit a photon with an energy close to the bandgap or interband transition energy
within the material. Electron-hole pairs may travel through the sample before recom-
bining, which can make it difficult to locate the source of light [80]. CL is a popular
technique for exploring the radiation properties of photovoltaic materials, particularly
in semiconductor heterostructures using quantum confinement, when the high spatial
resolution of the electron microscope is particularly beneficial [69,80]. CL can also
occur from secondary excitations within the sample. For instance, SEs excited in the
sample may travel through the sample and emit radiation or excite radiative transfers
further away from the primary beam [69].

For many years it was not possible to detect plasmon radiation with CL due to
struggles with collection efficiency, SNR, and the relatively low radiative efficiency
of plasmon modes. Advances in high brightness electron guns; in the quality of the
detection equipment through better mirror machining, design, and alignment and
improved intermediate optical lens quality; and in the SNR of CCD (charge-coupled
device) cameras allowed plasmons to finally be detected [78,80].

Nevertheless, SNR remains a persistent problem in CL. A high beam current or
a long acquisition time must be used to obtain sufficient CL signal from plasmonic
nanostructures; for example, 2 nA of beam current was used with a dwell time of 1 s
to obtain sufficient signal from silver nanoparticles, with a CL mirror covering a solid
angle of 27 sr [148].

Not all plasmon modes are radiative, but the presence of dark LSPR modes with
no net dipole moment is only prohibitive to CL when the particle size is very small
compared to the wavelength of light [69,89]. When nanoparticles are sufficiently
large and retardation affects the LSPR properties, not only dipole, but quadrupole,
hexapole, and even higher order multipole modes can be detected [78,89]. Radiative
damping of LSPR modes becomes more efficient as the particle size increases [69, 89,
156], but the energy also redshifts and can move into the IR out of CL detection range.
Larger particles have broader dipole moments due to the increased dipole strength
with particle size, and thereby increased radiative coupling and shorter lifetime [69].

In metals, CL radiation comes primarily from the skin-depth surface layer due
to strong dynamical screening from the free-electron response of the metal, which
eliminates effects from the propagation of the electron probe into the deeper regions
of the sample [69]. Increasing the accelerating voltage of the electron microscope can
also enhance the spectral signal from surface excitations while suppressing those of
bulk excitations [157]. Aloof excitation can also be used for providing information
on LSPR, due to the interaction of the LSPR evanescent fields with the electron
beam [69).

41



Isobel Claire Bicket (PhD Thesis) McMaster University - Materials Science

SEM Imaging

Like STEM, SEM is a scanning beam technique using a focused electron probe to
raster across a grid pattern over the sample. Acquired signals include SEs, BSEs,
x-rays, electron diffraction, or CL signal, according to the specifications of the instru-
ment. The vacuum requirements and strict sample preparation requirements for TEM
work are relaxed for SEM samples, and bulk samples can be used. SEM detectors are
usually located above and to the side of the sample surface [137].

To produce an SE image, the SE intensity is integrated for each pixel in the raster
scan. The magnification of the SEM image is set by the magnitude of beam deflection
applied by the scan coils [137]. SEs emitted from interactions with the primary beam
are a high resolution signal, since they are low energy and can only escape the sample
surface if they are excited within a few nm, but the lateral resolution is degraded by
BSEs or SEs excited by other means than the primary beam [136]. SEs are relatively
insensitive to atomic number, but hold information on the surface topology of the
sample.

2.5.5 EELS and CL for Plasmonics

Both EELS and CL have been used to map LSPR behaviour, showing similar responses
for the plasmon modes of a nanowire [44,157]. The main difference is that EELS
detects the excitation of an LSPR mode and CL collects the radiative decay. There are
several examples in literature showing good complements between the data acquired
from EELS and CL studies [158-161].

Early EELS studies of plasmons were done on aluminium because of its high energy
free-electron-like behaviour in the visible and UV regimes, which did not require
monochromated systems to study. Surface plasmons were mapped in energy-filtered
imaging mode [43] and later in STEM mode [144]. The introduction of commercial
monochromators extended the accessible energy range of EELS to below 1 eV and
even below 0.5 eV [44]. Further advances in system stability and instrumentation
technology has allowed probing of collective phonon modes and vibrational excitations
below 0.1 eV [134,162,163].

Although EELS is not directly related to the local density of states of optical
excitations in the sample [164], some efforts have been made to link it to the elec-
tromagnetic local density of states (EMLDOS) [159,165] and the optical extinction
properties of the sample [80]. EELS maps compare well with the near-field enhance-
ments expected under optical illumination and include information on higher order
multipole modes, which optical methods struggle to access [69, 79|, although EELS
can be blind to strong LSPR hotspots if the fields are perpendicular to the beam [164].

CL is limited to the detection of radiative modes, while EELS can detect both
bright and dark modes, although in large particles retardation effects can make dark
modes radiative and thereby detectable in CL as well [69,89]. On the other hand,
conventional EELS is polarization-insensitive and it is not easy to differentiate dif-
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ferent LSPR modes with the same symmetry without beam-shaping techniques [166],
whereas CL can also detect the polarization state and emission angles of the emit-
ted light and from this the combination of multipole moments present in the sample
can be derived [167]. Momentum-resolved EELS also allows direct mapping of the
dispersion relation of the surface plasmon [82].

Both techniques are well-suited to the study of localized fields in sub-wavelength
objects, benefiting from the high spatial resolution of the electron microscope, which is
particularly advantageous when studying complicated or asymmetrical shapes which
are difficult to study optically or by applying analytical equations [80]. The spec-
tromicroscopy techniques allow spectral features to be related to specific topological
features on the sample [80].

2.6 Data Analysis

The spectrum image poses an interesting challenge for navigation and visualization,
which is usually solved by representing the dataset as spatially-resolved energy slices
at chosen peak energies and as spectra extracted from specific locations on the sample.
This can be done using the Python software described in Chapter 6.

The raw datasets from both EELS and CL contain contributions from the instru-
mentation used to acquire the data. This includes contributions from noise in the
beam or camera, the different sensitivities of the camera at different pixels or to dif-
ferent wavelengths, and beam broadening from the point spread function (PSF) of the
microscope system or the camera. Both the EELS spectrometer and the visible spec-
trometer and angle-resolved cameras in the CL system use CCD cameras to detect
signal.

2.6.1 CCD Response

A CCD is separated into an array of discrete pixels, each of which can be located
by the coordinate vector § = (l1,l2). The intensity (/(8)) readout at each pixel can
be described mathematically by Equation 2.6. The electrons detected at each pixel
(¢(8)) are multiplied by the gain coefficient of each pixel (g(§)), which represents
the relationship between the number of counts read from a pixel and the number of
electrons which created signal in that pixel [168].

In the EELS camera, the gain coefficient is affected by the conversion efficiency
of the electron scintillator (how many photons are emitted per incoming electron),
the optical coupling efficiency through the fibre optic array, and the sensitivity of
the CCD array [168]. The gain may also be affected by dirt on the camera, the
accelerating voltage used, or fluctuations in the response of individual pixels coming
from sensitivity differences in the CCD diodes, non-uniformity in the optical coupling
system, or variations in the scintillator sensitivity, which add a fixed pattern of noise
to the spectrum [138,168]. To handle differences in gain across the CCD camera, the
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spectral readout is divided by a saved reference image representing the response of
the array to broad, flat, undispersed illumination [138]. In the CL camera, the gain
response of each pixel must also account for variances in CCD efficiency as a function of
the incoming wavelength and is taken into account with the system response function.

1(8) = g(8)C(8) +b(3) + (5, () (2.6)

The other two terms in Equation 2.6 represent the background intensity, b(§),
and a noise term, 7(8, ) [168]. The background intensity primarily comes from the
dark current of the CCD array. Thermal excitation of electron-hole pairs within each
pixel creates background thermal noise [138,168], even when no light is hitting the
camera, thus ‘dark’ noise. The dark noise is corrected for after acquisition on the
microscope; after every SI, a dark reference is acquired with the beam blanked and
the same acquisition parameters, then subtracted from the acquired gain-corrected
spectrum.

The noise term comes from a combination of sources. There is Poisson shot noise
in the electron beam [122,138, 168, 169], Poisson noise in the conversion processes
from electrons to photons and back and in the bias applied on the CCD, as well as
Gaussian readout noise [138,168,169]. The effects of noise are minimized by increasing
the amount of signal acquired, if the experiment allows, through increasing the beam
current or acquisition time.

Point Spread Function

An electron from an EELS experiment hitting one pixel on the camera, 8’ may con-
tribute to the signal obtained at another pixel, s; the signal read out of each pixel is
the sum of the signal from electrons hitting that pixel and signal leaking over from
nearby pixels [168]. The probability of this happening is the PSF of the camera, which
affects the energy resolution by blurring the acquired spectrum [168]. The PSF causes
information from one location in the original image or spectrum to be redistributed to
other locations in the measured image [170]. Lateral scattering of the electron beam
within the scintillator blurs the collected readout, back-scattered electrons off other
components in the spectrometer or off the scintillator add background signal away
from the primary beam location, and mixing between neighbouring channels in the
camera all contribute to the spectrometer’s PSF [143]. Signal mixing can come from
light spreading within the scintillator, as light emitted near one location may prop-
agate to a neighbouring pixel before being collected in the fibre optic array, or from
cross-talk and inter-channel coupling in the fibre optic or diode array itself [138,168|.

Given a detector PSF, £(s, s'), in which s indicates a location in the 2D detector
plane and s’ indicates a different location, the signal collected by each pixel can be
described using Equation 2.7a in continuous space, where it is integrated over the area
of a pixel, or by Equation 2.7b once the space has been discretized into pixels [168].
Here, f(s') is the incoming electron image at location s', f(§) is the discretized
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version of the incoming electron image hitting pixel §'; and £ and é are the PSF of the
detector in continuous and discrete space, respectively, representing the probability
of an electron hitting pixel § contributing to the signal at pixel § [168].

o) = [ as([ f)els. ) (2.72)

p

((3) =D _[(3)E(5.8) (2.7b)

When the assumption that the PSF is uniform over the area of the CCD is made,
Equation 2.7a and 2.7b become a convolution product (Equation 2.8) [168-170]. The
measured image or spectrum, (, is given by the convolution of the true image, f, with
the PSF of the acquisition system, £4°4 [170]. In an EELS experiment, the measured
PSF includes not only the PSF of the CCD camera (€), but also contributions from the
intrinsic energy spread of the electron beam and aberrations from the spectrometer

[169).

(=fogha (2.8)

Having corrected the measured signal for the gain coefficient and background addi-
tion, the most intuitive way to recover the original image would seem to be to reverse
the integral given in Equation 2.7a [171]. Unfortunately, performing this reversal
often results in large oscillations in the solution, because any errors or noise in the
measured signal are amplified [171].

Instead, statistical estimation methods must be used to estimate the original im-
age. Considering the image as a probability distribution function requires the condi-
tions that the values be non-negative and the integral over the whole image (or spec-
trum) must be normalized to 1 [171]. The unique solution to the integral equation is
eliminated because it takes into account all of the high frequency noise components
in the measured image and attributes them to the ‘true’ image [168,171,172]. Any
other calculated solution with a reasonable error, given the experimental parameters,
is acceptable as a solution, allowing for statistical fluctuations in the data without
needing the original image to also possess these fluctuations [171,172]. In fact, the
unique solution will have a residual error of 0, which is not a realistic expectation
for any experiment, and so the unique solution is not be considered as an acceptable
answer [172]. The Richardson-Lucy deconvolution (RLD) algorithm is one method
to try and reconstruct the original image through iterative deconvolutions [170,172].
Compared to Fourier-based methods, the RLD is less sensitive to noise, but is com-
putationally more expensive [170].
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2.6.2 Richardson-Lucy Deconvolution

The RLD algorithm was first developed to help remove the effect of the PSF of the
Hubble space telescope’s reflection mirrors [170] and has been used in astronomical
applications and more recently, in electron microscopy and spectroscopy [122, 168,
169]. The algorithm is used to sharpen images [168] and increase the effective energy
resolution of EELS spectra [122,169].

Given the value at (;, an arbitrary pixel in the degraded image, the probability
of there having been fl, a pixel value in the original undegraded image, is given by
Bayes’ Theorem in Equation 2.9, normalized by the sum over the image pixels § [170].

P(GIf)P(f1)
Z P(Cl|fs) ( s)

This equation is reformulated into an iterative equation (over Nj; iterations) in
terms of the probabilities of signal being detected at each pixel (Equation 2.10) [170].

P.+1(f1) = P, (f2) Z z~];((?l”?§);(§l)(f§>

P(fil¢) = (2.9)

(2.10)

Simplifying this equation by the substitution of equivalent forms of the probabil-
ities (P(f)) = fi/f, and P(()]f)) = P(£XY) = £299/¢Aq) gives Equation 2.11 [170].
An initial guess must be made for f; x.—o (the values at pixel [ in the original image)
if the undegraded image is unknown, as is usually the case in experiments. ¢4 is the
PSF and (; is the degraded image. Equation 2.11 is iterated over Ny to improve the
approximation to the original image (fin,+1) [170]. A typical initial guess might be
the measured image or spectrum, then the estimate is updated with the result of the
iteration and the algorithm continues [122,169,172].

9,
Z §Acqfs,Nit

As the number of iterations increases, the solution converges to the maximum
likelihood (ML) solution for the ideal image [169]. However, it must be noted that
the ML solution is dependent on the measured image, which contains noise, and so the
ML solution will include this noise [171,172]. Therefore, it is not necessarily desirable
to reach the ML solution. After a small number of iterations, the calculated image
will start appearing worse because of the noise, and the number of iterations must be
limited to find the optimum result [170-172]. The algorithm assumes that the noise
in the degraded image is Poisson noise, which is mostly true in the case of inelastic
electron scattering statistics [143], except for the Gaussian readout noise, which is
neglected [122,168].

If the estimate of the ideal image is incorrect or has large-scale differences from
the measured image, the division in the equation, with the previous estimate in both

fl,Nit-&-l = fl,Nit Z (2.11)
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the numerator and denominator, allows the algorithm to correct it quickly [170,172].
Small-scale differences between the estimate and the measured image tend to get
averaged out in the convolution sum and are corrected much more slowly, which is
beneficial because these fluctuations are typically more representative of noise [172].

The first few iterations fit the large scale structure of the data, providing a good
estimate of the ideal image, but continued iterations begin to fit the smaller scale,
high frequency components of the measured data (Figure 2.14), introducing addi-
tional noise components into the estimated ideal image or spectrum [171]. After
many iterations, the data becomes overfitted and the algorithm starts to fit the noise
(Figure 2.14, yellow spectrum); the algorithm should be halted when the statistical
uncertainty between the estimate and the ideal solution is less than the experimental
error [171,172]. The challenge for the user is to know when this transition from fitting
the low frequency, large-scale components to fitting high frequency, small-scale com-
ponents occurs, and to stop the iterations before amplifying the noise; this transition
is not always evident, but means that there is an optimum number of iterations for
this algorithm [171]. After the optimum number of iterations is exceeded, the calcu-
lated image begins to emphasize high frequency noise, exhibiting wavy or speckled
features and hindering the interpretation of the data [122,168-172]. Small noise spikes
in the data may become large spikes in the reconstruction, with lower values next to
the spike to maintain the flux/normalization condition.

If the normalization condition and non-negative condition are fulfilled, the algo-
rithm will converge to the ML solution [172], maintaining the non-negativity and flux
(normalization) conditions [169]. The algorithm does not feel the effect of small errors
in the PSF, which allows the use of an experimental PSF [122,169] acquired over vac-
uum, but even this representative PSF may be different from that in the acquired data
because of differences in inelastic scattering or instabilities in the microscope [169]. It
is possible to use a smoothing function to reduce the effect of high frequency noise in
the solution, as has been done to some benefit by Bellido et al. [122], but convolving
the image or spectrum with a smoothing function means that this smoothing func-
tion must be taken into account during the deconvolution, making the process more
complex [172].

In electron spectroscopy, the PSF includes the effect of the energy spread in the
primary beam, which blurs the spectrum, and the effect of optical aberrations of
the spectrometer lenses, which can cause electrons of one energy to hit pixels in the
camera representing electron counts of a different energy, as well as the PSF of the
EELS CCD itself [122,169]. Spectrometer aberrations can cause a point source in the
entrance plane to appear as a non-point image on the detector plane by scattering
electrons away from this point [169]. The PSF takes into account spectrum blurring
because of both the camera PSF and because of other components in the microscope.
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Figure 2.14: Overfitting of the Richardson-Lucy deconvolution algorithm. A simulated spectrum
from a plasmonic nanorod convolved with a point spread function (black) with added Poisson noise
(dark blue). Pink, orange, and yellow spectra show the noisy spectrum after the number of RLD
iterations indicated in the legend.

2.6.3 CL System Response

The CL radiation emitted from the sample must bounce off the paraboloid mirror, pass
through the SEM chamber window and a focusing lens, and travel through an optical
fibre after reflecting off a mirror, before it is dispersed by the spectrometer grating and
imaged using the CCD or a photodiode array. Each of these components has different
efficiencies at different wavelengths, particularly the grating and camera [148]. The
spectral dependence of the optical component efficiencies can alter the shape of the
CL spectrum and must be corrected for to obtain the true spectrum as emitted from
the sample [148]; to do this, a reference spectrum is used. Transition radiation from
aluminium or silver is used for calibration; it has a simple spectral shape between
the IR to the UV regions, is easily excited by electrons, and the spectral yield can
be quantitatively calculated after measuring the electron beam current [148,153].
The theoretical spectrum (Ziheory (X)) for transition radiation is calculated analytically
and compared to the collected spectrum (I,ps(A)) to obtain the correction function
(Teorr(A)) (Equation 2.12) [148].

Itheory ()\)

Tcorr ()\) - Iobs ()\)

(2.12)
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An experimental correction function is acquired using a flat metal film for all
desired grating positions and acquisition conditions. The correction function is then
used as a reference (Teorr(A;)) for future measured spectra (Iy,s(A;)) to obtain the true
spectrum as emitted from the sample (Iiue(A;)) by applying Equation 2.13 to the
measured spectrum.

Itrue(/\l) = Tcorr()\l>]obs()\l) (213>

To display the CL emission as a function of energy instead of a function of wave-
length, the unequal translation between the wavelength and energy must be accounted
for in the binning. Each channel in the spectrometer represents a range of wavelengths
(A)) binned into one pixel: to change the central channel value into the equivalent
energy, the energy range (AFE) for each channel is also needed in Equation 2.14 [148].

N AE

[true(El> = 0bs<)\l)Tc0rr<)\l)EE (214)

2.7 Modelling the Plasmonic Response

Modelling of the plasmonic response is used to confirm and explain experimental
results by accessing parameters not retrievable experimentally, such as the surface
charge or EM field distribution of an LSPR. Simulations for LSPR responses typi-
cally involve defining a nanoparticle or nanostructure and solving Maxwell’s equations
under an incident EM excitation source.

Simple geometries such as planes, spheres, or ellipsoids allow analytical solutions
[69], but more complicated geometries require numerical methods to solve Maxwell’s
equations [173]. The geometry of a plasmonic nanostructure is discretized by dividing
it into, for instance, a collection of discrete dipoles (the discrete dipole approxima-
tion), or a series of connected nodes (finite element method: FEM). The discretization
may define either the volume and surrounding space (FEM) or only the surface of the
nanostructure (boundary element method: BEM). Maxwell’s equations are solved
at each node using information from neighbouring nodes, so the computational re-
sources required increase quickly with the number of nodes in the mesh. Simulating
the response of large nanostructures with fine features requires a high density mesh to
accurately model the geometry, which makes the computation very expensive. Defin-
ing a surface mesh reduces the computational resources required by only defining
interfaces between features and not defining the volume of each material.

271 FDTD

In finite difference time domain (FDTD) calculations, both time and space are dis-
cretized and finite difference equations are used to solve Maxwell’s equations [174,175].
Solutions for the electric and magnetic fields are calculated half a time and space step
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off from each other, so that the full set of equations does not need to be solved si-
multaneously for both time and space [175]. The spatial grid defined must be small
enough to resolve the smallest features of the structure and response under study,
but finer meshes increase the computational resources required [174-176]. Demands
for a fine mesh can be mitigated by using a variable mesh size over the structure
and environment, increasing the mesh density near fine features [175]. Nevertheless,
the method may still require heavy computational resources [175,177]. The time-
dependent response can be converted to a spectrum through a Fourier transform to
put the solutions into frequency space. FDTD modelling (Lumerical Inc.) was used to
model the spectral response of the Sierpinski fractals presented in Chapter 3; specific
details of the modelling parameters are given in Section 2.8.6.

2.7.2 FEM

Finite element methods involve discretization of space around user-defined meshes,
allowing great freedom in defining the shape and structure of the mesh, at the cost
of computational resources. Both the nanostructure itself and the space around the
nanostructure are discretized. The calculation is computationally expensive, as the
discretization of the structure and surrounding space must be fine enough to resolve
the features of the structure or of the EM response.

An EM plane wave is used as the excitation source and the response of the structure
is calculated using Maxwell’s equations at each node. The toroidal dipole structures
in Chapter 5 were modelled using COMSOL Multiphysics® FEM. More details on
the simulations performed for the T4 array are given in Section 2.8.7.

2.7.3 BEM

The boundary element method was used for all of the nanostructures studied in
this thesis. A Matlab toolbox, Metallic Nanoparticle Boundary Element Method
(MNPBEM), provides the necessary implementation to solve Maxwell’s equations.
More detail on this toolbox can be found in [178,179]; the parameters used for the
simulations presented in this thesis are described in Section 2.8.8. In BEM, only the
surfaces of nanostructures are discretized into a finite element mesh and Maxwell’s
equations are solved to find surface charges and interface currents in response to an
electron beam or other EM source. The surfaces are defined as abrupt interfaces
with separate media on either side defined by their dielectric function, which may
be frequency dependent [177,180]. The media inside each surface is assumed to be
homogeneous.

Given the finite element mesh, dielectric functions, and EM source, the induced
fields (e™9(7,(t),w)) within the nanostructure are solved for and then used to calculate
the energy loss probability, given in Equation 2.5, as a function of frequency, which is
converted to electron energy loss. BEM relies on linear algebra techniques to solve the
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equations on the nodes of the discretized surface mesh [69]. The plasmonic response
is represented in terms of linear combinations of eigenvectors and eigenvalues [69].
The BEM simulations can be done in either the quasistatic approximation or by
taking retardation into account. Retardation effects become important when there is
a noticeable time delay between a field reaching one side of a nanostructure and the
same field propagating to reach the other side, and affect the energy and behaviour
of the LSPR. In the quasistatic approximation, the full set of Maxwell’s equations do
not need to be solved, but instead Poisson’s wave equations can be used, making it
computationally faster by a factor of six compared to the retarded approach [69].

2.8 Experimental Conditions

In this section the experimental conditions used to fabricate the samples, acquire
EELS and CL data, analyze the data, and perform the simulations for the work
shown in this thesis are detailed.

2.8.1 Electron Beam Lithography

The substrates used for LSPR studies must be compatible with TEM analysis tech-
niques, so TEM grids from Norcada are used. The grids are silicon and each have a 3
by 3 arrangement of electron transparent windows with silicon nitride membranes, of
thickness 50 nm. Thinner membranes are also available, but the thicker membranes
are less likely to fracture during processing (as also found in [125]) and give a better
yield after all the processing steps, something which is particularly important in the
double-step EBL used for the 3D structures. An outline of the process flow for EBL
of 3D structures is given in Figure 2.15.

Spincoating

Before spincoating, each TEM grid is plasma-cleaned for three minutes at 30 W in a
combination of hydrogen, nitrogen, and argon gases to clean off residual contamination
and enhance the wetting of the PMMA layer. A single drop of PMMA from the tip
of a fine needle was deposited on each of the grids for spincoating. Spincoating of the
TEM grid for a single planar layer (Sierpinski fractals and the first layer of the 3D
VSRRs) was done at a spin speed of either 4000 RPM or 6000 RPM for 90 s using
950 kg/mol PMMA in anisole (3%). For better pattern definition and lift-off, a layer
of 495 kg/mol PMMA in anisole (3%) is spun at 6000 RPM for 90 seconds before
the layer of 950 kg/mol PMMA. The lower molecular weight layer underneath the
higher molecular weight creates an undercut profile during exposure and development
(Figure 2.16), improving the yield of lift-off (similar to [181]). The faster spin speed of
6000 RPM produces a smoother layer of electron beam resist over the silicon nitride
windows. To prevent the vacuum of the spincoater from breaking the TEM grid
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1) Spincoat poly(methyl methacrylate) 3) Develop in methyl isobutyl ketone  5) Lift-off in acetone
(PMMA) at 6000 RPM (MIBK) in isopropanol (IPA) 6) Inspection by SEM

2) Expose pattern with electron beam 4) Electron beam evaporation of
2 nm Cr, 30 nm Au

7) Spincoat three layers of PMMA at 9) Develop in MIBK:IPA 11) Lift-off in acetone
6000 RPM 10) Electron beam evaporation of 12) Inspection in SEM and
8) Align to previous patterns and 70 nm Au characterization
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Figure 2.15: EBL processing steps for 3D nanostructure fabrication. Electron beam resist is
spincoated and exposed according to a CAD pattern which includes sacrificial alignment marks; the
resist is developed and metal is deposited before lift-off in acetone and inspection under the SEM;
the process is repeated with a three layers of resist (495, 950, 950 kg/mol PMMA) and alignment to
the previous pattern to deposit the pillars of the VSRRs.

windows, the grid was stuck onto a sticky pad, which was then stuck to a square glass
coverslip to be placed on the spincoater chuck.

After spincoating, the grid was removed from the sticky pad and post-baked on a
hotplate at 175°C for 5 minutes. This was done separately for each layer for multi-
layer resists. The post-bake encourages any remaining anisole to evaporate and is
above the melting point of PMMA, allowing it to flow and redistribute to a produce
a smoother surface. The small size of the grid means that the resist coating is often
not even and there tends to be significant build-up of resist bead around the edges of
the grid, which can cause thickness variation over the surface of the grid and makes
the quality and thickness of resist difficult to reproduce.

Patterning

After this, the grid is ready for lithographic patterning in the SEM, a JEOL-JSM
7000F equipped with Nanometer Pattern Generation System (NPGS) software. NPGS
is an add-on system to a standard SEM column, which takes control of the SEM scan
coils and beam blanker in order to pattern arbitrary shapes from CAD files [126].
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Figure 2.16: The use of two electron beam resist layers to create an undercut profile and improve
lift-off.

DesignCAD™ 2000LT or DesignCAD™ 3D MAX (both from IMSI Design®) is
used to make the CAD files for NPGS to read. The SEM is carefully aligned on
the lowest current setting using the smallest objective aperture, aperture 4 (30pm
diameter), to achieve the lowest beam current and smallest probe size possible. The
SEM is operated at 30 keV, with approximately 20-25 pA of beam current at a 10
mm WD.

The exposure for each pattern is set in the NPGS program as an area dose. Usually,
a CAD pattern with multiple copies of each desired structure is used to apply a range
of doses and later select the best outcome. Typical dose ranges are from 300 to 800
pCem~2 in each pattern. Typical line spacings of the raster scan are set to 5-15 nm
between writing points, or up to 50 nm for very large structures. Most patterns are
written at SEM magnifications between 1000x and 4000x, corresponding to a field
of view between 120 x 120 pm and 30 x 30 pm.

After exposure, the TEM grid is removed from the SEM and developed for 120
seconds in a solution of methyl isobutyl ketone in isopropanol (MIBK:IPA, 1:3) before
rinsing in isopropanol and drying under a stream of nitrogen. The grid is then mounted
on an SEM stub for metallization in an electron-beam evaporator.

Metallization and Lift-off

The grid is coated with 30 nm of silver (Chapter 3: Sierpinski fractals) or 2 nm of
chromium and 30 nm of gold (Chapters 4, 5: VSRRs and toroidal structures) using
a Gatan Precision Etching Coating System. The chromium acts as an adhesion layer
between the gold and the silicon nitride [121], although it is known to increase surface
plasmon damping [182]. Typical parameters used for coating are 150 pA of beam
current, at 6 keV accelerating potential, with a rotation of 25 RPM and a rocking
angle of 20°s™! to a maximum of 5°. These conditions give a deposition rate of
approximately 1 A s~

After coating, lift-off is performed in acetone, either by squirting acetone tangen-
tially to the grid or leaving the grid in a spinning acetone bath on a stirplate until
most of the material has been removed. The gold structures can be left overnight to
soak in acetone if lift-off by the other methods proves difficult, but the silver structures
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Figure 2.17: CAD patterns used to fabricated a T4 array of VSRRs. (a) The pattern for the first
step includes six sacrificial ‘L’-shaped alignment marks at two different scales (pink and red) and an
array of the bottom bars for a toroidal array, each colour maps to a different exposure dose; (b) the
pattern for the alignment procedure, the electron beam is scanned over the squares to create a local
SE image and the alignment marks are manually aligned to the secondary electron image, then the
transformation matrix is calculated from the movement of the alignment marks and applied to the
following CAD pattern; (¢) CAD pattern for exposing the pillars of the VSRRs on top of the bottom
bars after alignment.

will react with impurities in the acetone and degrade quickly if left for too long in
solution. After this, the grid is rinsed in isopropanol to remove the acetone (which can
cause contamination build-up under the electron beam in the TEM) and dried under
a stream of nitrogen. The silver samples degrade quickly from small concentrations
of sulphur dioxide in the air or contaminants within the grid itself, so analysis of the
silver samples must be done relatively quickly after fabrication, within a few days.

Three-Dimensional Structures

For the VSRRs, the EBL process must be repeated to deposit a second layer of
gold and build the pillars on top of the bottom bar. During the first step for these
structures, sacrificial alignment marks are added to the CAD pattern to be patterned
around the base pattern (Figure 2.17(a)); alignment routines in NPGS image these
alignment marks, using them to shift or rotate the next CAD pattern to be written
(Figure 2.17(b, c)). Accuracy of the alignment routine is approximately 15 nm, based
on observations of the common misalignment errors and the limits set during the
process. Examples of the three CAD files required for the construction of a 3D
nanostructure are shown in Figure 2.17.

The second layer for the pillars of the SRR needs to have thicker metal layers, so
the spincoating must be modified to account for this. A layer of 495 kg/mol PMMA
in anisole is spincoated at 6000 RPM for 90 s and post-baked. This procedure is
repeated under identical conditions for two layers of 950 kg/mol PMMA. This is
effectively a three-layer electron beam resist, which is much thicker than the single
layer and so allows for a thicker metal layer to be deposited. It is also intended to
produce a sloping resist profile with a wider base, as shown in Figure 2.16, with the
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lower molecular weight PMMA on the bottom layer [128,181]. Exposure conditions
in the SEM must be modified accordingly, and exposure doses range between 800 and
3000 pCem™2. At such high doses, the resolution of the EBL process would normally
be ruined by additional dose from BSE in the substrate, but using the 50 nm thick
silicon nitride membrane as the support greatly reduces the BSE dose and makes
such high doses possible without significant resolution degradation. Alignment is
done first at low magnification using the larger set of alignment marks, then at the
magnification with which the pattern will be written using the smaller set of alignment
marks (Figure 2.17(b): pink and red sets). Alignment is done manually by imaging
selected windows over the pattern area and adjusting the position of an alignment
pattern overlay; NPGS then calculates the transformation matrix and applies it to all
subsequent patterns.

After exposure, the same development routine is followed as for the single layer
resist, followed by coating of 70 nm of gold in the electron beam evaporator under
identical deposition conditions. Lift-off is faster with the thicker resist and can be
done in the same manner as before. It has been found that the pillar diameter must
be at least 100 nm, otherwise the pillars will not deposit properly, likely because of
resist collapse in the high aspect ratio pattern. This process (Figure 2.15) results in
the 3D VSRR or toroidal structures, ready for EELS analysis.

2.8.2 EELS

All EELS SI data was acquired on an FEI Titan 80-300 STEM equipped with a
monochromator, image corrector, and Gatan Tridiem spectrometer (model 865), op-
erated at 80 kV in STEM mode. For the experiment on the VSRR and toroidal arrays
of VSRRs, the microscope was equipped with an SFEG and the monochromator was
used in accelerating mode at a potential of 800 V and an excitation between 1.5 and
1.8 rad (more detail on the operation of the FEI monochromator and column can be
found in Appendix B). Prior to the Sierpiniski fractal study, the gun was replaced with
an XFEG, for which the accelerating monochromator mode is disabled. For the frac-
tals, therefore, a decelerating monochromator at a potential of 3000 V and excitation
of 1.5 was used.

Typical spot sizes used are 7-9. The spot size is chosen largely based on the need
to increase or reduce the beam current for the EELS acquisition. For the additive
fractals, a beam current of approximately 100 pA was obtained on spot 9, while on
the subtractive fractals, a beam current of approximately 250 pA was obtained using
spot 7. Typical condenser aperture settings were either a rectangular slit or 2000 pm
aperture in C1 and either a 10 or 30 pm aperture in C2. The slit in the C1 plane
is used to cut the monochromated beam, but also greatly reduces the beam current.
A small aperture in C2 can also be used to cut the monochromated beam for good
energy resolution, in which case the slit is not needed.

Camera lengths of 57 mm (T4 data), 72 mm (VSRR, T5, T6 data), and 89 mm
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(fractal data) were used, keeping the size of the projected spot small in order to collect
the most current in the spectrometer. A 1 mm spectrometer entrance aperture was
used for all datasets, with a typical 1 ms exposure time. The exposure time is limited
by the mechanical shutter of the spectrometer, which cannot blank the beam faster
than approximately 1 ms. A fast acquisition time reduces the likelihood of saturation
on the ZLP and improves the energy resolution by acquiring faster than the electronic
jitter in the beam, which blurs the spectrum if a long acquisition time is used. A
dispersion of 5 meV /channel was used on the spectrometer for all datasets, except
for the T4 data, for which a dispersion of 10 meV /channel was used. A spectrometer
binning of 1 x 16 (spectrum X vertical binning) was used for all datasets except for
the T4 array data, which was acquired with 1 x 32 binning.

EELS spectrum images are acquired simultaneously with dark-field signal from
the ADF detector. The magnification of the STEM image was set based on the size
of the structure under study, with typical values between 40 kx and 115 kx.

Energy Resolution

With the SFEG equipped (VSRR, T4, T5, T6 datasets), the typical energy resolution,
as determined by the FWHM of the ZLP, was between 50 and 60 meV. An exam-
ple of the FWHM (in meV) for what can be considered good performance for the
instrument is shown in Figure 2.18(a), showing the fluctuations in FWHM over an SI
acquisition after filtering out pixels with low ZLP counts. For the T4 datasets, with
a larger spectrometer dispersion, the energy resolution of the raw data was slightly
worse, approximately 60-70 meV. Instabilities in the high tension supply (ripple) cause
variation in the FWHM of the ZLP across a spectrum image (high frequency oscil-
lations in Figure 2.18). The optimal energy resolution achieved on the SFEG was
approximately 40 meV.

Upon switching the gun to the XFEG, the best achievable energy resolution was
degraded to approximately 55 meV. Reducing the monochromator potential and de-
viating from standard operating conditions can further improve the energy resolution
to 45 meV with a 5 meV /channel dispersion on the spectrometer, though this strategy
was not used for any data shown in this thesis. For most experiments, an energy reso-
lution of between 55 and 65 meV was obtained. Figure 2.18(b) shows the variation of
the FWHM within an SI obtained with the XFEG. The energy resolution is observed
to be slightly worse than that of the SFEG SI (a), but the stability of the ZLP is
improved, with a less extensive tail in the histogram towards higher FWHM values.

2.8.3 EELS Analysis

The RLD algorithm was used on the acquired Sls to help deconvolve the effect of the
microscope system PSF from the acquired spectrum [122], effectively improving the
energy resolution to approximately 30-40 meV for most datasets. Deconvolution and
analysis of the SIs was performed using custom Python software (Chapter 6 [183]). For
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(b)

(a)

Figure 2.18: Comparison of the energy resolution of a typical spectrum image acquired with the
SFEG and the XFEG. (a) The FWHM of the ZLP for each pixel of an SI acquired with the SFEG
before (top) and after (bottom) eight iterations of the RLD algorithm; (b) FWHM of the ZLP for
each pixel of an SI acquired with the XFEG before (top) and after (bottom) 15 iterations of the RLD
algorithm. The colourbars and accompanying histogram to the right of each image show the colour
mapping to the ZLP FWHM in meV. The FWHM values shown are linearly interpolated from the
two spectrometer channels closest to half the intensity of the ZLP (on both positive and negative
sides of the ZLP). Pixels with a ZLP of less than 30000 counts have been filtered out and appear as
black.

data acquired with the SFEG, typically 8 RLD iterations were used, beyond which the
noise begins to dominate the signal. The XFEG with a decelerating monochromator
provides more beam current and the typical number of RLD iterations used on the
fractal data was increased to 15. Before deconvolution, a threshold is applied to the
SI to mask out the low intensity pixels, such as those over top of the nanostructure,
so that the noise of these pixels doesn’t dominate the SI after deconvolution.

Examples of the effect that RLD has on the effective resolution are shown in the
lower row of Figure 2.18 for SFEG (a) and XFEG (b) datasets. Remarkably, the
ability to apply more RLD iterations to the less-noisy XFEG data results in very
similar effective FWHM values for the deconvolved SFEG and XFEG SIs. The RLD
appears to have a greater benefit on the spectra with lower resolution (larger FWHM)
within the SI, as observed through the reduction in the high-value histogram tail of
the deconvolved datasets compared to the raw data.

EELS Difference Maps

Subtraction of the EELS resonance maps in Chapter 4 was done by rescaling the
intensity of each map between 0 and 1 and performing a pixel-by-pixel subtraction.
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Linewidth Fitting

Fitting of the linewidth of the dipolar peaks of the Sierpinski fractal to the experimen-
tal EELS data was done using the Python Astropy library [184]. Raw spectra were
averaged over selected areas, then deconvolved with 15 RLD iterations. The three
corners of each triangular prism were used to provide three datapoints in the fitting.
A model composed of a power law and a Lorentzian peak was used to fit the ZLP
tail and the dipolar plasmon peak within the energy region of the plasmon peak; the
FWHM of the Lorentzian function was used as the linewidth of the plasmon peak.

The presence of the ZLP in an EELS experiment makes interpretation of the
linewidth of a plasmon peak complicated: the ZLP is not only present as a large
neighbouring peak with an extensive overlapping tail, but it is convolved with the
signal from the sample. RLD is an iterative procedure to deconvolve the ZLP from
the sample signal, but the algorithm relies on an approximation to the PSF of the
microscope system [122] and does not perfectly remove the effect of the PSF from the
acquired data. The linewidth of the dipolar plasmon peak was estimated for different
numbers of deconvolution iterations, and it was found that although the values may
still change as the number of iterations is increased (and deconvolution artifacts start
to affect the results), the trend found between different structures remains the same.
Contributions to the linewidth, even after several deconvolution iterations, include
the PSF of the microscope and plasmon damping, which is strongly dependent on the
fabrication and surface quality of the nanostructures. In the comparison of Sierpinski
fractals presented in Chapter 3, all four samples were fabricated in parallel with each
other, the EELS data was acquired on the same day using the same experimental
conditions, and the same number of RLD iterations was performed using the same
PSF reference.

Linewidth fitting of the magnetic and toroidal dipole peaks on the tilted T4 array
in Chapter 5 was done using a similar procedure with a power law and two Lorentzian
functions.

2.8.4 CL

CL data was acquired on a field emission SEM, an FEI XL-30 equipped with a Schot-
tky FEG and operated at 30 kV. The SEM is equipped with an in-house CL mirror
and optics collection system (Figure 2.19), the prototype of Delmic’s commercial sys-
tem [149,153,185-187]. The CL system has an aluminium parabolic mirror with an
acceptance angle of 1.467 sr and a numerical aperture of 0.95, with a 600 pm diameter
hole vertically above the mirror focus. The sample is located at the focal point of the
mirror. The mirror collimates and directs radiation from the sample out of the SEM
chamber through a transparent vacuum flange.

The light passes through an achromatic lens onto a Peltier-cooled CCD camera
(Princeton Instruments (PI), PIXIS 1024B) for angular-resolved (AR) imaging. A
pair of flip mirrors direct the CL radiation into multimode fibre optics to either a
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Figure 2.19: Schematic of the CL optics acquisition system, including front, top, and side views of
the mirror-sample configuration (left column) and the layout of the optics box. All components in
the optics box are removed or inserted into the optical beam path as needed for the experiment. A
small schematic of the diffraction orders from the spectrometer grating is given in the lower right.

visible spectrometer (PI Acton SP2300i) or an IR spectrometer (PI Acton SP2300i).
Each spectrometer possesses several diffraction gratings and a liquid nitrogen cooled
silicon CCD array (visible spectroscopy: PI Spec-10 100B, 1340 x 100 pixels), or
InGaAs photodiode array (IR spectroscopy: P OMA V 1.7, 1024 x 1 pixels) [153].
When performing AR imaging, the visible light lens is used to transfer an image of
the mirror onto the AR-CCD camera. Optionally, a quarter wave plate (QWP) and
linear polarizer (LP) may be used to determine the polarization state as a function
of emission angle, and a bandpass wavelength filter (BPF) may be inserted for some
spectral information on the AR pattern. The LP filter used is ultra-broadband, rated
from 300 to 4000 nm. The QWP chosen depends on the spectral range under study.
AR information is lost when performing spectroscopy, but much finer spectral
resolution can be obtained. The slit can be used to select parts of the mirror for
spectroscopy and is used when doing polarization-resolved spectroscopy to filter out
light which has significantly changed polarization state after reflection off the mirror
[185] before it is integrated in the spectrometer. The QWP and LP filter are used
to determine the polarization state of the radiation. A visible focusing lens is used
to focus light into a fibre optic to the visible spectrometer or pass the mirror image
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Table 2.2: Quarter wave plate (QWP) and linear polarizer (LP) rotation settings to filter the
polarization states of the emitted radiation for linearly (Vertical, Horizontal, 135°, and 45°) and
left- and right-handed circularly (LHC, RHC) polarized light.

QWP Polarizer Polarization

0° 0° Vertical
270° 90° Horizontal
315° 45° 135°
45° 135° 45°
270° 45° LHC
270° 135° RHC

to the AR camera; likewise, an IR focusing lens is used to focus the radiation into a
fibre optic to the IR spectrometer. Further descriptions of the CL optics hardware
used can be found in [187].

Visible Light Spectrum Imaging

Spectrum images on a single VSRR (Chapter 4) were acquired using 7.5 nA of electron
beam current (aperture 3, spot number 4) and an acquisition time of 1 s per spectrum.
The SIs on the toroidal structure (Chapter 5) were acquired with approximately 6.5
nA of beam current (aperture 3, spot number 4) with an acquisition time of 300
ms. The spectrometer grating used has 150 groove/mm with a 800 nm blaze, and
was centred at a wavelength of 700 nm (VSRR) or 750 nm (T4 array). Full vertical
hardware binning and 2x (VSRR) or 1x (T4 array) spectral binning was used for
the spectrometer CCD. The sensitivity of the visible light spectrometer and collection
system is approximately 10-15 % [187]. A SE image is acquired simultaneously with
the CL SI.

Determining the polarization parameters of the emitted spectrum requires the use
of the QWP and LP combination. The differences in s and p reflection coefficients of
the parabolic mirror mean that the polarization state of the light can change upon
reflection, depending on the angle of incidence [185]. A 3 mm slit is used to block
light from the sides of the mirror, keeping only light which has reflected off the mirror
at close to normal incidence with minimal change in polarization, because there is no
way to correct for the changes in polarization at different parts of the mirror once
the radiation has been integrated and dispersed in the spectrometer. The QWP and
LP filter are used in six different combinations (Table 2.2) to acquired six consecutive
spectrum images. The QWP is efficient between 610 and 850 nm, limiting the spectral
range at which circular polarization results can be trusted.

For the polarimetry SIs, the 800 nm blaze grating was used, centred at 750 nm.
The beam current was reduced to 1.7 nA (aperture 3, spot number 3) to avoid melting
the nanostructures during the repetitive acquisition process. An acquisition time of

60



Isobel Claire Bicket (PhD Thesis) McMaster University - Materials Science

900 ms was used for each spectrum in the SI. To collect the directional response of the
VSRR, the VSRR was first oriented horizontally relative to the mirror, ensuring that
the SEM scan rotation was set to 0, then the stage was rotated by 90° to change the
orientation of the VSRR relative to the mirror. The spectrometer was set to a gain
of 4, a readout rate of 0.1 MHz, and 2x spectral and full (100x) vertical binning. A
full description of the Stokes parameters in angular and Cartesian coordinates can be
found in Appendix A.

Visible Light Angular-Resolved Imaging

Angular-resolved images were collected by leaving the electron beam stationary in one
location and integrating the light hitting the PIXIS AR camera. The slit, QWP, linear
polarizer, and mirrors are removed, leaving only a focusing lens and a wavelength
filter. 40 nm (FWHM) BPFs were used, centred at 850 nm, 700 nm, and 650 nm,
as indicated the relevant figure in Chapter 4. A beam current of 7.5 nA was used
(aperture 3, spot number 4) and the integration time was 10 s for each AR image.

Infrared Spectrum Imaging

In the IR the sensitivity of the collection system (0.01-0.1 %) is much lower than in the
visible regime, partly due to limitations in the photodiode array hardware and partly
due to misalignments of the optical components within the IR spectrometer [187].

Initially, a 150 groove/mm grating with a 2000 nm blaze centred at 1500 nm was
used to acquire an Sl in the IR with 7.5 nA of beam current (aperture 3, spot number
4) and a 15 s acquisition time per pixel. No hardware binning is possible in the
IR spectrometer and there is only a single row of photodiode pixels. It was found
that in this configuration the second order diffraction of the visible light wavelengths
contributes noticeably to the spectrum (more discussion in Chapter 4).

A 980 nm long-pass filter was introduced into the beam path in order to acquire
polarimetry datasets in the IR, while filtering out visible light. To increase the SNR,
all spectral sensitivity was sacrificed by using the zeroth diffraction order of a 600
groove/mm grating with a 1600 nm blaze, concentrating all of the collected light
into a few pixels in the centre of the photodiode array. Similarly to the visible light
polarimetry acquisitions, six consecutive SIs were acquired using the QWP (1100-2000
nm range) and polarizer settings given in Table 2.2 and a 3 mm wide slit in front of
the mirror. With the increase in SNR thanks to the concentration of radiation on
the camera, a lower acquisition time of 2.5 s per pixel in the SI was used, with a
beam current of approximately 7.1 nA (aperture 4, spot number 4). The IR SI was
acquired with the sample rotated vertically relative to the mirror and SEM image,
but the long acquisition time and high beam current damaged the sample before a
second polarimetry set with a 90° stage rotation could be completed.
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2.8.5 CL Data Analysis

CL spectral data must be corrected for the dark noise of the camera and for the
system response efficiency. A dark reference was acquired by blanking the electron
beam and collecting a spectrum with the same acquisition parameters as the dataset;
a substrate reference accounts for both dark noise and emission from the substrate
and was acquired using the same parameters by leaving the electron beam dwelling
on the silicon nitride membrane far from any plasmonic nanostructure. Spikes of high
intensity in the visible light datasets are corrected for by averaging the value of nearby
pixels, on both the SI and AR cameras.

Spectrum Imaging

The system response for a set of grating settings has been calculated previously and
loaded from a reference file [187]. The CL spectrum image data for both IR and
visible light was processed in Python [183]. The substrate references were subtracted
from the spectrum before applying the system response function.

In the polarimetry datasets, the six SIs were aligned manually to each other using
the SE image to correct for drift in between acquisitions, before calculating the spa-
tially resolved Stokes parameters. For the IR polarimetry datasets, all of the signal is
concentrated in a few pixels in the centre of the photodiode array: the substrate refer-
ence was applied and then these central pixels were integrated at each pixel in the SI
to retrieve a single spatial image for each IR polarimetry SI acquired. On the visible
datasets, the Stokes parameters are retrieved as a function of both space and radia-
tion wavelength. The Stokes parameters were calculated by performing pixel-by-pixel
operations on the six Sls, following Equation A.7.

So Py + Py (QWPyyg, LPoy) + (QWP,, LPy)

S| | Pe=P | _ | (QWPuy LPw) — (QWPy, LPy) .15)
So Pys — Py35 (QWP 5, LP135) — (QWP35, LPys5) '

S3 Pruc — Pruc (QWPyz, LP135) — (QWPyy, LPy5)

Angular Resolved Imaging

The AR datasets were corrected for the emission from the silicon nitride substrate and
plotted in polar coordinates using in-house Matlab code from the lab of Prof. Polman.

2.8.6 FDTD Simulation Parameters

FDTD simulations were performed on the Sierpinski fractal structures (Chapter 3) by
Danielle M. McRae, under the supervision of Dr. Lagugné-Labarthet at the University
of Western Ontario. The following section has been adapted with permission from
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“Carving Plasmon Modes in Silver Sierpinski Fractals” [188]. Copyright (© (2019)
American Chemical Society.

FDTD modelling (Lumerical Inc.) was used to simulate the optical scattering
cross-section, electromagnetic fields, and charge distributions of the Sierpinski frac-
tals. The silver fractal structures were of sizes as indicated in the relevant figures in
Chapter 3 and Appendix C, using a thickness of 30 nm. Inverse fractal structures
were constructed by etching the same fractal structures in a silver layer of the same
thickness. The structures were placed on a silicon nitride substrate. Materials were
modelled using the dielectric functions of silver from Palik [113] and silicon nitride
from Luke [189].

The Sierpinski fractal structures of 285 nm side length were meshed with a grid
with sizes of 1.5 nm in the z- and y-directions and 2 nm in the z-direction. For the
largest Sierpinski structures, a mesh of 6.5 nm was used for the z- and y-directions,
while maintaining the 2 nm mesh in the z-direction. In the simulation region outside
of the structure, the mesh was set to at least 10 mesh cells per wavelength. To
truncate the computation region, perfectly matched layers (PML) were applied in the
x-, y-, and z-axes. Symmetry boundary conditions were applied along the z minimum
boundary when applicable, in order to reduce computation time.

2.8.7 FEM Simulation Parameters

Finite element method simulations of the T4 toroidal array were performed using
COMSOL Multiphysics® by Dr. Ahmed Elsharabasy under the supervision of Prof. M. Bakr
at McMaster University. An incident plane wave propagating from one side and polar-

ized normal to the substrate was used as the excitation of the plasmonic nanostructure.

The dielectric function of the nanostructure was modelled using a Drude model.

2.8.8 BEM Simulation Parameters

All BEM simulations were done using the MNPBEM Matlab toolbox [179]. The
toolbox allows direct calculation of the EELS loss probability and the radiated fields
for CL, in addition to surface charges and electric and magnetic field distributions at
selected electron beam locations and loss energies.

Some examples of the meshes used for BEM simulations are shown in Figure 2.20.
The meshes for the Sierpinski fractal structures, the planar SRRs, and the T4 array
were defined using the built-in mesh generator in MNPBEM, while that of the VSRR
was created in Blender 3D modelling software [190] and imported using an open-source
code [191]. The MNPBEM mesh generator is designed for planar structures and
struggles with the 3D structures of Chapters 4, 5. The mesh imported from Blender
has well-defined features to mimic the sample, but is a dense mesh and requires a
lot of memory, restricting the use of Blender meshes to the relatively simple isolated

VSRR.
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: (d)

Figure 2.20: Example meshes used for MNPBEM simulations. (a) Two meshes used for the
Sierpiriski triangle eigenmode calculations; (b) MNPBEM-generated mesh used for planar SRR cal-
culations; (c) Blender mesh used for the VSRR calculations; (d) MNPBEM-generated T4 array;
(e) spherical mesh used to integrate the CL radiation from a nanostructure for spectrum or map
calculations; (f) hemispherical mesh used for polarimetry calculations.

(b) (c)

Fractal Calculations

The mesh sizes for the fractal structures (Figure 2.20(a)) were 310 nm on each side
of the triangular prism for the smallest Generation 0 prisms and 620 nm for all of
the other structures, except for Generation 3, which was made larger (1240 nm) to
accommodate the extra small triangular apertures without errors in the mesh. Each
fractal structure is 30 nm thick. The maximum mesh size (maximum allowed size of a
discretized face) was set to 5 nm for the smallest Generation 0 prisms and Generation
1 prisms with small apertures (less than 70 nm on a side); 10 nm for the Generations
0.5, 1.5 and the remaining Generation 1 fractals; and 15 nm for the Generation 2 and
3 fractal structures. The fineness of the mesh was chosen to balance the definition
of small features with the computational resources required by dense meshes. The
dielectric function of silver from Johnson and Christy [110] was used for the fractal
prisms, with the dielectric environment set to a constant value of 1.

Split Ring Resonator

The mesh for the planar SRR (Figure 2.20(b)) was defined using a maximum mesh
size of 10 nm. The bottom bar has a length of 300 nm and breadth of 75 nm; the
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pillars are 250 nm long; and the whole structure is 30 nm thick.

The VSRR mesh created in Blender (Figure 2.20(c)), was scaled so that the length
of the VSRR is approximately 250 nm. The dielectric function of gold from Johnson
and Christy was used for the nanoparticle; the dielectric environment was set to a
constant value of 1.

To calculate the CL scattering cross-section, the far-field intensity as a function
of energy around the structure is integrated over a full sphere (Figure 2.20(e)). The
EELS and CL spectra are calculated by simulating an electron beam located at a given
position and calculating either the EELS probability or CL scattering cross-section.
The intensity maps are obtained by selecting the energy of a peak in the spectrum
and calculating the EELS probability or CL scattering cross-section as the simulated
electron beam position is changed, simulating a raster scan. The mirror symmetries
present in the VSRR are used to reduce the computational time by calculating the
response only over one quarter of the VSRR and extrapolating the results.

To calculate the Stokes parameters and AR images from the VSRR, the far-field
radiation emitted was calculated using a hemisphere discretized into 50 segments along
the 6 direction and 150 segments along the ¢ direction (Figure 2.20(f)). The far-field
electric and magnetic fields along the directions defined by the surface normals of the
hemisphere are saved for each electron beam location and imported into Python [192].
In Python, the fields are transformed from Cartesian to spherical coordinates and the
Stokes parameters are calculated to obtain the AR polarimetry plots. To calculate
the spatially resolved Stokes parameters, a mask representing the mirror and slit
is applied to the hemisphere, after which the Stokes parameters are calculated and
averaged over the remaining mesh faces. More detail can be found in Appendix A

Fitting of the AR Stokes parameters of the VSRR dipolar mode to a pair of
analytical dipole moments was done using least squares fitting from the curve fitting
toolbox in Scipy v. 1.1.3, (Python 3.6). The S3/5, parameter as a function of 6 and ¢
is used as the reference for the fitting function. The vector components of the electric
and magnetic dipoles, and the relative magnitude and phase of the magnetic dipole
were left open as parameters to be optimized.

Toroidal Array

The T4 array (Figure 2.20(d)) was created using four rotated planar resonators. To
reduce the computational time and cause an artificial blueshift of the LSPR modes
into an area covered by the experimental dielectric function, the mesh used is relatively
rudimentary. To aid in blueshifting the low energy modes, the size of the structure
is scaled down to have VSRRs approximately 30 nm long and 20 nm high and silver
[110] instead of gold is used as the material. A quantitative comparison with the
experimental data is not needed at this point, and the approximation used should
not change the nature of the LSPR modes found. A minimum mesh size of 2.5 nm
is used for the T4 VSRRs. The response of the tilted structure was done by rotating
the whole T4 array around the x-axis by 40°.
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The electric and magnetic field vectors were calculated at a series of points on
a plane defined by (x,y, z) coordinates, in response to electron beam excitation at a
chosen location and the energy loss corresponding to the magnetic and toroidal dipole
peaks, respectively.

2.9 Concluding Remarks

This chapter has covered the background theories and techniques that are used in
this thesis work. Effort has been made to include references for relevant papers in the
field or for helpful textbooks which explain the concepts in far more detail than is
given here. More explanations on plasmon behaviour and previous studies from the
group can be found in the theses of Dr. E.P. Bellido and Dr. D. Rossouw [193,194],
in addition to the other resources given in the references. Further descriptions of CL
and the CL set-up can be found in the theses of Dr. Coenen and Dr. Brenny from
the lab of Prof. Polman [187,195]. Also given in this chapter are the experimental
parameters used to fabricate, collect, and analyze the EELS and CL data presented
in this thesis.

The concepts reviewed in this chapter are relevant to each of the results chapters
(Chapters 3, 4, 5). Each results chapter also contains a small review of the concepts
unique to that chapter.
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Chapter 3

Sierpinski fractals

In this chapter, the spatial localization and energy of the LSPR modes of the first
three generations of Sierpinski fractal nanoprisms are investigated using STEM-EELS,
FDTD simulations, and BEM simulations, with the goal of further predicting the
properties of LSPR modes in higher generations of fractals. STEM-EELS has proved
itself to be a powerful technique in uncovering the LSPR behaviour of lithographed
nanostructures with high spatial resolution [123]. The Sierpiriski fractal uses the
ever-popular triangular nanoprism, which has shown its usefulness in a variety of
applications [196-198], as its basic building block.

The LSPR behaviour is studied in two types of fractals, referred to here as sub-
tractive and additive fractals. In subtractive fractals, the whole structure is the same
size for all generations, which are created by introducing and growing triangular aper-
tures into the parent; the behaviour of LSPR modes and the importance of structural
variables in subtractive fractals is explained using the equivalent circuit theory and
the Babinet principle. In the additive fractal, successive generations of fractals are
constructed by adding triangular prisms onto the previous generation, resulting in
increasingly larger structures; hybridization theory is applied to explain the modes
seen in higher fractal generations.

FDTD simulations were performed by Danielle McRae at the University of Western
Ontario, under the supervision of Prof. Frangois Lagugné-Labarthet.

The portion of work related to subtractive fractals (Section 3.2) has been adapted
with permission from “Carving Plasmon Modes in Silver Sierpinski Fractals” [188].
Copyright © (2019) American Chemical Society.

The work related to additive fractals (Section 3.3) has been adapted with permis-
sion from “Hierarchical Plasmon Resonances in Fractal Structures” [199]. Copyright
© (2020) American Chemical Society.
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3.1 Background

This section contains a brief review on some of the necessary concepts used specifically
in this chapter to understand the behaviour of the plasmonic Sierpinski fractals. Fol-
lowing this section is the discussion of the experimental and theoretical results about
the Sierpinski gasket. Of particular importance in the interpretation of the plasmonic
response of the fractals are the Babinet principle, originating in antenna theory, and
the equivalent circuit theory of LSPR.

3.1.1 Fractals

Fractals were first described mathematically in the late 1800s, but little attention was
paid to them until Benoit Mandelbrot began to use computer programs to draw frac-
tal geometries and found a startling likeness between fractals and the behaviour of the
natural world: random fractals could be used to describe hilly regions, cloud forma-
tion, or coastlines, among other things [200]. Once ignored as a quirk of mathematics,
fractals are now used in several applications, ranging from aesthetic designs [201]; to
image compression algorithms [202]; to modelling of fluid mechanics [203], soil pro-
cesses [204], or astronomical events [205]; to multiband antennas in the telecommuni-
cations industry [206,207].

Non-random fractals are constructed from infinite loops of simple equations, creat-
ing, for instance, the Koch snowflake [208], Cantor sets, or the Sierpinski gasket [209].
Fractals are of non-integer dimension and represent an infinitely recursive pattern on
progressively smaller length scales, although physical constructions of fractals must
be truncated because of practical limitations to creating an infinitely recursive object.

This chapter will focus on the Sierpinski gasket and its use as a platform for
supporting localized surface plasmon resonance modes. The Sierpinski gasket is a very
interesting model system in which to explore the behaviour of plasmon resonances on
multiple length scales.

3.1.2 Fractal Antennas

Fractal shapes are used in commercial telecommunications for broadband and multi-
band antennas. The drive to use fractal shapes as antennas came from a desire to
make antennas frequency-independent. The fractal self-similarity on multiple length
scales gives them the ability to couple to many different frequencies, since the wave-
length that an antenna can couple to most efficiently is proportional to the size of
the physical antenna structure. The fractal antenna is also known for its efficient
use of space: comparing a simple loop antenna with a fractal antenna occupying the
same space, the fractal antenna is able to couple to longer wavelength radiation and
so use space more effectively. A fractal structure is electrically ‘longer’ than a simple
straight wire or loop of equivalent spatial footprint, because of the highly convoluted

68



Isobel Claire Bicket (PhD Thesis) McMaster University - Materials Science

perimeter inherent to fractal geometries [210]. It is noted, however, that the bene-
fits of using higher generations of fractals to couple to longer wavelengths eventually
becomes negligible, as successive generations cause only negligible redshifts to the
resonant wavelength [210].

Fractal antennas are also known to have smaller quality factors than comparable
loop or wire antennas, because of their more efficient occupation of space, meaning
that fractals have narrower peaks than the comparable patch or wire antenna. The
quality factor of an antenna is a measure of how efficiently the antenna radiates
energy vs storing energy, and, for many antennas, is proportional to the inverse of the
bandwidth of the antenna [210]. In previous work, plasmonic fractal structures have
been revealed to have self-similar hierarchical resonances dependent on the fractal
generation [123,211,212].

Sierpinski Gasket

The Sierpinski gasket, or Sierpiriski fractal, first described by W. Sierpiniski [209] in
1915. The Oth generation (hereafter referred to as ‘G0’) of this fractal is an equilateral
triangle. The first generation of the Sierpinski fractal is created by connecting the
midpoints of the edges of the GO equilateral triangle, dividing the GO triangle into
four equilateral triangles (Figure 3.1, Subtractive Fractals). The middle triangle is
then removed, leaving behind three equilateral triangles of half the size as the original:
this is the Generation 1 (‘G1’) fractal. The Generation 2 (‘G2’) fractal is created by
repeating the process for each of the three small equilateral triangles, dividing them
into four new, even smaller, triangles and removing the centre. Each successive gen-
eration has three times the number of small triangles as the previous generation; the
smallest triangles are half the size of the smallest triangles of the previous genera-
tion, giving the gasket a scaling factor of two, a fractal dimensionality of 1.585. This
creation algorithm results in a structure which maintains the same overall size, but
develops smaller and smaller sub-units as the generations advance.

Alternatively, an additional equilateral triangle can be added to GO as shown in
Figure 3.1 (Additive Fractals), to create an intermediate structure (G0.5), to which
another equilateral triangle can be added to create the G1 fractal, and so on. This
algorithm results in a fractal which grows in size with each successive iteration, but
the smallest triangle remains the same size. To construct the true Sierpinski gasket,
either of these algorithms is repeated infinitely.

Unfortunately, practical considerations mean that any physically realized fractals
must be truncated at a chosen generation, numbered according to the number of iter-
ations of the algorithm required to make the structure. The properties and behaviour
of a fractal antenna depend on the generation number; the self-similarity of their
physical shape is mirrored in the electromagnetic frequency response [213]. A fourth
generation Sierpinski gasket antenna possesses four frequency bands [214] and a fifth
generation fractal supports five frequency bands [206], log-periodically spaced in fre-
quency by the fractal scaling factor of 2 [213]. The multiple self-similar length scales
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Figure 3.1: Creation of higher fractal generations via subtractive and additive algorithms. Trian-
gular apertures are subtracted from Generation 0 to create Generation 1 and 2 subtractive fractals.
More GO parent units are added to make G0.5, G1, G1.5, and G2 additive fractals. The sizes of
G1.5 and G2 fractals have been scaled down by x0.5 for easier display.

and corresponding multiband response of fractal geometries means that a single frac-
tal antenna can couple to multiple different wavelengths, and so function as multiple
antennas occupying the same physical space. Interestingly, the current distributions
on Sierpinski gasket radio antennas scale according to the generation involved in the
resonance at each band, with similar distributions at different length scales in different
frequency bands [213].

In this work, the Sierpinski fractal antenna is scaled down to the nanoscale, to
create multiband nanoantennas using LSPR. Previous work on plasmonic Sierpinski
gaskets shows that, compared to a similarly sized triangular prism, the Sierpinski
gasket shows enhanced field confinement [94,215-217], either alone or in bowtie ge-
ometries. However, little attempt has been made to explain this enhanced confinement
or to address higher order plasmon resonances in the fractal structure. The behaviour
of LSPR will be studied in this chapter as the fractal generation is increased via both
algorithms mentioned above: subtractive fractals, in which holes are carved into the
GO triangle; and additive fractals, in which additional GO triangles are added to the
previous structure to form the next generation, as shown in Figure 3.1.

3.1.3 Babinet Principle

The Babinet principle was developed regarding the behaviour of light passing through
apertures. From the optics point of view, this principle states that the wave pattern
received after light passes through a diffracting screen (Wg) added to the wave pattern
received from the complementary screen (V¢g) is equivalent to the pattern resulting
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v

Figure 3.2: Complementary antennas resonate under orthogonal polarizations. Red arrows mark
induced electric fields (€™4); blue arrows mark induced currents (5). The electric (¢) and magnetic
(H) fields of the incoming EM waves are indicated.

from having no obstacles at all (Uyy), and is a useful principle for the calculation
of diffraction patterns (Equation 3.1). For instance, the diffraction pattern from a
circular aperture is the complement of the diffraction pattern of a circular disk of
the same size as the aperture, and adding both together will reveal the unperturbed
wave [218]. Perhaps the simplest example of Babinet’s principle is that the shadow
cast by a screen is the complement of the shadow cast by the complement of the screen,
and when the light from the two patterns is added together, there is no shadow.

\I/S + \IJCS — \I,UN (31)

In electromagnetism and the interaction of light with absorbing media, however,
Babinet’s principle requires some modifications from its original form. The use of
Babinet’s principle was extended for applications in radio antennas by Booker [219],
who realized that the polarization of light must be taken into account when considering
the antenna’s response in order to understand how the material becomes polarized
under the incident light and in which direction the voltage across the antenna is
applied. In a dipole antenna, such as a straight wire, the electric field of the incident
light must be polarized parallel to the long axis of the wire to induce the desired
response; however, for a slot antenna of the same dimensions, the magnetic field of
the incident light must be parallel to the long axis of the slot, and the electric field
of the light must be polarized perpendicular to the long axis of the slot to obtain the
complementary response (Figure 3.2).

Applying Babinet’s principle to a conducting screen requires the assumptions that
the screen is (i) infinitely thin; (ii) perfectly conducting; and (iii) planar [219]. Babi-
net’s principle applied to conducting planes also requires that, if the screen is ex-
changed with its complement, the electric and magnetic quantities involved must
all be interchanged. If this is done, the transmission patterns of the screen and its
complement are complementary.
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On a dipole antenna, the incident electric field, polarized along the long axis, in-
duces an oscillating electric dipole along the antenna. Similarly in the complementary
slot antenna, the incident field, polarized perpendicular to the slot, induces an electric
dipole across the slot, causing ring-like currents to flow around the ends of the slot
and inducing an in-plane magnetic dipole along the long axis of the slot, as shown
in Figure 3.2 [219,220]. The slot antenna should have resonance at the same wave-
length as the solid antenna, but in response to orthogonal polarization. If the dipole
mode of a solid rectangular antenna is excited by vertically (horizontally) polarized
light, the dipole mode of the complementary slot antenna resonates under horizontally
(vertically) polarized light [219].

The application of Babinet’s principle to nanoscale antennas, via the polarization
response of LSPR, is still under active study in the plasmonics community. Qualita-
tively, there appears to be an agreement between the predictions of Babinet’s princi-
ple and the behaviour of plasmonic antennas and plasmonic slot antennas [221,222].
EELS is a polarization-insensitive technique, so cannot directly pick up the different
responses to orthogonally polarized light in solid and slot antennas, but the technique
is sensitive to the electric near-field of the LSPR and detects the change in orientation
of the dipolar mode, causing the EELS maps of the solid and slot antennas to appear
complementary to each other [221]. However, closer examination of the spectrum
reveals spectral shifts between a nanoantenna and its complement [160,223].

Plasmonic devices break some of the assumptions ((i) to (iii) above) required for a
rigorous application of Babinet’s principle to plasmonic antennas. In the radio regime,
the thickness of the antenna is effectively infinitely thin relative to the wavelength of
interest, but on the nanoscale, the thickness and surface roughness of the material are
no longer negligible quantities relative to the wavelength of operation. The conductiv-
ity of the noble metals in the optical regime is also not ‘perfect’, whereas conductivity
of antenna materials is much higher in the radio frequencies. Despite the difficulties
in obtaining quantitative spectral agreement between plasmonic nanoantennas and
their complement, Babinet’s principle may still be used to discuss the behaviour of
the fields of the two antenna configurations, under the knowledge that, because of the
violation of the assumptions required to apply Babinet’s principle, Babinet’s principle
is only an approximation and rigorous agreement should not be expected in plasmonic
nanoantennas.

3.1.4 Equivalent Circuit Model

First proposed by Engheta et al. [224], the equivalent circuit model describes plas-
monic and dielectric components as nano-elements of electrical RLC (resistor-inductor-
capacitor) circuits based on their reaction to an applied optical field. At typical fre-
quencies used in electrical circuitry noble metals are good conductors, but at optical or
IR frequencies the conduction of the metal is through a different mechanism: that of
the surface plasmon current or optical displacement current. The metal nanoparticle
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Figure 3.3: Equivalent circuit model for the dipolar mode of a plasmonic nanosphere under electric
field (&) excitation. Inspired by [224].

response to an applied electric field oscillating at optical frequencies can be described
by its effective impedance [225]. It has also been shown that it is possible to use
the circuit analogy to predict the position of a nanoantenna’s resonance frequency, as
well as shifts in this frequency caused by changes to the dielectric environment, by
matching the effective imaginary impedance of the plasmonic antenna with that of
the ‘load’, or dielectric filling a gap between parts of the antenna [226].

If the real part of the dielectric function of a nanoparticle is positive (e.g., an
insulator with no free electrons), then the nanoparticle acts as a capacitor and when
a field is applied across it, there is a potential difference across the nanoparticle;
if the real part of the dielectric function is negative, as is the case with plasmonic
nanostructures, then the nanostructure acts as an inductor. The resistance of the
nanocircuit comes from the imaginary part of the material’s dielectric function. In a
basic plasmonic nanoparticle, when the dipolar mode is excited by an applied field,
electrons flow across the surface of the nanoparticle, which acts as a combined resistor-
inductor (Figure 3.3). The electric field of the dipolar mode in the surrounding
dielectric environment behaves as though the energy is stored in a capacitor, assuming
that the dielectric environment has a positive dielectric value at the resonance energy:
the dielectric environment acts as a capacitor between the two poles of the plasmonic
dipolar mode.

The equivalent circuit theory is used to explain the spectral shifts seen in the
subtractive Sierpinski fractal nanostructures as the central triangular aperture is in-
troduced and its size is increased.

3.2 Results on Subtractive Fractal

The LSPR modes of the GO triangle have been well characterized by Keast et al. and
Campos et al. [227,228]. The GO prism supports both edge modes and cavity modes,
some of which are degenerate pairs of orthogonally polarized resonances. Adding
a triangular aperture into the GO triangle has a significant effect on some of these
modes; to understand this effect and the coupling of the aperture LSPR modes to the
GO LSPR modes, we will first examine the modes present on a triangular aperture in
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a solid film (referred to hereafter as ‘iG0’).

3.2.1 Triangular Aperture

The triangular aperture is the complement of a simple triangular prism, and so the
response of the iGO0 structures can be predicted by applying the Babinet principle. The
GO prisms of interest have degenerate responses to both horizontally and vertically
polarized light, so the iGO apertures are expected to respond to both vertically and
horizontally polarized light equivalently.

We fabricated a series of iG0O structures by patterning apertures inside a silver
square of several microns. Comparing the primary EELS peak of these iGO structures
to equivalently sized GO prisms reveals that although the GO and iGO structures may
be expected to show EELS peaks at the same energy, there are spectral shifts with no
clear trend evident across different sizes (Figure 3.4). Some GO prisms are blueshifted
by almost 200 meV (Figure 3.4(b)), others are redshifted by approximately 100 meV
(Figure 3.4(c)), and some, the largest pair of complementary structures fabricated in
this work, have dipole peaks with only a difference of 30 meV between GO and iGO
dipolar modes (Figure 3.4(d)).

The dispersion curve for the primary peak energy of experimental and simulated
GO and iGO structures is given in Figure 3.5(a). In the simulated structures, the low-
est energy peak of the iGO structure is consistently blueshifted relative to that of the
GO triangle of the same size, which we attribute to the effect of the silicon nitride sub-
strate [222,229]. The GO prism and iGO aperture have different field configurations;
in the GO prism, the dipolar field primarily surrounds the solid triangle (Appendix C,
Figure C.3), while in the iG0 aperture, the electric fields traverse the inverse triangle
(Figure C.1); the presence of the 50 nm thick SiN membrane may cause different en-
ergy shifts because of these differences in field configuration. We must also remember
that these plasmonic nanostructures, fabricated from 30 nm thick silver films, are nei-
ther infinitely thin nor perfectly conducting, which does not fulfill the requirements
of Babinet’s principle [160].

Considering the variation in the experimental data, we may conclude that the
fabrication quality of each of these structures has a dominant effect on the relative
peak energies [223]. Although the same method of fabrication was used for both GO
and iGO, the defects which occur most commonly are different. We observe, upon
examination of the ADF images (Figure 3.4), that there is often a flap of material
along the edges from the coating and lift-off process, particularly in GO structures.
This material is visible as a region of higher brightness around the edges of the triangle.
With the iGO apertures, this does not occur as frequently, and the edges appear to
be much more well-defined, although there is a thickness gradient of silver from the
bulk film towards the aperture edges instead of an abrupt interface, due to shadowing
during metal deposition. Despite this gradient, the edges of the iGO aperture are
often much cleaner than those of a GO prism of the same size (e.g., see the largest
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Figure 3.4: EELS dipole peaks for GO and iGO structures of different sizes. Structures of side
length: (a) 150 nm (scalebars are 150 nm); (b) 285 nm (scalebars are 150 nm); (c¢) 550 nm (scalebars
are 500 nm); and (d) 1100 nm (scalebars are 500 nm). ADF STEM images are shown to the right
of each plot.

pair of complementary structures in Figure 3.5(b)). Fabrication defects also explain
why the trend is not consistent between different pairs of solid and inverse triangles,
since these defects are not controlled or consistent at different length scales, and why
the variation seems to become greater at smaller sizes, which are more technically
challenging to fabricate.

EELS profiles from the largest pair of solid and aperture nanostructures fabricated
in this study are presented in Figure 3.5(c). There is a small blueshift between
the primary peak energy of the GO and iGO structures, as predicted by the FDTD
simulations, and the EELS maps for each edge mode appear to be complementary,
agreeing with results on rectangular apertures [221]. The number of modes visible
along the edges of each of these structures highlights the effect of the smoother edges
of the iGO structures (Figure 3.5(b,c)); more higher order edge modes are visible on
the iGO structure than the GO prism.
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Figure 3.5: Dispersion curves and EELS profiles across an iG0 and GO structure. (a) Dispersion
curves for solid (G0) and inverse (iG0) triangles plotted as fractions of the plasma energy (E,) and
equivalent free-space wavevector kp. (b) ADF images for (i) iGO of side length 1130 nm and (ii) GO
of side length 1170 nm (scalebars are 750 nm). (c) EELS intensity profiles across one edge of (i) iGO
and (ii) GO, as highlighted in (b).

Surface Charges

Figure 3.6 shows calculated surface charges for the two lowest energy optical modes
of the 285 nm side length iG0O aperture (a), the GO structure of the same size (b)
and a series of G1 triangles (c-e). The calculated surface charges reveal that both
the GO prism and iGO aperture support degenerate orthogonal dipolar modes, as
predicted by Babinet’s principle. On the triangular aperture, charges are able to flow
around the corners of the aperture (Figure 3.6(a)(i), charge flow indicated by green
arrows), but are confined by the edges. The build-up of charges on one edge creates
dipolar fields across the aperture, repelling mobile charges on the opposite side and
turning the aperture into a capacitor. For higher order modes, a node or nodes are
created along each edge, but the corners are not capable of confining charge, so no
charge build-up or strong EELS signal is seen at the corners of the iG0O aperture
(Figure 3.5(c)(i), Figure 3.6(a)(i)), resulting in the complementary EELS signal and
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charge distribution when compared to the solid GO structure, which effectively confines
charges in the corners (Figure 3.5(c)(ii), Figure 3.6(b)). The field configurations for
the two degenerate dipolar modes and second optical modes for the solid and aperture
triangles are given in Appendix C (iGO: Figure C.1, C.2; GO: Figure C.3, C.4).
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Figure 3.6: FDTD calculated surface charges for 285 nm iG0, G0, and G1 structures with increasing
aperture sizes; polarization, wavelength, and energy of the excitation are indicated on each plot. (a)
First two optical peak energies of an iG0 aperture in a solid film (green arrows indicate direction of
current flow); (b) a solid GO triangle; (c) a G1 fractal with a 73 nm aperture; (d) a G1 fractal with
a 120 nm aperture (10 nm conductive channel); and (e) a G1 fractal with no conductive coupling.
Structure geometries are shown in the inset for each row.

3.2.2 Generation 1

A series of fractal structures with a side length of approximately 285 nm was fabri-
cated with increasingly large central apertures to study the evolution of LSPR modes
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as the fractal generation is increased from GO to G1. Experimental EELS spectra for
this series of fractals are shown in Figure 3.7(a); plasmon maps at the peak energies
indicated in the spectra are presented in Figure 3.7(b). The first four structures (i-iv)
are the same size, within 10 nm, and the final structure (v) is half the size of the other
four. All structures were fabricated in parallel on the same TEM grid. The exper-
imental data is complemented by simulations of GO and G1 fractals with increasing
central aperture size, for which the spectra are shown in Figure 3.7(c) accompanied
by surface charge (Figure 3.6(b-e)) and electric field calculations (Appendix C, Fig-
ure C.3-C.10). Eigenmode calculations (Figure 3.8) provide details on dark LSPR
modes as the aperture size is increased, and clearly show individual modes, without
the hindrance of spectrally overlapping mode contributions.

Edge Modes

In this series of fabricated triangular prisms, the dipole mode (Figure 3.7(a)(i-iv:
peak 1)) redshifts after the aperture is introduced (ii: 0.78 e¢V) and grown in size
(iii, iv: 0.74 eV, 0.73 eV). The shift in the dipole mode cannot be attributed to
differences in the size or film quality, so must be an effect of the introduction of a
central aperture in the solid GO triangle. This trend is confirmed by the redshift of
the simulated dipolar modes in the spectra of Figure 3.7(c)(i-v) and in the change in
energy of eigenmodes (E1 and E2) in Figure 3.8. The EELS probability distribution,
which is proportional to the normal component of the LSPR electric field, of the
dipolar mode shows no observable differences between the four structures presented
in Figure 3.7(b)(i-iv: peak 1), suggesting that the aperture does not significantly
modify the field distribution in the degenerate dipolar resonances. Indeed, FDTD
simulations confirm that there is only a small build-up of charge around the edges
of the aperture (Figure 3.6(c,d)(i)). The electric field distribution is very similar for
GO fractals (Figure C.3) and G1 prisms with a small (Figure C.5) and large aperture
(Figure C.7). Within the aperture, the electric fields are similar in topology to those
of the iGO dipolar modes (Figure C.1).

In the case where conductive coupling across the fractal is broken and the fractal
is no longer a single solid structure, there is a strong blueshift and splitting of the
degeneracy of the primary dipole modes (Figure 3.7(c)(vi)). The dipolar modes of
each of the GO parent units form new hybridized modes when there is no conductive
coupling between them (Figure 3.6(e)). This case will be discussed in more detail
further on, for larger samples of side length 1200 nm.

The second order edge mode (Figure 3.7(a)(i-iv: peak 2)) exhibits little, if any,
shift in energy as the GO structure is evolved to G1 (peak 2 in (i): 1.35 eV, (ii):
1.36 eV, (iii): 1.34 eV, (iv): 1.36 eV), changing by no more than 20 meV between
the four structures. Despite the stable peak energy, the EELS distribution changes
upon adding the aperture into the fractal structure, (Figure 3.7(b)(i-iv: peak 2)).
Whereas this mode is a second order edge mode in GO, the central anti-node along
each edge changes shape once the aperture is introduced and there is some EELS
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Figure 3.7: EELS and FDTD results for the evolution of LSPR modes as GO is transformed to
become G1 by the addition and growth of a small aperture in the centre. (a) Experimental EELS
spectra averaged over the areas highlighted in the insets for (i) GO prism, (ii) G1 fractal with a small
circular aperture, (iii) G1 fractal with a larger triangular aperture, (iv) G1 fractal with a slightly
larger triangular aperture, (v) GO prism of half the size as the GO structure in (i). (b) EELS intensity
distribution extracted from the numbered peaks over the indicated energy range, scalebars in the
ADF-STEM images are 150 nm. (c) Simulated vertically (solid line) and horizontally (dashed line)
polarized spectra of the structures shown in the insets: (i) 285 nm GO structure; (ii) 285 nm G1
structure with 73 nm central aperture; (iii) 285 nm G1 structure with a 95 nm central aperture; (iv)
285 nm G1 structure with a 120 nm aperture (10 nm conductive channel); (v) 285 nm G1 structure
with a 133 nm aperture (= 6 nm conductive channel); (vi) 285 nm G1 structure with no conductive
coupling; (vii) 73 nm triangular aperture in a film; (viii) 142.5 nm triangular aperture in a film; (ix)
285 nm aperture in a solid film.
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Figure 3.8: Evolution of the eigenmodes as a triangular aperture is introduced and grown inside
a G1 fractal. The energy scale for the cavity modes (bottom) was expanded by x4 relative to the
energy scale for the edge modes (top), to make the energy differences more visible. Dashed lines
indicate the energy evolution of each mode as the aperture size is increased. Modes along the dotted
lines are those of a prism of half the size of the prisms along the dashed lines. Edge modes and
cavity modes are labelled in order of increasing energy as ‘E’ and ‘C’, respectively, or ‘e’ and ‘c’ for
the half-sized prism.

intensity around the central aperture. The energy of this mode is stable, but the
electric field distribution has changed due to the presence of the aperture. This edge
mode is a dark mode and does not appear in the optical FDTD simulations, though
it is seen in the eigenmode calculations (Figure 3.8: E3), in which the surface charges
do not indicate a significant change of topology around the aperture of the G1 fractal.
The third order edge mode of the GO and G1 fractals (Figure 3.6(b-d)(ii), 3.7(a,b)(i-
iv: peak 3)), which has three nodes and four anti-nodes along each edge of the triangle,
presents an immediate blueshift of 100 meV upon the insertion of a small aperture in
the centre of the triangle, from 1.6 eV to approximately 1.7 eV. Upon increasing the
size of the aperture, there is little change in the peak energy: the third order mode ap-
pears within 10 meV for all three of the G1 triangles presented in Figure 3.7(a)(ii-iv).
This higher order mode is revealed by simulations to be two degenerate modes with
orthogonal polarizations (Figure 3.6(b-d)(ii), Figure C.4, C.6, C.8). Eigenmodes of
this structure predict a sudden redshift as soon as the central aperture is introduced,
followed by smaller redshifts as the size of the aperture increases (Figure 3.8: E4, E5),
converging to a series of coupled dipolar modes on the three GO parents (el, e2).
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Cavity Modes

Two cavity modes are visible in the EELS data from the fabricated triangles presented
in Figure 3.7(a,b)(i-iv: peaks 4, 5). The lowest energy cavity mode (peak 4), at
1.98 eV in the GO structure, presents shifts of approximately 20 meV across all four
different fractal structures, therefore it can be concluded that the energy of this mode
is not affected by the aperture. However, the EELS intensity changes from the central
cavity mode in the GO triangle (Figure 3.7(b)(i: peak 4) to become an apparent edge
mode around the aperture in the G1 fractals (Figure 3.7(b)(ii-iv: peak 4). Eigenmode
simulations reveal that the surface charges of this mode are merely accommodating
the central aperture (Figure 3.8: C1) without changing the overall node and anti-node
distribution until the aperture is of a comparable size to half of the G1 fractal. Once
the central aperture is large enough, the charge distributions on each of the GO parent
units inside the G1 fractal converge towards those of the third order edge mode on
the half-size GO parent (compare C1 with e4, 5 in Figure 3.8).

The second cavity mode (Figure 3.7(a)(i-iv: peak 5)) presents an immediate
blueshift of 140 meV between the GO (i) and the G1 structure with the smallest
aperture (ii). With a larger triangular aperture (iii, iv), the second cavity mode
presents a blueshift of 70 meV, a much smaller shift than was seen on introducing
even a small aperture in the structure. On the GO triangle, the second cavity mode
appears (Figure 3.7(b)(i: peak 5)) as expected of a simple triangle [228]; in the G1
structure, the second cavity mode peak shows high EELS signal in the centre of each
of the smaller GO fractal units (Figure 3.7(b)(ii-iv: peak 5)).

Comparing the second cavity mode of the G1 triangle (Figure 3.7(a)(iii,iv: peak
5) to the first cavity mode of a half-size GO triangle (Figure 3.7(a)(v: peak 3)), the
energy of the peak is very similar, within 30 meV. The similarity in the topology and
energy indicates that the self-similarity of the fractal structure is coming into play
and suggests that the first order cavity mode of the GO parent (Figure 3.8: c1) evolves
into a higher order cavity mode of the G1 fractal. Eigenmode calculations suggest
that the second cavity mode peak in the EELS data is derived from a combination of
the third and fourth order cavity modes of the parent GO fractal (Figure 3.8: C4, C5,
C6). As the aperture in the G1 fractal becomes larger, the eigenenergies and surface
charge distributions of these high order cavity modes converge to the first order cavity
mode of the half-sized GO parent (cl). Due to the symmetry of the EELS excitation,
these higher order cavity modes are indistinguishable from each other.

3.2.3 Babinet Principle

The Babinet principle can be used to explain the redshift of the dipolar modes and
to interpret the interaction between the GO parent and the central iGO aperture. As
discussed above, both the GO and iGO structures support two orthogonal degenerate
dipolar modes. Because of this orthogonal degeneracy, the vertically (horizontally)
polarized mode in the GO fractal can be excited under the same conditions as the
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complementary horizontally (vertically) polarized mode in iG0O. Previous work has
shown coupling between solid structures and their inverse, based on spectral and spa-
tial overlap of the fields [220]. Although there is not a strong spectral overlap between
GO and the dipolar modes of the small central aperture (Figure 3.7(c)(i,vii,viii)), there
is a strong relationship between the electric field distributions in the GO prism and
iGO aperture (Figure C.1, C.3), allowing the aperture modes to couple to the solid
GO modes in the G1 structure and shifting the energy of the G1 dipole modes. The
symmetry of both the triangle and aperture means that both of the degenerate dipolar
modes shift equally in energy when the triangular aperture is introduced. As the size
of the aperture increases (Figure 3.7(c)(vii-ix)), there is more spectral overlap and
stronger coupling to the triangle dipolar modes, resulting in stronger redshifts. When
the aperture cuts off conductive coupling, it can no longer support aperture LSPR
modes, since current cannot flow around the aperture corners. Another example to
support this argument is presented below, in which the symmetry is broken and the
degeneracy of the aperture modes is lifted.

Interestingly, the second order edge mode does not appear to be affected by or
couple to aperture modes. We suggest that since this mode is a dark mode, coupling
via the Babinet principle may not apply here. The third order edge mode (second
peak in the FDTD simulations) does reveal coupling between GO modes and iG0
modes: the GO and iGO dipoles are anti-aligned with each other (Figure 3.6(c,d)(ii),
Figure C.6, C.8), reducing the net dipole moment of the structure, similarly to the
screened bonding dipole mode seen by Wen et al. [92] on a simpler structure. As the
central aperture becomes larger, this mode changes to resemble three individual cou-
pled dipole modes on each of the GO parents within the G1 fractal (Figure 3.6(d,e)(ii)).
The charge transfer plasmon theory developed by Wen et al. points to junction con-
ductivity as a key factor in shifting the energy of the LSPR modes involved. However,
the structure under study in this work is more complicated due to the presence of two
conductive junctions across the structure and the capacitance of the aperture, which
must be taken into account.

Asymmetrical Babinet

In the case of the Sierpinski triangle, adding a triangular aperture into the middle of
a GO structure to create a G1 fractal does not change the symmetry of the overall
structure. There are two orthogonal dipolar modes in the Sierpinski triangle for all
fractal generations, assuming conductive coupling is maintained. To emphasize that
each dipolar mode of the solid triangle is coupling to the orthogonal mode of the
central aperture, the case where the symmetry is broken on introducing an aperture
into a different structure is presented in Figure 3.9. This example also highlights that
the shifting of the modes caused by the addition of a central aperture is not unique
to the fractal structure.

The two degenerate dipole modes of a simple silver square are shown in Figure 3.9
A. Introducing a small square aperture into this square maintains the symmetry of the
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Figure 3.9: Change in the dipolar eigenmodes when a symmetrical and an asymmetrical aperture
is added to a square prism. Dipolar eigenmodes of a silver square (A), a silver square with a small
square aperture (B), and a silver square with a rectangular aperture (C, D).

structure and degeneracy of the dipole modes, redshifting both equally (Figure 3.9 B).
A rectangular aperture introduced into the centre of the square breaks the symmetry
and the degeneracy of the dipolar modes on the new structure (Figure 3.9 C,D).
According to the Babinet principle, the lowest energy mode of the central aperture
will couple to horizontally polarized light, orthogonal to the long axis of the aperture
(the Babinet equivalent of a nanowire coupling to polarized fields along its length)
[219,221]. The vertical polarization, on the other hand, will couple to the aperture
in the orthogonal direction, the equivalent of orthogonally polarized light coupling to
the weaker transverse mode in a nanowire of the same dimensions as the aperture.
Since the lower energy mode on the aperture is excited by fields polarized across the
smallest dimension of the aperture, this mode couples to the horizontally polarized
LSPR mode of the square (Figure 3.9 D) and the other mode, by similar arguments,
couples to the vertically polarized LSPR dipole mode (Figure 3.9 C). The horizontally
polarized case has a larger capacitance across the aperture than the vertically polarized
case, resulting in a stronger redshift of the horizontal dipole mode. Alternatively, the
coupling between the square dipolar mode and the slot dipolar mode is stronger
in the case of the horizontally polarized LSPR modes because of greater spectral
overlap, presenting a greater redshift for the more strongly coupled modes, as seen in
Figure 3.9.

3.2.4 RLC Equivalence

The equivalent circuit theory provides a more thorough description of the behaviour
of the LSPR mode in the complicated structures under study. As discussed above in
relation to the aperture modes, the aperture acts as a capacitor, building up charge on
the edges and supporting dipolar electric fields across the hollow aperture. Putting the
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Figure 3.10: Simplified equivalent circuit diagrams for GO and G1 dipolar modes. Energy flow (top
row) of the dipolar response to horizontally (blue arrows) and vertically (orange arrows) polarized
light and equivalent circuit diagrams (bottom row) representing the dipolar modes of (a) GO prism;
(b) G1 fractal with a small aperture, maintaining conductive coupling between GO parent units; and
(c) G1 fractal with a large aperture, cutting off conductive coupling between parent units. Electrical
sources are left out of the diagrams for simplicity.

aperture into the G1 fractal introduces this capacitance in parallel with resistive and
inductive components from the surface charges oscillating across the nanostructure
[224]. In an RLC (resistor-inductor-capacitor) resonant circuit, adding a capacitor in
parallel with the RL component increases the capacitance of the circuit and decreases
the resonant frequency, explaining the redshift seen in the G1 fractal.

Simplified equivalent circuit diagrams are presented in Figure 3.10 for the dipolar
modes of a GO triangle; a G1 triangle with a small central aperture, allowing current
to flow between GO parent units; and a G1 fractal with a large central aperture which
cuts off conductive coupling between GO parent units. The top row of the figure
represents a simplification of the flow of energy (arrows) through and around the
structure, in the form of surface current or energy stored in capacitive fields across
the central aperture or between the anti-nodes of the dipolar mode.

In the GO triangle, the two dipolar modes are degenerate: they exhibit the same
resonance energy, so must exhibit the same circuit characteristics. When the central
aperture is introduced, we expect that the differences in conductive pathways across
the device might cause splitting of the dipolar mode energies (Figure 3.10(b)), but this
is not the case. To explain this, the individual components of the equivalent circuit
must be considered. For the vertically polarized mode, the capacitance of the aperture
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might be expected to be higher than that for the horizontally polarized response,
because of the larger area of the aperture when projected along the vertical direction,
which should reduce the resonance frequency of the vertically polarized mode relative
to the horizontally polarized mode. However, the inductance along the conductive
pathways also changes: for the vertically polarized mode, both of the conductive
paths around the aperture are narrower than those for the horizontally polarized
mode. Narrower conductive junctions in the vertical case result in an increase of
the self-inductance of each junction, resulting in an overall reduction in the circuit
inductance via the addition of two higher inductance values in parallel. For the
horizontal case, the capacitance may be lower than that of the vertical case, but the
inductance is higher because of the presence of one broad junction and one narrow
junction around the central aperture. The lower circuit capacitance has the opposite
effect on the position of the resonance as the higher inductance, which overall results
in the same resonance frequency for both modes.

As the aperture is increased in size, the capacitance is increased and the resistance
and inductance of the conductive junctions is increased as the channel narrows. In-
creasing the aperture capacitance reduces the resonance frequency, which is reflected
in a stronger redshift of the dipole peak. When the aperture reaches the limit at
which it cuts off conductive coupling across the G1 fractal, the fractal response tran-
sitions to that of a set of three coupled triangles, similar to the transition seen in
several previous studies [92-96]. Applying the equivalent circuit model to this case
(Figure 3.10(c)), the capacitive aperture is in series with the current oscillating in
each of the GO parent units on either side of the aperture, and the two parallel RL
components of the narrow junctions are eliminated. Introducing a capacitor in se-
ries into an RLC circuit reduces the overall capacitance and increases the resonant
frequency; the dipolar mode is blueshifted. The splitting of the degeneracy of the
dipolar modes seen in Figure 3.7(c)(vi) is due to differences in the relative orientation
of the different dipole modes and differences in capacitance of the aperture in different
directions. The vertically polarized mode has a higher series capacitance (lower total
capacitance) than the horizontally polarized mode, producing a greater blueshift in
the resonance frequency.

The equivalent circuit model can be extended to consider the location of the nodes
and anti-nodes of the LSPR. On the dipolar mode, the aperture is placed on an LSPR
node and has a strong effect in diverting the current flow, resulting in peak shifts.
There is no strong change in the charge distribution of the dipolar mode when the
aperture is introduced, which is reflected as having no observable effect on the EELS
intensity distribution over the structure. On the second edge mode, the anti-nodes
are in the centre of each edge, with nodes partway between the centre and the corners
(Figure 3.8: E3). Introducing the aperture does not greatly affect the current flowing
through the nodes of the second order edge mode, so does not change the equivalent
circuit significantly from that of the second edge mode of the GO parent, and no
energy shift is seen. On the third order edge mode (two degenerate edge modes),
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the node structure is more complex, but the aperture in the G1 fractal is placed on
top of a resonance node (Figure 3.6(c,d)(ii), Figure 3.8: E4, E5), and so affects the
current flow, changing the RL components of the circuit and causing the observed
energy shift.

3.2.5 Linewidth

Changes in the path that the surface currents travel caused by the introduction of
an aperture modify the damping characteristics of the system, as the flowing charge
is confined to a narrower path. For an RLC circuit, the damping characteristics are
proportional to the resistance and inversely proportional to the inductance in the
circuit. As the width of the conductive path is shortened, both the resistance and
the inductance through this path increase. The self-inductance of the current flow
increases at a faster rate than the resistance, resulting in net lower damping in the
equivalent circuit and an increased resonance lifetime, reducing the linewidth of the
LSPR modes, as seen in both experimental EELS data (Figure 3.7(a)(i-iv: peak 1))
and optical simulations (Figure 3.7(c)(i-v)). Briefly, raw spectra were averaged over
the areas shown in Figure 3.11, then deconvolved using fifteen RLD iterations before
fitting with a Lorentzian and power law combination. Further details of the fitting
procedure are given in Chapter 2, Section 2.8.3.

For the fractals shown in Figure 3.7 and Figure 3.11, there is a clear trend of
reducing linewidth as the aperture size inside the GO parent is increased, from 0.281
to 0.196 eV. The same trend of decreasing linewidth with larger G1 apertures is also
observed in the FDTD simulations, giving confidence that the experimental trend is
not merely a factor of fabrication quality or the effectiveness of the deconvolution
algorithm. The linewidth of the simulated peaks was calculated based off the full-
width at half-maximum (FWHM) of the peak: for the GO of 285 nm, the FWHM is
approximately 0.25 eV (Figure 3.7(c)(i)), becoming progressively smaller to 0.11 eV
for the G1 with the largest aperture (v), before conductive coupling is severed.

The equivalent circuit model accounts only for losses within the material and not
for radiative damping. The simulated scattering cross-section of the dipolar mode
noticeably decreases over the series of fractals presented in Figure 3.7(c)(i-v), from
1.8 x 1071 m~2 for the GO dipolar peak, to approximately 1.2 x 10713 m~2 for the G1
peak in (v), indicating a reduction in the ability of the mode to couple to radiation
and thereby a reduction in radiative damping. Examination of the fields of the G1
fractal (Appendix C, Figure C.7) reveals that there is an opposing dipole in the e,
fields, which is weaker in the GO triangle. Going from the basic GO parent to the
G1 fractal, therefore, results in an improved quality factor through the reduction in
linewidth, at the expense of reduced scattering cross-section.
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Figure 3.11: Fitting of the linewidth of the GO and G1 dipolar modes using a combined power
law and Lorentzian model. (a) GO; (b, ¢, d) G1 fractal triangles. Experimental EELS spectra
were extracted from the areas coloured in the inset: solid lines are experimental data after 15 RLD
iterations, dashed lines are the fitted model, dotted lines are the residuals of the fit for the respective
colour. Fitted FWHM of the Lorentzian is shown in the upper left for each plot.

3.2.6 Generation 2

We will extend the results from the previous discussion on GO and G1 fractals to
interpret the modes present in the Generation 2 (G2) fractal. A series of triangles
(GO, G1, G2) with a side length of approximately 575 nm was fabricated, as were
the apertures of the G2 fractal inside a solid film (referred to hereafter as ‘iG2’)
(Figure 3.12). The GO triangle, of side length 578 nm, has a primary peak energy of
0.515 eV (Figure 3.12(a)(i): peak 1), while on a slightly smaller G1 fractal (534 nm),
the redshift of the dipolar mode from interactions with the central aperture is stronger
than the expected blueshift from the reduction in size of the fractal: the peak redshifts
by approximately 25 meV to 0.480 eV (Figure 3.12(a)(ii): peak 1). A more significant
peak shift of 80 meV from the GO parent is observed on the G2 fractal (of side length
557 nm), which has a dipolar peak at approximately 0.420 eV (Figure 3.12(a)(iii):
peak 1). The same trend is seen in another set of fabricated structures of similar
size (not shown) and FDTD calculations of GO, G1, and G2 (Figure 3.13(a)(i-iii)), to
emphasize that this trend is not unique to these specific nanostructures.

It is interesting to note that there is a strong peak redshift of the second order
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edge mode, from 0.92 eV on the GO fractal (Figure 3.12(a)(i): peak 2) to 0.815 eV
on the G2 fractal (Figure 3.12(a)(iii): peak 2). Many higher order edge modes can
also be detected, as well as a first order cavity mode, the EELS intensity maps of
which are shown in Figure 3.12(b). Before further analysis of the peaks in the G2
fractal, it is informative to consider the modes of the combined apertures of G2
(Figure 3.12(a)(iv),(c)).

iG2 Apertures

The iG2 apertures were fabricated in a solid silver film to explore the possible coupling
between the modes of this aperture configuration and the modes of the GO parent. In
the experimental data, two strong peaks and a shoulder in between them are observed
at low energy (Figure 3.12(a)(iv: peaks 1-3)). FDTD calculations of the iG2 apertures
also show two modes of equal strength (Figure 3.13(a)(iv)); the surface charges of these
modes reveal that they correspond to a pair of degenerate modes centralized on the
large central aperture (Figure 3.13(b: 0.574 eV)) and two degenerate modes exciting
dipoles across the smaller triangular apertures (b, 1.091 eV).

There are some differences between the experimental (Figure 3.12) and simulated
(Figure 3.13) G2 and iG2 nanostructures; the EELS data shows the two lowest energy
peaks of the iG2 structure framing the dipolar peak of the equivalently sized G2
triangle, whereas the simulated data presents two iG2 peaks at a higher energy than
the dipolar modes of the equivalently sized G2 triangle. Examination of these trends
provides an interesting case to apply the RLC circuit model. In both EELS and FDTD
datasets, two peaks of approximately equal strength are observed at different energies.
FDTD simulations reveal that these peaks correspond to excitation of the aperture
mode across the large central aperture in the iG2 structure, and the excitation of
aperture modes across the smaller apertures, respectively.

The key to understanding the difference in the energy relationship when compared
to the G2 triangle is noticing that the conductive coupling across the structure is
different between the experimentally fabricated iG2 structure and the simulated iG2
structure. In the fabricated iG2, the apertures are connected to each other and
charge cannot flow in between the apertures, but must collect at the edges, acting as
a capacitor, or flow around the outsides of the smaller apertures. In the simulated
structure, there is a conductive channel separating the large and small apertures,
allowing charge to flow through this path. Similarly to the case of the G1 fractal, the
conductive coupling across the structure greatly affects the energy of the modes. In
the G1 case, when the conductive coupling is broken, the dipolar peak is blueshifted
relative to the GO of the same size; when the conductive coupling is broken in the
iG2 structure, the dipole peaks are redshifted relative to the case with conductive
channels. When the conductive channel between the smaller apertures and larger
apertures is broken in the experimental iG2, charge is still able to flow around the
outer edges of the small apertures, so the capacitance added by the extra gap should
be considered as adding a capacitance in parallel with the rest of the equivalent
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Figure 3.12: EELS spectra and intensity maps for G2 and iG2 fractals. EELS spectra (a) for (i)
GO, (ii) G1, (iii) G2, and (iv) iG2 fractals (ADF-STEM images with 250 nm scalebars are inset,
numbered insets highlight the areas over which spectra were averaged). (b, ¢) ADF images (top left,
scalebars are 250 nm) and EELS intensity maps for the peaks indicated in (a)(iii, iv), averaged over
the energy range noted for (b) G2 and (¢) iG2 and individually normalized.
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Figure 3.13: Optical FDTD results for spectra for GO, G1, G2, and iG2. (a) Simulated spectra;
(b) surface charges for the first two peaks of the iG2 apertures (wavelength, energy and excitation
polarization are indicated on each plot); (c) surface charges for the first two peaks of the G2 (wave-
length, energy and excitation polarization are indicated). The side length is 1290 nm for all solid
triangles, iG2 is a set of apertures of the same size as the apertures of the G2 structure, set in a
continuous silver film.

circuit. Adding a capacitor in series increases the effective capacitance and reduces
the resonant frequency, redshifting the dipole peak relative to the G2 triangle dipolar
modes. In the simulated structure, there is a conductive channel in between the small
and large apertures, resulting in an overall lower capacitance for this structure and a
higher energy dipolar mode.

G2 Edge Modes

The redshift induced by increasing the fractal order from GO to G2 dominates over the
blueshift expected from reductions in the size of the fractal, for small size variations.
At some limit, the blueshift from the use of a smaller structure is expected to fully
cancel out the redshift resulting from the subtractive fractal topology. Similarly to the
case for the GO prism and iGO apertures, the G2 prism and iG2 apertures each possess
degenerate orthogonal dipole modes (Figure 3.13(b,c)), enabling coupling between
the solid triangle and the iG2 aperture modes for both polarizations. The vertically
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(horizontally) polarized dipole mode of the solid triangle couples to the horizontally
(vertically) polarized complementary mode on the iG2 apertures because of the strong
overlap in the electric field distributions (Appendix C, Figure C.11, C.12). With the
addition of three smaller apertures in the iG2 set, the primary aperture modes are
redshifted and the iG2 dipolar fields are extended to incorporate the smaller apertures,
strengthening the coupling between the iG2 dipole modes and the solid GO dipole
modes. As a result, the G2 dipolar mode is more strongly redshifted than that of the
G1 fractal of the same size. Using the equivalent circuit analysis, adding the three
smaller apertures adds additional parallel capacitance into the circuit, reducing the
resonance frequency.

The dipolar mode on the smaller apertures, the second iG2 peak, may be able
to couple to higher order modes in the GO structure, causing the redshift seen in the
second order edge mode of GO (Figure 3.12(a)(i-iii): peak 2). Adding the three smaller
apertures onto nodes of the second order edge mode forces the flow of surface current
to change, introducing additional capacitances into the resonance and redshifting the
peak. More generally, this confirms the trend seen in the analysis of the GO to G1
fractal transition: when apertures are placed on LSPR nodes, the current flow must
change and the energy of the peak shifts. When the aperture is placed on an anti-
node of the resonance, the LSPR accommodates the aperture and pushes charge to
the aperture edges, changing the field configuration without causing a large shift in
energy.

Higher order edge modes are affected to different degrees by the G2 apertures,
with shifts in energy or EELS intensity distribution, depending on the location of
the nodes and anti-nodes with respect to the additional apertures. Some of these
higher order modes may also couple to higher aperture order modes on either the
central aperture or the three smaller apertures in G2, via the Babinet principle. It is
also interesting to note that as the fractal generation increases, the peak intensity of
higher order modes relative to the primary dipolar mode also increases, as does the
sharpness of the higher energy peaks (compare, e.g., peak 2 in Figure 3.12(a)(i) with
peak 2 in (iii)).

G2 Cavity Modes

Similarly to the evolution of the cavity modes in the GO and G1 examples seen above,
the primary cavity mode of GO becomes localized around the central aperture in
G1. In the GO and G1 presented in Figure 3.12(a), the first cavity mode of G1 is
redshifted (ii: peak 4) relative to that of the GO (i, peak 4). There is a small defect on
the aperture of this G1 prism, which may cause the strong redshift seen. Progressing
to G2, this cavity mode (iii: peak 5) is at a similar energy to that of the GO structure,
with strong EELS intensity around the edges of the central aperture (Figure 3.12(b):
peak 5).

The energy of the second cavity mode of the GO prism Figure 3.12(a)(i: peak 5)
is relatively stable as the fractal generation is increased, although the mode intensity
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is weak in the GO structure and the precise peak location is difficult to determine.
Between the GO and G1, as discussed above in Figure 3.7, the second cavity mode is
similar in EELS intensity, whereas in the G2 fractal (Figure 3.12(a,b)(iii): peak 6),
the EELS intensity is localized around the smaller apertures.

A third cavity mode, which is not visible as an independent peak in the GO or G1
structures, is observed in the G2 structure as a cavity mode of the smallest triangles
within the G2 fractal (Figure 3.12(a)(iii),(b): peak 7), with a similar energy as that
of the first order cavity mode of a triangle four times smaller (Figure 3.7(a)(v: peak
3)).

As with the edge modes for the fractal structure, when the aperture or apertures
are placed on an anti-node of the LSPR, the surface charges, as seen through the
EELS intensity distribution, move to accommodate the apertures without significantly
changing the energy of the LSPR mode. The self-similarity of the fractal structure
also affects the behaviour of the cavity modes: the first cavity mode accommodates
the central aperture, but is relatively unaffected by the three smaller corner apertures
in the G2 fractal; the second order cavity mode creates higher EELS intensity around
the smaller corner apertures; and the third order cavity mode, not easily visible in
GO or G1 structures, appears as expected of a triangular cavity mode on the smallest
triangles within the G2 fractal.

3.3 Results on Additive Fractals

Following the analysis in the previous section on subtractive fractals, this section will
address the behaviour of plasmon modes in additive fractals of increasing size. We will
consider Generation 0, 1, and 2 fractals, as well as topological intermediaries which
break the threefold (C;) symmetry, halfway between Generations 0 and 1 (labelled as
‘G0.5%), and between Generations 1 and 2 (labelled as ‘G1.5%), as shown in Figure 3.1.
Each successive generation is larger than the previous, though the fundamental GO
parent remains the same size, and adds an additional response band to the spectrum
through hybridization of the plasmon modes of the parent generations. The modes
of parent fractal generations hybridize to form new modes in higher generations,
demonstrating the origin of the multiband capabilities and complex spectral response
of the fractal nanoantenna using eigenmode calculations combined with EELS and
FDTD results. Figure 3.14 shows the hierarchy of LSPR modes detected through
EELS in each of the aforementioned generations, each of which will be dealt with in
turn.

3.3.1 Generation 0

The GO nanoprism, of side length 578 nm, exhibits the well-known set of LSPR
modes, as discussed in the previous section and other works [227,228]: a degenerate
pair of dipolar modes at the lowest energy (Figure 3.14(a,b)(i): peak 1 (0.52 eV)),
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Figure 3.14: Experimental EELS data for G0, G0.5, G1, G1.5, and G2 structures. (a) ADF-STEM
images and EELS maps averaged over the energies indicated for the labelled peaks; all scalebars on
STEM images are 500 nm; each EELS maps is individually normalized according to the colourscale
in the lower left; connecting lines follow the hybridized descendant modes of the top mode through
successive fractal generations. A placeholder box is used instead of the G1 dipolar maps, which are
not observed because of the lack of conductive coupling. (b) EELS spectra for each of the structures
in (a); insets indicate the areas from which each spectrum was extracted in the EELS spectrum
image; each spectrum is normalized to the height of the ZLP.
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followed by higher order edge modes (peaks 2 (0.94 eV), 3 (1.15 eV)) and finally cavity
modes (peak 4 (1.67 €V), 5 (1.98 €V)). The GO nanoprism is the most basic structural
building block and its dipolar modes form the basis for the plasmon resonances of
descendant generations.

3.3.2 Generation 0.5

Using two GO prisms to build an intermediate topology, we obtain the G0.5 structure.
With one side twice as long as the GO building block, the G0.5 structure possesses a
strong peak at lower energy (Figure 3.14(b)(ii): peak 1 (0.25 eV)) than the GO dipole
peak (Figure 3.14(b)(i): peak 1 (0.52 eV)), followed by a cluster of three peaks close
to each other in energy ((ii): peaks 2 (0.51 eV), 3 (0.63 eV), 4 (0.82 eV), and higher
order edge modes ((ii): peaks 5 (0.98 eV), 6 (1.12 eV)).

The importance of conductive coupling between components in fractal structures
has been emphasized in Section 3.2. Conductive coupling between the prisms in this
GO0.5 structure is maintained, allowing a new dipolar mode across the whole structure
to be sustained at low energy (Figure 3.14(a)(ii)): peak 1). Since the Cz symmetry
present in the original equilateral triangle has been broken, there is only a single dipole
mode in GO0.5: the degeneracy and polarization-independence of the dipolar modes
of the GO parent have been broken. The two degenerate dipoles of the G0 parent
hybridize to form four new eigenmodes in the G0.5 structure (Figure 3.15). From
these four eigenmodes, three peaks are visible in the EELS data, identified by high
EELS intensity around the corners of the GO parents (Figure 3.14(a,b)(ii): peaks 2,
3, 4). The response from the GO dipolar modes has split into multiple peaks, forming
a broader band in the new structure.

At higher energy than these modes, there are broader peaks from edge modes
on the triangular GO parents (Figure 3.14(a,b)(ii): peaks 5, 6). There is also a
cavity mode at comparable energy to the GO cavity mode (peak 7 (1.61 eV)). The
cavity modes of each of the GO parent units within the GO0.5 structure might be
expected to hybridize to same-charge and opposite-charge cavity modes (similarly to
higher order cavity modes seen in Figure 3.8). However, these are indistinguishable
in conventional EELS data because it is not possible to differentiate symmetric and
anti-symmetric cavity modes with different phases without resorting to beam-shaping
techniques [166]. Small energy splitting between hybridized cavity modes, combined
with more hybridizations of higher order cavity modes from each GO parent result in
severe modal overlap and the appearance of a broad continuum of EELS signal above
1.5 eV (Figure 3.14(b)(ii): peak 7). Instead, the cavity mode peaks appear as a broad
continuum of signal.
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Figure 3.15: Eigenmode calculations of the hybridization of dipole modes of parent units as the
fractal generation is increased incrementally from GO to G3. Connections show the hybridization
dependence of dipole modes from previous generations, as determined by the number of surface charge
nodes within each parent unit. Each element of the figure shows the surface charge distribution for
the respective eigenmode; the colourscale for each is normalized individually.
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3.3.3 Generation 1

Completing the G1 structure by adding another GO parent prism to the G0.5 nanos-
tructure creates another set of hybridized modes. There are two new degenerate dipole
modes in the G1 triangle (Figure 3.15) at a lower energy than the dipole modes of
a similarly sized GO structure (e.g. Figure 3.7, 3.12) and six new modes from hy-
bridizations of the GO parent dipolar modes (Figure 3.15). In the experimentally
fabricated G1 fractal presented in Figure 3.14(a,b)(iii), perfect conductive coupling
across the structure is not maintained and instead of new, lower energy dipolar modes,
we see a set, of three closely spaced peaks between 0.38 eV and 0.65 eV. Impaired con-
duction is known to cause, instead of the expected redshift, a blueshift of the lowest
energy mode [92-96]. These peaks are hybridized modes from coupled dipoles on each
of the GO parents (Figure 3.6(e)), as evidenced by the blueshift of the primary G1
peak compared to that of an equivalently-sized GO prism (Figure 3.14(b)(iii): peak 0
(0.34 eV)).

With impaired conductivity across the whole G1 structure, the dipolar GO modes
split in energy to form peaks 1, 2, and 3 in Figure 3.14(b)(iii). Notably, the com-
bination of the second and third peaks has a stronger EELS signal than the first,
with high intensity at the tips of the GO parents in the centre of each G1 edge (Fig-
ure 3.14(a)(iii): peaks 2, 3), indicating that it may be possible to use the conductivity
between fractal parent units to control the relative strengths of different spectral re-
sponse bands. Higher order edge modes (peaks 4, 5, 6 (between 0.84 and 1.25 eV))
and the first cavity mode (peak 7 (1.52 e€V)) can also be detected in this G1 fractal.
Similarly to the GO0.5 case, we expect multiple cavity mode configurations from hy-
bridization on the three parent units and we do not see a single distinct cavity mode
peak, but only the onset of signal on the faces of the GO parents within the G1 fractal,
beginning at approximately the energy of the primary GO cavity mode.

3.3.4 Generation 1.5

In the G1.5 structure, built from two G1 parent units or six GO grandparent units, and
shown in Figure 3.14(a,b)(iv), there is conductive coupling across the whole structure.
A single dipole mode is present at 0.165 eV (Figure 3.14(a,b)(iv): peak 1); similarly to
the GO.5 intermediate structure, the C3 symmetry of the standard Sierpinski fractal is
broken and the dipolar mode is polarization-selective along the long axis of the G1.5
structure (Figure 3.15). In the experimental data, the energy of the G1.5 dipolar
mode is approaching the limits of the instrument resolution, and some artefacts are
visible in the peak map (Figure 3.14(a)(iv): peak 1). Within this map, small high
frequency modulations are visible, caused by fluctuations in the shape of the ZLP
of the microscope due to ripple in the high tension supply tank. There is also high
intensity towards the top of the image caused by distortions to the spectrum from the
flyback of the electron beam as it rasters over the sample. Despite these artefacts at
the edge of the frame, the presence of the EELS peak is significantly correlated with
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the outer corners of the G1.5 structure.

At higher energy, there are three peaks in the EELS data between 0.3 and 0.42 eV
(peaks 2-4) and four eigenmodes (Figure 3.15) arising from hybridization of the two
degenerate dipole modes of the G1 parent fractal, broadening the spectral response
in this energy range compared to the G1 parent. Dipolar modes from the GO grand-
parent hybridize in the G1.5 structure to form 12 new eigenmodes (Figure 3.15).
Experimentally, these eigenmodes are very close to each other in energy and spatial
distribution; they form a spectral band slightly blueshifted from the GO dipolar re-
sponse, in the form of a series of peaks between 0.5 and 0.82 eV (Figure 3.14(a,b)(iv):
peaks 5-7) with high intensity at the tips of the GO grandparents, resembling peaks
2-4 of the GO0.5 structure. The next spectral band in the EELS data, from 0.84 to
1.30 eV, contains edge modes from hybridization of the higher order GO grandparent
edge modes (peaks 8-10), followed by a broad signal starting at 1.55 eV (peak 11)
from hybridization of GO cavity modes. Cavity mode hybridization is very complex
in higher order fractals, as there are now six GO parents, and the modes are truly
blurred out and indistinguishable from the EELS data.

3.3.5 Generation 2

By stepping from G1.5 to G2, the C3 symmetry is restored and there are again two new
degenerate dipole modes across the whole prism (Figure 3.14(b)(v): peak 1 (0.19 eV);
and Figure 3.15). Adding the third G1 triangle to the fractal blueshifts the dipolar
mode of G2 relative to G1.5 and restores the polarization insensitivity. The low
energy of the dipolar peak and the large size of the G2 structure (now 2290 nm along
each side) results in some instrumental artefacts appearing in the lower corners of the
peak map (Figure 3.14(a)(v): peak 1) from misalignment in the descan system of the
microscope. Clear evidence of the presence of the dipolar mode remains in the high
EELS intensity at the corners of the G2 prism. Optical simulations confirm that the
G2 possesses two orthogonal, degenerate dipolar responses when conductive coupling
is maintained across the whole structure (Figure 3.16(a,b): peak 1). Electric field
responses for each of the peaks presented in Figure 3.16 can be found in Appendix C,
Figure C.12- C.19.

The dipole modes of the G1 parent hybridize in the G2 structure to form six
eigenmodes, from which only two peaks are resolvable in the EELS data acquired
(Figure 3.14(b)(v): peak 2 (0.34 eV), 3 (0.39 eV)) and the optical simulations (Fig-
ure 3.16(a,b): peak 2, 3). As revealed by the optical simulations, each of these peaks
is a pair of orthogonal degenerate modes. The second peak of this pair (peak 3) has
the strongest scattering cross-section and, notably, is sharper then the similar peak on
either GO or G1 of the same size (Figure 3.16(b)(iii-v)) and stronger than the dipolar
peak of the G1 parent (Figure 3.16(b)(ii)). The Sierpinski fractal structure, when used
as a radio antenna, shows multiband optical responses [213]; the increasing definition
of peak 3 in the optical spectra and in the EELS signal indicates that the response of
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Figure 3.16: Optical FDTD simulations for three fractal generations. (a) Surface charge density
distributions at the indicated wavelength, energy, and polarization, grouped by hybridization origin
of plasmon modes, for a G2 fractal of side length 1290 nm; (b) spectra for (i) GO fractal of side length
350 nm (green), (ii) G1 fractal of side length 680 nm (dark red), (iii, iv, v) GO (green), G1 (dark
red), and G2 (orange) fractals, respectively, of side length 1290 nm for vertical (yellow dashed lines)
and horizontal (black solid lines) polarized light at normal incidence. Each individual distribution
plotted in (a) is scaled individually according to the colour scale shown in the lower right.
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higher order modes can rival that of the dipolar mode in fractal nanoantennas.

Dipolar modes from the GO grandparent hybridize to form 18 eigenmodes (Fig-
ure 3.15) in the G2 structure. The high symmetry of the structure and the close
energy spacing of all of these modes means that most of these modes are indistin-
guishable experimentally; three peaks can be distinguished in the EELS data between
0.46 and 0.71 eV (Figure 3.14(b)(v): peaks 4, 5, 6), and we identify these as arising
from hybridization of the GO dipolar modes by the localization of EELS signal around
the corners of the GO grandparent units and the proximity in energy to the GO grand-
parent dipolar peak. Optically, two pairs of degenerate modes arise from GO dipolar
mode hybridization (Figure 3.16(a,b): peaks 4, 5), though the LSPR modes may be
close enough in energy that the responses are mixing with each other and individual
modes cannot be easily separated anymore. Although the first of these peaks (peak
4) is optically weak, the second is a clearly defined peak with a stronger scattering
cross-section than the dipolar peak of the GO grandparent (Figure 3.16(b)(i)).

At higher energy than these peaks is a broad amalgam of peaks identified as
hybridizations of edge modes of the GO prism (Figure 3.14(a,b)(v): peaks 7, 8; Fig-
ure 3.16(a,b): peaks 6-8) and aperture modes around the edges of the G2 aper-
tures (Figure 3.14(a,b)(v): peak 9), which come from perturbed cavity modes of
previous generation structures (see discussion on subtractive fractal cavity modes in
Section 3.2.2). The final identifiable spectral response (peak 10) is identified as a
descendant of the GO primary cavity mode (Figure 3.14(a,b)(i): peak 4).

3.3.6 Predicting Recursive Modes

Using the experimental results supported by calculations, we can, in a manner ex-
tensible to other hierarchical structures, predict the recursive trend of LSPR modes
in increasing generational orders of fractals. There are two degenerate dipole modes
on the GO parent which hybridize to form 2(3') modes on an I/th generation fractal
with 3! GO parent units. Each successive fractal generation acts as a larger parent
unit for the next generation, revealing similar LSPR behaviour to the GO hybridized
modes, but on another length scale; in higher fractal generations, modes arising from
hybridization of the G1 dipolar modes will number 2(3'~1). The trend is confirmed
by examining the predicted eigenmodes of a Generation 3 (G3) (I = 3) fractal struc-
ture (Figure 3.15), which has 2(3°) = 2 degenerate dipole modes; 2(3') = 6 dipole
modes resulting from hybridization of the G2 parent unit dipolar modes; 2(3?) = 18
eigenmodes resulting from hybridization of the G1 grandparent unit dipolar modes;
and 2(3%) = 54 eigenmodes resulting from hybridization of the GO great-grandparent
dipolar modes. Extrapolating from these results, we may predict that, for instance, a
Generation 8 fractal will have two degenerate dipole modes, six modes resulting from
hybridization of the Generation 7 dipole modes, and so on, down to 13,122 eigenmodes
arising from hybridization of the GO dipolar modes. We also note that, because of
the C3 symmetry of each full fractal generation, each pair of dipolar modes in the
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Sierpinski fractal actually represents a set of six degenerate dipole modes, which can
be obtained by rotations of 120°.

Experimentally, many of these different hybridized modes will be degenerate or
indistinguishable from each other after taking into account instrument resolution and
intrinsic peak width, especially for the higher order modes present in the smaller
parent units of each generation. Each successive fractal generation adds a new band to
the response spectrum, while maintaining and broadening the response from all of the
previous generations. The localized hotspots for each mode can be predicted through
knowledge of which band the mode is in: the hotspots for each mode, as visualized
through EELS, tend to occur at locations relevant to the fractal parent units from
which that band arises, as observed in the current example of the Sierpinski fractal
and in other self-similar hierarchical geometries [123,211,212,230].

Resonance Patterns in Hierarchical Geometries

The fractal nature of the structures contributes to some of the unique properties of the
plasmon response spectrum. The symmetry of many deterministic fractals is consis-
tent across all length scales [231]; the repetitive self-similar symmetry of geometrical
fractals such as the Sierpinski is evident from inspection of different generations. Each
successive generation maintains the Cs symmetry of the previous generations. The
self-similarity of the geometrical symmetry is also reflected in the anisotropy of the
plasmon response across the different spectral bands in each generation. Each of the
plasmon modes in which the charge distribution breaks the Cs symmetry is partnered
with a degenerate mode which responds to the opposite polarization (Figure 3.16),
thereby maintaining the anisotropy of the response regardless of generation number.
We may also predict that in higher generations, the fractal geometry ensures that each
plasmon resonance mode either has C3 symmetry or orthogonal degeneracy. Consid-
ering the G1 fractal, we notice that the charge distribution and EELS map of the
hybridized modes from the GO dipole maintain the same symmetry as higher order
edge modes on the simple GO nanoprism, but with stronger scattering cross-sections;
these symmetries are repeated through all generations.

In addition, the repetition of the GO parent unit is reflected in the strength of
higher order plasmon modes. Compared to other hierarchical structures, such as a
simple chain of coupled nanoparticles [232,233], higher order modes in the Sierpiriski
fractal structure have a stronger response relative to the dipole peak, a trend which
is more evident in higher generations (Figure 3.14(b), 3.16(b)), and is confirmed in
Cesaro fractals [211], Koch fractals [123], and Cayley trees [212], among others [234].

The self-similar recursive trend described herein is possible only because of the
conductive coupling between the parent prisms in each fractal generation, allowing
charge to flow completely into or out of each parent unit. Breaking the conductive
coupling within the Sierpinski fractal eliminates the low energy dipolar modes and
leads to sets of three-way, or m-way hybridized modes based on coupling between
the parent units, as seen in the G1 fractal presented in this work. The presence
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of defects in the structure which impair conductive coupling provides another way
to manipulate the spectral response of the fractal structure. Introducing defects
blueshifts the response and promotes the intensity of higher order peaks over the
lowest energy peak.

The intermediate topologies (G0.5 and G1.5) present interesting cases in which
the dipolar peak is strongly redshifted relative to succeeding fractal generations of the
same size, and the dipolar degeneracy is broken, leading to a polarization-sensitive
response. Despite the dipolar redshift and breaking of the C3 symmetry, these halfway
structures still present a similar multiband response from hybridization of the modes of
the parent generations; the intermediate structures present themselves as candidates
for multiband, polarization-sensitive sensing platforms.

Not only do the dipolar modes of GO hybridize, but the higher order GO edge
and cavity modes can also hybridize when higher fractal generations are built. When
apertures are added to the GO structure to create G1 and higher, the mode behaviour
becomes very complex and the distinction between edge and cavity modes becomes
blurred. For instance, when an aperture is added to GO, the lowest energy GO cavity
mode changes and behaves like an edge mode around the central G1 aperture. The
lowest energy cavity mode of the GO prism hybridizes to form multiple cavity modes
with small energy differences in the additive Sierpinski fractal. For example, in G0.5,
there are two GO parent units and the lowest energy GO cavity mode hybridizes to form
symmetric and anti-symmetric modes. In the G1 fractal, there are three GO parents
and a three-way hybridization of the lowest energy GO cavity mode. Each successive
generation increases the number of modes seen in this spectral region. The natural
plasmon linewidth, instrumental peak broadening, and the close energy spacing of
so many hybridized cavity modes means that the spectral features above 1.5 eV are
all blurred into each other and no clear peaks can be distinguished as the fractal
generation advances. Cavity modes are also known to have relatively weak EELS
signal compared to other modes [79,228].

The cavity modes are excited when the electron beam passes through the faces of
the GO parent prisms. Unfortunately, the scattering of the electron beam is strongest
when it passes through the nanostructure, degrading the SNR for the cavity modes.
Each of the spectra in Figure 3.14(b) has been normalized to the ZLP, emphasizing the
noise in the cavity mode spectra relative to spectra integrated over regions outside the
nanostructures. The low SNR also explains the comparatively noisy EELS intensity
maps of the cavity modes in Figure 3.14(a). A similar argument can be made for some
of the higher order edge modes (e.g. peaks 8, 9, 10 of G1.5 in Figure 3.14(b)(iv)),
which are integrated over very small areas and so have a poorer SNR than a larger
integration area would provide. With the higher order fractal generations, the sheer
number of modes present in the spectrum makes identifying individual peaks at higher
energies very difficult, even with the local excitation provided by EELS spectrum
imaging techniques.

101



Isobel Claire Bicket (PhD Thesis) McMaster University - Materials Science

3.4 Concluding Remarks

Following two different approaches, we have investigated the behaviour of LSPR in
Sierpinski fractal triangles using EELS and a combination of FDTD and BEM simu-
lations. It was found that the primary dipolar energy can be redshifted by increasing
the generation number of a subtractive fractal, while maintaining the same physical
footprint. With the Sierpinski triangle, two degenerate dipole modes of the triangle
are able to couple to dipole modes on the central aperture, solely because symmetry
is maintained and because of the degeneracy of the two orthogonal modes on both the
triangle and the aperture, qualitatively obeying the Babinet principle. If the symme-
try and degeneracy is broken on either the aperture or the triangle, the degeneracy
of the dipolar modes is broken. The energy shift of the dipolar mode is dependent on
the size of the apertures and the width of the conductive channels linking the different
parent units of the fractal: larger apertures and more narrow conductive pathways
lead to a stronger redshift of the dipole mode.

The peak strength of higher order mode peaks relative to that of the primary
dipolar mode has been shown to increase with higher fractal generations, and even
to become stronger than the primary dipolar mode when the conduction across the
structure is highly impaired. The relative strength of different peaks may be con-
trollable by manipulating both the fractal generation number and the width of the
conductive channels.

Increasing the generation number of the fractal or the size of the apertures may be
an efficient way to redshift the dipolar modes of the peaks, but there is a practical limit
to the highest generation used for a given spatial footprint. With higher generations,
the GO units and conductive channels between parent units must become smaller and
smaller, and even disregarding the limits of current fabrication technologies, eventually
charge will no longer be able to flow efficiently across the structure and the junction
conductivity will become too low to observe a redshift.

When an aperture introduced into the GO triangle interrupts an anti-node of the
LSPR, there is a stronger energy shift of the mode compared to the case when the
aperture is placed on a LSPR node. Conversely, when the aperture is on a surface
charge node of the LSPR, the energy of the mode is stable, but the EELS distribution
changes as charge builds up around the aperture edges. This conclusion leads to a
greater ability to control and design the plasmon behaviour of any structure: to shift
the energy but maintain a similar footprint and field distribution, an interrupting
feature can be placed on a node of the LSPR; to maintain a peak at the same energy,
a feature may be placed on an anti-node of the structure.

In the additive fractal, the basic elements of a fractal structure can be used to
effectively design multiband spectral responses with predictable localized hotspots in
hierarchical structures. Through fine-tuning of the fabrication parameters, defects can
be introduced to further manipulate the spectral response; by reducing conduction
between the parent units, the signal from higher order peaks can be enhanced and the
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energy of the lowest order peaks can be blueshifted. The possibility of defect engi-
neering combined with the polarization-sensitivity of the intermediate topologies with
distinct symmetries provides interesting opportunities for multiband sensing platforms
or second harmonic generation with rich polarization-dependent spectral responses by,
for instance, leaving only one conductive channel in a G1 fractal.

Each previous generation within a fractal structure contributes a spectral response
band through hybridization of its dipolar modes; the number of eigenmodes arising
from each parent unit can be predicted by applying a simple equation. Similar modes
are seen on different length scales within the fractal structure, exhibiting a hierarchical
response which is strongly linked to the hierarchical geometry and use of fundamental
building blocks. This makes the fractal structure a strong candidate for multiband
sensing applications across the spectrum; more spectral bands with strong scattering
probabilities can be added by increasing the number of iterations used to construct
the fractal. The complex fractal structures constructed from basic building blocks
show predictable responses, providing valuable tools for the manipulation of plasmon
modes and engineering design strategies for tuning the multiband response.
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Chapter 4

Split Ring Resonators

This chapter concerns the split ring resonator (SRR), a well-known and studied an-
tenna used for its ability to create a magnetic dipole moment when stimulated by light.
The ability to create a magnetic dipole moment in response to light makes the SRR
a good candidate for metamaterial applications. The SRR has been studied on many
length scales, from a radio antenna to a microwave antenna, down to the nanoscale
plasmonic antenna. Most studies on the nanoscale have focused on the planar split
ring resonator because of its compatibility with nanofabrication techniques; in this
chapter, we will discuss a vertical SRR (VSRR) plasmonic nanoantenna. By changing
the orientation of the SRR, new opportunities for coupling with the magnetic dipole
moment arise and, as will be discussed later in the chapter, a different series of higher
order plasmon modes is emphasized.

Portions of this chapter (Figure 4.1, 4.3, 4.4, 4.5, 4.11, 4.12 and the corresponding
discussion sections, including Section 4.2.4 on Correlative Spectroscopy) have been
adapted from I. C. Bicket, E. P. Bellido, S. Meuret, A. Polman, and G. A. Botton,
“Correlative electron energy loss spectroscopy and cathodoluminescence spectroscopy
on three-dimensional plasmonic split ring resonators,” Microscopy (Oxf ), vol. 67, pp.
i40-i51, Mar. 2018, by permission of The Japanese Society of Microscopy [235].

4.1 Metamaterials

Metamaterials are artificially constructed materials which exhibit new and exotic
properties that are difficult or impossible to find in naturally occurring materials.
The concept of metamaterials applies to many different fields of science, ranging from
mechanical to electromagnetic properties. In optics, metamaterials are designed to
create properties such as a negative refractive index.

The refractive index is a macroscopic property, averaged over many unit cells in
a crystal, or over many metamolecules in a metamaterial. The refractive index (7)
is calculated using the relative electric permittivity (e;) and the relative magnetic
permeability (p,) (Equation 4.1).
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Figure 4.1: Split ring resonators in the (a) planar and (b) vertical (depicted with hollow pillars to
mirror fabricated structures) orientations. j and H indicate the direction of current flow and the
induced magnetic fields, respectively, on the LC resonance mode of the SRRs.

n=£\/6l (4.1)
An optical metamaterial possesses sub-wavelength metamolecules which modify
the average permittivity or permeability, thereby changing the effective refractive in-
dex. Work by Veselago in the 1960s [236] predicted that materials with a negative
refractive index could exist if both the permittivity and permeability are negative,
in which case the negative square root in Equation 4.1 is used. In a material with
a negative permittivity and permeability, the group velocity and the phase velocity
of electromagnetic waves propagate in opposite directions through the material; the
Doppler effect is reversed; Cherenkov radiation is emitted in the opposite direction;
and the refractive index is negative. However, there are no naturally occurring ma-
terials with simultaneously negative permittivity and permeability. Only when the
concept of metamaterials was introduced could such a material be designed [52, 54].
A negative permittivity can be found in natural materials in the frequency band be-
low the plasma frequency of a conductive metal [60], or engineered at lower frequencies
in artificial materials using, for example, a lattice of thin conductive wires [237,238].
A metamaterial with an artificially negative magnetic permeability can be created
using SRRs [239]. An SRR can be pictured as a conductive ring which has been bro-
ken in one location, creating a gap in the ring; current flowing around the split ring
supports a magnetic dipole through the centre (Figure 4.1) while capacitance builds
up across the gap in the ring, balancing the inductance from the circularly oscillating
current to achieve LC (inductor-capacitor) resonant behaviour. The effective perme-
ability drops below 0 on the high frequency side of this resonance. Combining the
SRR with a lattice of conductive wires creates a metamaterial with a simultaneously
negative permeability and permittivity, thereby giving it a negative refractive index
and creating a ‘left-handed” medium [54]. At higher frequencies, the negative per-
mittivity found in conductive metals can be combined with the SRR design to create
left-handed materials [52].
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Figure 4.2: First six LSPR eigenmodes of the planar SRR.

4.1.1 Split Ring Resonator Antennas

Because of its ability to create an artificial magnetic dipole moment and thereby a
negative permeability metamaterial, the SRR is a prime candidate for creating left-
handed metamaterials. If the SRRs are placed on the sides of cubic unit cells, the
optical response is isotropic [239], but in a planar array of resonators fabricated on a
substrate, the optical response is anisotropic. In the original work, the SRRs operated
in the microwave regime and were several cm or mm in size. To achieve resonance
in the infrared (IR) or visible spectral regimes, the SRR must be scaled down to the
nanoscale and fabricated from a plasmonic material. Scaling down the SRR requires
increasingly complex fabrication techniques: from macroscale assembly of millimetre
size SRRs [55]; to photolithography on the micrometer scale [240,241]; to electron
beam lithography for nanoscale structures [242-245].

Planar resonators

On the nanoscale, the easiest SRR to fabricate is planar (Figure 4.1(a)), lying flat on
the substrate to create an anisotropic metamaterial. In the planar SRR, the magnetic
dipole moment is normal to the surface, making it difficult to couple this magnetic
moment directly to incoming light [246,247], though it can be excited indirectly using
the electric field of normally incident light polarized across the gap in the split ring
[248]. To couple to the magnetic fields of incoming light, however, oblique excitation
must be used [246]. In the planar SRR, odd and even resonances couple to orthogonal
polarizations of light [247], or to an electron beam. The resonance modes of the planar
SRR resemble those of a bent nanowire in terms of node and anti-node distribution
(see eigenmodes in Figure 4.2), though coupling between the SRR tips causes energy
shifts and small modifications to the charge distribution [242,244].

Vertical resonators

Coupling to the magnetic field of incident light is easier in a VSRR, because its
resonant magnetic moment is parallel to the substrate (Figure 4.1(b)). When normally
incident light is polarized across the split ring gap, the electric field of the light couples
to the electric dipole moment between the tips of the split ring, and the magnetic
resonance of the VSRR couples directly to the magnetic field of the incident light
[248,249], increasing the magnetic energy density compared to the planar SRR [248].
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When incident light is polarized along the gap, it cannot couple to the magnetic
resonance [249].

The in-plane magnetic dipole moment also means that the VSRR can be used
to couple to other nearby VSRRs to create, for instance, bonding and anti-bonding
magnetic dipole modes in hybridized structures [248], or the toroidal dipole mode
studied in Chapter 5. If either the length of the bottom bar or the height of the arms
is increased, the magnetic resonance undergoes a redshift [249].

Fabrication of the VSRR has been achieved on the millimetre scale [250], microm-
eter scale [251], and nanoscale [248,249,252], becoming progressively more challenging
as the length scale is reduced. The VSRR studied in this work was fabricated using
a double patterning step electron beam lithography procedure, as described in Chap-
ter 2, Section 2.8.1. Based on observations and tilting of the fabricated VSRRs in the
electron microscope, it appears that the VSRRs have hollow pillars (as represented in
Figure 4.1(b)).

4.2 Results and Discussion

Fabrication produces VSRRs with a base length of approximately 300 nm with small
upright pillars. Correlative EELS and CL were performed on the same VSRR for
direct comparison of the spectromicroscopy results (Figure 4.3), each technique con-
tributing unique information about the LSPR modes of the VSRR. Simulations were
done in MNPBEM to confirm the nature of the LSPR modes and supplement the
experimental data. Further investigations were done on another VSRR concerning
the polarization properties of the light emitted by the VSRR over the spectrum of
plasmon resonances supported by the structure. A detailed explanation of the polar-
ization properties of light and the Stokes parameters can be found in Appendix A.

In the EELS data (Figure 4.3(a-d, 1)), there is a strong peak in the near-IR at 0.69
eV (1.8 ym), localized around the tips of the VSRR. This is the magnetic dipole mode,
the lowest energy and strongest mode in both EELS and CL, based on the simulated
spectral response (Figure 4.4), indicating that it has the strongest net dipole moment
of the VSRR modes and thereby strongest radiative coupling. The energy is out of the
accessible range of the CL spectrometer used for the data presented in Figure 4.3(e-1),
but the peak is clear in the EELS data.

At higher energy than the magnetic dipole peak, there is a broad spectrum of
higher order modes between 1 eV and 2.5 eV (495 to 1240 nm waveleng<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>