
PERFORMANCE CHARACTERIZATION AND MODELLING OF A
LITHIUM-ION CELL USING ELECTROCHEMICAL IMPEDANCE

SPECTROSCOPY



Performance Characterization and
Modelling of a Lithium-Ion Cell

using Electrochemical Impedance
Spectroscopy

by

Abdel Rahman Tawakol, B.Eng.Mgt.

A Thesis
Submitted to the Department of Mechanical Engineering

and the School of Graduate Studies
of McMaster University

in Partial Fulfilment of the Requirements
for the Degree of

Master of Applied Science

© Copyright by Abdel Rahman Tawakol, May 2020
All Rights Reserved



Master of Applied Science (2020) McMaster University
Department of Mechanical Engineering Hamilton, Ontario, Canada

TITLE: Performance Characterization and Modelling
of a Lithium-Ion Cell using Electrochemical
Impedance Spectroscopy

AUTHOR: Abdel Rahman Tawakol
B.Eng.Mgt. (Mechatronics Engineering &
Management)
McMaster Unviersity, Hamilton, Canada

SUPERVISOR: Dr. Saeid R. Habibi, Ph.D., P.Eng., FCSME,
FASME
Professor and Senior NSERC Industrial Research
Chair
Director, Centre for Mechatronics and Hybrid
Technologies
McMaster University, Hamilton, Canada

NUMBER OF PAGES: xix, 198

ii



Abstract

The electrification of transportation is gradually becoming more prominent as it is more

efficient and sustainable than conventional transportation alternatives found today. At

the centre of this growth is battery testing and research, as they are the primary energy

storage devices used to power electric vehicles. With the growing complexity of battery

systems, testing and monitoring their performance relies on highly specialized and precise

equipment. Furthermore, the use of battery models helps researchers improve their research

while reducing the time and costs involved in testing. As such, accurate battery modelling

is a critical component in predicting how a battery will behave in specific applications and

under various conditions.

In this research, a lithium-ion cell is tested extensively, and its performance is character-

ized across a wide range of operating conditions including temperature, current rates and

state of charge (SOC) values. An equivalent circuit model for impedance modelling is pro-

posed, which utilizes constant phase elements represented in the time domain to improve

fitting accuracy. This is done concurrently with the development of a state of the art, fully

automated battery test system which is showcased throughout the course of the research.

In addition to this, an analysis is conducted on the low frequency impedance data used

iii



during research, as well as its effect on model accuracy. To provide significance behind the

results and relevance to real-world applications, all of the impedance modelling is experi-

mentally validated using temporal drive cycle data. This research was able to demonstrate

that the use of a ZARC element can improve the mid-frequency fitting of impedance data

relative to a conventionally used modelling approach. It also showcases how the use of low

frequency electrochemical impedance spectroscopy (EIS) data can negatively impact the

accuracy of impedance modelling.
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Chapter 1

Introduction

For over 100 years, combustion and the use of fossil fuels have been the driving force behind

many essential facets of everyday life all around the world. Among the many different

applications of this kind, the internal combustion engine (ICE) has been prevalent because

of its prominence in transporting people and goods to every corner of the globe. ICEs

are dominant in private transportation, public transit and aviation due to their relatively

low cost and the high energy density of fuel. However, the by-products of ICEs and their

negative impact on the environment have become a large catalyst in the search for more

sustainable energy sources and the need to electrify transportation.

To date, ICEs have been the preferred mechanism in transportation because of the

advantages they provide over battery-electric alternatives: their performance, lower cost

and convenience. The forms of energy they use, such as gasoline and diesel, are more

practical because they provide a much higher energy density by weight and volume. For

example, diesel has a specific energy density (measured in watt-hours per kilogram) that is

approximately 100 times greater than that of a lithium-ion battery [1]. Furthermore, these
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energy sources can be made available more quickly and accessed more conveniently. It

typically takes only a few minutes to completely fill a tank of gas in a conventional vehicle,

whereas it can take anywhere between one to 12 hours to charge a Tesla depending on the

type of charging station used and the size of the battery [2]. In addition, the infrastructure

needed to charge electric vehicles is costly and less widespread than what is needed to fuel

a vehicle powered by an ICE. These factors make conventional vehicles more attractive

to consumers because they are more affordable and can provide better range than the

electric alternatives currently available. All of these challenges facing the electrification

of transportation are compounded as size, cost and weight increase (i.e. in public transit,

transport trucks and airplanes).

However, despite all of the advantages provided by ICEs, the burning of fossil fuels is

accompanied by hazardous consequences, primarily air pollution that is emitted during the

operation of a vehicle as well as during the production of fuel. One of the main emissions

produced by ICEs is carbon dioxide (CO2), a greenhouse gas (GHG) that traps heat inside

the Earth’s atmosphere and directly contributes to climate change [3]. Nitrogen oxides

(NOx) are other by-products of combustion, which contribute to acid rain and smog [4].

The transportation and oil and gas sectors have historically been the largest contributors

of GHGs in Canada as depicted in Figure 1.1, accounting for over 50 % of all CO2 emissions

in 2016 [5]. Furthermore, global CO2 emissions have increased by approximately 90 % since

1970, with fossil fuel combustion and industrial processes contributing roughly 78 % of this

increase between 1970 and 2011 [6]. These emissions have contributed significantly to the

rise of the Earth’s average surface temperature by 0.9 ◦C, mostly over the past 35 years [7],

and scientists have predicted that a 2 ◦C increase could cause irreversible damage to the
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Figure 1.1: Greenhouse gas emissions by economic sector, Canada, 1990 to 2016 [5]

planet [8]. This global temperature rise is gradually leading to more catastrophic climate

change including shrinking ice sheets, rising sea levels and more extreme weather events [7].

All of these effects will result in economic, social and physical changes that threaten the

future of all life on Earth.

Consequently, these negative effects are driving the need for electrified transportation

more than ever before. While this is slowly becoming more feasible in urban private trans-

portation with electric and hybrid electric vehicles, there are other important applications

that can also contribute to this shift including public transportation, freight trucks and

airplanes. An integral component of electrifying transportation is using batteries to store

energy and improving their performance and range to match the technology that is already

available today. To achieve this, there are many important considerations and challenges
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(a) August 1941 (b) August 2004

Figure 1.2: Significant thinning at Alaska’s Muir Glacier, 63 years apart [8]

such as cost, weight, size and the useful life of a battery.

This research will investigate various factors that influence the performance of batteries,

through extensive use and under different operating conditions. Studying these areas will

help reveal important information regarding a battery’s health and how it can be used

to predict performance in numerous applications. It will also help by looking into key

areas that can make it easier to predict the health of a battery. Clean transportation

is a fundamental challenge in today’s world, and it presents an excellent opportunity to

move towards a more sustainable future by reducing emissions and relying on renewable

energy sources. The motivation behind this research is to help advance the study of battery

technology, in hopes of furthering the electrification of transportation.
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1.1 Project Description

A major focus of battery research is testing and characterizing different systems, which

can entail precise and highly specialized equipment. In some cases, testing procedures can

be very time consuming and involve intricate planning to be able to obtain the best results

possible. Due to the growing complexity of battery systems that are used in transportation,

these tests require more resources and higher costs as they become more involved. As such,

battery testing is an important consideration for major automobile manufacturers.

This research project is comprised of two concurrent segments: improving the func-

tionality of an integrated battery cell testing unit through software development, while

collecting data that can be used to analyze and characterize the impedance of a cell. The

battery cell tester is being developed by a team of power electronics designers, software de-

velopers and research engineers at D&V Electronics Ltd. in Woodbridge, Ontario, Canada.

D&V Electronics is a worldwide leader in the design and manufacturing of testing systems

that are used globally in the automotive industry. As the electrified transportation market

continues to grow, D&V Electronics has expanded its lineup of technologies and applica-

tions geared towards electric vehicles (EVs) and hybrid electric vehicles (HEVs), including

solutions to test electric motors, inverters and batteries.

Among the different battery testing solutions that D&V offers is an integrated, cutting

edge battery cell tester that is designed to provide precise measurements and more reliable

battery health estimates. This test system also aims to alleviate the challenges faced by

manufacturers during battery testing by helping them reduce costs, time and resources. A

portion of this thesis will be dedicated to giving an overview of the D&V tester’s design
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and operation. Through the continued software and functional development of the tester,

extensive testing will be conducted to gather data. This data will be used to demonstrate

the capabilities of the tester, and to present a study on the impedance characterization of

a cell.

1.2 Thesis Objectives

The objective of this thesis is to provide a comprehensive study of battery performance

under various operating conditions through the analysis of impedance characterization.

To achieve this, data will be collected and fitted to an impedance model that can be

used to predict a battery’s state of health (SOH) and behaviour in future applications.

Furthermore, the objective of this thesis is to continue the development of a unique battery

cell tester by validating its capabilities and refining its functionality. The outcomes of this

research are as follows:

• To validate the operational features and safety protections of the battery cell tester

• To run extensive tests that mimic industry practices in order to characterize a cell

• To correlate cell data to an impedance model using measurements collected at various

operating conditions

• To generate an understanding of how changes in impedance affect the performance

of a battery in different environments
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1.3 Thesis Outline

This thesis is organized as follows:

• Chapter One: The motivation behind the research and its importance is introduced,

as well as the main objectives and expected outcomes. A brief project description is

provided and the structure of the thesis is laid out.

• Chapter Two: A thorough review of the concepts and background knowledge that

are necessary to make the research work easier to comprehend is provided. This will

include topics such as electric vehicle energy storage systems, general terminology

related to battery testing, various battery performance indicators as well as battery

modelling techniques. This chapter will also review test strategies and procedures

that are commonly used, both in industry and academia.

• Chapter Three: An overview of the battery cell tester under development is shown,

including the general operation and design objectives. A comparison is made with

existing testing solutions to showcase the significance of the tester. The experimental

setup is described, highlighting the safety mechanisms and remote testing capabilities

that make testing more reliable and efficient.

• Chapter Four: An outline of the tests relevant to the research, as well as their spe-

cific procedures, is given. A number of standard characterization tests are performed

and the results are analyzed for a range of operating conditions.

• Chapter Five: An impedance model is chosen to fit the experimental spectral data,

and the model parameters are optimized. The performance of the model is examined
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and a comparison is carried out to demonstrate how the performance differs under

various operating conditions. The accuracy of the model is validated experimentally

using temporal drive cycle data.

• Chapter Six: A summary of the research and results is given, including obstacles

and setbacks. Recommendations for future research work and areas of improvement

are made.

8



Chapter 2

Energy Storage in Electrified Vehicles

As the electrification of transportation continues to advance, and the market for portable

electronics continues to grow, there is an increasing demand for inexpensive, dependable

and environmentally sustainable energy sources. There are certain criteria which are par-

ticularly important in the automotive industry and are heavily considered when examining

various energy storage alternatives. These include energy density, weight, cost and safe

operation. There are also different procedures and approaches that are used to test and

characterize batteries for specific applications.

This chapter will provide an overview of the concepts and background information

that are required to make the research work easier to understand. It will first provide a

look at the history of electrification in transportation, as well as the current position of

electric vehicles in the context of energy storage alternatives. Furthermore, basic battery

terminology and definitions used throughout the thesis will be explained. An introduction

to electrochemical impedance spectroscopy (EIS) testing, which is used in the research

to analyze and characterize the impedance of a battery, is presented. Additionally, this
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chapter will discuss and compare various battery modelling techniques. Lastly, different

battery testing methods used in industry and replicated in the research are discussed.

2.1 Background on Electric Vehicles

As mentioned in Chapter 1, the vast majority of urban and private transportation cur-

rently relies heavily on the use of fossil fuels. This dependence on non-renewable energy

sources is gradually leading to severe economic, social and environmental changes that

could have catastrophic results for life on Earth. Furthermore, natural resources are being

consumed at a rate higher than they are produced, which is unsustainable. Therefore, a

shift towards renewable energy sources is desperately needed. Not only are these energy

sources applicable to the transportation industry (automotive, aerospace, military, etc.),

but they are widely used in everyday consumer goods including portable electronics and

home appliances. This section will provide a historical review of electrified transportation

as well as a summary of different energy storage devices that are being considered for use

in EVs today.

2.1.1 History of Transportation Electrification

The concept of electrified transportation can be traced back hundreds of years to the early

beginnings of the battery itself. There are many researchers who made crucial discoveries

that would eventually lead to the development of electric motors and generators, both of

which are essential components in electric vehicles. Primary examples include Alessandro
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Figure 2.1: Gustave Trouvé’s tricycle in 1881 [10]

Volta who demonstrated in 1800 that electrical energy could be stored chemically [9].

Later on in 1821, Michael Faraday showcased key results pertaining to electric motors and

electromagnetic induction [9]. In 1859, Gaston Planté helped catalyze the development of

lead-acid batteries, which are still used today in conventional ICE vehicles as well electric

vehicles. This led the way for the further development of different battery chemistries.

The earliest example of an electric vehicle was a tricycle developed by Gustave Trouvé

in 1881, which utilized the lead batteries developed by Planté [10]. A ground breaking

advancement was discovered by Thomas Edison in 1901 with the development of a nickel-
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iron battery, which was able to store 40 % more energy per weight than a lead acid battery.

However, the cost of production for this battery was too high, which limited its adoption.

The period between 1880 and the early 1920s produced the most advancement for elec-

trified transportation as a result of numerous breakthroughs. A network of coin-operated

mechanisms was setup in New York around 1900 to allow users to charge their vehicles

and obtain more range for city driving [9]. By 1903, EVs made up 20 % of the 4,000

registered vehicles in New York, and between 1899-1909 EVs outsold steam-powered and

gasoline ICE vehicles in the United States [9]. Furthermore, the concept of regenerative

braking was introduced around 1887, allowing users to increase range up to 40 % [9]. An-

other important development was the introduction of an electric-gasoline hybrid vehicle

by Ferdinand Porsche, which provided noiseless and efficient driving to users in city areas

without limiting the range of the vehicle. At the time, this concept proved too costly and

was not considered again until the early 1970s [11].

The start of World War I saw an increase in the popularity of EVs for a few reasons.

Most gasoline vehicles were deployed as part of the war effort, leaving few alternatives for

civilian use. There was also a shortage of gasoline during war time. Furthermore, there was

extensive development of electric power stations around the world, making this resource

readily available for industrial use as well as transportation. This led to more widespread

use of EVs, such as for street cleaning and garbage collection, as well as retail and goods

deliveries. Although the potential for large-scale use was there, it did not take off, and

production was stopped until World War II. However, when gasoline became an abundant

commodity around 1952, automobile manufacturers focused more heavily on developing

and producing ICE vehicles.
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At the start of the 1960s, discussions began to take place regarding environmental

pollution and sustainability, and ICEs were one of the major concerns that forced major

automobile manufacturers to start considering EVs. A prototype built by the British Ford

Motor Company in 1967, the Commuta, lacked any impressive performance figures and

did not show enough potential for commercialization [9]. This was the first setback in a

period of time that proved how difficult it was to develop an EV with adequate range,

performance and at a low enough cost to be sold to the public. Several other historical

events forced an increased focus on the need for alternative and renewable energy sources,

namely the oil embargo imposed by major oil producers in the mid-1970s [9].

In the 1990s there were several national and international regulatory acts introduced

to control global emission levels, such as the Kyoto Protocol. However, there were still

setbacks faced by manufacturers to achieve performance goals, with some choosing to focus

on further developing ICE vehicles in an effort to make them more efficient. This period

later saw the introduction of the first commercially successful HEV in 1997, the Toyota

Prius, which was followed by the Honda Insight in 2003 and the Ford Escape Hybrid in

2004 [9]. To date, there have been many more models and EV configurations produced by

major manufacturers.

While EVs have arguably become more widespread, there are still many questions

surrounding their environmental impact as well as their economic feasibility. One such

question is the source of electricity used to power them; if it comes from ordinary sources

such as fossil fuels then the environmental gains of EVs are diminished. Furthermore,

environmental conditions such as extremely cold weather greatly impact the performance

of EVs, making them less practical in certain geographical regions. Their limited range
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and the time associated with recharging also make them impractical in specific cases where

a high driving mileage is involved. Lastly, the upfront cost for EVs makes them much less

appealing for consumers. For example, the base price for a 2019 Nissan Leaf in Canada

is $42,298 versus $17,890 for a Honda Civic that is comparable in size [12, 13]. Therefore,

the development of a low cost energy source that provides comparable performance and

range to an ICE vehicle, as well as quick recharging times, is of paramount importance to

the automotive industry.

2.1.2 Energy Storage Alternatives

There are various energy candidates under study that can be considered for automotive

applications. These devices must be able to provide enough peak power to operate a

vehicle and a high energy density to maximize range. A summary of some of these devices

is provided below [9,14,15]:

• Lead-Acid batteries: This battery chemistry is one of the oldest but most widely

used options today, both in conventional and electric vehicles. It is used as a starter

for ICEs and as a power source for EVs. It is highly reliable with a relatively low

cost. However, it does not have a high energy density or long cycle life relative to

other battery chemistries which makes it impractical for automotive energy storage

applications.

• Ultra-Capacitors: These devices contain a very high power density but a much lower

energy density when compared to batteries. There is increasing research focusing on

creating a hybrid energy storage device that utilizes batteries with ultra-capacitors.
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• Fuel Cells: Contrary to ultra-capacitors, fuel cells contain a high energy density, but

require a long time to be charged and are very expensive.

• Lithium-Ion batteries: Lithium-Ion batteries provide an energy density, power density

and cycle life that make them more advantageous over other battery chemistries.

Today, they are widely used in EVs as well as consumer electronics.

Figure 2.2 provides a visual representation of the performance characteristics of some of the

aforementioned energy storage devices. The sloped lines indicate how much time is required

to add or remove energy from each device [15]. It can be seen from this comparison that

ICEs still provide a higher energy and power density relative to batteries and fuel cells.

Presently, lithium-ion batteries are the most feasible alternative because they provide a

good compromise between energy and power density. As such, there is a great amount of

research and investment focused on their development and improving their performance,

safety and reliability, especially for automotive applications. For this reason, the research

carried out in this thesis will be using a lithium-ion battery. A brief overview of the general

operation of lithium-ion batteries is provided in the next section.

2.1.2.1 Lithium-Ion Batteries

The fundamental objective of a battery is converting stored chemical energy into electrical

energy (under load) and vice versa (when recharging). A lithium-ion battery is gener-

ally comprised of three key components: a positive electrode, a negative electrode and

a material that acts as a separator [16]. The two electrodes, an anode and a cathode,
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Figure 2.2: Power and energy density comparison for various energy storage devices [15]
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Figure 2.3: General overview of the electrochemical processes involved in charging (a) and
discharging (b) a battery [16]

are connected to an external load using current collecting plates which enable the flow of

electrons for charging and discharging.

All three components are immersed in an electrolyte solution which facilitates the trans-

fer of ions. A visual representation of the general operating principle of a battery is shown

in Figure 2.3. The separating material plays an important role in the process because it

acts as a barrier between the electrodes and prevents the battery from short-circuiting [14].
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One of the current limitations of batteries is that this process becomes less efficient with

extended use and aging, due to material degradation and irreversible side reactions, which

diminishes the capacity of the battery and its power capabilities [14].

2.2 Overview of Terminology and Definitions

This section provides definitions for terminology used to describe battery parameters and

characteristics, as well as terms that apply to the scope of the research.

State of Charge: A battery’s state of charge (SOC) is an indication of its remaining

capacity relative to its maximum capacity, expressed as a percentage [17]. This can be

thought of as analogous to a fuel gauge in a conventional vehicle. The SOC level of a

battery, from fully charged, can be calculated as follows:

SOC Level (%) =
(

1− Accumulated Discharge (A h)

Rated Capacity (A h)

)
× 100 (2.1)

For example, using Equation (2.1), discharging 2.45 A h from a fully charged 4.9 A h battery

would result in an SOC level of 50 %. SOC is a critical component that is used to operate

the battery safely and reliably in EVs, as well as to determine the driving range available

for the user operating the vehicle. In a conventional vehicle, remaining fuel levels can be

measured directly using a fuel gauge. However, due to the nature of batteries, measuring

SOC is challenging because it is affected by many conditions including temperature, aging,

current rates and measurement error [18]. Therefore, SOC levels cannot be measured
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100 % 75 %50 %25 %0 %

Figure 2.4: Battery state of charge depicted as a gauge reading

directly, and must be estimated using specific techniques and/or algorithms.

A commonly used method for estimating SOC is coulomb counting, which is also known

as current integration. Using this technique, the discharging current of a battery is mea-

sured and integrated over time, to give an estimate of SOC [19]. If an initial SOC value is

known to the user, then coulomb counting can be applied using Equation (2.2) [14]:

SOC = SOC0 −
1

Cn

∫ t

t0

Idt (2.2)

where:

I = discharge current

SOC0 = initial SOC value

Cn = cell capacity

While coulomb counting is a straightforward and reliable technique, there are practical

issues that limit its accuracy [20]:
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1. There are potential sensor offsets and measurement inaccuracies.

2. The integral operation will magnify any measurement errors present.

3. The total capacity of the battery will change with time and the charging/discharging

efficiency will also change. Thus, these cannot be treated as constant for measuring

all SOC levels.

These issues can be mitigated if current measurements are accurate and the battery’s capac-

ity can constantly be updated, although this can be challenging and costly [14]. There are

several approaches discussed in literature which address these concerns, including adding

recalibration points and defining a correction factor to account for current losses [21].

Charge Rate (C-rate): The term C-rate refers to the rate at which a battery is charged

or discharged relative to its maximum capacity [22]. The C-rate can also be thought of as

a numerical representation of the rated ampere-hour capacity of a battery. For example,

discharging a battery at a rate of 1C means that the current will discharge the battery

completely in one hour. Therefore, a battery with a capacity of 100 A h would have a 1C

rate of 100 A. The same battery would have a 5C rate of 500 A (100 A × 5) and a C/2

rate of 50 A (100 A ÷ 2). The number of hours required to charge or discharge a battery

completely is relative to the C-rate:

Discharge/Charge Time (h) =
1

C-rate
(2.3)
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Figure 2.5: The effect on cell capacity as a result of discharging at various C-rates [23]

Using Equation (2.3), discharging/charging a cell at 5C and C/2 would take 0.2 and 2

hours, respectively.

Nominal Capacity: When discharging a battery at a specific C-rate from 100 % SOC to

the battery’s cut-off voltage, the total A h available is known as the nominal capacity of the

battery [14]. The nominal capacity of a cell is reduced at higher C-rates, as demonstrated
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in Figure 2.5, and is calculated as follows:

Nominal Capacity (A h) = Discharge Current (A)×Discharge Time (h) (2.4)

Terminal Voltage: The terminal voltage of a battery is the voltage between terminals

with a load applied [24]. This value varies at different SOC levels and discharge/charge

currents.

Open-Circuit Voltage: The open-circuit voltage (OCV) of a battery is the voltage

between terminals without a load applied, which increases with SOC [24]. It has been

shown in literature that an OCV-SOC relationship can be observed by measuring this

value at different SOC levels [25]. For example, in Figure 2.6, at 50 % SOC the open-

circuit voltage is roughly 3.3 V.

To obtain this measurement, the battery must be allowed to rest at each SOC level

for a period known as the relaxation time [25]. This allows the battery to gradually reach

an equilibrium state, after which a new point on the OCV-SOC curve can be measured.

Due to the nature of the OCV-SOC relationship, it is not widely used because it is a

time consuming process, and therefore not practical for dynamic SOC estimation. Fur-

thermore, as the battery ages, the OCV will change and thus the relationship does not

remain consistent.

Cycle Life: A battery’s cycle life refers to the number of times it can be charged and

discharged (cycles) while still being able to meet minimum performance criteria, which is
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Figure 2.6: An example curve demonstrating the relationship between open-circuit voltage
and state of charge
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typically 80 % of its initial capacity [23]. In general, cycle life is influenced by operating

temperatures, different C-rates and the depth of discharge.

Depth of Discharge: The depth of discharge (DOD) refers to the percentage of a bat-

tery’s maximum capacity that has been discharged [26]. This value can also be seen as an

alternative way of expressing the battery’s SOC level, as follows:

Depth of Discharge (%) = 100− State of Charge (%) (2.5)

The DOD of a battery is indicative of its health and is directly affected by the number of

charge and discharge cycles performed. As a battery ages due to use or storage conditions,

and as it is cycled more often, the amount of energy that can be cycled in and out of the

battery decreases. Thus, a higher DOD indicates a newer battery with less cycles and vice

versa, as demonstrated in Figure 2.7.

Internal Resistance: This value indicates the resistance within a battery, which is

generally dependant on SOC as well as charging and discharging conditions. As the internal

resistance rises, the efficiency of the battery is lowered [24].

Cut-off Voltage: This value refers to the minimum allowable voltage of a battery [24].

It is the voltage value specified at 0 % SOC. In the OCV-SOC curve shown in Figure 2.6,

the cut-off voltage is roughly 2.6 V.
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Figure 2.7: Change in depth of discharge with increased cycling for a nickel-iron battery [27]
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Battery Management Systems: A battery management system (BMS) is used on-

board portable electronics and EVs to communicate important information between the

battery pack and the device [14]. Typically, a BMS is responsible for critical tasks such as

protecting the battery pack and making sure it is operating safely, thermal management,

and SOC estimation.

2.3 Electrochemical Impedance Spectroscopy (EIS)

Electrical resistance, as defined by Ohm’s law, represents the ability of a circuit element

to resist current flow as defined in Equation (2.6):

R =
V

I
(2.6)

where:

R = resistance

V = voltage

I = current

This relationship applies to an ideal resistor which is governed by the following assump-

tions [28]:

• Ohm’s law is obeyed at all current and voltage levels

• Resistance is independent of frequency
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• AC current and voltage through a resistor are in phase

However, impedance is more practical in real-world applications that exhibit more complex

properties. While impedance is also a measure of the ability to resist current flow, similar

to resistance, it is not limited to the aforementioned assumptions.

Electrochemical impedance spectroscopy (EIS) is a technique that is used to examine

dynamic characteristics of a battery, which can reveal important information about its

health. It can highlight information regarding the chemical processes that occur inside

the battery and help identify where battery degradation is occurring, as well as how aging

affects performance. EIS is measured by applying a small AC current or voltage excitation

signal at a fixed frequency and analyzing the response of the battery [28]. There are two

types of EIS tests that can be used:

1. Galvanostatic: A current signal is applied, and the voltage response is measured.

2. Potentiostatic: A voltage signal is applied, and the current response is measured.

The impedance is then calculated as follows [29]:

Z =
v(t)

i(t)
=

V · sin(ωt)

I · cos(ωt− φ)
= |Z| · sin(ωt)

cos(ωt− φ)
(2.7)

where:
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V = amplitude of voltage signal

I = amplitude of current signal

ω = angular frequency

φ = phase shift

|Z| = absolute value of impedance

The impedance can be separated into real and imaginary components [29]:

Zreal = |Z| · cos(φ)

Zimaginary = |Z| · sin(φ)

(2.8)

It can be noted that in Equation (2.7), a phase shift of 0° resembles an ideal resistor as

shown in Equation (2.6). This process is repeated for a range of frequencies (e.g. 10 kHz

to 100 mHz) in order to generate an impedance plot. It is important to note that the

amplitude of the excitation signal should be kept small in order to obtain a linear response

from the battery [28].

A visual representation of measured impedance is shown in Figure 2.8. In this plot, each

point on the impedance spectrum represents the impedance at a specific frequency, with

higher frequencies on the left side and lower frequencies on the right side. The impedance

can be represented as a vector |Z| where the phase shift φ is the angle between this vector

and the X-axis. Typically, the Y-axis in an impedance plot is negative. Although Nyquist

plots are generally the first choice to present impedance data, they do not provide infor-

mation on the frequency used to obtain the measured impedance points. This shortcoming

can be overcome by representing the data with a Bode plot [29].
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Figure 2.8: Nyquist plot with impedance vector [28]
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Figure 2.9: Sample impedance plot for a lithium-ion battery [30]

An EIS plot can help identify information on key processes that occur inside a battery.

Some of these physical and chemical processes are highlighted in Figure 2.9 [30–32]:

• The high frequency behaviour (below the X-axis) represents the inductive behaviour

of the battery.

• The intersection of the plot with the X-axis represents the ohmic resistance of the

battery (i.e. pure resistance, without a phase shift).
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• The semicircle in the mid-frequency region represents the charge transfer resistance of

the battery. This impedance is mainly a result of kinetic reactions inside the battery

in response to an imposed signal.

• The tail in the low-frequency region, also known as the Warburg impedance, repre-

sents the impedance as a result of diffusion of ions that occurs inside the battery.

These characteristics are altered under different operating conditions, such as SOC and

temperature, as well as due to aging of a battery. For example, at higher SOC levels,

there is a decrease in the semicircle representing charge transfer resistance, as observed in

Figure 2.10. An example of the effect of battery aging on impedance is demonstrated in

Figure 2.11. The aged battery is subjected to over 80,000 shallow cycles (roughly 1 % ∆

SOC swings) at 50 ◦C. In this plot, a few changes are observed [32]:

• A small increase in the ohmic resistance, as a result of side reactions consuming

lithium from the electrolyte.

• A large growth in the charge transfer resistance as the battery’s efficiency is lowered

with age.

• A shift in the Warburg impedance tail as a result of the increased resistance.

2.4 Battery Modelling

As lithium-ion batteries become a more prevalent choice for portable energy in different

applications, it is important to gather information about their performance and be able
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Figure 2.10: Change in impedance spectrum at different SOC levels; T = 25 ◦C [33]
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Figure 2.11: Impedance plot comparing a fresh cell to an aged cell [32]

33



M.A.Sc. Thesis - A.R. Tawakol McMaster University - Mechanical Engineering

to model said performance across a wide range of conditions. By utilizing precise models

researchers can simulate a battery’s behaviour and improve its design as well as optimize

its performance [34]. Ultimately, this approach can give critical insight about the battery

while reducing the cost and time involved in running experiments to achieve the same

outcome. Therefore, it is necessary for a battery model to be able to accurately simulate

performance parameters at various operating conditions including SOC, temperature and

current loads.

There are a variety of battery modelling types and techniques that are proposed in

literature, which differ depending on what the research purpose is [35–37]. Three of the

most commonly used model types are mathematical models, electrochemical models and

equivalent circuit models. Each of these model types varies in complexity and holds ad-

vantages and disadvantages compared to the others. This section will briefly discuss these

model types and introduce the main differences between each one.

2.4.1 Mathematical Models

Mathematical models, which are also referred to as behavioural models, typically rely on

empirical equations to simulate various battery parameters including terminal voltage [38].

As such, these models do not take into account the physical or electrochemical changes of

a battery and depend instead on measured data [14]. Many of these models are derived

from a theory introduced by Shepherd as follows [39]:

Vbat = E0 −K(
Q

Q− it
)i−Ri (2.9)

34



M.A.Sc. Thesis - A.R. Tawakol McMaster University - Mechanical Engineering

where:

Vbat = battery voltage

E0 = open-circuit voltage of battery at full charge

K = cell capacity

Q = instantaneous stored charge

R = internal resistance

i = cell current

it =
∫
i · dt

There are several modifications to this theory that have been introduced in literature

which consider factors such as temperature and varying capacity values during charging

and discharging [40–42]. While mathematical models have a relatively low computational

complexity and their parametrization can be achieved through the datasheet of a battery

alone, they do not provide adequate knowledge on the physical and chemical changes of a

battery and their accuracy is very limited [34].

2.4.2 Electrochemical Models

Electrochemical models are used to demonstrate underlying physical and chemical changes

in a battery, and can help identify processes and reactions that reduce the efficiency of a

battery [43]. There are several electrochemical models proposed in literature that focus

on different aspects involved in the operation of a battery. One such model in the work

of Doyle et al. is centred on mass transport in the electrolyte and has demonstrated a

high degree of accuracy [44, 45]. Another model, presented by Randall et al., considers
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the growth of the solid electrolyte interface [46]. Electrochemical models are advantageous

because of their strong ability to model battery performance characteristics (such as volt-

age) as well as the underlying chemical properties (such as concentration gradients) [47].

However, this high degree of accuracy is compromised by the complexity of these models

and the expensive computational resources needed to utilize them.

Due to their scope and nature, electrochemical models rely on partial differential equa-

tions (PDEs) which are complex and contain many parameters. This makes their parame-

terization a difficult process that often requires specialized equipment and high computa-

tional power [43]. Therefore, they are not a practical choice for real-time applications such

as those in a BMS. There are many examples in literature of attempts to develop reduced

order models (ROMs) that lessen the complexity of the calculations needed for an elec-

trochemical model [48]. Although their adjustments are suitable for certain applications,

they are not favourable candidates to model high charging and discharging input currents

that are commonly encountered in EV applications.

2.4.3 Equivalent Circuit Models

Equivalent circuit models utilize electrical elements, such as resistors and capacitors, to sim-

ulate the behaviour of a battery [34]. Unlike electrochemical models which involve a large

number of parameters, equivalent circuit models are simpler and easier to implement [37].

Therefore, equivalent circuit models are more favourable for real time applications, such

as onboard a BMS.

Parameterization for equivalent circuit models is achieved using test data collected for
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Figure 2.12: First-order RC equivalent circuit model diagram [49]

the battery being modelled. A simple example of an equivalent circuit model is presented

in Figure 2.12. In this case, the model parameters are a function of SOC and temperature.

Increasing the number of RC pairs (higher order models) can more accurately capture the

dynamic behaviour of the battery, but adds more parameters that need to be identified.

Some variations to equivalent circuit models have been presented in literature that consider

physical and chemical changes in a battery, including the charge redistribution effect [50–

52].
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Table 2.1: Comparison of the various approaches that can be used to model the behaviour
of a lithium-ion battery

Model Type Accuracy
Computational
Complexity

Physical
Interpretability

Suitable
Applications

Empirical Reduced Low Low
Life time and
efficiency
prediction

Electrochemical High High High

Battery design
and
performance
optimization

Equivalent Circuit Relatively high Medium Acceptable
Real-time
monitoring
and diagnosis

2.4.4 Comparison

Table 2.1 provides a summary of the important characteristics of each modelling type

discussed in this section [53,54]. Although electrochemical models relate more to the reac-

tions within the battery, their parametrization is difficult and requires extensive laboratory

testing using specialized equipment. Conversely, empirical models are not as complex but

their accuracy is limited and they do not provide a good interpretation of the chemical and

physical changes that occur inside a battery. Ultimately, equivalent circuit models are a

sensible alternative because they provide a reasonable trade-off for each modelling criteria.

They present a relatively high accuracy without being overly complex or difficult to pa-

rameterize. Therefore, this research will utilize an equivalent circuit modelling approach,

along with EIS data, to model the performance of a lithium-ion battery.
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2.5 Battery Testing and Characterization Methods

In order to identify the technological and economical feasibility of a battery for a specific

application, it is necessary to collect data on how it performs and behaves under certain

conditions. The performance of lithium-ion batteries depends heavily on various operating

conditions including temperature, SOC and current load [55]. Therefore, it is important

to carry out tests that cover a wide range of scenarios in order to develop a model that

can accurately simulate the battery’s behaviour. This section will discuss a series of tests

that are used in industry and academic research, which will be replicated in this thesis to

characterize and model the performance of a lithium-ion battery.

2.5.1 Preconditioning/Break-In

The period of time between the manufacturing of a lithium-ion battery and the start of

initial testing can result in the battery being subjected to passivation. This phenomenon

occurs due to reactions between metal and liquid electrolytes while the battery is being

built and results in a high resistance coating forming on the lithium anode [56]. The

passivation coating is what allows lithium batteries to have a long shelf life and a low self

discharge [56]. However, the high resistance of this coating results in a voltage delay when

a load is applied.

It has been shown in literature that subjecting the battery to consecutive charge and

discharge cycles is useful in removing the passivation that the battery is subjected to [33].

Furthermore, these break-in cycles are necessary because they are able to stabilize the
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Figure 2.13: Discharging capacity of a Lithium Iron Phosphate/Graphite battery during
break-in cycles [53]

electrolyte interface properties of the battery [33]. This results in the capacity of the

battery gradually reaching a stable value as demonstrated in Figure 2.13. Therefore, before

carrying out tests to characterize a battery, it is generally advisable to include break-in

cycles at the start. The number of cycles varies for different batteries, and literature

demonstrates that as few as five cycles can provide adequate results [53]. Also, the C-rate

for the cycles is dependant on values found in the datasheet for a particular battery. The

cycles in Figure 2.13 are performed with a 1C current at 25 ◦C.
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2.5.2 Capacity Test

The capacity of a lithium-ion battery is affected by different operating temperatures and

current loads [57]. Furthermore, literature presented by numerous researchers has shown

that the capacity diminishes with time [58,59]. Therefore, when collecting data to charac-

terize the performance of a battery, it is important to capture the dependence of capacity

on different parameters. This ensures that the data available can account for a wide range

of operating conditions and make it easier to develop a more robust model.

To achieve this, a capacity test is used to measure how much energy can be cycled in and

out of the battery under specific predetermined conditions. Depending on what the user

is aiming to achieve, this can include different C-rates, temperatures and SOC levels [33].

The parameters of the test (such as current rates, relaxation times and stop conditions)

rely on the specific characteristics of the battery being tested [53]. As demonstrated in the

work of various researchers, the capacity of a battery and how it is influenced by various

operating conditions varies by battery chemistry [60].

2.5.3 OCV-SOC Test

As discussed in section 2.2, it is possible to establish a OCV-SOC relationship for a battery.

This relationship is also dependant on operating conditions (such as temperature and aging)

and does not remain constant throughout the life of a battery [33]. Thus, it is important

to observe this relationship under a range of conditions to characterize the performance of

a battery thoroughly. There are various methods mentioned in literature that can be used

to characterize this relationship, including low-current tests and incremental pulse current
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tests [61].

During an incremental OCV test, the battery is discharged using negative pulse currents

at 10 % SOC intervals, with a relaxation period between each pulse [62]. This is followed

by a similar sequence using positive pulse currents to charge the battery. By averaging the

results of each test and interpolating the data, an OCV-SOC curve can be obtained [62].

An alternative method to determine an OCV-SOC relationship is discharging and charging

the cell at very low rates, typically C/20 or C/25. In such cases, the terminal voltage of

the battery can be considered an approximation of the OCV [63].

The long test times involved for each of these methods makes measuring the OCV for

online applications very difficult, and as such the measurement is done as an offline test [64].

When measuring the OCV at different SOC values during charging and discharging, a

hysteresis effect is observed similar to what is demonstrated in Figure 2.14 [65]. The

hysteresis phenomenon is primarily impacted by the history of the battery and how it has

been previously handled (charge/discharge cycles, various C-rates, etc.) [66]. To address

this, the charge and discharge curves are averaged and the product is taken to be the true

OCV-SOC relationship [61].

2.5.4 Hybrid Pulse Power Characterization (HPPC) Test

Impedance modelling is a useful tool because this property represents the dynamic be-

haviour of a lithium-ion battery. Similar to the other parameters and characteristics of a

battery discussed in this section, the impedance is dependent on many factors including

C-rates, SOC and temperature [67]. Research presented in literature has also demon-

42



M.A.Sc. Thesis - A.R. Tawakol McMaster University - Mechanical Engineering

Figure 2.14: OCV-SOC characteristic of a Lithium Iron Phosphate/Graphite battery ob-
served at 25 ◦C [53]
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strated that the impedance changes as the battery ages and becomes less efficient [68].

Therefore, when characterizing the performance of a battery for impedance modelling, it

is necessary to take into account all of these dependencies and collect data on the dynamic

behaviour of the battery. One method that is used to accomplish this is a hybrid pulse

power characterization (HPPC) test.

An HPPC test is used to apply discharge or charge pulses to a battery in order to

characterize the voltage response, which helps identify information regarding the dynamics

of the battery [69]. This is done at multiple temperatures and SOC levels so that model

parameters can be found for a wide range of operating conditions. Figure 2.15 presents an

example of a pulse current profile used in an HPPC test. In this case, a relaxation period

of one hour is added between each pulse. The magnitude of the current pulses does not

necessarily need to be the same, and should be chosen based on the specifications of the

battery being tested. Also, the pulses can be discharge, charge or a combination of both.

The dynamic behaviour of the battery can be found using the current pulse and voltage

response [70]. Figure 2.16 provides a visual representation of the parameters that are used

during this process. Based on this information, the response can be calculated using

Equation (2.10) [33]:

Ri =
∆V

∆I
=
V1 − V0
I1

(2.10)

where:

Ri = battery resistance

∆V = voltage response due to applied current pulse

I1 = pulse current amplitude
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Figure 2.15: An example pulse current profile used in an HPPC test [69]
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Figure 2.16: Sample current pulse and voltage response used for dynamic characterization
of a battery [33]
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As seen in Figure 2.16, V0 and V1 represent the voltage of the battery at the start and

end of the current pulse, respectively. Additional parameters can be extracted from this

response as demonstrated in literature, including the resistance at specific stages in the

pulse current, time constants and OCV values [71].

2.5.5 Drive Cycle Profiles

When working with an equivalent circuit battery model, it is crucial to validate the per-

formance of the model by comparing its output to experimental data. This is usually done

by applying different load current profiles and measuring the output terminal voltage. A

common group of load current profiles that are used, especially when testing a battery for

EV applications, is drive cycle data. Therefore, drive cycle profiles are a practical tool to

have when characterizing the performance of a battery, and will be used in this thesis to

validate the equivalent circuit model being studied.

Drive cycles are also used for vehicle emission and fuel economy testing. This data

is typically used with a dynamometer and presented as a vehicle speed vs. time profile

as demonstrated in Figure 2.17. When applying this profile to a battery, the appropriate

current profile must be developed using a vehicle model and should be based on the spec-

ifications of the battery being tested. This current profile is then applied to the battery

experimentally, and simulated using the equivalent circuit model. The terminal voltage

output of each scenario is compared to assess how well the model can simulate the real

performance of the battery.
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Figure 2.17: Urban Dynamometer Driving Schedule (UDDS) profile [72]
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2.6 Summary

The literature review provided a general overview on the history of transportation elec-

trification, as well as energy storage candidates that could be considered for future EV

applications. It was shown that a lithium-ion battery is the ideal choice for this research

because of its trade-off between high energy and high power density, relative to the other

candidates. Furthermore, a summary of the terms and definitions relevant to the research

was presented. An introduction to EIS testing was provided, as it will be the basis of

the lithium-ion battery impedance characterization that this research will undertake. A

review of various battery performance modelling approaches was presented to showcase

that equivalent circuit models are the most suitable for this research and its applications.

Finally, a number of industry standard characterization tests were introduced, which will

be utilized in this research to further develop and validate the battery performance model.
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Chapter 3

D&V Battery Testing System

As the field of battery research continues to advance, there is an increasing need for par-

ticular equipment that can perform specific tests, depending on the desired applications.

These tests are often long, potentially spanning a few hours to weeks or even months, and

can involve the combined use of different types of specialized hardware. Therefore, a test

solution that can offer users a choice between multiple testing methodologies would help

increase the efficiency of testing and reduce the time and costs involved. This chapter is

dedicated to discussing the BCT-150, an integrated battery test system under development

at D&V Electronics Ltd. It will cover the experimental setup, including the apparatus used

and the safety considerations associated with them. Furthermore, it will discuss the re-

mote setup of the test equipment that allows for extended and more thorough tests to

be performed. Throughout the remainder of this thesis, the BCT-150 will be referred to

simply as the BCT.

The BCT is used during the research phase to collect data and characterize the perfor-

mance of a cell. This chapter will first look at existing industry testers and their offerings,
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and identify shortcomings that can be addressed to provide users with a more complete

testing solution. It will then provide a detailed overview of the BCT and highlight fea-

tures that aim to alleviate the concerns surrounding extensive battery performance and

endurance testing. The following topics pertaining to the BCT will be discussed:

• The different hardware modules that the BCT is comprised of and how their inte-

gration streamlines testing.

• The software components that are used when operating the BCT.

• The main sequence involved in using the BCT to test and characterize a cell.

3.1 Industry Cell Testers

Battery testing equipment is currently produced by numerous manufacturers that cater

to specific markets or research areas. For example, Cadex Electronics Ltd. offers a line of

products that are geared towards maintaining a fleet of batteries, by focusing on aspects

such as remaining capacity, optimized charging cycles and extending battery life. Another

example is Gamry Instruments, which produces potentiostat and galvanostat equipment

that is primarily used for battery, capacitor, or fuel cell development using EIS testing.

Therefore, due to the equipment being highly specialized, researchers are required to con-

sider the type of testing they need before opting for a specific unit.

Table 3.1 presents a comparison of the specifications of various test hardware that is

currently available from prominent manufacturers in the battery testing and development

industry.
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All of the data listed is sourced from each manufacturer’s website [73–76]. By examining

the specifications of each product, a few key points can be observed:

• The sampling rate of each unit varies considerably

• EIS testing is not a commonly offered featured

• The voltage and current capabilities of some of the testers are less than required for

characterization tests

A conclusion can be drawn that none of the products listed in Table 3.1 offer users an

integrated solution that can characterize a cell as well as perform EIS testing over a wide

range of frequencies. While the Gamry Reference 3000 can be utilized for EIS testing,

it is not an ideal choice to run characterization tests such as drive cycle profiles or an

HPPC test. The Digatron MCT-ME is able to perform characterization tests but requires

a separate module to run EIS tests which offers a limited frequency range and amplitude

that diminish the practicality of this test. Similarly, the Arbin PHPT-200A is sufficient

for characterization tests, but it requires third party hardware to allow for EIS testing.

Therefore, a test system that provides voltage and current capabilities that are sufficient

for characterization tests, as well as the ability to perform EIS testing, would give users

more flexibility in terms of testing methodologies and research areas to explore.

53



M.A.Sc. Thesis - A.R. Tawakol McMaster University - Mechanical Engineering

3.2 Hardware Components

The BCT is an integrated test platform that combines different hardware modules which

are designed for specific test criteria. The unit’s form factor and hardware components are

showcased in Figure 3.1. It is comprised of three different module types and a personal

computer (PC) that is used to command the software required to operate the unit as

well as view results. The design and development of the unit is an ongoing collaborative

effort between D&V Electronics and the Centre for Mechatronics and Hybrid Technologies

(CMHT) at McMaster University. The ultimate goal of the unit is to offer a unique,

integrated test solution that will allow users to utilize a number of test methodologies while

reducing the cost and time involved in testing. Each module is designed for a specific test

category, and an overview of each one will be provided in the coming sections.

3.2.1 High Frequency Signal Module

The high frequency module provides the capability to perform EIS testing over a range of

frequencies, up to 50 kHz. This module is one of the two elements that are involved heavily

in this research, and it is used to collect impedance data on a lithium-ion cell. It samples

data at 200 kHz which helps to provide reliable high frequency data without the risk of

aliasing. In order to expand the practicality of EIS testing, the module is able to simulate

customizable waveforms that are generated through third party software. This way, users

are able to tailor waveforms to their specific needs and are not limited to certain formulas

or signals.
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Figure 3.1: D&V Electronics’ BCT-150 battery cell tester [77]
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3.2.2 Cycler Module (High Power)

The high power module is used to supply the tester with currents used to cycle the battery

during various tests, such as running drive cycle profiles. An important aspect of drive

cycle simulations is heavy acceleration and braking, which translate to large current draws

and charge currents. Therefore, this is something that the high power module must be able

to replicate. It is also necessary to deliver high current pulses to the tester, such as the ones

used in HPPC testing. As such, the module is designed to deliver up to 100 A of current

and more than one module can be combined to test multiple cells simultaneously. This is

the second module that is used throughout this research, to characterize the performance

of a lithium-ion cell.

3.2.3 Coulombic Efficiency Module (High Precision)

The high precision module is designed to address tests and data collection that require

measurements with a high degree of accuracy. One example of such a test is coulombic

efficiency, which is the ratio between total charge extracted and added to a battery during

a full cycle. This ratio can see very small variations even after the cell is subjected to

hundreds or thousands of cycles and thus, to reliably measure the coulombic efficiency, the

high precision module is designed to measure current with an accuracy of up to ten parts

per million (0.001 %).
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Table 3.2: A summary of the specifications for each module used in the BCT-150 battery
test system

High Power High Frequency High Precision

Voltage Range 1 - 6 V 1 - 6 V 1 - 6 V

Maximum Current 100 A 5 A 2 A

Current Range 5 A / 25 A / 100 A 5 A 2 A / 5 A

Bandwidth - 0 - 50 kHz -

3.2.4 Advantages of Hardware Integration

A summary of the specifications for each module is presented in Table 3.2 [77]. When

compared to the Cadex and Gamry units that are listed in Table 3.1, it is evident that the

BCT provides a more complete test system as it allows users to perform characterization

tests in addition to EIS tests. This is due to the fact that the Cadex unit does not offer

EIS capabilities and the Gamry unit does not provide a voltage and current range that is

sufficient for characterization tests. Furthermore, the BCT offers an advantage over the

Digatron and Arbin systems because it offers EIS capabilities, which the aforementioned

testers do not as standalone products. The Digatron system requires additional hardware

to perform EIS tests, and in addition to this, the frequency range and current amplitude

offered by the BCT allow for a broader range of testing. At the same time, the Arbin

system requires the purchase of a third-party unit to perform EIS tests. This ultimately

requires support and training from multiple vendors, and additional software refinement to

allow users to use the modules together, both at an additional cost. The BCT is superior

in this regard because all of the modules are designed and built in-house. As a result, users
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are able to convey all of their training and support concerns to a single party, and the

tester software is optimized to work seamlessly with all of the modules. Therefore, there is

no need for the user to learn and operate multiple systems to perform EIS testing; instead,

they have access to all of the BCT modules which are combined in a single entity.

The primary advantage of the BCT is the integration of the three different modules,

which gives users greater autonomy to conduct different tests consecutively and collect

data more frequently. For example, one of the biggest drawbacks of having separate units

to cycle the battery and then perform EIS testing is having to repeatedly disconnect the

cell and reconnect it to each device. This adds unnecessary time to testing and requires

constant user intervention, which occupies valuable resources that can be spent on other

research activities (e.g. data analysis or modelling work). By being able to automatically

switch between modules, the BCT allows users to collect EIS data while operating the

battery under various conditions and loads. The same holds true for coulombic efficiency

testing. Ultimately, this reduces the costs and time involved in battery testing and provides

the potential to collect data more extensively.

3.3 Tester Software

The software application used to operate the BCT is the main point of interaction between

the user and the test hardware. As such, it is important that the application is user-friendly

and can handle all of the functional requirements that the hardware dictates. During the

course of this research, iterative updates and improvements were made to the application

to ensure that the tester performs as expected and maintains its safety critical features.
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Figure 3.2: The main screen of the BCT test application

Examples of these changes include: bug fixes, code refactoring and user interface updates.

The main functions of the software are listed below:

• Provide an avenue for users to edit test procedures that is intuitive and easy to

operate

• Present information regarding the current status of a test that is running, as well as

real-time measurements from the device under test (DUT)

• Collect and store test data in a manner that is easily accessible to the user

• Allow users to view and analyze the stored data
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Figure 3.3: The BCT test application provides a list of available devices and test scripts
to the user

Figure 3.2 showcases the main screen of the application used to operate the tester. This

application is used to view the progress of a test and readings from the DUT, as well as

interact with secondary applications for tasks such as editing test scripts and updating the

specification profiles of different devices. When the user is ready to conduct a test, they are

presented with a list of available device specifications and test scripts, as demonstrated in

Figure 3.3. The device specifications and test scripts are user editable and will be discussed

in more depth in Section 3.4. After the user starts a test, the application transitions to a

screen that provides progress status and readings throughout the duration of the test, as

shown in Figure 3.4. From this screen, the user is able to view information such as current

and voltage measurements, in addition to readings that are user configurable. This screen
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Figure 3.4: During a test, the BCT test application provides realtime measurements and
information regarding test progress
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also provides the following information regarding the progress of the test:

• Elapsed time since the beginning of the test

• The current step in the test procedure, which is highlighted in the test script

• The time stamp of the current step in the test procedure. For example, if the current

step is a 30 minute delay, the user would be able to determine how much time

remained until the delay finished and the test script continued to the next step

The main application also provides customizable tools and settings that the user can choose

from based on their testing needs. Through these options, the user can configure additional

peripherals such as a temperature monitoring unit (TMU). Due to the level of configuration

available, accessibility is limited based on the login credentials used. Changes that are more

complex are reserved for users with higher authorization (e.g. service engineers) to prevent

any potential damage to the equipment and harm to the user.

3.4 Testing Sequence

To safely operate the BCT, there are various setup tasks involved to limit the potential

risk of user harm or damage to the equipment. Performing a test generally involves the

following steps:

1. Creating a specification profile for the DUT

2. Preparing a script for the specific test procedure desired, if one does not already exist
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Figure 3.5: An example battery specification profile used during testing

3. Accessing the results for analysis and post-processing

The specification profile is necessary to assign hardware protection limits which the unit

abides by during the course of any test. It also contains information that makes the DUT

easier to identify in the database of available devices, by including the following properties:

• Rated voltage and capacity of the battery

• The serial number of the device

• The battery chemistry and manufacturer

An example of such a profile is presented in Figure 3.5. These protection limits ensure

that during the testing, the battery does not operate outside the safety specifications that
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the user provides. The example profile in Figure 3.5 lists a maximum allowable current of

10 A; if the user were to mistakenly command anything above 10 A in a test script, the test

would automatically terminate to ensure that no damage occurs to the test equipment or

DUT, and to eliminate the risk of user injury.

The next step that is required to run a test is creating a script which defines the

procedure that the user wishes to apply. The script typically encompasses the following

items:

• Initializing a link to the tester database so that test data can be logged

• Any current and voltage limits that the test should operate within

• The data interval desired for logging measurements

• The test sequence required

An example test script is presented in Appendix A. To the make the script preparation

process more intuitive for the user, the software makes use of a custom script editor, which

is shown in Figure 3.6. Through this software, users can edit scripts with the aid of an

auto-suggestion feature that helps users complete commands that are required. To ensure

that the script is complete and will not interrupt a test prematurely, the software builds

and compiles the script to search for any errors, such as syntax mistakes.

The final step in testing using the BCT is viewing data for analysis and post-processing.

The software used to access these results is shown in Figure 3.7. Through this application,

users can view results for an entire test as well as individual elements from each test. For
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Figure 3.6: The custom script editor used as part of the BCT software

example, if a user was running drive cycle profiles and recharging the cell in between, they

could view the measured voltage for the entire duration of the test, or for specific drive

cycles/charge points. Users are able to view the data in a manner that they deem to be

most suitable to their results, such as line plots or bar graphs. They are also able to overlay

different measurements on the same plot, as demonstrated in Figure 3.7. The application

also offers the option to export the data so that it can be further analyzed using third-party

software such as MATLAB or Excel.
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Figure 3.7: The BCT application used to view results
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3.5 Experimental Setup

The test environment used to perform the required characterization tests is comprised of

the following components:

• D&V battery test system (BCT Unit)

• The PC used to operate the BCT unit

• Environmental chamber

• Temperature monitoring unit (TMU)

A visual representation of the setup, as well as the connections between each compo-

nent, is presented in Figure 3.8. The lithium-ion cell selected for testing, as well as the

environmental chamber used, are covered in Section 3.5.1. A closer look at the cell fixture

and physical connections is presented in Section 3.5.2. Lastly, Section 3.5.3 will provide

details on how the components are connected to allow for remote access which streamlines

test procedures and improves testing efficiency.

3.5.1 Description of Apparatus

The lithium-ion cell chosen for testing is a Samsung INR21700-50E, shown in Figure 3.9.

The INR in the name refers to the chemistry of the cell which is lithium manganese nickel.

This combination of different materials is advantageous for the following reasons [78]:
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Figure 3.8: An overview of the test environment and the appropriate connections between
each component
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Figure 3.9: Samsung INR21700-50E Lithium-Ion Cell

• Manganese allows the cell to discharge at high current rates while maintaining a low

temperature.

• Nickel is a material that provides a high specific energy.

• The chemistry is stable and does not require the use of protective circuits.

Another portion of the cell name is 21700 which refers to the dimensions of the cell

(21 mm diameter and 70 mm length). A different cell type that is commonly used is 18650

cells (18 mm diameter and 65 mm length). 21700 cells are advantageous compared to 18650

cells due to an increased cell volume and an overall improvement in capacity storage [79].

This results in an increased amount of energy stored in a battery pack while reducing the

number of cells required, therefore reducing the total weight of the pack. A summary of

important parameters for the cell under study is provided in Table 3.3 [80]. The Samsung

INR21700-50E is a high capacity, low resistance cell that is capable of providing high

discharge currents; the aforementioned characteristics make it an ideal choice for research
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Table 3.3: Samsung INR21700-50E Lithium-Ion Cell Specifications

Item Specification

Capacity (Minimum / Typical) 4753 mA h / 4900 mA h (1C)

Nominal Voltage 3.6 V

Maximum Charging Voltage 4.2 V

Discharge Cut-off Voltage 2.5 V

Maximum Charge Current 4900 mA

Maximum Discharge Current
9800 mA (continuous)
14 700 mA (noncontinuous)

Cycles to 80% Capacity 500 (100 % DOD, 25 ◦C)

Weight 69 g

Operating Temperature
Charge: 0 to 45 ◦C
Discharge: -20 to 60 ◦C
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Figure 3.10: Envirotronics SH16 Temperature/Humidity System

involving EV applications.

To characterize the cell across a range of temperatures, it is necessary to use an envi-

ronmental chamber to control the conditions for each test. An Envirotronics SH16 Tem-

perature/Humidity system, shown in Figure 3.10, was used for this research. A summary

of the relevant specifications for this system is provided in Table 3.4 [81].

While the primary function of using an environmental chamber during this research

was to control temperature, it is also a crucial safety mechanism that plays a key role in

protecting the cell, the user and the test equipment. A major concern that is present when

testing lithium-ion batteries is the release of explosive gas generated by the electrolyte. If

this concern is not addressed, flammable gases can reach an explosive level and be ignited

by a battery fire or any electrical equipment present. Therefore, to mitigate this risk, the
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Table 3.4: Envirotronics SH16 Temperature/Humidity System Specifications

Item Specification

Minimum Temperature −30 ◦C

Maximum Temperature 177 ◦C

Size 16 ft3

Cooling Performance (25 ◦C to −30 ◦C) 32 minutes

environmental chamber is equipped with the following features:

• Gas sensing - there are sensors present to detect any explosive gas or carbon dioxide

(CO2), which can immediately stop any active equipment in the event of a fire or the

presence of explosive gas.

• Fire suppression - an automated fire extinguishing system is used to flood the chamber

in an attempt to put out a fire, and it also directly notifies the local fire department

in such an event.

• Explosion venting - there are holes at the top of the chamber lined with stainless

steel and plugged with foam. In the event of an explosion, this provides an outlet

and prevents the chamber door from being blown open.

These measures help maintain the safety of the users, the equipment and the surrounding

area. They also act as a redundancy to the setup of the cell being tested. In the event

of the user incorrectly assessing the safety limitations of the cell being used, the safety
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measures in the environmental chamber will help limit, or eliminate completely, the risk

of a fire or explosion.

3.5.2 Cell Fixture and Connections

An important consideration of battery testing is user and equipment safety. Due to the

nature of the tests being performed, which could include high voltage and current ap-

plications, the risk of serious injury is present if the necessary measures are not taken.

Specifically, the following potential hazards must be accounted for:

• Cell voltage exceeding the rated value - if the cell voltage is not monitored or pro-

tected, damage can occur to the cell and could potentially result in the release of gas

and/or a fire.

• Excessive cell heating - an internal failure or an excessively high current could also

result in damage to the cell as well as the release of gas and/or a fire.

• Terminal shorting - some scenarios, including poorly secured cabling or exposed con-

ductors, can result in high fault currents, damage to the cell and a potential fire

occurring.

Therefore, an appropriate cell fixture must be built to address these hazards and ensure

that any potential safety risks are mitigated. The cell fixture design, as well as the physical

connections to the cell, are presented in Figure 3.11. The following elements are incorpo-

rated in the fixture to make it as safe and dependable as possible:
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Figure 3.11: Cell fixture used during testing
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Figure 3.12: An example of a cell label with identifying information, used for traceability
in the test environment

• Reliable power connections and cabling - to prevent accidental damage to the cell,

these are chosen based on the maximum current used for testing. In the event that the

commanded current exceeds this value, this ensures that the wiring and connections

are not damaged.

• A power fuse to ensure that, should the commanded current exceed the maximum

value used for testing, no damage occurs to the cell.

• Voltage sensing at the cell terminals to measure voltage during the test, with an

accompanying fuse. In order to directly connect the voltage sensor to the terminals,

copper tabs are welded to the cell plates.

• A cell label with important identifying information (such as the serial number and

chemistry type) so that the cell is easily distinguishable for other users. This is

important to allow the cell to be easily traceable and for its identification and entry

into a database containing protection limits for other available test devices. This label

is not visible in Figure 3.11 due to the position of the cell. However, an example label

is depicted in Figure 3.12.

The cell fixture and terminals are also covered with insulating material to prevent

the cell from shorting and to guard against moisture inside the environmental chamber.

Once the physical connections to the cell are complete, it is installed in the environmental
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Figure 3.13: Installation of cell fixture and cabling inside environmental chamber
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chamber as shown in Figure 3.13. The thermocouple is attached to the cell and connected

to the TMU to monitor the surface temperature of the cell during testing. It is important

to note the cable ties used to secure wiring inside the chamber, to provide strain relief and

prevent a short from occurring if the cables are pulled from outside the chamber. The cell

is also directly mounted to the surface of the thermal chamber; unlike prismatic and pouch

cells, cylindrical cells do not pose a risk of expanding and thus do not require external

clamping.

3.5.3 Remote Testing

The PC used to control the BCT is connected to the internet via an ethernet cable that

links it to the local network in the lab. This allows users to remotely access the BCT from

any location with a working internet connection. By doing so, they are able to utilize the

full functionality of the unit to carry out tasks such as:

• Monitor important characteristics and measurements for the DUT at any time (e.g. volt-

age, temperature, etc.).

• Track the progress of the test currently running (e.g. total run time, current test

step, etc.).

• Stop a test, make changes and run it again, or choose a different test to run.

• View data collected from previous tests as well as the current test.

This arrangement is crucial because it allows the user to continue testing and make

changes as required without having to be physically situated in the lab which, ultimately
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reduces the time, cost and energy involved in testing. By being able to access the tester at

any time and from any convenient location, the user can adjust test procedures whenever

it is necessary. For example, if a user notices an error in a test procedure in the evening on

Friday, they can quickly make the necessary fixes remotely and restart the test. Conversely,

if this option was not available, they would have to visit the lab to access the BCT and

achieve the same outcome, or wait until Monday morning, which would waste more than

two full days of valuable testing time. Furthermore, by viewing test results and live battery

measurements, the user can determine if there are any imminent hazards and remotely stop

the test immediately to prevent any damage to the unit, the DUT and the test environment.

Lastly, the user can remotely access real-time results and stored data from previous tests

which frees up time spent travelling to and from the testing lab. This also allows for easier

collaboration between multiple users who are involved in testing (e.g. an industry researcher

and a university researcher working on the same project from different locations).

Another aspect that is essential to the setup is the serial connection between the PC

and the environmental chamber. This allows the user to communicate remotely with the

chamber, which streamlines its use with the BCT seamlessly. Various serial commands

that would commonly be used in a typical test procedure are listed in Table 3.5 [82].

The first major advantage of this setup is reducing the time, effort and cost involved in

testing across a broad range of temperatures. For example, a user could perform a test at

very low temperatures which requires the cell to be periodically charged. In order to avoid

damaging the cell and aging it excessively, it is necessary to charge it at room temperature.

Therefore, this example test procedure would be performed as follows:
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Table 3.5: A list of relevant serial commands that can be used to communicate between
the BCT and environmental chamber

Command Description

emergency stop Shut the chamber off in the event of an emergency.

set event event num
Set a specified event to a specified state. An example of this
would be controlling the circulators (event) to turn them
on or off (state).

read event event num Read the current state of a specified event (”ON” or ”OFF”).

set setpoint channel = value Set the temperature setpoint for a specified channel.

read setpoint channel Read the current setpoint for a specified channel.

read pv channel Read the present value of a specified channel.

read deviation channel
Read the deviation between the setpoint and present
value for a specified channel.
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1. The test starts with a fully charged battery.

2. The temperature of the chamber is set to the desired value (e.g. −10 ◦C).

3. Testing is performed, which drains the battery to 0 % SOC.

4. The temperature of the chamber is set to room temperature (25 ◦C) to charge the

battery.

5. The battery is charged to 100 % SOC.

6. Steps 2 through 5 are repeated until the test procedure is complete.

Being able to control the temperature of the chamber as part of the test procedure makes

the test much more efficient and reduces the amount of input required from the user, which

frees up their time for other tasks. Specifically, without this feature, steps four and five

from above would have to be supplemented as follows:

1. A delay is added to the test procedure once the battery is drained, until the user is

able to return to the lab and manually adjust the temperature of the chamber.

2. Once the user is free and able to access the lab, they adjust the temperature of

the chamber and must then wait for the temperature of the battery to rise before

continuing the test.

3. Once the battery is fully charged, steps 1 and 2 are repeated for the desired testing

temperature.

80



M.A.Sc. Thesis - A.R. Tawakol McMaster University - Mechanical Engineering

It is evident that the steps above add unnecessary time to the test and needlessly require

input from the user. Furthermore, it is hard to predict exact test times and plan them

so that the temperature changes occur at times when the user is available in the lab. For

example, if a test procedure requires a change in temperature at 10:30 pm, the user would

not be able to continue the test until the next morning when they are able to manually

adjust the temperature setting for the chamber. This wastes valuable time which could

instead be utilized to continue the test. Therefore, having a serial connection between the

BCT and the environmental chamber allows the user to include temperature control as

part of their test procedure, which ultimately reduces the time involved and user input

required.

3.6 Summary

This chapter was dedicated to covering the BCT-150 battery test system that is used as part

of this research to test and characterize a lithium-ion cell. An overview of existing industry

systems was provided, which showcased how their offerings can be expanded to provide a

more complete testing solution. The hardware specifications of the BCT were presented,

which demonstrated the advantages it provided over existing systems with respect to testing

capabilities. Furthermore, it was shown that the integration of the different modules that

comprise the BCT can reduce the time and costs involved in testing, and allow users to

collect more in-depth results for EIS and coulombic efficiency tests. Additionally, the

software components involved in operating the tester were covered, as well as the sequence

of events that are used to conduct testing. An overview of the test setup was provided,
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including the equipment used and the relevant connections that are required. The safety

mechanisms that are necessary to make the testing as safe and reliable as possible were

explained as well. Finally, there were key aspects of the setup explained that highlighted

the effectiveness of remote testing.
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Chapter 4

Battery Testing and Characterization
Using D&V Battery Testing System

A number of characterization tests used in industry and academic research were introduced

in Section 2.5. Each test can help identify specific information regarding the behaviour

of a cell, and will be used to develop and validate the impedance model studied in this

research. This chapter will provide a detailed look at the procedures used for the tests, and

results for each one will be analyzed. The following temperatures were chosen for the tests:

40 ◦C, 25 ◦C, 10 ◦C, 0 ◦C and −10 ◦C. This decision was based on the limitations of the cell,

as well as various examples in literature that demonstrated that this variation sufficiently

covered the temperature range of a lithium-ion cell in automotive applications [29,33,83].

Figure 4.1 provides an overview of the test sequence, the temperatures for each test as

well as the specific purpose for each test. For the remainder of this thesis, the following

abbreviations will be used when describing test procedures: constant current (CC) and

constant voltage (CV). A summary of the cell protection limits used during the characteri-

zation tests is listed in Table 4.1. Each test procedure will be covered in more detail in the
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1 Break-In Cycles

2 OCV – SOC Test

3 HPPC Test

4 EIS Test

5 Drive Cycle Profiles Model Validation

Model Fitting

T (°C) = 25

T (°C) = 40, 25, 
10, 0, -10

Figure 4.1: An overview of the tests used to characterize a lithium ion cell

Table 4.1: Hardware protection limits used during characterization tests

Specification Hardware Protection Limit

Voltage [V] Maximum 4.25 Minimum 2.45
Current [A] Maximum Charge 5 Maximum Discharge 15
Charge Temperature [◦C] Maximum 45 Minimum -25
Discharge Temperature [◦C] Maximum 45 Minimum -25
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coming sections. However, the applied drive cycle profiles will be discussed in Section 5.4

as part of the impedance model validation.

4.1 Break-in Cycles

A series of ten break-in cycles was performed at room temperature (25 ◦C) before charac-

terizing the battery. The procedure for these cycles is summarized below:

1. The temperature of the chamber is set to 25 ◦C.

2. When the surface temperature of the cell has reached a value of 25 ◦C ± 2 degrees,

proceed to step 3.

3. Charge the cell at 0.5C (2450 mA) CC until the upper voltage limit, then switch to

CV with a cut-off current of 0.02C (98 mA).

4. 15 minute delay.

5. Discharge the cell at 0.5C (2450 mA) CC until the lower voltage limit specified.

6. 15 minute delay.

7. Repeat steps 3-6 for a total of 10 cycles.

A visual representation of one break-in cycle is given in Figure 4.2, which shows the applied

current and measured voltage during each portion of the cycle. The applied current for the

entire series of break-in cycles, as well as the measured voltage of the cell, are presented in

Figures 4.3 and 4.4, respectively.
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Figure 4.2: Applied current and measured voltage of the cell during a single break-in cycle
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Figure 4.3: Applied current profile for break-in cycles
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Figure 4.4: Measured voltage during break-in cycles (T = 25 ◦C)
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Figure 4.5: Charging and discharging capacity of the cell during the course of break-in
cycling (T = 25 ◦C)
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The effect of the break-in cycles on the capacity of the cell is demonstrated in Figure 4.5.

The capacity for the first charge cycle is much lower compared to the remaining cycles due

to the shipping condition of the cell, where it is partially charged. Furthermore, it can be

noted that after the first cycle, the charge capacity is consistently higher than the discharge

capacity. The reasoning behind this difference is the coulombic efficiency of the cell, which

is the ratio between the two capacities as described in Equation (4.1):

CE =
QDischarge

QCharge

· 100 % (4.1)

For a fresh cell, this ratio is very high, but typically does not reach 100 %. In this case, the

coulombic efficiency of the cell is approximately 98 %, hence the slight difference between

the discharge and charge capacities. Furthermore, the CV portion of the charge cycle

slowly decreases the applied current to a specified point, as shown in Figure 4.2. This

allows additional energy to be cycled into the cell, which contributes to the difference

between the charge and discharge capacities. Ten break-in cycles was considered sufficient

as they caused the capacity of the cell to reach a stable value, as highlighted in Figure 4.5,

with a change of less than 0.05 % between three consecutive cycles.

4.2 OCV - SOC Test

An OCV-SOC test is used to characterize the OCV of the cell as a function of SOC. It is also

performed at each individual temperature chosen for testing, to capture the dependence

of OCV on temperature. This test is performed at a very low C-rate (C/20) in order to
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minimize the cell dynamics and reduce the effects of the internal resistance of the cell, so

that the terminal voltage of the cell can be considered an approximation of the OCV. The

procedure for this test is summarized below:

1. The temperature of the chamber is set to 25 ◦C.

2. When the surface temperature of the cell has reached a value of 25 ◦C ± 2 degrees,

proceed to step 3.

3. Charge the cell to 100 % SOC at 0.5C (2450 mA) CC until the upper voltage limit

specified, then switch to CV with a cut-off current of 0.02C (98 mA).

4. 1 hour delay to allow the cell to relax.

5. The temperature of the chamber is set to the desired value (i.e. the temperature

required for characterization).

6. When the surface temperature of the cell has reached a value that is within 2 degrees

of the desired temperature, proceed to step 7.

7. Discharge the cell at C/20 (245 mA) CC.

8. 1 hour delay to allow the cell to relax.

9. Charge the cell at C/20 (245 mA) CC.

10. Repeat steps 4-9 as required.

The procedure for a C/20 discharge and charge is visualized in Figures 4.6 and 4.7, re-

spectively. Several studies in literature have demonstrated that a period of one hour is
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Figure 4.6: Applied current and measured voltage during a C/20 discharge (T = 25 ◦C)
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Figure 4.7: Applied current and measured voltage during a C/20 charge (T = 25 ◦C)

91



M.A.Sc. Thesis - A.R. Tawakol McMaster University - Mechanical Engineering

0 20 40 60 80 100

2.7

3.2

3.7

4.2

Figure 4.8: Hysteresis effect observed between charge and discharge curves during an OCV-
SOC test (T = 25 ◦C)

sufficient to allow the cell to relax and the OCV to reach a stable value, therefore it was

considered appropriate for these characterization tests [29,33,53].

Figure 4.8 presents the OCV-SOC relationship recorded for the cell at 25 ◦C. A lag

between the charge and discharge curves is observed, which can be attributed to hysteresis

in the cell as well as ohmic resistance effects [61]. It has been shown in literature that,

to account for these differences, taking the average of the discharge and charge curves

can yield the true OCV-SOC relationship of the cell [24, 53, 61]. Therefore, the discharge
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Figure 4.9: Resampled discharge and charge OCV-SOC curve with averaged curve (T =
25 ◦C)

93



M.A.Sc. Thesis - A.R. Tawakol McMaster University - Mechanical Engineering

0 20 40 60 80 100

2.7

3.2

3.7

4.2

-10 °C

0 °C

10 °C

25 °C

40 °C

Figure 4.10: OCV-SOC relationship across a range of temperatures

and charge curves were resampled and averaged to obtain a single OCV-SOC relationship

curve, as shown in Figure 4.9. This adjustment was repeated for all of the temperatures

used to characterize the cell.

The results of the OCV-SOC test are presented in Figure 4.10 and demonstrate a clear

dependence on the operating temperature of the cell. This dependency is particularly

notable at temperatures below 25 ◦C where it is observed that the OCV of the cell is

reduced. These results emphasize the need for this test, to increase the accuracy of the

impedance model by accounting for the OCV as a function of temperature. The data from
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Table 4.2: Summary of parameters used for HPPC test

Discharge Pulses [C] Charge Pulses [C] SOC Range [%]

0.5
1
2
3

0.25
0.5
0.75
1

100, 95, 90, 80 ... 30, 25, 20 ... 0

this test will be stored as a look-up table that will be implemented as part of the impedance

model validation, which will be discussed further in Chapter 5.

4.3 HPPC Test

An HPPC test is used to obtain the internal resistance of the cell, which is an important

parameter that helps to identify its dynamic behaviour. This test was performed for an

entire SOC range (100 % - 0 %) using different C-rates, to characterize the cell over a wide

span of operating conditions. Table 4.2 provides a summary of the operating parameters

used to conduct the HPPC test. The procedure for this test is summarized below:

1. The temperature of the chamber is set to 25 ◦C.

2. When the surface temperature of the cell has reached a value of 25 ◦C ± 2 degrees,

proceed to step 3.

3. Charge the cell to 100 % SOC at 0.5C (2450 mA) CC until the upper voltage limit

specified, then switch to CV with a cut-off current of 0.02C (98 mA).
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4. The temperature of the chamber is set to the desired value (i.e. the temperature

required for characterization).

5. When the surface temperature of the cell has reached a value that is within 2 degrees

of the desired temperature, proceed to step 6.

6. 1 hour delay to allow the cell to relax.

7. Apply discharge pulse for 10 seconds. The accumulated discharge from this step is

recorded.

8. Return the cell to the correct SOC level by charging at 0.3C (1470 mA) CC to counter

the discharge recorded in step 7.

9. Apply charge pulse for 10 seconds. The accumulated charge from this step is recorded.

10. Return the cell to the correct SOC level by discharging at 0.3C (1470 mA) CC to

counter the charge recorded in step 9.

11. 10 minute delay.

12. Repeat steps 7-11 for a total of 4 pulse sets (as listed in Table 4.2).

13. Discharge the cell to the next SOC level at 0.3C (1470 mA) CC. The increments for

discharging above 90 %, between 90 % and 30 %, and below 30 % SOC are described

in Table 4.2.

14. Repeat steps 6-13 for the entire SOC range of the test.

15. Repeat steps 1-14 for all of the temperatures used to characterize the cell.
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Figure 4.11: Pulse profile applied to cell during HPPC test
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The pulse profile applied to the cell is visualized in Figure 4.11 which shows the magnitude

of each pulse, the SOC correction after each pulse and the delay between each set of

pulses. The applied current profile for an entire HPPC test, as well as the measured

voltage response of the cell, are shown in Figures 4.12 and 4.13, respectively. A closer look

at a single set of pulses, as well as the measured voltage response of the cell, is provided

in Figure 4.14. The internal resistance of the cell is calculated in the manner described in

Section 2.5.4.

The dependence of the cell’s internal resistance on SOC is demonstrated in Figure 4.15.

This characteristic is relatively consistent between 20 % and 90 % SOC, with a slight in-

crease right before and after this range. Furthermore, the internal resistance shows a

significant increase at SOC values below 20 %. While the resistance values themselves

differ, this trend is consistent for all of the temperatures presented. This data is also visu-

alized in Figure 4.16, which shows the dependence of the cell’s internal resistance on SOC

across all of the temperatures used for characterization. It can be seen that the charac-

teristic described earlier remains fairly unchanged for all temperatures. However, it can

be noted that at lower temperatures, especially −10 ◦C, the increase in resistance below

20 % SOC is much higher. This observation at lower temperatures is also demonstrated in

Figure 4.17, which shows the internal resistance normalized to 25 ◦C. It can be seen here

how the resistance increases as the temperature of the cell is lowered, which occurs at all

SOC levels. It is also observed that at lower temperatures, the resistance increases at a

higher rate, as previously demonstrated in Figures 4.15 and 4.16.

The nonlinear response of the cell with respect to internal resistance is also highlighted

when looking at the measured data for different pulse current values. This characteristic is

98



M.A.Sc. Thesis - A.R. Tawakol McMaster University - Mechanical Engineering

0 5 10 15 20 25

-15

-10

-5

0

5

Figure 4.12: Applied current during entire duration of HPPC test (T = 25 ◦C)
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Figure 4.13: Measured voltage response of the cell during entire duration of HPPC test (T
= 25 ◦C)
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Figure 4.14: Applied current pulses and measured voltage response of the cell (T = 25 ◦C,
90 % SOC)
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Figure 4.15: Internal resistance of the cell at different SOC values (measured for 0.5C
discharging current)
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Figure 4.16: Internal resistance of the cell across all SOC values and temperatures (mea-
sured for 0.5C discharging current)
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Figure 4.17: Normalized resistance versus temperature (measured for 0.5C discharging
current)
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Figure 4.18: Internal resistance of the cell at different pulse current values (20 % SOC)
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Figure 4.19: Normalized resistance versus pulse current between 80 % and 70 % SOC

illustrated in Figure 4.18, which shows how the internal resistance is not consistent across

all of the pulse currents at lower temperatures, particularly −10 ◦C. To better illustrate

this characteristic, the measured resistance is normalized and extrapolated to OC current,

as presented in Figure 4.19. It is observed that the internal resistance of the cell decreases

at greater pulse currents, and this relationship gradually becomes more nonlinear as the

temperature of the cell is lowered. This characteristic is prominent at −10 ◦C where it is

obvious that the resistance decreases at a much higher rate compared to 0 ◦C and above.

This nonlinear dependence on current can be interpreted using the Butler-Volmer equation
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Table 4.3: Summary of parameters used for EIS test

Temperature [◦C] Frequency Range Points Per Decade Current Amplitude [A]

40, 25, 10, 0 30 kHz - 1 mHz
10 (above 1 Hz)
5 (below 1 Hz)

0.1

-10 30 kHz - 100 µHz
10 (above 1 Hz)
5 (below 1 Hz)

0.1

and will be covered in greater detail as part of the model parameterization in Chapter 5.

The results from the HPPC test demonstrate the clear dependence of the cell’s internal

resistance on various operating conditions. Namely, the cell’s dynamic behaviour is not

consistent at different current values, particularly at lower temperatures. Therefore, this

characteristic is a crucial component of the impedance model that is studied during this

research. Having an accurate representation of this parameter for all current values, across

all SOC values and at all temperatures, will help increase the accuracy of the model.

4.4 EIS Test

EIS testing was used to characterize the impedance of the cell across a wide array of

operating conditions. Similar to the HPPC test, this test was carried out at the entire

SOC range (100 % - 0 %) at each temperature. It was performed in galvanostatic mode

without DC bias current.

The parameters used for the EIS test are given in Table 4.3. The frequency points are

distributed using a logarithmic scale, and the number of points below 1 Hz was reduced
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to minimize the total test time without compromising the quality of the impedance plots.

To better capture the diffusion of the cell at −10 ◦C, the frequency range was extended to

100 µHz. The current amplitude for the applied signal was selected after considering the

following criteria:

• It must be small enough to capture the response of the cell in a linear state. If the

system is nonlinear, then the response of the cell will contain harmonics of the applied

frequency [28]. It is suggested in literature that the current amplitude should not be

larger than 5 % of the standard charge current specified by the cell manufacturer [84].

• It must be as small as possible to reduce the amount of cycling that the cell undergoes

during testing. For example, a 100 µHz applied signal will have a half period of

roughly 1.4 hours. At an amplitude of 0.5 A this would amount to 0.7 A h being cycled

into the cell, which translates approximately to a 14 % SOC swing. Therefore, it is

important to keep the applied signal small to prevent the cell from aging excessively

during testing.

In order to identify the most suitable amplitude, a simple EIS test (10 kHz - 10 mHz,

10 points per decade) was performed at various current amplitudes between 0.9 A and

0.01 A. Some of the results from this test are presented in Figure 4.20. It was found

that an amplitude as low as 0.1 A provided a sufficient impedance spectrum. Below 0.1 A

the measured data is poor, as seen in Figure 4.20. This can be attributed to a voltage

measurement with an insufficient accuracy which results in a ratio of noise to signal that

is too large. Therefore, 0.1 A was selected as an appropriate amplitude to be used for
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Figure 4.20: Results of simple EIS measurement sweep to determine appropriate current
amplitude (T = 25 ◦C)
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impedance characterization. This was the smallest amplitude that gave a small noise to

signal ratio while retaining the cell in a piecewise linear region.

The procedure for this test is summarized below:

1. The temperature of the chamber is set to 25 ◦C.

2. When the surface temperature of the cell has reached a value of 25 ◦C ± 2 degrees,

proceed to step 3.

3. Charge the cell to 100 % SOC at 0.5C (2450 mA) CC until the upper voltage limit

specified, then switch to CV with a cut-off current of 0.02C (98 mA).

4. The temperature of the chamber is set to the desired value (i.e. the temperature

required for characterization).

5. When the surface temperature of the cell has reached a value that is within 2 degrees

of the desired temperature, proceed to step 6.

6. 1 hour delay to allow the cell to relax.

7. Perform EIS test using the parameters listed in Table 4.3.

8. 10 minute delay.

9. Discharge the cell to the next SOC level at 0.3C (1470 mA) CC.

10. Repeat steps 6-9 for the entire SOC range of the test.

11. Repeat steps 1-10 for all of the temperatures used to characterize the cell.
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Figure 4.21: Impedance spectrum of cell (T = 25 ◦C, 95 % SOC)
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Figure 4.22: Dependence of cell’s impedance spectra on operating temperature (measured
at 60 % SOC)

The impedance spectrum of the cell, measured at 25 ◦C and 95 % SOC, is presented in

Figure 4.21. The dependence of the cell’s impedance on temperature is illustrated in

Figure 4.22. Figure 4.23 provides a closer look at the high frequency region of the plot,

where changes are more easily observed. At lower temperatures the intercept with the real

axis shifts to the right, indicating an increase in the ohmic resistance of the cell, which

is consistent with the results of the HPPC test. Furthermore, the charge transfer process

of the cell is highly dependent on the operating temperature of the cell, as a result of

slower reactions inside the cell. This is highlighted by the clear growth in the shape of
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Figure 4.23: A magnified view of impedance spectra across a range of temperatures (mea-
sured at 60 % SOC)
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Figure 4.24: Impedance spectra at various SOC levels (T = 25 ◦C)

the spectrum as the temperature is lowered, as demonstrated in Figure 4.23. Finally, the

diffusion inside the cell is also influenced by temperature, as illustrated by the growth in

the Warburg tail at lower temperatures.

The dependence of the cell impedance on SOC is illustrated in Figure 4.24. It can be

seen that the shape of the plot remains fairly unchanged as the SOC level is varied. The

most notable change that is observed is a growth in the Warburg tail at very low SOC levels.

It can be concluded that for this cell, the charge transfer process is fairly independent of

SOC, while the diffusion process is affected at very low SOC levels. However, at lower
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Figure 4.25: Impedance spectra at various SOC levels (T = −10 ◦C)

temperatures, a change in the semicircle region of the plot is observed. This change is

slightly noticeable in the impedance spectra provided in Figure 4.25. To observe the

growth in the spectra more clearly, a closer look is required at the semicircle region. It

can be seen in Figure 4.26 that there is a significant growth in the semicircle region at

−10 ◦C, particularly at lower SOC levels. Therefore, the charge transfer process of this

cell demonstrates a higher dependence on SOC level at lower temperatures, which was not

observed at temperatures above 0 ◦C.
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Figure 4.26: A magnified view of impedance spectra at various SOC levels (T = −10 ◦C)
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4.5 Summary

This chapter covered the procedures involved in characterizing the cell across a wide range

of operating conditions. Various characterization tests were considered, focusing on the

following performance metrics of the cell: OCV, internal resistance and dynamic behaviour,

as well as the impedance of the cell. The dependence of each characteristic on the various

operating conditions used was analyzed. This analysis demonstrated how the performance

of the cell varied at different temperatures, SOC levels and current amplitudes. The results

from these characterization tests will be used in the next chapter to model the performance

of the cell and refine the accuracy of the model.
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Chapter 5

Impedance Modelling

Battery modelling plays an important role in understanding how batteries behave and how

they will perform in specific applications. These models aim to demonstrate the dynamics

of a battery, how it responds to various inputs as well as how its performance is affected

under different operating conditions. There are many modelling options and techniques

that are used in different studies; some of the most commonly used methods have been

covered in Section 2.4.

In this research, equivalent circuit modelling is used to fit EIS data and validate the time

domain performance of the lithium-ion cell under study. Figure 5.1 illustrates the process

followed to collect data and the role it plays in building the model. The characterization

tests that were presented in Chapter 4 are used to fit the model and optimize its parameters.

A series of drive cycle tests were performed to validate the performance of the model and

the parametrization method used. The results of the model fitting and the performance

validation will be analyzed to draw conclusions on the model being studied and derive

potential areas of refinement.
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Figure 5.1: An overview of the battery modelling approach used in this research
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This chapter will present an example equivalent circuit impedance model that has been

previously studied in literature. It will discuss the shortcomings of this model and how

they can be addressed using the time domain representation of constant phase elements

(CPEs). The model will be fit to the impedance data collected and presented in Chapter 4.

Furthermore, an improved model is proposed and will also be fit to the measured impedance

data. The results will then be compared to determine if the proposed model provides

an improved fit and can more accurately replicate the impedance characteristics of the

cell. Finally, the experimental validation will be covered and drive cycle tests that were

performed using the cell will be simulated using both models. This will help determine

whether the proposed model is able to better capture the performance of the cell and if it

provides any benefits to the model that was previously studied.

5.1 Battery Model Structure

In order to model a battery and fit it to EIS measurements, it is important to take into

account behaviour that occurs at higher frequencies. Kollmeyer et al. studied an equivalent

circuit model that utilizes various elements to capture the dynamic effects of a battery at

different frequency ranges [83]. The L − R − RC − RC − ZWb model that they studied,

shown in Figure 5.2, is comprised of the following elements [83]:

• An inductor, L, to capture impedance behaviour at frequencies higher than 1 kHz.

• A resistance, R, to represent the ohmic resistance of the battery.
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Figure 5.2: Example equivalent circuit model used for EIS fitting [83]

Figure 5.3: Representation of Warburg element using a series of RC-circuit pairs

• Two RC−circuit pairs, each consisting of charge transfer resistance (Rct) and double

layer capacitance (Cdl), to model frequencies between 1 Hz and 1 kHz.

• A Warburg element, Zwb, to capture battery dynamics with large time constants. It

has been shown in literature that a Warburg element can be used to model diffusion

inside a battery [85] and that the element can be represented in the time domain

using RC−circuit pairs [86], similar to Figure 5.3.

A sample fit using this model is shown in Figure 5.4 and it highlights two issues that can
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Figure 5.4: Example model fit to EIS measurement at −10 ◦C and 80 % SOC [83]
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be addressed to provide a more accurate fit. Firstly, the model fails to accurately capture

the battery’s dynamics between 1 kHz and 100 mHz, as the modelled results produce two

semi-circular diffusion regions that fail to emulate the measured data correctly [83]. One

technique discussed in literature to address diffusion behaviour in this mid-frequency range

is the use of fractional-order models [87]. Fractional-order capacitive elements, also known

as CPEs, have a constant-phase angle and can capture the semi-ellipse shape that occurs

during diffusion [87].

Therefore, to address this issue, a modified equivalent circuit model is proposed, that

will utilize a ZARC element in place of the current RC-pairs. A ZARC element is com-

prised of a parallel connection between a CPE and resistance [88]. While this configuration

provides a reliable method of fitting impedance data in the frequency domain, it is nec-

essary to be able to represent it in the time domain to validate the model using drive

cycle data [89–91]. However, transferring a ZARC to the time domain is challenging and

requires approximation using linear elements. Buller demonstrated that it is possible to

approximate a ZARC element using only resistive (R) and capacitive (C ) elements [40].

His work concluded that a series of 5 RC-pairs provided the most accurate representation

of the ZARC element, as shown in Figure 5.5, which was also validated in several research

studies [88, 89].

There are various examples in literature that suggest using two ZARC elements allows

for more robustness to uncertainty [53, 87, 89, 90]. However, to reduce the number of pa-

rameters and computational effort required to optimize the model, a single ZARC element

is used. This decision is also supported by the fact that the measured impedance spectra

for the cell being studied showed only one semi-circular diffusion region, and that the tail
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Figure 5.5: Time domain representation of ZARC element

of the spectra is being modelled using a Warburg element. With these conclusions, the

proposed L−R−ZARC−ZWb model is shown in Figure. 5.6. Throughout the remainder

of this thesis, the example model studied by Kollmeyer et al. will be referred to as the

example model or the 2RC model or the the L−R−RC−RC−Zwb model [83]. Similarly,

the suggested model will be referred to as the proposed model or the ZARC model or the

L−R− ZARC − Zwb model.

Another area that the example model does not represent well is the fitting of the tail

portion of the impedance spectra. It can be seen in Figure 5.4 that the modelled data

does not follow the measured data at the end and instead starts to bend at a right angle.

It has been suggested in literature that one way of addressing this issue is to collect EIS

measurements at low frequencies to provide more data points for fitting, particularly at

lower temperatures. In the work presented by Kollmeyer et al., EIS testing was performed

down to 10 mHz [83]. Therefore, to potentially improve the fitting in this region, EIS

characterization tests were performed down to 1 mHz at 0 ◦C and above, and down to

100 µHz at −10 ◦C, as presented in Chapter 4.
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Figure 5.6: Proposed equivalent circuit model for EIS fitting, utilizing a constant phase
element

5.2 Model Parameterization

The impedance of the proposed model introduced in Section 5.1 consists of a total of 14

parameters that require optimization:

• L

• R

• Five resistors RZARCa...RZARCe and five corresponding capacitances CZARCa...CZARCe

to represent the ZARC element

• Rwb and Cwb to represent the Warburg element

The Warburg impedance can be approximated mathematically to reduce the number of

parameters required to represent it in the time domain. The impedance is defined as
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follows [85,86]:

Zwb =
c√
jωD

· tanh

(
l√
D

)
·
√
jω (5.1)

where:

ω = angular frequency

D = diffusion coefficient

l = diffusion length

c = additional constant

It is then transformed to the time domain as follows [83,92]:

Ri = ωi ·
cl

D
= ωi ·Rwb (5.2)

Ci =
l

2c
= Cwb (5.3)

τi = Ri · Ci = ωiRwbCwb (5.4)

ωi =
8

(2i− 1)2 · π2
(5.5)

where:

i = number of RC-circuits in series

Ri = resistance of the ith RC pair

Ci = capacitance of the ith RC pair

τi = time constant of the ith RC pair

ωi = scaling factor of the ith RC pair
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This simplified time domain representation of the Warburg element is depicted in Fig-

ure 5.3. For the example model, as well as the proposed model, i = 5 was considered a

sufficient number of circuits to approximate the Warburg element [83]. The impedance of

of the inductor and resistance, respectively, are:

ZL = jωL (5.6)

ZR = R (5.7)

Finally, the impedance for each RC-pair representing the ZARC element is given by:

ZZARCi =
Ri ×XCi

Ri +XCi

(5.8)

where:

i = each respective RC pair

XCi = 1
jωC

jω = 2πf

Therefore, utilizing Equations (5.2) to (5.8), the total impedance of the proposed model

is given by:

ZL−R−ZARC−Zwb = ZL + ZR + ZZARCa...ZARCe + Zwb (5.9)

Similarly, the impedance of the example model is given by [83]:

ZL−R−RC−RC−Zwb = ZL + ZR + ZRC + ZRC + Zwb (5.10)
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Table 5.1: Summary of optimization algorithm options used to parametrize model in MAT-
LAB

Option Description Value

MaxFunEvals Maximum number of function evaluations allowed. 1000
MaxIterations Maximum number of iterations allowed. 500
FunctionTolerance Termination tolerance on the function value. 1 E − 10

To parametrize the models using the measured EIS data, an objective function and

an optimization algorithm are required. In this case, the objective function chosen to be

minimized is the error between the model output and the measured impedance data. The

non-linear least squares method is a common optimization algorithm used to fit impedance

data, which is implemented in this work using an available MATLAB function [93]. A

summary of the options chosen for the optimization algorithm is presented in Table 5.1.

The optimized parameters will be implemented with each model and used in Section 5.4

to validate their performance.

5.3 Impedance Spectra Fitting Results

The optimized Warburg resistance (Rwb) values obtained during the fitting of the L−R−

RC−RC−Zwb model demonstrate that the model fit is poor at low SOC levels, particular

at 15 % SOC and below. This observation is highlighted in Figure 5.7 which presents the

Rwb values obtained at every SOC level at 25 ◦C. The upper bound set for Rwb during the

optimization process is 4 Ω; therefore, when the optimization algorithm repeatedly arrives

at this limit while searching for the most suitable values, it indicates that the model cannot
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Figure 5.7: Optimized Rwb values for L−R−RC −RC − Zwb model at 25 ◦C
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Figure 5.8: Fitting of L−R−RC−RC−Zwb model to impedance data measured at 15 %
SOC (T = 25 ◦C)

accurately fit the measured impedance of the cell. It can be seen in Figure 5.7 that the

resistance values are consistent at 20 % SOC and above (with an average of approximately

115 mΩ), but they drastically increase below that and repeatedly reach 4 Ω. An example of

this poor fitting is presented in Figure 5.8, where it is evident the model does not correctly

represent the measured data. Specifically, the failure of the model to correctly estimate

the Warburg element resistance translates to a poor fitting of the tail region of the plot.

The optimized model parameters for each temperature and SOC level are presented in

Appendix B. The poor fitting of the measured data at low SOC levels was also evident
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Figure 5.9: Fitting of L−R−RC−RC−Zwb model to impedance data measured at 95 %
SOC (T = 10 ◦C)

at other temperatures. As such, these model parameters were discarded and were not

considered during the validation of the model in Section 5.4.

When fit to the measured impedance data, the L − R − RC − RC − Zwb model’s

performance was consistent with the results presented by Kollmeyer et al. [83]. An example

of this is presented in Figure 5.9 which depicts the poor fitting of the model to impedance

data measured at 10 ◦C and 95 % SOC. It can be observed that the high frequency region

is not captured well by the model, which produces two semi-circular regions and does not
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Figure 5.10: Optimized Rwb values for L−R− ZARC − Zwb model at 40 ◦C

align with the shape of the measured data. Furthermore, the tail region of the modelled

data does not follow the same slope or pattern as the measured data. In addition to this,

the modelled Warburg tail bends at a right angle at very low frequencies, which was also

an issue highlighted by Kollmeyer et al. as shown in Figure 5.4 [83].

Similar to the example model, the L−R−ZARC−Zwb model demonstrated a poor fit to

the measured data at low SOC levels. This is once again highlighted by the optimized Rwb

values presented in Figure 5.10. The values at 30 % SOC and above are fairly consistent,

whereas below that they approach or reach the upper bound limit of 4 Ω used while fitting
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Figure 5.11: Fitting of L−R− ZARC − Zwb model to impedance data measured at 10 %
SOC (T = 40 ◦C)

the model to the measured data. An example of this poor fitting is presented in Figure 5.8

where it is evident that the modelled Warburg tail fails to accurately represent the measured

data. The optimized model parameters for each temperature and SOC level are presented

in Appendix C. This poor fitting at low SOC levels was also seen at other temperatures;

consequently, these model parameters were discarded and were not considered during the

validation of the model in Section 5.4.

The results achieved with the optimized L − R − ZARC − Zwb model show a strong
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Figure 5.12: Fitting of L−R− ZARC − Zwb model to impedance data measured at 25 %
SOC (T = 25 ◦C)

performance across a wide range of SOC levels at all of the temperatures used for impedance

measurements. Figures 5.12 to 5.14 showcase the performance of the model at multiple

temperatures and SOC levels. The use of the ZARC element demonstrates that the model

can capture the mid-frequency semi-circle portion of the measured impedance data with a

high degree of accuracy. Whereas the example model produced two semi-circular patterns,

as shown in Figure 5.9, the proposed model is able to mitigate this issue and reproduce

the shape of this region precisely.
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Figure 5.13: Fitting of L−R− ZARC − Zwb model to impedance data measured at 50 %
SOC (T = −10 ◦C)
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Figure 5.14: Fitting of L−R− ZARC − Zwb model to impedance data measured at 80 %
SOC (T = 0 ◦C)
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Figure 5.15: Fitting of example and proposed models to impedance data measured at 100 %
SOC (T = −10 ◦C)

In order to compare the change in performance between the example model presented by

Kollmeyer et al. and the proposed model, it is useful to examine the results of both models

together to highlight any significant improvements [83]. One such example is provided in

Figure 5.15 where it is evident that the proposed L − R − ZARC − Zwb model provides

a much more precise fit to the measured data, especially in the mid-frequency semi-circle

region. In addition to this, the proposed model is able to better capture the Warburg tail

region of the measured data. While the improvement in this area is less prominent, it can

be observed that the proposed model can capture the slope, pattern and spacing of the tail
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region more accurately.

In some cases, the proposed model provides a better overall fit to the measured data

without a significant improvement in the Warburg tail fitting. One example of this scenario

is provided in Figure 5.16. A closer look at the high and mid-frequency region of the plot

shows a major improvement in the semi-circle fitting, as demonstrated in Figure 5.16b.

However, as can be seen in Figure 5.16a, the Warburg tail fitting with the proposed model

is relatively the same as the example model. Although the Warburg tail obtained with the

proposed model initially improves the slope and alignment relative to the example model,

it ultimately diverts in the same manner; thus, there is not any meaningful improvement

offered in this regard. Another example of the improved performance provided by the

proposed model is provided in Figure 5.17. It can be seen once again that the ZARC model

is able to precisely capture the semi-circle region of the plot, as shown in Figure 5.17b.

The Warburg tail fitting is also improved with the proposed model, although it still does

not exactly replicate the shape of the measured data. As seen in Figure 5.17a, relative to

the example model, the proposed model does follow the slope and pattern of the measured

data more closely and overall provides a more accurate fit.

While a visual representation of the modelling results provides an idea of the improve-

ment offered by the proposed L − R − ZARC − Zwb model, it is also worth examining a

more tangible comparison such as the calculated error between the measured data and the

model output. The root mean square error (RMSE) formula used to calculate the error
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Figure 5.16: Comparing fit of example and proposed models to impedance data measured
at 100 % SOC (T = 10 ◦C) 138
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Figure 5.17: Comparing fit of example and proposed models to impedance data measured
at 95 % SOC (T = 25 ◦C) 139
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produced by each model is given in Equation (5.11) below:

RMSE =

√√√√ 1

n

n∑
i=1

(Zmeasured − Zmodelled)
2 (5.11)

where:

Zmeasured = measured impedance at given frequency point

Zmodelled = model output at given frequency point

n = total number of frequency points

This equation is used to calculate the error for the real (Zreal) and imaginary (Zimag)

impedance values separately. A graphical representation of the real and imaginary impedance

RMSE values for both models is presented in Figure 5.18. These graphs provide the cu-

mulative error for all of the SOC levels at each temperature. For example, to obtain the

total real impedance RMSE at 25 ◦C, the error is calculated for each individual SOC level

using Equation (5.11) and all of the values are summed. As indicated by Figure 5.18,

both models performed best between 0 ◦C and 25 ◦C, while producing the largest error at

−10 ◦C. The L−R−RC −RC − Zwb model’s best performance was with data measured

at 25 ◦C, registering real and imaginary impedance RMSE values of 27.4 mΩ and 20 mΩ,

respectively. Conversely, the L − R − ZARC − Zwb model’s best performance was with

data measured at 10 ◦C, with real and imaginary impedance RMSE values of 16.5 mΩ and

11.4 mΩ, respectively.

A quick glance at Figure 5.18 indicates that fitting the measured impedance data using

the proposed model generally provides an improvement over the example model. With the
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Figure 5.18: Real and imaginary impedance RMSE for example (2RC) and proposed
(ZARC) models

exception of 25 ◦C and 40 ◦C, it is evident that the use of the ZARC element has reduced

the total RMSE between the modelled and measured data, when compared to the example

model. To gain a more insightful look at this difference, the percentage change in model

error is calculated using Equation (5.12):

Percent Change (%) =
(RMSEproposed −RMSEexample

RMSEexample

)
× 100 (5.12)

where:
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Table 5.2: Average percentage change in RMSE between example (2RC) and proposed
(ZARC) models

Temperature [◦C]
Zreal RMSE
Average Change [%]

Zimag RMSE
Average Change [%]

-10 -33.42 -30.99
0 -49.83 -41.06
10 -51.48 -54.27
25 0.3399 0.2637
40 0.0866 0.0040

RMSEproposed = Calculated RMSE for the ZARC model

RMSEexample = Calculated RMSE for the 2RC model

Equation (5.12) is used to calculate the change in error at every SOC level for all

temperatures. The average percentage change between the example model and proposed

model RMSE values is given in Table 5.2. As demonstrated by these values, the use of the

ZARC element is able to significantly improve the fitting results when compared with the

example model, particularly at 10 ◦C and below. At 25 ◦C and above, the average RMSE

change between the two models is negligible. This is also validated by the total errors for

each model as previously highlighted in Figure 5.18, demonstrating that the performance

of both models is comparable at 25 ◦C and 40 ◦C.

Another important consideration when comparing the performance of both models is

the computational effort and time required to optimize them. If an improvement in per-

formance and accuracy comes at the expense of heavy computational requirements, it may

be deemed disadvantageous or impractical in certain applications. The total computation

time recorded when fitting the measured impedance data, using both models, is presented
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Table 5.3: Total computation time required to parameterize original (2RC) and proposed
(ZARC) models

Temperature [◦C]
Example Model
Computation Time [s]

Proposed Model
Computation Time [s]

-10 1.9944 2.3656
0 1.1721 1.7974
10 1.2873 1.6950
25 1.1051 1.4437
40 0.9207 1.2516

in Table 5.3. It can be noted that there is an increase in the computation time required to

optimize the proposed model relative to the example model, at all temperatures. However,

given the increase in the number of parameters that the proposed model utilizes, this is to

be expected. The example model (L−R−RC−RC−Zwb) consists of 8 parameters whereas

the proposed model (L−R−ZARC−Zwb) consists of 14 parameters. Given this context,

the increase in computation time is deemed acceptable based on the reduced model error

that is presented in Table 5.2 and Figure 5.18. The largest increase in computation time

is roughly 0.63 s to optimize the proposed model at 0 ◦C, which resulted in a decrease of

33.42 % and 30.99 % in the real and imaginary impedance RMSE values, respectively. As

such, the increase in computational time required to optimize the proposed model is offset

by the reduction of the modelling error achieved and the ability of the model to fit the

measured data more precisely.
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Table 5.4: Characteristics summary of drive cycles used for experimental validation [72]

Drive Cycle Total Time [s] Distance [miles / km] Average Speed [mph / kph]

HWFET 765 10.26 / 16.51 48.3 / 77.73
LA92 1435 9.82 / 15.80 24.61 / 39.61
UDDS 1369 7.45 / 11.99 19.59 / 31.53
US06 596 8.01 / 12.89 48.37 / 77.84

5.4 Experimental Validation

To validate and compare the performance of both models, a series of drive cycle profiles

were performed at all of the temperatures used to collect impedance data (−10 ◦C, 0 ◦C,

10 ◦C, 25 ◦C and 40 ◦C). The profiles chosen are some of the common drive cycles used

by the United States Environmental Protection Agency (EPA) for vehicle emissions and

fuel economy testing [72]. These cycles were used for experimental validation because they

have unique characteristics and will challenge the models in various ways. A summary of

the characteristics for the drive cycles used is provided in Table 5.4.

The current profiles corresponding to each drive cycle are calculated for a Fiat 500e

electric vehicle battery pack and scaled for a single Samsung INR21700-50E cell [94]. The

speed profile and corresponding current profile for the US06 drive cycle are presented in

Figure 5.19. The data for the remaining drive cycles is presented in Appendix D. In some

instances, the current profiles generated for the drive cycles have peak currents that are

larger than the cell specifications defined in Table 3.3. In such cases, the currents are

capped to avoid going above the safety limitations specified and damaging the cell. An

example of this adjustment is provided in Figure 5.20.
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Figure 5.19: US06 drive cycle profile data
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Figure 5.20: Example of adjustment applied to US06 current profile to avoid peak currents
that are above the safety specifications of the cell
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In order to run the drive cycle current profiles across a range of operating conditions, it

is necessary to determine the discharge capacity of the cell at each individual temperature.

This discharge capacity is then used as the stopping condition for the current profiles i.e.

the profiles would run repeatedly until a specific capacity was discharged from the cell.

The procedure to run a drive cycle current profile is described below:

1. The temperature of the chamber is set to 25 ◦C.

2. When the surface temperature of the cell has reached a value of 25 ◦C ± 2 degrees,

proceed to step 3.

3. Charge the cell to 100 % SOC at 0.5C (2450 mA) CC until the upper voltage limit

specified, then switch to CV with a cut-off current of 0.02C (98 mA).

4. The temperature of the chamber is set to the desired value (i.e. the temperature

required for validation).

5. When the surface temperature of the cell has reached a value that is within 2 degrees

of the desired temperature, proceed to step 6.

6. Discharge the cell at 1C (4900 mA) CC until the lower voltage limit specified.

7. Repeat steps 1-5.

8. When the surface temperature of the cell has reached a value that is within 2 degrees

of the desired temperature, proceed to step 9.

9. Apply drive cycle current profile until capacity recorded in step 6 is discharged from

the cell.
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Figure 5.21: Example of procedure used to determine drive cycle stopping condition (T =
25 ◦C)

10. Repeat steps 7-9 for all of the drive cycles used for experimental validation.

11. Repeat steps 1-10 for all of the temperatures used for experimental validation.

A visual representation of step 6 from the aforementioned procedure is presented in Fig-

ure 5.21. The recorded capacities that were discharged from the cell at each temperature

are shown in Table 5.5. These values were used as the stopping conditions for the drive

cycle current profiles. Figure 5.22 depicts the measured voltage of the cell to an applied

drive cycle current profile, as described in step 9 of the aforementioned test procedure.
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Table 5.5: Discharge capacity used for drive cycle profiles at each temperature

Temperature [◦C] Discharged Capacity [A h]

40 4.8698
25 4.8487
10 4.7584
0 4.6513
-10 4.6386
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Figure 5.22: Measured voltage during HWFET drive cycle current profile (T = 25 ◦C)
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The model validation process is comprised of different components that are gathered

throughout the course of this research. The measured current, temperature of the cell

and SOC level of the cell are used as the inputs for the model. The OCV, capacitive and

resistive properties of the cell were determined at a range of temperatures, current points

and SOC levels through the characterization tests performed in Chapter 4. These values

are linearly interpolated to cover the entire duration of each drive cycle profile used. The

optimized model parameters are obtained through fitting the measured impedance data as

described in Section 5.3. All of these elements function concurrently to simulate the voltage

of the cell using the applied current profiles. The results will be discussed in Section 5.4.1.

5.4.1 Drive Cycle Simulation Results

There are two metrics considered in this research to compare the results between the

measured experimental data and the simulated voltage obtained during model validation:

RMSE and average voltage error. These values are calculated using Equations (5.13)

and (5.14) below:

RMSE (V) =

√√√√ 1

n

n∑
i=1

(Vmodelled − Vmeasured)
2 (5.13)

Average Error (V) =
1

n

n∑
i=1

(Vmodelled − Vmeasured) (5.14)

where:
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Vmodelled = model predicted voltage

Vmeasured = experimentally measured voltage

n = total number of simulation points

The experimental validation of both models demonstrated that they perform well with

drive cycles that have little resistive voltage drop and that do not stress the cell excessively.

In this case, the UDDS and LA92 drive cycles have the lowest power characteristics and

thus produced the smallest error. Figures 5.23 and 5.24 provide an example of these

simulations for the example and proposed models, respectively. Conversely, the HWFET

and US06 drive cycles have higher peak and average power characteristics and therefore

they place a lot more stress on the cell during test. This observation was consistent with

the results obtained using both models, which registered a larger error when attempting to

simulate these drive cycles. Figures 5.25 and 5.26 provide an example of these simulations

for the example and proposed models, respectively.

When comparing the results in Figure 5.23 through 5.26, it is evident that the voltage

error increases greatly between drive cycles with low power characteristics and those that

place more stress on the cell. The example model is able to achieve 34.21 mV RMSE and

−24.77 mV average error with the UDDS drive cycle. However, the error for the same

model when simulating the HWFET cycle is 147.55 mV RMSE and −139.65 mV average

error. Similarly, the proposed model produces 29.47 mV RMSE and −24.89 mV average

error with the UDDS drive cycle. When simulating the US06 drive cycle, the same model

produces 181.82 mV RMSE and −153.32 mV average error. This is a clear demonstration

that neither model can accurately replicate the cell’s performance when it is subjected to
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Figure 5.23: Experimental validation of UDDS drive cycle with L−R−RC −RC − Zwb

model (T = 10 ◦C)
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Figure 5.24: Experimental validation of UDDS drive cycle with L − R − ZARC − Zwb

model (T = 40 ◦C)
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Figure 5.25: Experimental validation of HWFET drive cycle with L−R−RC−RC−Zwb

model (T = 25 ◦C)
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Figure 5.26: Experimental validation of US06 drive cycle with L−R−ZARC−Zwb model
(T = 25 ◦C)
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Figure 5.27: Voltage RMSE between model predicted and experimentally measured voltage
for all drive cycles

aggressive drive cycles that are challenging to model.

Figure 5.27 presents the recorded RMSE for both models when simulating drive cycles at

every temperature. In this figure, the solid colour bars represent the L−R−RC−RC−Zwb

model, and the unshaded bars with the black outline represent the L−R− ZARC − Zwb

model. The first observation that can be made is that both models fail to accurately

capture the cell’s performance at −10 ◦C, where both models registered significant error

during every drive cycle simulation. The smallest RMSE value recorded at this temperature

was 296.22 mV when simulating the UDDS drive cycle using the example model. Beyond
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this, the remaining RMSE values are larger, going up to 595.55 mV when simulating the

HWFET drive cycle using the proposed model. In general, this inaccuracy is too large,

particularly in safety critical applications such as an EV BMS where a 0.5 V offset could lead

to catastrophic error. As such, the error is deemed unacceptable and it can be concluded

that the models cannot precisely replicate the behaviour of the cell at −10 ◦C.

Another observation that can be made from Figure 5.27 is that, across all temperatures,

both models recorded a lower error for the less dynamic drive cycles that are relatively

easier to model (UDDS and LA92). This is consistent with the results presented earlier

that highlight the poor performance of both models when simulating the HWFET and

US06 drive cycles. This trend for the L − R − RC − RC − Zwb model is also consistent

with the findings presented by Kollmeyer et al. in their research [83]. Furthermore, the

parameterization results from Section 5.3 demonstrated that the worst performance for

both models occurred at −10 ◦C and 40 ◦C. This is generally reflected in the experimental

validation of the models as they both performed relatively poorly at these temperatures.

There are two conclusions that can be drawn from the simulation results obtained using

both models. Firstly, the performance of both models indicates that they do not accurately

capture the behaviour of the cell when subjected to real-world driving scenarios. The lowest

RMSE recorded by the L − R − RC − RC − Zwb model was 31.25 mV when simulating

the UDDS drive cycle at 40 ◦C. In addition to this, the lowest value recorded by the

L − R − ZARC − Zwb model was 29.47 mV for the UDDS drive cycle at 40 ◦C. These

values are still relatively too large and not favourable in BMS applications; as indicated

in literature, an ideal error value for such scenarios would be smaller than 10 mV or even

as high as 20 mV [53, 89, 90]. Furthermore, comparing the results between both models
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demonstrates that there is significant difference in their performance and that there is

no concrete evidence to indicate that one model is more accurate than the other when

simulating the cell’s behaviour. For example, as seen in Figure 5.27, the performance

for both models is comparable at −10 ◦C and 40 ◦C, with the exception of two specific

cases. More so, the proposed model is able to reduce the simulation RMSE at 25 ◦C but

in fact produces a larger error at 0 ◦C and 10 ◦C. Therefore, while the performance of

both models is inadequate for the purpose of simulating the cell’s behaviour, there is no

clear indication that the proposed model provides any improvement to the example model

studied by Kollmeyer et al. [83].

5.5 Analysis of Low Frequency Impedance Data

One of the shortcomings of the example model identified in Section 5.1 is the poor fitting

of the Warburg tail region, as demonstrated in Figure 5.4. To address this issue, EIS data

collected during this research was performed down to 1 mHz at 0 ◦C and above, and down

to 100 µHz at −10 ◦C. This was done to provide more data points in this low frequency

range as input to the model in hopes of improving the accuracy of the fitting. To determine

whether using low frequency impedance points was advantageous, this section will examine

how the use of different frequency ranges will affect the parametrization process discussed

in Section 5.3 as well as the experimental validation discussed in Section 5.4.

The parameterization process for the proposed model is repeated using the impedance

data collected at 25 ◦C while terminating the frequency range at the following values:

1 mHz, 25 mHz, 63 mHz and 100 mHz. For example, the model is fit to the impedance
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Figure 5.28: Real and imaginary impedance RMSE for ZARC model at different stopping
frequencies (T = 25 ◦C)

data collected all the way down to 100 mHz, and then again down to 63 mHz, and so on.

The real and imaginary impedance RMSE values for each of these scenarios are calculated

using Equation (5.11). Figure 5.28 provides a visual representation of the total error

(across all SOC levels) when using these varying frequency ranges. It can be immediately

observed from this plot that terminating the frequency range at 25 mHz or higher reduces

the modelling error to a stable value of approximately 5 mΩ.

It is also worth taking a look at an example plot from each frequency range to visually

compare the fitting in each scenario, as demonstrated in Figure 5.29. The first observation
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Figure 5.29: Modelling impedance data with L−R− ZARC − Zwb model using different
frequency ranges (T = 25 ◦C, 80 % SOC)

that can be made is that at 25 mHz and above, the Warburg tail region of the modelled

data continues to bend at a right angle (Figures 5.29b through 5.29d). This trend is

consistent with the original findings related to the example model studied by Kollmeyer et

al. [83]. Furthermore, for these scenarios, the fitting of the mid-frequency semi-circle region

is slightly deteriorated when compared to the example in Figure 5.29a. However, based on

the reduction in total modelling error that is presented in Figure 5.28, the model fitting
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Table 5.6: Time constant values for Warburg element when modelling with different stop-
ping frequencies

SOC [%] 1 mHz [s] 25 mHz [s] 63 mHz [s] 100 mHz [s]

100 6.581E+02 8.734E+00 1.218E+01 1.486E+01
95 1.245E+03 6.062E+00 1.721E+00 1.829E+00
90 1.041E+02 6.238E+00 2.391E+00 1.890E+00
80 9.664E+02 9.215E+00 3.479E+00 2.636E+00
70 1.108E+03 8.691E+00 3.429E+00 2.442E+00
60 2.885E+02 9.327E+00 3.308E+00 2.100E+00
50 3.141E+02 9.674E+00 3.259E+00 2.129E+00
40 2.992E+02 9.495E+00 2.903E+00 1.496E+00
30 3.519E+02 9.583E+00 3.384E+00 1.069E+00
25 6.963E+02 1.009E+01 2.101E+00 1.326E+00
20 5.331E+03 2.418E+01 1.129E+01 1.347E+01
15 3.532E+04 1.042E+01 1.731E+00 4.753E+01
10 2.456E+04 2.562E+01 1.048E+01 7.583E+00
5 1.284E+04 2.538E+01 5.234E+00 5.438E+00
0 8.031E+03 2.816E+01 1.498E+01 2.586E+00

at these frequency ranges is deemed acceptable and can be considered sufficient for the

purpose of capturing the cell’s impedance behaviour.

Another worthwhile observation that can be made from this exercise is the change

in the Warburg element time constant as the frequency range used for modelling varies.

The calculated Warburg time constant for each frequency range is presented in Table 5.6.

Additionally, the average time constant for each stopping frequency is listed in Table 5.7.

These results highlight a significant decrease in the time constant when modelling down to

25 mHz or higher. The average time constant when modelling down to 1 mHz is close to

two hours, whereas at 25 mHz and above it is no larger than 14 seconds. The long Warburg

element time constant needed to model the data down to 1 mHz immediately brings to light
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Table 5.7: Average Warburg element time constant values across all SOC levels for different
stopping frequencies (T = 25 ◦C)

1 mHz [s] 25 mHz [s] 63 mHz [s] 100 mHz [s]

6.141E+03 1.339E+01 5.458E+00 7.226E+00

a potential issue with the impedance data that is being used to fit the models.

The choice to use a frequency as low as 1 mHz was originally intended to provide the

model with more data to fit and improve the accuracy of the fitting. However, this time

constant value indicates that the model is treating the cell as a very large capacitor which

ultimately means that it is not properly capturing the dynamic behaviour of the cell. This

issue may be the underlying cause that is increasing the voltage offset when simulating

the experimental data and skewing the results by producing a large error. Furthermore,

using a very low frequency for EIS testing could prove to be more detrimental to the

model fitting than originally anticipated. A signal with a frequency of 1 mHz translates

to a period of roughly 0.28 hours. This means that, with a current amplitude of 0.1 A,

there is approximately 28 mA of charge being cycled in and out of the cell, resulting in an

SOC swing of roughly 0.6 %. This change could be influencing the EIS results which are

supposed to determine the response of the cell to a very small variation.

To further examine the effect of this change in the Warburg element time constant,

the experimental validation is repeated using the model parameters from each frequency

range. The RMSE and average error values in each case are presented in Figure 5.30. It

can be observed that the smaller Warburg element time constant has a significant impact

on the experimental validation of the model as there is an error reduction in nearly every
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Figure 5.30: Comparing error values from model validation using different stopping fre-
quencies (T = 25 ◦C)
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scenario recorded. With respect to the drive cycles that do not place a lot of stress on the

cell (UDDS and LA92), the error reduction is not as prominent as the error was initially

relatively low. However, with the exception of the RMSE for the US06 drive cycle, there

is significant improvement in the error values for the HWFET and US06 drive cycles.

Figure 5.31 presents the experimental validation of the HWFET drive cycle after fitting

the model down to 1 mHz. Fitting the model down to 25 mHz reduces the RMSE and

average error by as much as 80 % and 88 %, respectively. When fitting the model to

data at this frequency range, the L − R − ZARC − Zwb model is now able to simulate

the HWFET drive cycle with an RMSE of 24.14 mV and an average error of 12.96 mV.

This improvement is highlighted by the results presented in Figure 5.32. Additionally, the

average error for the US06 drive cycle is also reduced by as much as 80 %. While these

values can still be improved further, this adjustment in the Warburg element time constant

brings the modelling error much closer to an acceptable value.

5.6 Summary

This chapter focused on the impedance modelling of the cell being studied and the approach

involved in choosing a model, optimizing it and validating its performance. An example

model from literature was introduced and its shortcomings were assessed to derive potential

areas of improvement. From there a different model was proposed that utilized the time

domain representation of a CPE to improve upon the accuracy of the example model.

Each element that the proposed model is comprised of was discussed to indicate its role in

modelling the measured impedance data. Furthermore, the rationale behind low frequency
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Figure 5.31: Experimental validation of HWFET drive cycle with L − R − ZARC − Zwb

model after fitting down to 1 mHz (T = 25 ◦C)
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Figure 5.32: Experimental validation of HWFET drive cycle with L − R − ZARC − Zwb

model after fitting down to 25 mHz (T = 25 ◦C)
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EIS testing was explained as well as its role in improving the proposed model’s accuracy.

The procedure to fit and optimize the models using MATLAB was also explained.

The results of the impedance spectra fitting were able to demonstrate a strong improve-

ment by the proposed model relative to the example model. It was shown that the use

of the ZARC element greatly improved the fitting of the mid-frequency semi-circle region

of the impedance data. This improvement was consistent across a range of SOC levels

and temperatures. Additionally, the calculated impedance RMSE and average impedance

error values indicated that the proposed model provided a significant increase in fitting

accuracy at 10 ◦C, 0 ◦C and −10 ◦C. The performance of the two models at 25 ◦C and

40 ◦C was comparable, with a negligible difference in their impedance RMSE and average

impedance error values. It was also shown that this improvement in performance was

achieved with a very minor increase in computation time, despite the need to optimize 6

additional parameters, demonstrating the benefit of using the proposed model to fit the

impedance data.

The procedure required to experimentally validate the performance of both models us-

ing drive cycle profiles was described. These results indicated that both models performed

relatively well with drive cycles that have low power characteristics and that do not stress

the cell excessively. However, with more challenging drive cycles that have higher power

characteristics, both models produced more error. Furthermore, it was shown that both

models performed poorly and were not able to capture the performance of the cell at

−10 ◦C. While in some cases the models were able to simulate the voltage of the cell with

a relatively low voltage RMSE and average voltage error, it was ultimately concluded that

their overall performance was not accurate enough for a safety critical application such
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as a BMS. There was also no concrete evidence found in the results to suggest that the

proposed model was able to capture the dynamic behaviour of the cell more accurately, or

vice versa.

The final section of this chapter analyzed the use of low frequency impedance data in the

model fitting approach by revisiting the modelling process at 25 ◦C. It was shown that using

a frequency range with a stopping frequency higher than 1 mHz (such as 25 mHz) greatly

reduced the impedance RMSE without comprising the fitting of the impedance plots. This

analysis also showcased a very large reduction in the Warburg element time constant. This

led to the conclusion that using a frequency as low as 1 mHz is not necessary and that it

actually deteriorated the performance of the model. This change in the Warburg element

time constant was also validated experimentally which also demonstrated an improvement

in the model performance. It was shown that, by modelling down to 25 mHz, there was an

improvement in the voltage RMSE and average voltage error by 80 % and 88 %, respectively.
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Chapter 6

Conclusions and Future Work

The search for clean transportation and renewable energy sources is a fundamental chal-

lenge that is a major driving force behind the need for electrified transportation today. A

crucial aspect of transportation electrification is using batteries to store energy and im-

proving their performance and range to match traditional technologies that are already

available. The main motivation behind this research and the work presented in this thesis

is to help advance the study of battery technology and strive towards a more sustainable

future.

A key area of battery research is testing and characterizing different systems which

involves precise and highly specialized equipment. As battery systems grow in complex-

ity, testing them and improving their performance requires more resources and higher

costs. Therefore, battery testing equipment is a critical consideration for any stakehold-

ers involved in battery research. Furthermore, battery modelling is an essential asset for

researchers as it can help them simulate a battery’s behaviour across a wide range of condi-

tions. This approach can ultimately give critical insight about a battery and help improve
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its performance while reducing the cost and time involved in conducting research.

This research and thesis is comprised of two concurrent segments: the development

and testing of an integrated battery cell testing unit, as well as collecting data to analyze

and characterize the impedance of a cell. The objective of this thesis is to provide a

comprehensive study of a battery’s performance under a wide range of operating conditions

while showcasing the importance and benefits of using an integrated testing unit. The

contributions of this research work are summarized as follows:

1. The joint development of a state of the art, integrated testing unit that provides a

wide range of processes aimed at streamlining and improving battery test procedures.

As part of this work, the usability and functionality of this tester was refined through

software development. Furthermore, the tester was fully integrated into a research

lab in order to validate its operation and safety controls. This involved incorporating

the tester with a TMU, an environmental chamber and safety mechanisms in the lab

such as fire suppression. By validating the tester’s operation and making it available

in the lab it is now able to serve many other researches in this area who have the

need for elaborate and extended battery testing procedures. As part of this thesis,

the benefits of the integrated tester were highlighted, as well as the advantages it

offers relative to existing industry battery test solutions.

2. Thorough testing and characterization of a lithium-ion cell with specifications com-

parable to cells used in industry applications such as HEV and EV battery packs.

This testing was carried out at a wide range of temperatures (40 ◦C to −10 ◦C) to

cover the general operating limits of a cell used in electrified transportation appli-
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cations. It was also done at a full SOC range (100 % to 0 %) to cover the entire

span of the cell’s performance capabilities. These tests focused on crucial aspects

of the cell’s performance to capture OCV-SOC, resistive and capacitive, as well as

impedance characteristics. This extensive testing provides a detailed understanding

of how the cell’s performance is influenced by different operating conditions and why

it is important to capture these characteristics when modelling the behaviour of the

cell. The full characterization data can now be made available for other researchers

that may utilize it, who do not have access to similar apparatus or the funding and

resources required to extensively test a cell for their research needs. Additionally,

this thesis provided a detailed test procedure description and setup that can serve as

a reference for other researchers.

3. The proposal of an equivalent circuit model that can accurately capture the impedance

behaviour of lithium-ion cell across a wide range of operating conditions. The re-

sults produced by this model demonstrated that the use of a ZARC element can

greatly improve the mid-frequency fitting of impedance data relative to a conven-

tionally used modelling approach. This was highlighted by a reduction in impedance

RMSE of up to 54 % without requiring a considerable increase in computational ef-

fort. This research also demonstrated the importance of choosing the right modelling

approach for specific applications, as the accurate impedance fitting did not translate

to acceptable results when experimentally validating the model using temporal data.

4. A study and analysis of low frequency EIS data and the effect it has on model

fitting as well as experimental validation. This research was able to demonstrate
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that using a frequency as low as 1 mHz is not required to improve the accuracy of an

impedance model. Furthermore it was shown that a stopping frequency of 25 mHz

or higher could reduce the real and imaginary impedance RMSE values without

compromising the overall fit of the model to the measured data. This improvement

was also noted during experimental validation which showed that using 25 mHz as

a stopping frequency reduced the voltage RMSE and average voltage error by as

much as 80 % and 88 %, respectively. This observation can ultimately benefit many

researchers who utilize these results as it will reduce the amount of time required

for EIS testing (by avoiding very low frequencies) while also eliminating the need

for specialized and potentially expensive equipment to run EIS tests at very low

frequencies.

6.1 Future Work

There are various potential areas of development that could help refine the results of

this research work, pertaining to both the modelling approach as well as the collection of

characterization data. These improvements are suggested for any researchers who wish to

utilize this work in the future and may benefit from the additional research considerations:

1. Extending the range of operating temperatures at which the cell is tested and char-

acterized. In this research, the following temperatures are used: 40 ◦C, 25 ◦C, 10 ◦C,

0 ◦C and −10 ◦C. Collecting data at more frequent temperature intervals (e.g. 5 ◦C

increments) could make the model more robust and better capture the cell’s perfor-
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mance over the entire temperature range.

2. Considering battery aging when collecting characterization data and choosing inputs

for a battery model. As part of this research, the cell is tested extensively and con-

stantly subjected to temperature variations, current variations as well as SOC swings.

All of these factors could increase the effects of aging on the cell, and addressing them

could translate to further improvement in the model accuracy.

3. Incorporating a thermal model for estimating the internal temperature of the battery.

During the course of characterizing the cell and collecting experimental validation

data, the temperature of the cell can experience temperature fluctuations which

could impact modelling results. For example, there is considerable battery heating

that occurs when running drive cycles with large power characteristics. This can

result in additional error by creating a lag between the measured temperature of the

cell, which is inputted to the model, and the actual internal temperature of the cell.

4. Collecting more characterization data sets for the cell, repeating it several times us-

ing different cells and if possible more than one test device. Due to time constraints

and the availability of lab resources, it was only possible to test a single cell using

the battery tester under development. It would be beneficial to to have multiple

cells tested to demonstrate that the results are consistent and identify any points of

variation that could be present. Furthermore, the tester used to collect the charac-

terization data was still under development at the time of testing and undergoing

continuous refinement. It would be worthwhile to run the same characterization tests

under the same operating conditions while using a different tester, if possible. This
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can increase confidence that the characterization data is consistent and accurate.
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Appendix A

Sample Test Script for BCT-150 Unit

’Always remember to use InitializeDVLink in your script

InitalizeDVLink("SampleTest")

’Setting a soft limit for the maximum voltage for the duration of this test

SetChargeVoltage(3.5)

’Setting a soft limit for the minimum voltage for the duration of this test

SetDisChargeVoltage(2.5)

’Log data every 0.5 seconds

SetDataInterval(0.5)

Charge(35) ’Charge cell at 35A

Wait(3600) ’Wait 1 hour

DisCharge(10) ’Discharge cell at 10A
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Appendix B

Solutions for L−R−RC −RC − Zwb
model fitting

This appendix contains tables that list the optimized L − R − RC − RC − Zwb model

parameters at each temperature and SOC level. Rows highlighted in red indicate SOC

levels where the model fitting was deemed inaccurate, as demonstrated in Section 5.3.

As such, this data was not considered during the model validation process presented in

Section 5.4. Measured impedance data at 40 ◦C and 100 % SOC is not available.
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Table B.1: Solution values for L−R−RC −RC − Zwb model at −10 ◦C

SOC [%] L [H] R [Ω] Rwb [Ω] Cwb [F] R1 [Ω] C1 [F] R2 [Ω] C2 [F]
100 5.21E-07 3.26E-02 4.56E-01 1.61E+03 3.61E-02 9.35E-02 5.44E-02 9.11E-01
95 1.58E-07 3.92E-02 5.45E-01 1.44E+04 6.82E-02 6.84E+02 7.39E-02 2.52E-01
90 4.52E-07 3.24E-02 1.70E-01 2.16E+03 3.30E-02 9.69E-02 5.07E-02 8.65E-01
80 2.09E-07 3.81E-02 8.23E-01 8.45E+03 6.49E-02 2.61E-01 5.75E-02 7.42E+02
70 2.08E-07 3.83E-02 9.14E-01 8.66E+03 6.49E-02 2.69E-01 6.24E-02 7.19E+02
60 2.62E-07 3.71E-02 6.55E-01 9.35E+03 5.67E-02 2.52E-01 5.13E-02 6.58E+02
50 2.36E-07 3.76E-02 7.35E-01 9.97E+03 5.99E-02 2.52E-01 4.51E-02 7.97E+02
40 2.56E-07 3.72E-02 5.49E-01 9.36E+03 5.77E-02 2.53E-01 4.48E-02 7.39E+02
30 3.88E-07 3.38E-02 7.03E-01 6.94E+03 3.94E-02 1.36E-01 3.93E-02 2.00E+00
25 4.17E-07 3.37E-02 7.67E-01 6.89E+03 3.85E-02 1.39E-01 3.57E-02 2.36E+00
20 2.17E-07 3.87E-02 7.38E-01 1.15E+04 6.86E-02 2.85E-01 5.32E-02 6.75E+02
15 3.44E-07 3.49E-02 4.00E+00 6.76E+03 5.46E-02 1.61E+00 4.31E-02 1.32E-01
10 3.48E-07 3.45E-02 4.00E+00 3.47E+03 3.96E-02 1.23E-01 6.10E-02 1.24E+00
5 3.56E-07 3.40E-02 4.00E+00 1.84E+03 3.70E-02 1.16E-01 6.42E-02 1.04E+00
0 3.75E-07 3.36E-02 4.00E+00 1.74E+03 3.53E-02 1.15E-01 6.13E-02 1.04E+00

Table B.2: Solution values for L−R−RC −RC − Zwb model at 0 ◦C

SOC [%] L [H] R [Ω] Rwb [Ω] Cwb [F] R1 [Ω] C1 [F] R2 [Ω] C2 [F]
100 5.87E-07 3.06E-02 2.38E-01 1.71E+03 1.81E-02 1.40E-01 1.92E-02 6.86E+00
95 6.03E-07 3.02E-02 8.04E-02 1.40E+03 1.75E-02 1.26E-01 1.45E-02 4.63E+00
90 6.27E-07 2.99E-02 7.40E-02 1.27E+03 1.23E-02 3.20E+00 1.63E-02 1.17E-01
80 6.53E-07 2.96E-02 1.18E-01 1.45E+03 1.50E-02 1.11E-01 1.05E-02 2.51E+00
70 6.73E-07 2.95E-02 1.18E-01 1.35E+03 1.41E-02 1.04E-01 1.03E-02 1.89E+00
60 6.66E-07 2.95E-02 9.06E-02 1.53E+03 1.39E-02 1.04E-01 1.03E-02 1.71E+00
50 6.76E-07 2.95E-02 9.89E-02 1.87E+03 1.40E-02 1.04E-01 1.06E-02 1.65E+00
40 6.50E-07 2.97E-02 9.90E-02 1.93E+03 1.03E-02 2.14E+00 1.48E-02 1.11E-01
30 6.58E-07 2.98E-02 9.60E-02 1.86E+03 1.14E-02 2.12E+00 1.51E-02 1.12E-01
25 6.07E-07 3.03E-02 1.22E-01 2.17E+03 1.75E-02 1.33E-01 1.14E-02 4.15E+00
20 6.19E-07 3.03E-02 1.09E-01 1.87E+03 1.36E-02 3.47E+00 1.71E-02 1.30E-01
15 5.99E-07 3.06E-02 2.21E-01 2.16E+03 1.84E-02 1.40E-01 1.63E-02 4.68E+00
10 5.72E-07 3.10E-02 3.73E-01 1.58E+03 2.30E-02 4.75E+00 2.02E-02 1.51E-01
5 5.37E-07 3.17E-02 5.54E-01 1.07E+03 2.33E-02 1.70E-01 3.67E-02 5.99E+00
0 5.27E-07 3.18E-02 7.38E-01 1.15E+03 4.35E-02 6.07E+00 2.40E-02 1.66E-01
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Table B.3: Solution values for L−R−RC −RC − Zwb model at 10 ◦C

SOC [%] L [H] R [Ω] Rwb [Ω] Cwb [F] R1 [Ω] C1 [F] R2 [Ω] C2 [F]
100 6.89E-07 2.94E-02 2.21E-01 2.79E+03 1.02E-02 1.76E-01 8.92E-03 1.40E+01
95 7.02E-07 2.90E-02 5.15E-02 2.06E+03 9.88E-03 1.43E-01 6.77E-03 7.54E+00
90 7.18E-07 2.88E-02 4.85E-02 1.75E+03 9.36E-03 1.34E-01 5.85E-03 5.26E+00
80 6.70E-07 2.94E-02 1.01E-01 2.75E+03 7.14E-03 2.49E+02 1.07E-02 1.89E-01
70 6.78E-07 2.93E-02 8.95E-02 2.53E+03 1.05E-02 1.76E-01 6.22E-03 2.39E+02
60 6.78E-07 2.93E-02 8.38E-02 3.06E+03 5.80E-03 2.54E+02 1.05E-02 1.72E-01
50 6.81E-07 2.92E-02 8.98E-02 3.42E+03 1.05E-02 1.70E-01 5.13E-03 1.95E+02
40 6.70E-07 2.94E-02 1.73E-01 5.64E+03 1.08E-02 1.82E-01 7.12E-03 2.36E+02
30 6.70E-07 2.95E-02 1.32E-01 3.85E+03 1.12E-02 1.88E-01 5.45E-03 1.10E+02
25 7.02E-07 2.91E-02 9.84E-02 3.08E+03 1.01E-02 1.48E-01 5.85E-03 6.89E+00
20 7.04E-07 2.92E-02 1.71E-01 3.02E+03 1.02E-02 1.50E-01 6.95E-03 6.23E+00
15 6.87E-07 2.93E-02 3.16E-01 2.23E+03 1.03E-02 1.53E-01 8.48E-03 4.52E+00
10 5.04E-07 3.31E-02 4.00E+00 4.65E+03 1.97E-02 8.61E-01 2.71E-02 2.37E+02
5 5.79E-07 3.12E-02 2.69E+00 3.01E+03 3.34E-02 1.46E+01 1.65E-02 2.94E-01
0 5.61E-07 3.15E-02 4.00E+00 2.80E+03 1.74E-02 3.22E-01 4.04E-02 1.48E+01

Table B.4: Solution values for L−R−RC −RC − Zwb model at 25 ◦C

SOC [%] L [H] R [Ω] Rwb [Ω] Cwb [F] R1 [Ω] C1 [F] R2 [Ω] C2 [F]
100 7.63E-07 2.87E-02 1.61E-01 4.26E+03 4.16E-03 4.07E-01 3.37E-03 6.35E+01
95 7.52E-07 2.86E-02 3.94E-02 5.48E+03 4.57E-03 3.35E-01 5.22E-03 2.09E+02
90 7.38E-07 2.87E-02 2.52E-02 1.88E+03 2.38E-03 5.65E-01 2.42E-03 9.78E-01
80 7.63E-07 2.84E-02 1.39E-01 6.60E+03 4.06E-03 2.78E-01 6.15E-03 2.11E+02
70 7.68E-07 2.85E-02 1.26E-01 6.62E+03 6.40E-03 2.49E+02 3.98E-03 2.71E-01
60 7.74E-07 2.84E-02 1.16E-01 6.55E+03 3.94E-03 2.33E-01 4.53E-03 2.00E+02
50 7.75E-07 2.84E-02 1.08E-01 6.51E+03 3.96E-03 2.14E+02 3.92E-03 2.37E-01
40 7.76E-07 2.84E-02 1.20E-01 7.24E+03 4.05E-03 2.08E+02 4.11E-03 2.37E-01
30 7.68E-07 2.86E-02 1.28E-01 6.06E+03 3.18E-03 1.45E+02 4.33E-03 2.41E-01
25 7.65E-07 2.86E-02 1.22E-01 5.45E+03 3.15E-03 1.20E+02 4.59E-03 2.61E-01
20 7.56E-07 2.88E-02 1.82E-01 4.35E+03 2.33E-03 6.39E+01 4.76E-03 2.83E-01
15 7.10E-07 2.96E-02 4.00E+00 8.88E+03 6.42E-03 5.68E-01 1.55E-02 7.99E+02
10 6.80E-07 3.02E-02 4.00E+00 6.10E+03 1.45E-02 5.18E+02 7.98E-03 8.15E-01
5 6.28E-07 3.12E-02 4.00E+00 3.19E+03 1.10E-02 1.61E+00 1.30E-02 1.46E+02
0 7.19E-07 2.94E-02 4.00E+00 2.01E+03 6.93E-03 2.83E-01 1.15E-02 7.64E+00
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Table B.5: Solution values for L−R−RC −RC − Zwb model at 40 ◦C

SOC [%] L [H] R [Ω] Rwb [Ω] Cwb [F] R1 [Ω] C1 [F] R2 [Ω] C2 [F]
100 - - - - - - - -
95 8.12E-07 2.84E-02 2.98E-02 8.20E+03 1.60E-03 1.11E+00 3.65E-03 3.08E+02
90 8.34E-07 2.83E-02 2.14E-02 5.34E+03 1.44E-03 8.35E-01 2.86E-03 2.01E+02
80 8.31E-07 2.82E-02 1.01E-01 7.24E+03 1.27E-03 5.43E-01 3.70E-03 1.82E+02
70 8.13E-07 2.84E-02 1.03E-01 7.47E+03 1.17E-03 8.48E-01 3.76E-03 1.82E+02
60 8.26E-07 2.83E-02 8.74E-02 8.04E+03 2.59E-03 1.83E+02 1.13E-03 6.56E-01
50 8.16E-07 2.84E-02 9.44E-02 7.77E+03 1.19E-03 5.57E-01 2.40E-03 1.76E+02
40 8.29E-07 2.85E-02 1.05E-01 7.21E+03 1.22E-03 7.73E-01 2.30E-03 2.01E+02
30 8.21E-07 2.85E-02 1.30E-01 6.57E+03 1.57E-03 5.99E-01 2.19E-03 1.38E+02
25 8.84E-07 2.88E-02 3.92E+00 1.15E+04 2.38E-03 7.93E-01 1.33E-02 8.20E+02
20 7.92E-07 2.92E-02 4.00E+00 7.71E+03 3.02E-03 1.27E+00 1.27E-02 7.44E+02
15 7.47E-07 2.94E-02 4.00E+00 4.93E+03 7.70E-03 4.37E+02 4.01E-03 1.30E+00
10 7.78E-07 2.86E-02 4.00E+00 1.42E+03 3.58E-04 1.67E+00 1.92E-03 4.74E-01
5 7.04E-07 2.66E-02 4.00E+00 9.51E+02 7.15E-06 3.92E-01 3.10E-05 6.81E-03
0 7.12E-07 2.29E-02 4.00E+00 8.62E+02 3.32E-03 3.01E-03 4.94E-05 4.75E-01
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Appendix C

Solutions for L−R− ZARC − Zwb
model fitting

This appendix contains tables that list the optimized L−R−ZARC−Zwb model parameters

at each temperature and SOC level. Rows highlighted in red indicate SOC levels where the

model fitting was deemed inaccurate, as demonstrated in Section 5.3. As such, this data

was not considered during the model validation process presented in Section 5.4. Measured

impedance data at 40 ◦C and 100 % SOC is not available.
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Table C.1: Solution values for L−R− ZARC − Zwb model at −10 ◦C

SOC [%] L [H] R [Ω] Rwb [Ω] Cwb [F] RZARCa [Ω] CZARCa [F] RZARCb [Ω]

100 7.36E-07 2.89E-02 7.30E-01 2.37E+03 2.00E-02 6.27E+00 4.00E-02
95 6.53E-07 2.97E-02 5.76E-01 1.53E+04 2.74E-02 2.61E-01 3.99E-02
90 6.74E-07 2.95E-02 5.43E-01 3.18E+04 2.63E-02 2.49E-01 3.95E-02
80 6.83E-07 2.93E-02 8.39E-01 8.60E+03 5.34E-02 8.20E+02 3.53E-02
70 7.14E-07 2.91E-02 9.33E-01 8.85E+03 1.17E-02 2.15E+01 1.05E-02
60 6.96E-07 2.94E-02 6.65E-01 9.55E+03 4.67E-02 8.20E+02 2.86E-02
50 6.95E-07 2.95E-02 7.54E-01 1.02E+04 1.10E-02 6.05E-02 3.08E-02
40 7.05E-07 2.93E-02 5.68E-01 9.61E+03 1.10E-02 5.81E-02 2.00E-02
30 7.10E-07 2.92E-02 7.92E-01 8.40E+03 3.43E-02 6.79E-01 9.86E-03
25 7.24E-07 2.93E-02 8.16E-01 7.71E+03 3.18E-02 7.67E-01 1.90E-02
20 7.21E-07 2.94E-02 7.54E-01 1.19E+04 2.01E-02 2.13E-01 1.03E-02
15 6.67E-07 3.02E-02 4.00E+00 6.94E+03 2.17E-02 2.39E-01 1.23E-02
10 6.24E-07 3.06E-02 4.00E+00 3.47E+03 3.90E-02 1.20E+00 5.86E-03
5 6.39E-07 3.02E-02 4.00E+00 1.85E+03 1.35E-02 1.94E+00 4.18E-02
0 4.90E-07 3.22E-02 4.00E+00 1.57E+03 1.18E-02 9.17E+00 1.31E-02

SOC [%] CZARCb [F] RZARCc [Ω] CZARCc [F] RZARCd [Ω] CZARCd [F] RZARCe [Ω] CZARCe [F]

100 6.20E-01 1.10E-02 4.69E-02 2.21E-02 1.74E-01 1.03E-02 2.53E+02
95 1.02E+00 1.48E-02 5.64E-02 8.65E-03 7.92E+01 6.35E-02 8.20E+02
90 9.84E-01 1.02E-02 6.07E+01 8.85E-02 8.20E+02 1.38E-02 5.60E-02
80 9.07E-01 1.24E-02 5.75E-02 2.22E-02 2.46E-01 9.39E-03 3.12E+01
70 5.38E-02 3.72E-02 7.59E-01 2.07E-02 2.02E-01 5.82E-02 8.20E+02
60 1.21E+00 1.24E-02 5.95E-02 2.24E-02 2.69E-01 7.47E-03 7.80E+01
50 6.50E-01 1.59E-02 2.39E-01 1.41E-02 6.62E+00 4.22E-02 8.20E+02
40 2.38E-01 8.56E-03 2.84E+01 3.11E-02 8.80E-01 4.11E-02 8.20E+02
30 5.57E-02 1.17E-02 1.05E+01 1.85E-02 2.09E-01 2.75E-02 8.17E+02
25 2.19E-01 9.85E-03 5.71E-02 2.01E-02 7.27E+02 1.05E-02 1.55E+01
20 5.48E-02 4.92E-02 8.19E+02 1.54E-02 1.10E+01 3.81E-02 7.13E-01
15 5.68E-02 2.23E-02 6.87E+00 1.54E-02 6.27E+02 3.92E-02 7.60E-01
10 3.07E+01 2.81E-02 3.09E-01 1.69E-02 1.17E+01 1.56E-02 5.92E-02
5 2.45E+00 2.22E-02 2.81E-01 1.45E-02 1.75E+00 1.38E-02 5.59E-02
0 1.18E+01 4.40E-02 3.06E-01 1.27E-02 5.26E+00 9.46E-03 8.18E-02
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Table C.2: Solution values for L−R− ZARC − Zwb model at 0 ◦C

SOC [%] L [H] R [Ω] Rwb [Ω] Cwb [F] RZARCa [Ω] CZARCa [F] RZARCb [Ω]

100 7.65E-07 2.84E-02 3.97E-01 2.74E+03 9.74E-03 1.68E+01 8.30E-03
95 7.49E-07 2.84E-02 8.33E-02 2.79E+03 1.60E-02 8.20E+02 7.41E-03
90 7.56E-07 2.83E-02 6.95E-02 2.42E+03 6.91E-03 7.36E-02 1.49E-02
80 7.68E-07 2.82E-02 1.30E-01 2.12E+03 6.35E-03 7.42E-02 2.66E-03
70 7.84E-07 2.81E-02 1.21E-01 1.75E+03 5.44E-03 7.22E-02 9.27E-03
60 7.83E-07 2.80E-02 9.52E-02 2.46E+03 1.28E-02 8.20E+02 9.83E-03
50 7.99E-07 2.80E-02 1.19E-01 2.79E+03 4.82E-03 6.76E-02 9.44E-03
40 7.84E-07 2.81E-02 1.14E-01 2.73E+03 9.03E-03 8.62E-01 8.63E-03
30 7.91E-07 2.81E-02 1.06E-01 2.56E+03 3.70E-03 2.03E+01 8.44E-03
25 7.74E-07 2.83E-02 2.70E-01 4.67E+03 1.10E-02 5.39E+02 5.15E-03
20 7.72E-07 2.84E-02 1.39E-01 2.85E+03 1.01E-02 8.20E+02 5.79E-03
15 7.29E-07 2.90E-02 2.87E-01 2.76E+03 7.72E-03 4.17E-01 9.18E-03
10 7.38E-07 2.90E-02 3.81E-01 1.62E+03 6.12E-04 6.01E+00 7.82E-03
5 7.00E-07 2.95E-02 5.77E-01 1.11E+03 1.14E-03 2.75E+00 1.08E-02
0 7.67E-07 2.85E-02 6.97E-01 1.12E+03 3.87E-03 7.07E-02 1.18E-02

SOC [%] CZARCb [F] RZARCc [Ω] CZARCc [F] RZARCd [Ω] CZARCd [F] RZARCe [Ω] CZARCe [F]

100 3.40E+00 1.24E-02 2.91E+02 1.07E-02 2.88E-01 6.99E-03 6.94E-02
95 7.31E-02 9.35E-03 3.71E+00 5.67E-03 5.36E+01 1.16E-02 3.12E-01
90 8.20E+02 4.22E-03 4.46E+01 8.03E-03 2.98E+00 1.13E-02 2.90E-01
80 5.22E+01 1.06E-02 2.75E-01 6.72E-03 2.49E+00 1.20E-02 8.20E+02
70 8.20E+02 9.77E-03 2.32E-01 2.67E-03 2.96E+01 7.16E-03 1.53E+00
60 1.95E-01 4.64E-03 7.03E-02 2.64E-03 3.13E+01 8.02E-03 1.21E+00
50 2.02E-01 2.89E-03 2.37E+01 9.52E-03 8.20E+02 8.36E-03 1.06E+00
40 2.05E-01 3.67E-03 1.55E+01 8.78E-03 8.20E+02 4.70E-03 7.07E-02
30 1.31E+00 1.00E-02 2.22E-01 5.27E-03 7.00E-02 8.45E-03 8.20E+02
25 7.41E-02 5.15E-03 1.78E+01 9.87E-03 2.17E-01 9.64E-03 1.16E+00
20 7.38E-02 9.20E-03 1.82E+00 1.11E-02 2.46E-01 5.80E-03 2.09E+01
15 9.72E+00 8.10E-03 8.98E-02 7.11E-03 2.55E+02 8.47E-03 1.56E+00
10 8.14E-02 1.06E-02 1.89E+00 1.04E-02 3.71E-01 1.68E-02 1.26E+01
5 9.01E-02 1.29E-02 5.84E-01 2.59E-02 1.52E+01 1.28E-02 5.83E+00
0 5.58E+00 1.29E-02 5.72E-01 9.07E-03 1.58E-01 3.35E-02 1.22E+01

194



M.A.Sc. Thesis - A.R. Tawakol McMaster University - Mechanical Engineering

Table C.3: Solution values for L−R− ZARC − Zwb model at 10 ◦C

SOC [%] L [H] R [Ω] Rwb [Ω] Cwb [F] RZARCa [Ω] CZARCa [F] RZARCb [Ω]

100 8.07E-07 2.79E-02 2.34E-01 3.05E+03 3.22E-03 3.26E+00 5.20E-03
95 7.99E-07 2.77E-02 5.34E-02 3.69E+03 4.88E-03 2.62E+00 3.36E-03
90 7.96E-07 2.78E-02 4.66E-02 3.17E+03 2.16E-03 1.13E+02 4.50E-03
80 7.99E-07 2.77E-02 2.88E-01 7.53E+03 3.14E-03 4.17E+00 3.82E-03
70 8.02E-07 2.77E-02 9.37E-02 2.90E+03 1.77E-03 1.12E+02 3.63E-03
60 7.94E-07 2.78E-02 8.86E-02 3.49E+03 3.46E-03 1.85E+00 4.91E-03
50 7.96E-07 2.78E-02 2.05E-01 7.13E+03 5.87E-03 2.97E-01 3.82E-03
40 7.85E-07 2.80E-02 1.76E-01 5.83E+03 4.44E-03 9.62E-02 1.56E-03
30 7.99E-07 2.79E-02 1.66E-01 4.65E+03 4.04E-03 3.31E-01 3.70E-03
25 7.81E-07 2.81E-02 1.82E-01 5.25E+03 2.08E-03 2.08E+01 2.72E-03
20 8.04E-07 2.79E-02 2.23E-01 3.82E+03 5.38E-03 2.25E-01 3.39E-03
15 7.76E-07 2.83E-02 2.72E+00 7.70E+03 6.88E-03 4.93E-01 6.52E-03
10 7.10E-07 2.92E-02 4.00E+00 4.76E+03 1.41E-03 8.64E+01 1.10E-02
5 7.43E-07 2.88E-02 4.00E+00 3.68E+03 1.62E-02 7.53E+00 8.11E-03
0 7.48E-07 2.88E-02 4.00E+00 2.95E+03 7.66E-03 9.88E-02 8.49E-03

SOC [%] CZARCb [F] RZARCc [Ω] CZARCc [F] RZARCd [Ω] CZARCd [F] RZARCe [Ω] CZARCe [F]

100 3.40E-01 6.28E-03 2.07E+02 4.09E-03 1.30E+01 4.03E-03 8.91E-02
95 9.06E-02 6.16E-03 2.42E-01 8.94E-03 8.20E+02 3.06E-03 6.30E+01
90 8.97E-02 8.73E-03 8.18E+02 5.80E-03 3.82E-01 3.71E-03 4.19E+00
80 8.99E-02 6.07E-03 3.01E-01 1.27E-02 8.20E+02 3.83E-03 1.89E+02
70 9.03E-02 3.23E-03 2.41E+00 5.45E-03 2.80E-01 7.10E-03 8.20E+02
60 3.05E-01 3.79E-03 9.46E-02 1.56E-03 9.78E+01 6.46E-03 8.20E+02
50 9.28E-02 2.84E-03 3.63E+00 2.28E-03 2.02E+02 7.65E-03 8.16E+02
40 4.50E+00 1.73E-03 1.60E+01 5.59E-03 3.91E-01 6.59E-03 3.86E+02
30 9.70E-02 2.15E-03 1.34E+01 4.48E-03 1.02E+00 5.38E-03 3.34E+02
25 3.86E+00 5.01E-03 9.84E-02 6.25E-03 3.75E+02 5.55E-03 4.75E-01
20 1.01E+01 2.85E-03 1.01E-01 4.75E-03 1.26E+00 4.72E-03 2.34E+02
15 5.36E+00 5.74E-03 1.36E+02 5.46E-03 9.45E-02 2.12E-02 8.20E+02
10 2.21E+01 9.93E-03 1.33E-01 2.32E-02 5.21E+02 8.21E-03 2.23E+00
5 9.44E-01 2.41E-02 5.76E+02 8.20E-03 1.04E-01 1.35E-02 6.54E+01
0 7.36E-01 1.40E-02 7.15E+00 1.98E-02 3.78E+02 1.86E-02 2.90E+01
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Table C.4: Solution values for L−R− ZARC − Zwb model at 25 ◦C

SOC [%] L [H] R [Ω] Rwb [Ω] Cwb [F] RZARCa [Ω] CZARCa [F] RZARCb [Ω]

100 8.41E-07 2.79E-02 1.56E-01 4.21E+03 3.77E-04 5.61E+00 2.69E-03
95 8.12E-07 2.78E-02 9.60E-02 1.30E+04 2.54E-03 1.51E-01 2.13E-03
90 7.87E-07 2.80E-02 2.80E-02 3.71E+03 1.11E-03 3.10E-01 1.62E-03
80 8.15E-07 2.77E-02 1.40E-01 6.88E+03 1.26E-03 1.71E+02 1.52E-03
70 8.15E-07 2.80E-02 1.42E-01 7.79E+03 1.59E-03 2.14E+00 2.84E-03
60 7.62E-07 2.86E-02 6.74E-02 4.28E+03 1.01E-03 1.62E+00 1.01E-03
50 7.79E-07 2.86E-02 7.08E-02 4.44E+03 7.17E-04 9.34E-01 8.21E-04
40 7.76E-07 2.87E-02 6.74E-02 4.44E+03 1.05E-03 9.69E-01 8.15E-04
30 7.38E-07 2.89E-02 6.71E-02 5.24E+03 2.70E-05 4.71E-01 3.70E-04
25 8.20E-07 2.79E-02 1.25E-01 5.57E+03 2.22E-03 1.72E-01 4.35E-04
20 8.21E-07 2.80E-02 5.40E-01 9.86E+03 6.70E-03 8.20E+02 1.86E-03
15 8.12E-07 2.82E-02 4.00E+00 8.83E+03 2.13E-03 5.76E+00 2.63E-03
10 8.17E-07 2.82E-02 4.00E+00 6.14E+03 1.27E-02 8.20E+02 3.12E-03
5 8.72E-07 2.73E-02 4.00E+00 3.21E+03 3.34E-03 5.25E-02 4.09E-04
0 7.99E-07 2.85E-02 4.00E+00 2.01E+03 4.67E-04 3.08E+00 5.81E-03

SOC [%] CZARCb [F] RZARCc [Ω] CZARCc [F] RZARCd [Ω] CZARCd [F] RZARCe [Ω] CZARCe [F]

100 1.22E-01 2.95E-05 6.74E+01 2.43E-03 2.56E+00 2.99E-03 1.25E+02
95 1.48E+02 6.71E-03 8.20E+02 1.97E-03 1.09E+00 1.12E-03 1.34E+01
90 5.75E+00 3.72E-04 6.84E-01 2.20E-03 4.97E-01 3.78E-03 2.67E+02
80 1.50E-01 1.01E-03 8.53E+00 2.37E-03 4.36E-01 5.38E-03 4.81E+02
70 1.57E-01 2.18E-03 1.40E+02 1.65E-06 3.23E-02 5.71E-03 7.64E+02
60 1.61E+00 1.01E-03 1.26E+00 1.01E-03 1.63E+00 1.01E-03 2.10E+00
50 8.70E-01 1.73E-03 4.20E+00 1.33E-03 9.61E-01 4.14E-04 4.16E+00
40 9.10E-01 1.99E-03 3.39E+00 1.02E-03 9.51E-01 1.73E-04 3.20E+00
30 5.89E-02 2.40E-03 2.81E+00 9.05E-04 1.41E+00 2.40E-03 2.81E+00
25 5.95E-01 2.95E-03 1.92E+02 1.32E-03 1.06E+00 1.69E-03 3.06E+00
20 3.55E+00 1.75E-03 1.30E+02 2.54E-03 4.12E-01 1.72E-03 1.48E-01
15 6.91E-01 2.15E-03 1.10E+02 2.37E-03 1.51E-01 1.42E-02 8.20E+02
10 1.31E-01 2.93E-03 1.35E+02 3.36E-03 7.75E+00 3.21E-03 9.36E-01
5 6.05E+02 6.34E-03 5.61E-01 8.36E-03 1.15E+01 1.04E-02 3.71E+02
0 3.35E+01 6.00E-03 7.71E+00 3.85E-03 1.09E+00 3.56E-03 1.34E-01
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Table C.5: Solution values for L−R− ZARC − Zwb model at 40 ◦C

SOC [%] L [H] R [Ω] Rwb [Ω] Cwb [F] RZARCa [Ω] CZARCa [F] RZARCb [Ω]

100 - - - - - - -
95 8.42E-07 2.76E-02 3.64E-02 1.03E+04 5.23E-04 1.56E-02 1.11E-03
90 8.35E-07 2.80E-02 2.16E-02 3.88E+03 5.22E-04 3.97E+00 5.23E-04
80 8.29E-07 2.83E-02 1.05E-01 7.40E+03 6.82E-04 1.70E+00 6.69E-04
70 8.24E-07 2.83E-02 1.06E-01 7.73E+03 5.91E-04 3.95E-01 5.31E-04
60 8.36E-07 2.82E-02 8.53E-02 7.89E+03 9.39E-06 5.94E-03 7.90E-04
50 8.39E-07 2.76E-02 8.12E-02 6.55E+03 1.43E-05 1.17E+00 1.16E-03
40 8.71E-07 2.80E-02 1.07E-01 7.28E+03 7.15E-04 8.63E-01 4.29E-04
30 8.46E-07 2.78E-02 1.16E-01 6.04E+03 6.22E-04 3.96E-02 6.90E-04
25 9.12E-07 2.74E-02 3.61E+00 1.14E+04 1.11E-03 1.11E-04 1.54E-03
20 8.31E-07 2.73E-02 4.00E+00 7.71E+03 1.35E-03 1.82E-03 1.78E-03
15 7.97E-07 2.87E-02 4.00E+00 4.95E+03 1.58E-03 3.66E-01 6.62E-03
10 9.21E-07 2.57E-02 3.99E+00 1.42E+03 5.73E-04 5.02E-03 2.46E-03
5 7.03E-07 2.42E-02 4.00E+00 9.52E+02 6.30E-04 3.74E-04 7.29E-05
0 7.08E-07 2.46E-02 4.00E+00 8.51E+02 7.72E-04 4.30E-02 9.50E-05

SOC [%] CZARCb [F] RZARCc [Ω] CZARCc [F] RZARCd [Ω] CZARCd [F] RZARCe [Ω] CZARCe [F]

100 - - - - - - -
95 4.14E-01 1.26E-03 1.08E+02 6.13E-04 5.84E+00 3.66E-03 8.13E+02
90 2.71E-03 1.85E-05 9.29E+00 5.22E-04 2.99E+00 1.07E-03 1.01E+01
80 8.80E+01 2.31E-03 5.18E+02 6.80E-04 1.01E+00 6.21E-04 2.47E+02
70 1.16E+02 7.34E-04 2.88E+02 5.73E-04 3.24E+00 2.89E-03 5.70E+02
60 4.13E-01 1.12E-04 7.81E+02 4.71E-04 4.32E+00 2.40E-03 1.81E+02
50 1.43E-01 1.24E-03 1.40E+01 6.00E-04 9.70E-02 6.95E-06 8.21E+00
40 1.72E+01 2.19E-03 2.14E+02 7.38E-04 2.53E-01 2.31E-06 3.26E+02
30 4.22E+00 2.13E-06 1.22E+02 1.10E-03 4.35E-01 1.82E-03 1.47E+02
25 2.55E-01 1.22E-02 8.19E+02 1.25E-03 1.20E+02 5.81E-04 1.23E+01
20 4.14E-01 1.80E-03 1.36E+02 1.13E-03 6.71E+00 1.18E-02 8.20E+02
15 7.50E+02 1.71E-03 1.18E+02 1.63E-03 9.07E+00 1.23E-03 2.28E+00
10 3.41E-01 2.13E-04 8.78E-05 3.68E-04 1.24E-01 1.75E-03 4.50E-02
5 6.25E-03 4.37E-04 9.95E-04 4.84E-04 9.20E-04 9.00E-04 4.91E-04
0 3.75E-01 2.93E-04 2.25E-02 1.47E-04 7.98E-03 1.57E-04 2.60E-02
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Appendix D

Drive Cycles Used for Experimental
Validation of Model

The velocity and current profiles for the US06 drive cycle are presented in Section 5.4. This

appendix contains the velocity and current profiles for the remaining drive cycles that are

used for model validation: HWFET, LA92 and UDDS.
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Figure D.1: HWFET drive cycle profile data
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Figure D.2: LA92 drive cycle profile data
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Figure D.3: UDDS drive cycle profile data

201


	Abstract
	Acknowledgments
	List of Figures
	List of Tables
	Abbreviations
	Introduction
	Project Description
	Thesis Objectives
	Thesis Outline

	Energy Storage in Electrified Vehicles
	Background on Electric Vehicles
	History of Transportation Electrification
	Energy Storage Alternatives
	Lithium-Ion Batteries


	Overview of Terminology and Definitions
	Electrochemical Impedance Spectroscopy (EIS)
	Battery Modelling
	Mathematical Models
	Electrochemical Models
	Equivalent Circuit Models
	Comparison

	Battery Testing and Characterization Methods
	Preconditioning/Break-In
	Capacity Test
	OCV-SOC Test
	Hybrid Pulse Power Characterization (HPPC) Test
	Drive Cycle Profiles

	Summary

	D&V Battery Testing System
	Industry Cell Testers
	Hardware Components
	High Frequency Signal Module
	Cycler Module (High Power)
	Coulombic Efficiency Module (High Precision)
	Advantages of Hardware Integration

	Tester Software
	Testing Sequence
	Experimental Setup
	Description of Apparatus
	Cell Fixture and Connections
	Remote Testing

	Summary

	Battery Testing and Characterization Using D&V Battery Testing System
	Break-in Cycles
	OCV - SOC Test
	HPPC Test
	EIS Test
	Summary

	Impedance Modelling
	Battery Model Structure
	Model Parameterization
	Impedance Spectra Fitting Results
	Experimental Validation
	Drive Cycle Simulation Results

	Analysis of Low Frequency Impedance Data
	Summary

	Conclusions and Future Work
	Future Work

	References
	APPENDICES
	Sample Test Script
	L-R-RC-RC-Zwb Model Parameters
	L-R-ZARC-Zwb Model Parameters
	Drive Cycles for Model Validation

