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Abstract 

Energy demand for buildings has been rising during recent years. Increasing building energy 

consumption has caused many energy-related problems and environmental issues. The on-site 

community energy system application is a promising way of providing energy for buildings. 

Community energy system usage reduces the primary energy consumption and environmental 

effects of greenhouse gas (GHG) emissions compared to the implementation of the stand-alone 

energy systems. Furthermore, due to the increase in electricity price and shortage of fossil fuel 

resources, renewable energies and energy storage technologies could be great alternative solutions 

to solve energy-related problems. Generally, the energy system might include various technologies 

such as internal combustion engine, heat recovery system, boiler, thermal storage tank, battery, 

absorption chiller, ground source heat pump, heating coil, electric chiller, solar photovoltaics (PV) 

and solar thermal collectors, and seasonal thermal energy storage. 

The economic, technical and environmental impacts of energy systems depend on the system 

design and operational strategy. The focus of this thesis is to propose unified frameworks, 

including the mathematical formulation of all of the components to determine the optimal energy 

system configuration, the optimal size of each component, and optimal operating strategy. The 

proposed methodologies address the problems related to the optimal design of the energy system 

for both deterministic and stochastic cases. By the use of the proposed frameworks, the design of 

the energy system is investigated for different specified levels of GHG emissions ratio, and the 

purpose is to minimize the annual total cost.  

To account for uncertainties and to reduce the computational times and maintain accuracy, a novel 

strategy is developed to produce scenarios for the stochastic problem. System design is carried out 

to minimize the annual total cost and conditional value at risk (CVaR) of emissions for the 

confidence level of 95%. The results demonstrate how the system size changes due to uncertainty 

and as a function of the operational GHG emissions ratio. It is shown that with the present-day 

technology (without solar technologies and seasonal storage), the lowest amount of GHG 

emissions ratio is 37%. This indicates the need for significant technological development to 

overcome that ratio to be 10% of stand-alone systems. 

This thesis introduces novel performance curves (NPC) for determining the optimal operation of 

the energy system. By the use of this approach, it is possible to identify the optimal operation of 

the energy system without solving complex optimization procedures. The application of the 

proposed NPC strategy is investigated for various case studies in different locations. The usage of 

the proposed strategy leads to the best-operating cost-saving and operational GHG savings when 

compared to other published approaches. It has shown that other strategies are special (not always 

optimal) cases of the NPC strategy. 

Based on the extensive literature review, it is found that it is exceptionally complicated to apply 

the previously proposed models of seasonal thermal energy storage in optimization software. 

Besides, the high computational time is required to obtain an optimum size and operation of storage 

from an optimization software. This thesis also proposes a new flexible semi-analytical, semi-

numerical methodology to model the heat transfer process of the borehole thermal energy storage 

to solve the above challenges. The model increases the flexibility of the storage operation since 

the model can control the process of the storage by also deciding the appropriate storage zone for 

charging and discharging. 
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Research Contributions and Highlights 

• Optimal design and operation of energy systems (ES), including gas turbine, fired heat 

recovery steam generator (HRSG), boiler, electric chiller and absorption chiller, is 

investigated. 

• Analytical criteria for determining the optimal structure of an ES and its optimal operation 

modes are presented. 

• An optimization framework for optimal ES design under uncertainty is presented to 

minimize the ATC and limiting the risk of CDE. 

• A new method, known as a random vector sampling (RVS) method, is developed to 

generate scenarios for uncertain parameters in stochastic problems. RVS significantly 

speeds up convergence and its performance is substantially better than the Monte Carlo 

Sampling method. 

• A novel operating strategy, known as Novel Performance Curve (NPC) strategy, is 

developed to optimize ES operation. The proposed strategy considers changes in energy 

prices, primary energy consumption (PEC) and CO2 emission factors. 

• Following the electrical load strategy, following the thermal load strategy, following the 

hybrid load strategy and match performance strategy are special cases of NPC strategy. 

Economic, environmental and technical performances of ES improve significantly by using 

NPC strategy compared to the application of the mentioned strategies. 

• A new linear flexible semi-analytical, semi-numerical methodology is proposed to model 

the heat transfer process of the borehole thermal energy storage. Compared to the other 

models, this model can be utilized by any optimization software to identify the optimal 

storage size and operation.  

• The proposed model increases the operational flexibility of seasonal storages. The model 

can control the storage operation by selecting a storage zone for charging and discharging.  
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1.1.Introduction and literature review 

Buildings require a large part of worldwide energy sources [1]. This causes a significant increase 

in the greenhouse gas emission intensity in the atmosphere that leads to severe environmental 

challenges. To solve this concern, some of the countries have developed some strategies [2] for 

constructing buildings in a way to be more energy-efficient. In residential areas, the heat required 

for domestic hot water (DHW) and space heating is engaged for almost 80% in the north of Europe 

[3] and Canada [4]. Due to the rise in electricity price and curtailment of fossil fuel resources, 

renewable energies and energy storage technologies could be applied to the energy system as 

generator and storage technologies, respectively, and that leads to a significant reduction in the 

greenhouse gas (GHG) emissions.   

It is highlighted that the consumption of natural gas and oil would increase drastically by 92% and 

48%, respectively, from 2003 to 2030 [5].  The reason is that it is predicted that the consumption 

of the world’s total energy will rise by 71% from 2003 to 2030 [5] [6]. As the energy demand of 

the buildings rises, it is becoming more crucial to discover effective ways to employ the energy 

and to reduce the use of fossil fuels. 

The utilization of on-site community energy systems and distributed energy systems (DES) has 

been increasing recently [7] as they can decrease the total cost and CO2 emissions [8] relative to 

the standalone system's usage. The performance of energy systems has been studied for several 

kinds of buildings, such as office buildings [9], hotels [10], residential buildings [11] [12] and 

commercial buildings. By the use of a power generation unit (PGU) for producing electricity in 

household sectors, there is a substantial quantity of generated waste heat. Using this waste heat 

through the utilization of the heat recovery systems can significantly enhance the system efficiency 

compared to a separate production energy system. By the use of separate production systems, the 

electricity is provided by the grid, and heat and cooling are supplied by the boiler and electric 

chiller, respectively. The efficiency of an energy system would increase from 35-55% to more than 

90% by harvesting the waste heat for heating and cooling demands usage. 

 The energy system might incorporate different technologies. The simple structure of the energy 

system contains a power generation unit (PGU), a heat recovery system, a heating coil or a heat 

exchanger, an absorption chiller, and a backup boiler [13]. Some energy systems include hybrid 

chillers to heighten cooling efficiency [7,8,12,14–16]. Liu et al. [14] suggested an operating 
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strategy for an energy system, including hybrid chillers such that the ratio of cooling energy 

provided by the electric chiller to the cooling load varies hourly. Zheng et al. [15] applied hybrid 

chillers to the energy system. They examined the economic performance of the combined cooling, 

heat and power (CCHP) system following a feed-in tariff policy. Zheng at al. [7] studied the 

operation of an energy system, including hybrid chillers, by proposing a new operating strategy 

based on the minimum distance between loads and the CCHP operating curve. 

One of the practical methods to mitigate the discrepancy between the supply and demand and to 

increase the capability of the energy system is the employment of thermal energy storage (TES). 

Short-term thermal energy storage might be used to achieve a broad range of electric output to 

thermal output ratio , [17].  Mago et al. [18] analyzed the operation of a combined heat and power 

(CHP) system involving dual power generation units and short-term thermal energy storage. Wang 

et al. [19] proposed a model for a community energy system, including short-term thermal energy 

storage. In this study, a day-ahead scheduling strategy was proposed to control the operation of 

the system during a day. The battery additionally can be added to the energy system to manage the 

electric output of the system [20]. Amongst diverse storage technologies, thermal energy storage 

and battery have been frequently utilized to improve the energy system efficiency. Short-term 

thermal energy storage has almost 100% efficiency, and battery efficiency is about 80% [21]. 

Geothermal energy is employed either directly by the exploitation of groundwater of the sub 

stream or with the application of ground source heat pumps (GSHP). GSHP has been integrated 

with an energy system [22–24] to attain flexibleness in providing heating and cooling energies. 

Liu et al. [25] investigated the performance of a CCHP system, which included a GSHP and 

thermal energy storage. Besides the mentioned technologies, some other technologies might also 

be added to energy systems. The use of a CCHP system driven by a gas-steam combined cycle at 

an educational center in China was studied in [26]. Distributed energy resources (e.g., solar energy 

and wind energy) have been integrated with the energy system to improve the economic and 

environmental performances of the system [27]. Fu et al. [28,29] examined the performance of a 

CCHP system composed of an internal combustion engine, a flue gas heat exchanger, a jacket 

water heat exchanger, and an absorption heat pump. 

 Some researchers have studied the employment of solar photovoltaic (PV) panels and solar 

thermal collectors in the energy systems. Rodriguez et al. [30] assessed the performance of the 
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several energy system configurations consisting of solar thermal collectors, photovoltaic panels 

and internal combustion engines by using TRNSYS software. The authors utilized different 

performance criteria; GHG emissions, primary energy consumption and life cycle cost analysis. 

The dimension of the multi-source energy system for varying climate scenarios is investigated by 

Barbieri [31]. 

The thermal load limits electricity production, and peak periods in demand for energy often do not 

align with supply [32]. These limitations lead to increased energy rates and short supplies in the 

periods of highest demand. One of the effective methods to alleviate the discrepancy between the 

supply and demand for energy and to increase the electrical generation capacity of the energy 

system is the application of thermal energy storage (TES). 

The variations in outside temperatures throughout summer and winter cause large heat load and 

cooling load fluctuations over the year. This causes an imbalance of the cooling and heating 

demands. However, the heat load and cooling load are not commonly well-matched with energy 

provided by energy systems or stand-alone systems [33]. As an example, the recovered heat from 

industrial plants depends on the working load of an industrial process or the industrial electricity 

demand, and it is consistent during a year. In this case, there would be extra heat during the 

summer, while the heating demand and cooling demand are small. Accordingly, the seasonal 

demand mismatch signifies an occasion for the employment of the seasonal thermal energy storage 

(STES) systems. Seasonal storage systems can be integrated with either large-scale solar thermal 

collectors or community energy systems or industrial waste heat to compensate for the seasonal 

demand mismatch. 

In summary, electrical, cooling and heating demands of a building alter during a day and also 

during a year. The energy output of an energy system cannot balance with the building energy 

demands. As a result, selecting a proper system configuration, an appropriate sizing of each 

component and using an efficient operating strategy are essential to delivering high energy 

efficiency, economic benefits, and further reducing GHG emissions. It means the economic, 

environmental and energy performances of the energy system depend on the configuration of the 

system, the size of each component and the system operating strategy [16]. 

Considering the extensive literature review, there is still a gap in simultaneous environmental 

assessment and economic assessment of the energy system, including all potential technologies. 
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This is valuable to understand what size the energy system would be to entail both environmental 

and economic benefits. Moreover, the optimal design and operation of an energy system regarding 

both economic and environmental criteria is a complicated task. Equipment models introduce 

nonlinear terms, which makes the model tougher to solve. 

1.2.Research Outline 

The main object of this thesis is to propose different design and operation frameworks for 

community energy systems. The frameworks include the mathematical formulation of all of the 

components, optimization criteria, and suitable methodologies to solve the optimal design problem 

of an energy system. The outputs of the applied framework are the optimal energy system 

configuration, the optimal size of each component and optimal operating strategy. In each design 

framework, a detailed model is presented for energy systems, including non-linear terms 

associated with the partial load operation of each component, and on/off coefficient of each 

component. The system model is turned to the mixed-integer linear programming (MILP) model 

to lower the computational time of the optimization problem. Moreover, the change in the energy 

system size is investigated for different levels of GHG emission ratios (the ratio of the GHG 

emission from the energy system application to those due to the stand-alone system usage). 

This thesis comprises six chapters, including introduction and conclusion chapters. A summary for 

each of the chapters and publications therein is given here: 

Chapter 2: In this chapter, optimal design and operation of combined cooling, heat and power 

(CCHP) system comprising the gas turbine, a fired heat recovery steam generator (HRSG), 

absorption chiller, electric chiller and a boiler are examined comprehensively. Besides, appropriate 

operation strategies concerning different seasons are proposed to optimize the performance of the 

CCHP system based on annual total cost (ATC), primary energy consumption (PEC) and carbon 

dioxide emissions (CDE). The application of the proposed methodology is investigated for a case 

study assuming different climate zones. In this chapter, analytical expressions are derived that 

enable determination of regions where specific operating strategies and modes (specific parts of 

the system are on while others are off) are optimal. These analytical expressions depend on the 

price ratio (the ratio of the electricity price to the natural gas price) and energy demands. The 

contents of this chapter have been published in the Energy Journal [34] after peer review. 
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Chapter 3:  In this chapter, a novel operating strategy that uses overall optimal partial loads of 

power generation unit (PGU) and novel performance curves (NPC) is proposed to optimize the 

energy system operation. Analytical formulations are developed to determine the overall optimum 

partial load of PGU for demands above and below the CCHP operating curve. The designed 

methodology accounts for energy prices, carbon dioxide emissions, primary energy consumption 

factors and load varieties due to the diverse climate zones. Other strategies, such as following 

match performance, hybrid load, electric load, and thermal load strategies, are shown to be the 

particular cases of the NPC methodology.  The performance of a CCHP following the NPC 

methodology is compared to the CCHP performances following other mostly used operating 

strategies such as following match performance, hybrid load, electric load, and thermal load 

strategies. The comparison is made for two small hotel buildings in San Francisco and Miami and 

residential buildings in Dalian, holding different energy demand profiles. The contents of this 

chapter have been published in the Applied Energy Journal [12] after peer review. 

Chapter 4: In this chapter, a design methodology is proposed to addresses the problems associated 

with the optimal design and optimal operation of the energy system under uncertainties in energy 

demand and energy prices. A detailed MILP model is proposed, which captures nonlinear 

performance characteristics of the equipment. The energy system includes all practically available 

technologies such as power generation unit, boiler, heat recovery system, electric chiller, GSHP, 

absorption chiller, heating coil, battery, and thermal storage. The model contains the risk of 

occasionally high CDE. 

A new strategy is developed to generate scenarios for the stochastic problem, which we call RVS 

(random vector sampling) method. First, discrete distributions of the uncertain parameters are 

obtained by the moment matching technique by three points. Then, candidate vectors for different 

sets of three scenarios are built, and their probabilities are normalized. Finally, one vector is 

randomly selected for each uncertain parameter. The proposed methodology is applied to the case 

study in Dalian, China. The size of the system is investigated for both deterministic and stochastic 

cases. The contents of this chapter have been published in the Applied Energy Journal [35] after 

peer review. 

Chapter 5:  In this chapter, an extensive literature review regarding various models of borehole 

heat exchangers is presented. It is a somewhat complicated task to use the available models in 
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optimization software for optimal sizing and optimal operation of the seasonal storage due to the 

high computational time. To solve this challenge, in the second part of this chapter, a new flexible 

semi-analytical, semi-numerical methodology to model is expressed for describing the heat 

transfer process of the borehole thermal energy storage.  Based on the previous models, the heat 

extracted/ injected from/into the storage can be regulated by either changing the water flow rate 

inside each borehole or adjusting the inlet water temperature. However, by offering the new model, 

the flexibility of the storage operation increases because one can control the heat input or heat 

output by choosing an appropriate storage section as well (has a different number of boreholes). 
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a b s t r a c t

The configuration, design and operation strategy are the main factors that can affect the technical,
economic and environmental performances of combined cooling, heating and power (CCHP) system. In
this paper, the operation of a CCHP system with fired heat recovery steam generator (HRSG), electric
chiller, absorption chiller and a boiler is classified into one of three scenarios which are determined by
gas turbine size and magnitude of thermal and electric loads. The optimal operating strategies are
presented for these scenarios. For scenario with high cooling loads, we derive analytical expressions for
calculation of ratio (electricity price/natural gas price) values which delimit three optimal modes for
providing cooling demand in summer, thereby enabling selection of optimal operating strategy without
numerical optimization. We examine the optimal design of CCHP system in three climate zones based on
the proposed strategy. Supplementary firing as well as a higher coefficient of performance (COP) of the
absorption chiller increase system efficiency and enable reduction of gas turbine size. Our case studies
show that supplementary firing, (for some values of price ratio, absorption chiller COP and climate zone)
the electric chiller and/or the boiler are necessary components to achieve optimal system performance.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Combined cooling, heating and power systems (CCHP) are en-
ergy efficient alternatives for supplying electricity, heat and cooling
to large and small-scale buildings. Since there is a fluctuation in
demands for the electricity, cooling and heating during a day and
through different months of a year, a CCHP system needs to be able
to satisfy such varying demands while maintaining high efficiency
and producing minimal greenhouse gas (GHG) emissions.

A schematic diagram of a simple CCHP plant with a fired HRSG is
shown in Fig. 1. Large scale systems use the gas turbine (GT) [1,2] as
a power generation unit (PGU). HRSG is used to recover a portion of
heat from the exhaust gas to generate saturated steam. An auxiliary
boiler and an electric chiller are used to provide additional heat and
cooling when needed. If the energy recovered from the exhaust gas
is not sufficient to produce the required amount of steam or hot
water, a supplementary firing fuel is used to compensate for it. Such
structure enables the steam flow rates to be controlled by the

supplementary firing.
There have been many studies on the CCHP systems, dealing

with optimal operational strategies and design methods. In the
interest of brevity, we will present a summary of those previous
studies that are relevant to our work. Operating strategy of a CCHP
system typically either is following the thermal load (FTL) or it
follows the electric load (FEL) [3] or it is a hybrid strategy (FHL) [4]
which switches between electric load and thermal load following.
In addition, optimal configuration and operation of a CCHP system
depends on various factors, such as the use of a suitable Organic
Rankine Cycle (ORC) [5,6], optimal capacity of the prime mover [7],
application of the thermal energy storage [8,9] and the use of
renewable energy [10] or distributed energy resources.

Efficiency and economic performance of a CHP system in a
sewage treatment plant were analyzed [11,12] by considering
different configurations of the prime mover, such as multiple units
of the micro gas turbine of the same size and a combination of
different sizes of the micro gas turbine. It was found that a higher
power generation efficiency is achievable by application of an op-
timum combination of the micro gas turbines which required a
higher capital investment. Fumo et al. [13] presented a* Corresponding author. Tel.: þ1 905 525 9140x26386.
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methodology based on the ratio of the electrical demand to the PGU
capacity and the ratio of electrical demand to thermal demand to
select the right operational strategy between FTL and FEL for CHP
and CCHP systems with no export of the electricity. An operational
strategy proposed by Mingxi et al. [14] for CCHP system with the
hybrid chiller that the ratio of the electric cooling (the cooling
provided by the electric chiller) to the total cooling demand
changes hourly.

Tan et al. [15] followed electric load to optimize the operation of
a large-scale combined cycle CCHP system driven by natural gas. In
their subsequent work [16], they presented a model for operational
optimization of a CCHP system powered by renewable energy re-
sources based on four criteria: energy rate, operational cost, CO2
emission and a combination of them. Kyungtae et al. [17] presented
analytical solutions to determine the optimum operation of a po-
wer generation unit of a CHP system. Zheng et al. [18] proposed a
novel flexible operational strategy for CCHP systems based on the
minimum distance of the load to the performance curve. They also
analyzed the impact of feed-in tariff [19] on design and operation of
a CCHP system.

Comparison of different operational strategies has been carried
out in some of the studies. Basrawi et al. [20] analyzed the effect of
four different strategies on the economic and the environmental
performances of a CCHP system driven by micro gas turbines. FEL,
FTL, mix-match and base load strategies were examined based on
net present value and emission reduction index. Under the base
load strategy, PGU operates at its full load capacity, while in the
mix-match strategy it follows higher of electrical or thermal de-
mand. Li et al. [21] compared CCHP performance under five
different strategies: FEL, FTL, FHL, seasonal load following strategy
(FSS) and following the electrical-thermal load of buildings (FLB).
FLB strategy is based on an optimized value of load ratio. If the ratio
of hourly electric load to hourly thermal load is less than this value,
the PGU follows the thermal load. Otherwise, the electric load is
followed. FSS strategy is similar to FLB strategy; ratio of the
monthly electric load to the monthly thermal load is compared to
one. If this ratio ismore than one, the optimum strategy is following
the electric load. Otherwise, the system follows the thermal load.
Calise et al. [22] evaluated three different strategies, FEL, FTL and
base load strategies, to minimize the plant cost and maximize the

CCHP performance. The results showed that FEL strategy could
achieve higher profitability. Moreover, FEL, FTL and base load
operation strategies [23] were examined for a hybrid photovoltaic
and micro gas turbine CCHP system. It was deduced that FEL
strategy yields the highest net profit for this scheme.

Besides mentioned strategies, finite time thermodynamics
[24e27] has been applied as a powerful tool to optimize the design
and operation of CCHP and CHP systems. The endoreversible CHP
[28,29], irreversible CHP systems [30e34], endoreversible CCHP
system [35] and irreversible CCHP systems [36,37] have been
modeled by using finite time thermodynamics and then optimized
based on profit rate and exergy efficiency. Furthermore, analytical
formulas of dimensionless profit rate and exergy efficiency were
developed to utilize as some guidelines for the designs and oper-
ations of practical systems.

An additional degree of freedom enabling better decisions on
how to best operate a CCHP system is offered by the supplementary
firing. Supplementary firing (via a duct burner) can be used in a
simple cycle or in a combined cycle based cogeneration and tri-
generation systems in order to adjust the power to heat ratio as
required to meet power, heat and cooling demands. It is more
efficient than deploying an additional boiler which leads to the fuel
savings of 10e20% when compared to the boiler [38,39]. Besides
natural gas, supplementary firing can use other fuels (e.g. coal [40]).
In addition, a duct burner can operate with the exhaust gas con-
taining 12%mole fraction of O2 [41], while the common combustors
are designed to work with the exhaust gas containing 20e21% of
the oxygen.

Several studies have published dealing with supplementary
firing application in CHP, CCHP and power plant. They include:

i Thermodynamic and exergy analyses in a combined cycle
[42,43] at different flow rates of supplementary firing

ii Exergy and environmental analyses [44] in a real combined
cycle power plant

iii Cost analysis of the design of a sequential supplementary fired
HRSG [45] in combined cycle power plants

iv Life cycle cost analysis of integrated desalination and cogene-
ration system [46] including GT and fired HRSG

Gas Turbine HRSGs 
Absorption chiller

Heating coil

Electric chiller

building

∑

Boiler

Natural gas
Supplementary 

firing/Duct burner

Fig. 1. Energy flow diagram of CCHP system.
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v Analysis of the net electrical efficiency of a steam turbine [47]
driven by HRSG and supplementary firing at different loads

Some studies analyzed the effect of supplementary firing on the
operation of CHP and CCHP systems, and most of them were
focused on economic analysis. Yang et al. [48], Kehlhofer et al. [49]
and Shabbir et al. [50] proposed that HRSG supplementary firing
can be applied to CCHP and CHP systems to improve flexibility to
meet the demand loads. Bindlish [51] studied real-time optimiza-
tion of a cogeneration plant for scheduling of power production on
a daily basis. He investigated the effect of the supplementary firing
on exporting the electricity to the grid at different ambient tem-
peratures. Mitra et al. [52] proposed a generalized model for
scheduling of CHP systems under sensitivity of the electricity price
and at various modes including two modes for HRSG, unfired and
fired.

Several other studies addressed supplementary firing as a var-
iable for designing CHP and CCHP systems. Mokheimer et al. [53]
investigated the technical and economic feasibilities of solar inte-
grated gas turbine CHP system. They showed that duct burner
performance during winter and summer mostly depends on the GT
size, solar energy and ambient temperature. Rossiter [54] investi-
gated the economic tradeoff of using a simple cycle and a combined
cycle power plants in a cogeneration system. He deduced that for
high fuel cost relative to the cost of electricity; the optimum design
is a simple cycle with no supplementary firing. At moderate cost
ratio, the combined cycle with a little supplementary firing is the
optimum design. Finally, when the natural gas cost is low, the
combined cycle with high supplementary firing is valuable. Jabbari
et al. [55] designed and optimized CCHP system included into a
Kraft process for makingwood pulp. Supplementary firing flow rate
was an important design variable enabling the system to supply the
required electricity and steam by using the steam turbine and the
extracted steam from the steam turbine, respectively. Application
of CCHP system in an industrial facility was examined and reported
in Ref. [56] by Environmental Protection Agency of United States.
CCHP system comprised a gas turbine, fired HRSG, a boiler, and an
absorption chiller. Four different cases were studied by considering
different sizes of the gas turbine. The HRSG was analyzed in two
modes, fired and unfired. It was deduced that the application of
CCHP system with fired HRSG is more economical than the CCHP
with unfired HRSG.

Therefore, by using supplementary firing, an electric chiller, an
absorption chiller and a boiler, the CCHP system becomes more
valuable but also more complicated. Usage of electricity generated
via the gas turbine, electricity from the grid, recovered exhaust
heat, supplementary firing and the energy of the boiler should be
managed appropriately to provide cooling in an optimal manner.
Also, recovered exhaust heat, supplementary firing and the energy
from the boiler should be utilized efficiently for heating. As a result,
proposing a suitable operation strategy is crucial.

In this work, optimal design and operation of a CCHP system
comprising GT, a fired HRSG, an absorption chiller, an electric
chiller and a boiler are examined in a comprehensive manner. A
previous study [57] of a system with a similar configuration with
thermal storage focused on optimizing the operational costs via an
MILP model. In this work, we first derive analytical expressions
which enable determination of regions where specific operating
strategies and modes (specific parts of the system are on while
others are off) are optimal. These criteria depend on the ratio of the
price of electricity to the price of natural gas and energy demands.
They can be used either for deciding how to operate an existing
system or to decide what is the optimal structure of a systemwhich
is being designed. Operation strategy is proposed to optimize the
performance of CCHP system based on annual total cost (ATC),

primary energy consumption (PEC) and carbon dioxide emissions
(CDE). Following that, we present a case study of optimizing CCHP
system for a large consumer in different climate zones. Our case
studies show that under a specific set of conditions, the supple-
mentary firing, the boiler and the electric chiller are essential
components to achieve the optimal system performance.

2. CCHP model

2.1. GT and HRSG without supplementary firing (unfired mode)

Mass and energy balances for individual pieces of equipment
relate the fuel consumption and the useful energy production by a
CCHP system. We assume that the power generation unit, PGU, is a
gas turbine, GT.

Electricity generated by the GT is:

EGT ðtÞ ¼ FðtÞhGT ðtÞ (1)

where hGT is the GTefficiency and F [kW] is the energy produced by
combustion of fuel.

The GT efficiency varies throughout the operating range and can
be modeled [3] by Eqs. (2)e(4):

hGT ¼ hnom;GT

�
0:1797þ 2:329f � 2:334f 2 þ 0:8264f 3

�
(2)

where f [�] is the partial load of GT and is defined as follows:

f ¼ EGT
Enom

; fmin ¼ 0:25 and fmax ¼ 1 (3)

where Enom [kW] is the nominal capacity of GT cycle, fmin and fmax

[�] are the minimum and the maximum partial load operations of
GT, respectively, and hnom;GT is the efficiency of GT running at full
load and is defined [3] by Eq. (4):

hnom;GT ¼ 0:0409ln ðEnomÞ � 0:0687 (4)

The electrical power generation efficiency of GT depends on its
partial load operation and its capacity. As stated by Eq. (2), the GT
efficiency increases by increasing the partial load operation. Also,
according to Eq. (4), increasing the capacity of the GT yields an
increase in the electrical generation efficiency.

Recovered heat from GT cycle via HRSG in unfired mode is given
by Eq. (5):

Qrec�unf ðtÞ ¼ FðtÞ½1� hGT ðtÞ�hHRSG�unf (5)

where hHRSG�unf is the efficiency of HRSG in unfired mode and
Qrec�unf [kW] is the recovered heat.

The electrical output of a CCHP system without supplementary
firing is related to the thermal output of the CCHP system by the
following equations (Mago et al. [57]):

EGT ¼ KQrec�unf (6)

where K [�] is defined by Eq. (7):

K ¼ hGT
hrecð1� hGT Þ

(7)

where hrec (the same as hHRSG�unf ) is the efficiency of the heat re-
covery system in the unfired mode.
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2.2. Maximum amount of supplementary firing

The maximum amount of supplementary fuel is constrained
[58] either because of the mechanical limitations of devices such as
the evaporator or due to the oxygen limit in the exhaust gas or in
some cases because of the limiting pinch point consideration. After
the fuel is added to the exhaust gas coming from the GT cycle, the
exhaust gas temperature at the entry to HRSG increases from 450 to
500 �C to 980e1000�C . The actual increase depends on the steam
saturation pressure, the load of the prime mover, etc. Hence, at the
design stage, the maximum temperature of the gas entering HRSG
should be set at a particular value. Previous work [59] suggested
that the heat recovery capacity should be such that the stack
temperature stays above the minimum value of 100�150�C to
avoid acid precipitation and prevent corrosion.

Bischi et al. [60] stated that there is a linear relation between
fuel burnt in the GT cycle and the supplementary firing fuel, but
they didn't provide an analytical relationship. This relationship can
be derived from energy balance (see the supplementary material)
as shown by Eq. (8):

Fsf ðtÞ ¼ FðtÞ
"
ð1� hGT Þ

hDB

 
qex�f ðtÞ
qex�unf

� 1

!#
(8)

where qex�f and qex�unf [K] are the exhaust gas temperature
entering to the HRSG at fired and unfired modes, respectively and
hDB is the duct burner efficiency. Eq. (8) relates the energy gener-
ated by burning the supplementary fuel with the exhaust gas
temperature in fired and unfired modes.

If qex�f�max is the maximum allowable temperature of the
exhaust gas, then the constraint on the supplementary firing fuel is
as follows:

Fsf ðtÞ � FðtÞ
"
ð1� hGT Þ

hDB

 
qex�f�max

qex�unf
� 1

!#
(9)

Depending on the variations of power and thermal demands
over some periods, supplementary firing may be used up to the
amount constrained by Eq. (9).

2.3. HRSG efficiency and amount of heat recovered in fired mode

One of the technical parameters used for CCHP performance
assessment is the total efficiency hCCHP , (based on cogeneration
efficiency definition) which for a simple CCHP cycle can be
expressed as follows:

hCCHP ¼ 1� qs (10)

where qs [�] is the fraction of incoming energy lost in the stack
(amount of energy wasted in the stack per unit amount of the en-
ergy supplied to the GT cycle).

The difference in CCHP efficiency between the fired and unfired
modes can be expressed as follows (refer to the supplementary
material):

hCCHP�f � hCCHP�unf ¼ ð1� hGTÞ
�
c� hHRSG�unf

� c
0
M

cðMþ 1Þ (11)

where hCCHP�f and hCCHP�unf are the fired and unfired CCHP effi-
ciencies, respectively, and

M ¼ ð1� hGT Þ
hDB

 
qex�f

qex�unf
� 1

!
(12)

Parameters c’ and c [�] are correction factors which are used in
the definition of CCHP and HRSG efficiencies, respectively (refer to
the supplementary material).

By assuming that the mass flow rate and final exhaust gas
temperature remain almost constant during supplementary firing
[2], HRSG efficiency in the fired mode is as follows (refer to the
supplementary material):

hHRSG�f ¼
�

qex�f

qex�unf
� 1
��

c� hHRSG�unf

�
�

qex�f

qex�unf

� þ hHRSG�unf (13)

where hHRSG�f and hHRSG�unf are fired and unfired HRSG effi-
ciencies, respectively.

The efficiency of the HRSG increases by increasing the partial
load or increasing the supplementary firing fuel [61] as stated by
Eq. (13).

Total heat recovered by HRSG in a fired mode is as follows:

Qrec�f ðtÞ ¼
n
FðtÞ½1� hGT ðtÞ� þ Fsf ðtÞhDB

o
hHRSG�f ðtÞ (14)

Substituting Eq. (13) and Eq. (8) into Eq. (14) leads to (refer to
the supplementary material):

Qrec�f ðtÞ ¼ FðtÞ½1� hGT ðtÞ�hHRSG�unf þ c hDBFsf ðtÞ (15)

Using c hDB ¼ 1 leads to small errors and it makes optimization
simpler while still achieving acceptable accuracy. Theoretical duct
burner efficiency is 100% [44,58,62,63] which means that the HRSG
absorbs all of the fuel consumed by the duct burner.

2.4. CCHP demand energy balance

If the heat loss in HRSG is designated as hHRSG�loss (it is usually
1%e2% as shown in Ref. [38]) then the remaining heat recovered by
the system is:

Qeff ðtÞ ¼ Qrec�f ðtÞð1� hHRSG�lossÞ (16)

The total electricity consumed by the users is the sum of the
electricity produced by GT and the electricity imported from the
grid minus the electricity used to power the electric chiller. Hence,
the electrical energy balance is shown by Eq. (17):

EdðtÞ ¼ EGT ðtÞ þ EgridðtÞ �
aðtÞQcdðtÞ
COPec

(17)

where a is the portion of cooling demand supplied by the electric
chiller and COPec is the coefficient of performance of the electric
chiller.

Some fraction b of the recovered heat from HRSG and fraction
d of the heat supplied by the boiler are used tomeet the demand for
heating, which is shown by Eq. (18).

bðtÞQeff ðtÞ þ dðtÞQbðtÞ ¼
QhdðtÞ
hhc

(18)

where Qhd [kW] is the rate of the heating demand at time t [hr], hhc
is the heating coil efficiency and Qb [kW] is the boiler duty.

Since HRSG, boiler and the electric chiller (which is supplied by
the excess electricity from the grid) provide energy for the fraction
(1� a) of the cooling demand, the energy balance for the cooling
demand is as follows:
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½1� bðtÞ�Qeff ðtÞ þ ½1� dðtÞ�QbðtÞ �
EexcessðtÞCOPec

COPac

¼ ½1� aðtÞ�QcdðtÞ
COPac

(19)

where COPac is the coefficient of performance of absorption chiller
and Eexcess [kW] is the electricity imported from the grid and sent to
the electric chiller. COP of the absorption chiller depends on
different manufacturers and varies slightly with changes in the
partial load [18,64e66]. This parameter mostly depends on the
temperature of the generator and then the temperatures of the
evaporator and the condenser [23,67]. Changing evaporator and
generator temperatures at fixed condenser temperature [67]
changes COP. As a result, we will assume different ranges of COP
from 0.7 to 1.2 [68]. We assume the absorption chillers used in
Refs. [3,69] for this study.

For all of Eqs. (17)e(19):

0 � a; b; d � 1 (20)

We should note that a; b and d cannot take any value. For
example when 0<b<1 then d ¼ 0 or when a ¼ 1 the value
of b ¼ 1. It is assumed the recovered exhaust heat is utilized first to
satisfy the heating.

3. CCHP operation modes in different seasons

Let us assume that the electric demand and the thermal demand
are greater than the minimum output of the CCHP system. We will
consider three demand/supply scenarios:

i. Scenario A: Demand for electricity Ed is less than or equal to the
amount of the electricity which is generated when burning the
amount of fuel required to meet the thermal demand Qd, i.e.
Ed � KQd. In addition, demands for electricity plus electricity
needed for cooling are less than or equal to the capacity of the
gas turbine, Eq. (21). This constraint is valid during some hours
of the transition season and the winter.

Ed þ
Qcd

COPec
� Enom (21)

ii. Scenario B: Demand for electricity, Ed, is less than or equal to the
amount of electricity which is generated when burning the
amount of fuel required to meet the thermal demand Qd, i.e.
Ed � KQd. In addition, demands for electricity plus electricity
needed for cooling are greater than the capacity of the gas tur-
bine, Eq. (22). This constraint is true during some hours of the
winter season when the electrical demand is high and in the
summer when the cooling demand is high.

Ed þ
Qcd

COPec
> Enom (22)

iii. Scenario C: Demand for electricity is greater than the amount
of electricity which is generatedwhen burning the amount of
fuel required to meet the thermal demand Qd, i.e. Ed >KQd.
Thermal demand, Qd [see Eq. (23)], comprises of the energy
required for heating and the energy used to power the ab-
sorption chiller for cooling. This scenario exists mostly in the
transition season. Thermal demand is calculated as bellow:

Qd ¼ Qhd

hhc
þ Qcd

COPac
(23)

Our goal is to derive the optimal operating strategy and
configuration (i.e. pattern describing which parts of the CCHP
system are “on” or “off”) which produces the minimum excess
thermal and electric energies.

3.1. Scenario A

To express the proposed operation strategy clearly, we will use
results of comparing operation of CCHP with and without supple-
mentary firing (fired or unfired), which are shown in Fig. 2. These
results correspond to a CCHP system operating in winter. Detailed
description of the system is given in the supplementary material.

Fig. 2 shows the optimal operation of the CCHP system for
different amounts of the heat demand and the fixed values of the
electric demand and cooling demand subject to the constraint in
Eq. (21). There are two distinct operating regions.

Region I: In this region, the entire heating demand can be sup-
plied by the heat recovered from the exhaust gas of GT cycle. At
smaller loads, heating and cooling demands are supplied by the
recovered exhaust gas heat and the electric chiller does not operate
(Ed ¼ K Qd) and all generated electricity is used to meet the elec-
trical demand. Further increases in the heat demand (Ed � KQd
constraint remains valid) lead to some portion of the cooling de-
mand being supplied by the electric chiller powered by the elec-
tricity generated by the GT cycle, which in turn supplies heat to
meet the heating demand via the recovered exhaust heat. This
operation continues up to 6300 kW heat demand when GT load
reaches to maximum load (which is at Ed þ Qcd

COPec
) and all heat

recovered from the exhaust gas is used in the heating coil to satisfy
the heat demand. In this case, the cooling demand is provided
totally by the electric chiller.

Region II: In this region, the maximum recovered exhaust gas
heat is lower than heating demand, so the supplementary firing
supplies extra heat as required to meet the heating demand.
Additional heat is generated by the auxiliary boiler when the
supplementary firing is at its maximum value as given by Eq. (29).

Let us describe region I and region II in the form of energy bal-
ance equations. In region I demands are supplied without using
supplementary firing fuel, the boiler and the electricity from the
grid. The electric energy balance equation is given by Eq. (24)
(HRSG efficiency in unfired mode is represented as hrec for
simplicity):

Ed ¼ FhGT � aQcd
COPec

(24)

Heating and cooling energy balance equations are:

Qhd

hhc
¼ bF½hrecð1� hGT Þ� (25)

ð1� aÞQcd

COPac
¼ ð1� bÞF½hrecð1� hGTÞ� (26)

In this case 0<b<1. If b>1, then a ¼ 1 and b ¼ 1 since all of the
cooling demand should be met by the electricity generated in GT
and all recovered heat goes to the heating coil. This situation exists
mostly for winter, i.e. low cooling demand and high heating de-
mand. In this situation, scenario A region II is applicable. Therefore,
the heating balance is described by either by Eq. (27) or Eq. (28).

S.F. Afzali, V. Mahalec / Energy 139 (2017) 1052e10651056

Ph.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical EngineeringPh.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical Engineering

16



Qhd

hhc
¼ F½hrecð1� hGT Þ þM� (27)

and in the extreme case if M>Mmax then:

Qhd
hhc

¼ F½hrecð1� hGT Þ þMmax� þ Qb (28)

where Mmax is defined as bellow:

Mmax ¼ 1
F
min

2
4
�
1� hnom;GT

�
hDB

 
qex�f�max

qex�unf
� 1

!
Fnom;CaDB

3
5

(29)

where CaDB [kW] is the supplementary fuel (duct burner) capacity.

3.2. Scenario B

If Ed � Enom, then two different situations may be existed based
on the heating demand amount.

(i) Qhd
hhc

� Qnom�unf , where Qnom�unf [kW] is the maximum un-
fired recovered heat.

In this case, the value of b is calculated from Eq. (24), Eq. (25)
and Eq. (26). Otherwise, some of the heating demand should be
supplied by supplementary firing and then by the boiler as
described by Eq. (27) and Eq. (28), respectively, and by
setting F ¼ Fnom. For cooling demand inequality given by Eq. (30)
holds:

ð1� aÞQcd

COPac
> ð1� bÞFnom

h
hrec

�
1� hnom;GT

�i
(30)

Eq. (30) states the remaining amount of the cooling

demand ½ð1� aÞQcd�, is more than the remaining amount of the
recovered exhaust gas energy. Therefore, Eq. (31) and Eq. (32)
describe the supply of the rest of cooling demand. This situation
mostly exists in summers.

gQcd

COPac
¼ ð1� bÞFnom

h
hrec

�
1� hnom;GT

�i
(31)

Eq. (31) states exhaust heat recovered can supply g fraction of
cooling demand.

ð1� g� aÞQcd ¼ Qrem (32)

The rest of the cooling demandwhich isQrem should be provided
by optimum application of supplementary firing, the grid elec-
tricity and the boiler.

(ii) Qhd
hhc

>Qnom�unf

Based on the heating demand value, heating demand energy
balance can be established by either Eq. (27) or Eq. (28)
when F ¼ Fnom. This situation exists in winter and when the elec-
tric demand is high and not much of cooling is needed.

If the cooling demand is not satisfied by the electricity from the
GT, its remaining amount can be provided by optimum usage of
supplementary firing, the boiler and the electricity from the grid.

ð1� aÞQcd ¼ Qrem (33)

when Ed > Enom, the electric energy balance equation is as Eq. (34)
and all of Eq. (26)e(32) should be solved with considering a ¼ 0.

Ed ¼ Fnomhnom;GT þ Egrid (34)

3.2.1. Determining Qrem

In general, to supply the cooling demand, there are three modes

Fig. 2. Supplying heating demands for scenario A for CCHP systems with fired HRSG and CCHP with unfired HRSG with different sources.
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of the system based on different values of the price ratio (cost of
electricity/cost of natural gas):

� Mode 1: Cooling demand is met first by the use of heat recovered
from the exhaust, next by surplus electricity from GT cycle, then
by the supplementary firing, and finally by the boiler.

� Mode 2: Cooling demand is fulfilled first by the use of heat
recovered from the exhaust (if available), next by surplus elec-
tricity from GT cycle, then by the supplementary firing, and
finally by using the electricity from grid to power the electric
chiller.

� Mode 3: Initially heat recovered from the exhaust gas powers
the absorption chiller, followed by the electric chiller with
electricity from the GT cycle and finally the grid.

Eqs. (35) and (36) are used to determine the price ratio limits
(sL) and (sU), which bracket the region where the supplementary
firing and the electricity from the grid are utilized while the boiler
is shut down.

1
ATCSP

�
CN � CECOPac

COPec

�
¼ 1

CDESP

�
mCO2;ECOPac

COPec
� mCO2;N

�

þ 1
PECSP

 
COPac

hgridhpgu;spCOPec
� 1

!

(35)

where mCO2;E and mCO2;N [g/kWh] are CDE factors of the electricity
from the grid and natural gas, respectively, CE and CN [$/kWh] are

costs of the electricity and natural gas, respectively, and hpgu;sp is
the PGU efficiency of SP system. Solution of Eq. (35) for a specific
value of the natural gas price, CN, is the electric price, CE . Their ratio
is the lower bound of the price ratio sL.

The analogous procedure is applied to Eq. (36) yields the upper
bound of the price ratio; sU :

1
ATCSP

�
CN � hb

CECOPac
COPec

�
¼ 1

CDESP

�
mCO2;ECOPac

COPec
hb � mCO2;N

�

þ 1
PECSP

 
COPac

hgridhpgu;spCOPec
hb � 1

!

(36)

If we minimize objective function j comprised of equally
weighted total annual cost, carbon dioxide emissions plus primary
energy consumption and plot its optimal (lowest possible) values
against various values of the price ratio s for each of these three
operating modes and four different absorption chiller COPs, results
are as shown in Fig. 3. For example as shown in Fig. 3 (b), by using
the absorption chiller with COP ¼ 0.8, the lower limit of price ratio
is sL ¼ 3:6, and the upper limit is sU ¼ 8. It means that when the
price ratio is less than 3.6, the operating mode 1 is optimal since
this mode has the lowest possible objective function (j) in this
region. If the price ratio is between 3.6 and 8, mode 2 is chosen as
the optimal operational strategy. Otherwise, mode 3 is the best one.

Criteria for choosing the optimal operational strategies for
different modes are summarized in Table 1.

Fig. 3. Determining the lower and the upper price ratios which delimit three optimum operation modes of CCHP system for determining Qrem .
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3.3. Scenario C

In this scenario, the supplementary firing is employed when the
thermal demand is more than the maximum recovered exhaust gas
heat and the GT works at full load. When the thermal demand is
lower than the maximum recovered heat, there is no need for a
supplementary firing or the boiler, since the thermal demand is
satisfied by the thermal output of the CCHP system. If thermal
demand is more than Qnom, optimum operating strategy for appli-
cation of supplementary firing is a combination of scenario A region
II and scenario B. All possible cases are summarized in Table 2.

When Ed < Emin or Qd <Qmin the system can operate at its
minimum capacity which is:

Emin ¼ 0:25; Emax ¼ 0:25Fnomhnom;GT (37)

In this case, the system operates at its minimum capacity
if ji � 1. Otherwise, the system doesn't operate and the energy
demand is met by the SP system.

The decision-making process based on the proposed strategy is
summarized in Tables 3 and 4. Following Tables 1, 3 and 4, we can
calculate the load of GT, supplementary firing fuel and the optimum
application of different equipment to provide the energy for the
loads in different seasons.

At the design stage, there are three degrees of freedom: Enom,
Mmax and the electric chiller capacity. They should be determined
based on the optimal operating mode (strategy) presented in this
section. After determining these three values, sizes of the remain-
ing equipment, such as the absorption chiller and the boiler can be
determined.

4. Case study: optimization of a CCHP with supplementary
firing

In order to evaluate operation and design of CCHP system with
supplementary firing in different climate zones, the hotel located in
Dalian, China [3] is selected as a base case study (zone1). There are
four single 24 floors buildings in the hotel. The chosen city has
warm summers and cold winters. Energy demands of the buildings
are shown in Fig. 4. Table 5 provides regional demand coefficients
[19] which can be used to determine the demands for other climate
zones as shown by Eqs. (38)e(40).

Ejd ¼ f jeEd (38)

Qj
hd ¼ f jhQhd (39)

Qj
cd ¼ f jcQcd (40)

where superscript j represents different climate zones.

4.1. Solution methodology

Eqs. (1)e(8) and Eqs. (15)e(20) represent the CCHP model
which has been optimized based on the performance criteria
defined in section 4.2. The model has beenwritten in GAMS version
24.7.4 based on the proposed strategy and solved by finding a
starting point (move away from zero value of the variables) by
IPOPT version 3.12, finding a local optimum by CONOPT version
3.17A and then solved to optimality by BARON version 16.8.24 (see

Table 1
Optimal use of energy sources to meet the cooling demand.

Price Ratio Exhaust Recovery Electricity form GT Supplementary Firing Boiler Grid

Mode 1 sU < s Yes Yes Yes Yes No
Mode 2 sL <s< sU Yes Yes Yes No Yes
Mode 3 s<sL Yes Yes No No Yes

Table 2
Operating strategies for scenario C.

Cases Ed � Enom Ed < Enom

Qd � Qnom­unf If Qhd
hhc

� Qnom

The procedure is the same as Scenario A region II

If Qhd
hhc

< Qnom

The operation strategy is the same as scenario B

N/A

Qd <Qnom­unf supplementary firing is off
Electric chiller is off
Boiler is off

supplementary firing is off
Electric chiller is off
Boiler is off

Table 3
Decision table for all demands of scenarios A and B.

Ed <KQd
Qhd
hhc

>Qnom�unf
Qhd
hhc

� Qnom�unf

Ed > Enom Ed � Enom
Scenario B 1-Let F ¼ Fnom , a ¼ 0

2- Solve Eqs. (24), (27) and (33)
Scenario B 1-Let F ¼ Fnom , a ¼ 0

2- Solve Eqs. (26), (31), (33) and (34)
Ed � Enom Ed > Enom

Scenario A 1-Let a,b ¼ 1
2- Solve Eqs. (24) and (27)

Scenario A Solve (24), (25) and (26)

Scenario B 1-Let F ¼ Fnom
2- Solve Eqs. (24), (27) and (33)

Scenario B 1-Solve Eqs. (24)e(26)
2-If a or bs1, let F ¼ Fnom
3- Solve Eqs. (24), (25), (31) and (32)
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Fig. 5).
The maximum execution times for IPOPT, CONOPT and BARON

have been set at the 60s, 80s and 3000s, respectively.

4.2. Performance criteria

To optimize the operation of CCHP system with fired HRSG, the
sum of equally weighted three indicators is used: primary energy
consumption (PEC), CO2 emissions (CDE), and annual total cost
(ATC) which can be expressed as dimensionless ratios in order to be
able to consider them simultaneously. The performance with
respect to each of these criteria is compared to a separate pro-
duction system (SP) comprised of a grid, a separate heating, and a

separate cooling system.
Primary Energy Consumption Ratio (PECR) is defined as the total

amount of fuel used by GT, supplementary firing, the boiler and the
electricity imported from the grid in the CCHP system relative to
the fuel consumption by the SP system.

PECR ¼
P
t

h
FðtÞ þ Fsf ðtÞ þ QbðtÞ

hb
þ EgridðtÞþEexcessðtÞ

hgridhpgu;sp

i
P
t

nh
EdðtÞ þ QcdðtÞ

COPec

i.�
hgridhpgu;sp

�
þ QhdðtÞ=ðhbhhcÞ

o
(41)

where hgrid is the power transmission efficiency.
Annual Total Cost (ATC) includes annualized equipment capital

costs and operating costs which include fuel and electricity prices,
maintenance cost and other cost related to workers.

ATCCCHP ¼ R
X
i

CiCai þ
X
t

(�
FðtÞ þ Fsf ðtÞ þ

QbðtÞ
hb

�
CN

þ EgridðtÞ þ EexcessðtÞ
hgrid

CEðtÞ
)

(42)

where Cai [kW] is the capacity of each equipment in CCHP,
Ci [$/kW] is the unit price of each equipment per kW, and R [�] is
the capital recovery factor defined as follows:

R ¼ ið1þ iÞn
ð1þ iÞn � 1

(43)

Herein i is an interest rate and n is the service life of the
equipment. It is assumed that all equipment items have the same
service life.

Annual total cost ratio (ATCR) is defined in Eq. (44).

Fig. 4. The energy load of the hotel in zone 1 in respective day.

Table 5
Regional coefficients for calculating annual energy consumption.

Climate zone climate Regional coefficient

fe fc fh

Zone 1 Warm summer, cold winter 1.00 1.00 1.00
Zone 2 Very warm summer, cold winter 1.00 1.5 1.00
Zone 3 Hot summer, cool winter 1.00 2 0.5

Table 4
Decision table for all demands of scenario C.

Ed � KQd
Qd � Qnom�unf

Qhd
hhc

>Qnom�unf
Qhd
hhc

� Qnom�unf

1-Let F ¼ Fnom , a¼0
2-solve Eqs. (27), (33) and (34)

1-Let F ¼ Fnom
2- Solve Eqs. (25), (31), (32) and (34)

Qd � Qnom�unf

1-Solve Eq. (34) let F ¼ Qd
ð1�hGT Þhrec

2- Solve Eqs. (25) and (26)

Fig. 5. Application of three different solvers in GAMS for solving NLP.
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ATCR ¼ ATCCCHP
ATCSP

(44)

Carbon Dioxide Emissions (CDE) [70] are calculated as follows:

CDE ¼ mCO2;EE þ mCO2;NF (45)

where E and F represent the electricity from the grid and fuel
consumption. Carbon dioxide emission ratio (CDER) is defined as
shown in Eq. (46).

The objective function is a weighted of sum of the above three
criteria, i.e.:

minj ¼ u1PECR þ u2ATCRþ u3CDER (47)

where uk is a weighting factor for each criteria k. In this work equal
weighting factors are assumed, i.e. uk ¼ 1

3; k ¼ 1; 2; 3.

5. Results and discussions

5.1. Comparison of optimal design of CCHP with fired HRSG and
CCHP with unfired HRSG

In order to assess the effectiveness of supplementary firing,
design of two configurations is evaluated. The first configuration is
a CCHP system with fired HRSG (Y-SF) and the second is a CCHP
systemwith unfired HRSG (N-SF). The CCHP system consists of a GT,
fired HRSG, a boiler, an absorption chiller and an electric chiller.
Table 6 shows the optimal capacity (output energy) for all three
climate zones based on the proposed strategy in section 3. Table 7
shows the improvement [%] in PECR, CDER and ATCR relative to SP
system.

For all values of the absorption chiller COPs, the optimal GT size
for zone 3 is more than for the other two zones, because the cooling
demand in zone 3 is more than the other two zones. This causes
some of the cooling demand to be provided by the surplus elec-
tricity and the recovered heat produced in the GT Cycle. Because of
the larger GT size in this zone, supplementary firing (duct burner)

and boiler capacities decrease since more of the recovered exhaust
gas heat is available.

In all climate zones and for all absorption chiller COPs (except
zone 1 and absorption chiller COP ¼ 0.7), the comparison of CCHP
Y-SF and N-SF shows that the use of supplementary firing fuel in the
duct burner leads to the reduced sizes of the GT, the electric chiller
and the boiler in CCHP Y-SF. This is due to the fact that it is more
efficient to meet some of the cooling demand by the surplus fuel
burnt in the duct burner instead of using GT with a higher capacity.
For zone 1 and with absorption chiller COP ¼ 0.7, use of supple-

mentary firing doesn't change the GT capacity, which is due to the
lower COP of absorption chiller, lower efficiency of GT at lower
partial load and the lower amount of the cooling demand relative to
the other cases.

Improvement in the absorption chiller COP (by e.g. switching
from one stage to two stages chiller) causes the capacity of the GT
and the electric chiller to decrease. The boiler size will increase
because it is more efficient to supplement cooling demand via the
absorption chiller. Although the supplementary firing is more
effective than the boiler, the supplementary firing size (duct burner
size) will decrease, because it has a straight relation with GT size
based on Eq. (8).

From Table 6, the boiler is needed in zone 3 of the CCHP Y-SF
when the COP of absorption chiller is 1.2 and this is because of the
reduction of the GT size. However, the boiler is not needed for other
absorption chiller COPs in this zone. Moreover, the electric chiller is
a necessary device for all zones of CCHP Y-SF when the single stage
absorption chiller is applied. By switching from one stage to two
stages chiller, the electric chiller is not required in CCHP Y-SF
configuration for zone 1. Also, when the COP ¼ 1.2, the electric
chiller is not needed in climate zone 2.

Based on Tables 6 and 7, by using double effect absorption
chillers (COP ¼ 0.9 and COP ¼ 1.2), the application of supplemen-
tary firing is more valuable. GT size of CCHP Y-SF is less than CCHP
N-SF, the boiler and the electric chiller capacity decrease, and the
performance of CCHP system based on all criteria will be improved.

In all climate zones, the performance of CCHP systemwith fired
HRSG is more efficient than the CCHP with unfired HRSG. Clearly,

Table 6
Optimal capacity of equipment by using absorption chiller with different COPs.

GT SF fuel Boiler Absorption chiller Electric chiller

Y-SF N-SF Y-SF N-SF Y-SF N-SF Y-SF N-SF Y-SF N-SF

absorption chiller COP ¼ 0.7 Zone1 2697 2697 3064 0 2514 5236 4700 4400 600 1000
Zone 2 3295 3326 3040 0 2145 5014 5301 5302 2946 2950
Zone 3 3683 3700 178 0 0 168 5748 5777 5220 5220

absorption chiller COP ¼ 0.8 Zone1 2350 2406 3050 0 2656 5311 5200 4697 300 798
Zone 2 3124 3165 3040 0 2543 5079 6520 6270 1840 2010
Zone 3 3520 3633 1250 0 0 3124 7338 6498 3660 4500

absorption chiller COP ¼ 0.9 Zone1 2273 2350 3048 0 2676 5322 5499 5229 0 468
Zone 2 2970 3003 3025 0 2368 5136 6986 6740 1260 1509
Zone 3 3097 3454 2622 0 0 270 8806 7274 2193 3723

absorption chiller COP ¼ 1.2 Zone1 2000 2147 3039 0 2718 5350 5500 5499 0 0
Zone 2 2354 2406 3010 0 2656 5311 8250 8146 0 102
Zone 3 2764 2884 1945 0 670 1443 10197 9853 803 1146

CDER ¼
P

t

n
mCO2;E

h
EgridðtÞ þ EexcessðtÞ

i
þ mCO2;N

h
FðtÞ þ Fsf ðtÞ þ QbðtÞ

hb

io
P

t

n
mCO2;E

h
EdðtÞ þ QcdðtÞ

COPec

i
þ mCO2;N

QhdðtÞ
hbhhc

o (46)
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CCHP systemwill be improved for all criteria PECR, CDER and ATCR
by adding supplementary firing. For zone 1, the best optimal design
can be obtained by using an absorption chiller with COP ¼ 0.9 and
for CCHP Y-SF configuration. The percentage of reduction of the
objective functionwith respect to SP system is 25.8%. For other two
zones, zone 2 and zone 3, the best optimal designs are when
COP ¼ 1.2 because of the higher thermal demands with respect to
zone1.

Section D of supplementary material explains differences be-
tween the optimum design of the CCHP based on a single-objective
function and based on aweighted sum of multi-objectives function.

5.2. Sensitivity analysis

The costs of the natural gas and the electricity are very impor-
tant when designing a CCHP system. To evaluate the effect of the
natural gas price on the design of CCHP system for both configu-
rations, the electric price is kept constant and the natural gas price
changes from 0.02 to 0.08 $/kWh [71].

Fig. 6 shows the gas turbine sizes for both CCHP configurations
for a hotel located in the climate zone 2 and for four different ab-
sorption chiller COPs. For when COP ¼ 0.7, the GT size of CCHP Y-SF
is smaller than GT size in CCHP N-SF when the natural gas price is
less than 0.0371 $/kWh. For a higher natural gas price, both

Table 7
Improvement [%] of performance criteria due to supplementary firing.

COP ¼ 0.7 COP ¼ 0.8 COP ¼ 0.9 COP ¼ 1.2

Zone1 Zone2 Zone3 Zone1 Zone2 Zone3 Zone1 Zone2 Zone3 Zone1 Zone2 Zone3

Y-SF
PECR 19.1% 19.4% 11.4% 20.1% 19.9% 12.3% 19.7% 21.2% 14.5% 20.2% 24.1% 19.9%
ATCR 23.1% 24.1% 16.2% 24% 25.4% 18.4% 25.1% 26.6% 20.6% 23.6% 28.7% 24.5%
CDER 32.1% 33.9% 28% 32% 33.9% 28.5% 32.7% 34.7% 29.7% 29.1% 35.6% 33.2%
J 24.8% 25.8% 18.5% 24.7% 26.4% 19.8% 25.8% 27.5% 21.6% 24.3% 29.5% 25.9%
N-SF
PECR 16.9% 17.5% 10.4% 18.1% 19% 12.7% 17.1% 20.3% 14.4% 19% 23% 19.5%
ATCR 21.4% 22.9% 15.5% 23% 24.1% 17.2% 22.5% 25.2% 19.5% 22.3% 27.5% 23.8%
CDER 30% 32.1% 27% 30% 33.1% 28.7% 26.7% 34% 29.9% 28.4% 34.8% 33.1%
j 22.8% 24.1% 17.6% 23.7% 25.4% 19.5% 22.1% 26.5% 21.3% 23.3% 28.4% 25.4%

Fig. 6. Comparison of GT sizes for CCHP configurations Y-SF and N-SF for different absorption chiller COPs vs. The natural gas price.
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configurations have the same size GTs. This means that introduc-
tion of supplementary firing doesn't affect the GT size when the gas
price is higher than 0.0371 $/kWh. Use of absorption chiller with
higher COP enables the application of supplementary firing to
reduce the GT size in a wider range of natural gas price such as it
can be seen in Fig. 6.

The more interesting is the effect of supplementary firing on the
electric chiller capacity. As shown in Fig. 7, when an absorption
chiller with COP ¼ 0.8 is used, the size of the electric chiller for
CCHP Y-SF is smaller than the electric chiller capacity for CCHP N-SF
for all natural gas prices except the highest price (0.08$/kWh). If the
absorption chiller has COP ¼ 1.2, there is no need to the electric
chiller in CCHP Y-SF when the natural gas price is less than 0.0629
$/kWh; configuration CCHP N-SF, on the other hand, uses the
electric chiller if the natural gas price is higher than 0.0371 $/kWh.

6. Conclusions

In this paper, optimal design and operation of CCHP system
comprising of a gas turbine, a fired HRSG, an electric chiller, an
absorption chiller and a natural gas-fired boiler have been inves-
tigated. The operation of a CCHP system has been classified in three
scenarios based on the GT capacity, thermal loads and the electrical
loads. Analytical expressions for computation of the values of the
price ratio (price of electricity/price of natural gas) which delimit
the three modes of scenario with high cooling loads have been
presented. These expressions enable straightforward selection of
the optimal operating strategy based on the value of the price ratio,
without having to resort to numerical optimizations. Our main
conclusions for a CCHP system are as follows:

� CCHP system with fired HRSG has lower primary energy con-
sumption ratio, lower annualized total cost ratio, and lower

carbon dioxide emission ratio than the system of the same
structure but without having supplementary firing.

� Based on the proposed strategy, application of both CCHP with
fired HRSG and CCHP with unfired HRSG is more efficient than
the SP system.

� Use of supplementary firing reduces the optimal size of the gas
turbine, especially for the climate zones with hot summers
(zone 2 and zone 3).

� An improvement in the absorption chiller COP will lead to a
smaller capacity of the gas turbine. As a result, the electric
chiller capacity decreases and the boiler size increases.

� The increase of COP of the absorption chiller makes possible to
decrease the size of the gas turbine over a wider range of price
ratio when using supplementary firing.

� Application of supplementary firing enables reduction of the
size of the boiler and the electric chiller for all the price ratios
and absorption chillers with various values of the coefficient of
performance.

� When the cooling demand is low, i.e. there is a ‘warm summer’
(zone 1), application of supplementary firing decreases GT size
when the absorption chiller with high COP is used or when the
price ratio is high.

� For zone 3 with high cooling demand, optimal design requires
an electric chiller in both configurations of CCHP system. In this
zone, the boiler is not needed for all absorption chiller COPs
except COP ¼ 1.2 in CCHP Y-SF.

Presented here, analytical expressions for determining optimal
operating strategy (which parts of the system are “on” or “off”) of
the three scenarios and the analytical criteria for determining
optimal modes for providing cooling under different (electricity/
natural gas) ratios can be readily applied in operation or in design of
CCHP systems with supplementary firing.

Fig. 7. Comparison of electric chiller sizes for both CCHP configurations for climate zone 2 vs. The natural gas price.
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Appendix A. Supplementary data

Supplementary data related to this article can be found at http://
dx.doi.org/10.1016/j.energy.2017.08.029.
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Nomenclature

Acronyms

ATC: annual total cost [$]
ATCR: annual total cost ratio
CCHP: combined cooling, heat and power system
CDE: CO2 emission
CDER: CO2 emission ratio
CHP: combined heating and power system
COP: coefficient of performance
FEL: following the electrical load
FLB: following the load of buildings
FSS: following seasonal strategy
GHG: greenhouse gas
FTL: following the thermal load
GT: gas turbine
HRSG: heat recovery steam generator
kW: kilowatt
MILP: mixed integer linear programming
N-SF: CCHP without supplementary firing
NLP: nonlinear programming

ORC: Organic Rankine Cycle
PEC: primary energy consumption
PECR: primary energy consumption ratio
PGU: power generation unit
SF: supplementary firing
SP: separate production system
VOC: variable operational cost
Y-SF: CCHP with supplementary firing

Variables

C: cost ($)
c,c’: correction factors
Ca: capacity of equipment [kW]
Cp: heat capacity [kJ/kg K]
E: electric energy [kW]
F: fuel energy [kW]
i: interest rate
K: electrical to thermal outputs of CCHP
M : ratio of supplementary firing fuel energy to the gas turbine fuel energy
n: service life [year]
Q: thermal energy [kW]
R: capital recovery factor
W: exhaust gas flow rate [kg/s]

Superscripts

j: climate zone

Greek

h: efficiency
d: portion of the boiler energy absorbed by heating coil
q: temperature [K]
m: emission conversion factor
b: portion of recovered heat absorbed by heating coil
a: electric cooling to cool ratio
d: portion of the boiler energy absorbed by the heating coil
s: the electricity price to the fuel price
u: weighting factor
j: objective function
g: portion of recovered heat used in the absorption chiller

Subscripts

ac: absorption chiller
b: boiler
cd: cooling demand
d: demand
DB: duct burner
ec: electric chiller
eff: effective
ex: exhaust gas
Excess: excess
f: fired mode
grid: grid
hc: heating coil
hd: heating demand
k: the kth criteria
loss: loss
N: natural gas
nom: nominal
rec: recovery
rem: remaining
s: stack
SP: separate production system
unf: unfired mode
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H I G H L I G H T S

• Novel performance curve (NPC) to optimize CCHP operation.

• NPC considers changes in energy prices, fuel consumption and CO2 emissions factors.

• NPC methodology leads to the better CCHP operation than other strategies.

• Thermal, electric, hybrid load following strategies are subset of NPC strategy.

• Match performance strategy is a subset of NPC strategy.

A R T I C L E I N F O

Keywords:
CCHP system
Operation strategies
CCHP novel performance curves
PGU optimal load
CCHP operating curve

A B S T R A C T

Economic and environmental impact of a combined cooling, heating and power (CCHP) system depends not only
on its structure but also on the way it is operated. In this paper, a novel methodology which utilizes overall
optimal partial loads of power generation unit (PGU) and novel performance curves (NPC) is proposed to op-
timize CCHP operation. The PGU overall optimum partial loads for demands below and above the CCHP op-
erating curve are determined based on the optimization criteria and system characteristics. Proposed metho-
dology is flexible and adaptable; it accounts for energy prices, carbon dioxide emissions, primary energy
consumption factors and load variations with the weather conditions. Other strategies, such as following match
performance, hybrid load, electric load, and thermal load strategies are shown to be the special cases of the NPC
methodology. The performance of a CCHP system which operates based on the NPC methodology is compared to
the CCHP performances when following match performance, hybrid load, electric load, and thermal load stra-
tegies. The comparison is carried out for two small hotel buildings in San Francisco and Miami and residential
buildings in Dalian having different energy demand profiles. These locations have different energy prices, carbon
dioxide emissions and primary energy consumption factors. The proposed methodology leads to the best op-
eration when compared to other operating strategies based on operating cost, carbon dioxide emissions, primary
energy consumption and a combination of them which is not always the case for other operating strategies.
Proposed methodology provides a unifying framework which includes all previously operating strategies.

1. Introduction

Combined cooling, heating and power systems (CCHP) are widely
utilized as effective energy production systems to provide electricity,
cooling and heating. Applications of CCHP systems have been in-
creasing in large and small-scale buildings to solve the energy-related
problems, such as increasing energy cost, increasing energy demand
and environmental issues [1].

The use of CCHP systems has been investigated for various kinds of
buildings, such as office buildings [2], hotels [3], residential buildings
[4] and other types of commercial buildings. Electrical, cooling and
heating demands of a building vary during a day and also vary

throughout a year. The energy output of a CCHP system typically
cannot match either the electrical demand or the heating load or the
cooling load. As a result, scheduling of the CCHP operation, selecting an
appropriate system configuration and a proper size of power generation
unit are vital in order to achieve a high energy efficiency, economic
benefits and also reduce the greenhouse gas (GHG) emissions.

There have been many papers dealing with different configurations
of a CCHP system. The common and simple CCHP system comprises a
power generation unit (PGU), a heat recovery system, a heating coil or a
heat exchanger, an absorption chiller and a boiler [5]. To improve the
cooling efficiency, an electric chiller has been added to the CCHP
system to provide additional cooling from the electricity [6]. In order to
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obtain a wide range of electric output to thermal output ratio, appli-
cation of the thermal energy storage has been analyzed extensively [7].
Thermal energy storage can help manage CCHP thermal output to meet
cooling and heating demands at peak loads. Mago et al. [8] investigated
the operation of a combined heat and power system with dual power
generation units and thermal energy storage. Song et al. [9] studied the
performance of CCHP system utilized in a data center; the cooling
storage was employed to store the excess cooling energy and then
provide cooling energy when it was needed. Furthermore, a battery has
been employed to manage the electric output of the system [10]. Fang
et al. [11] investigated performance of a CCHP integrated with an or-
ganic ranking cycle (ORC) and an electric chiller by proposing a
strategy which is applicable for a wide range of loads. Knizley et al.
[12] compared performance of an ORC-CHP system to the conventional
system in terms of operating cost, primary energy consumption (PEC)
and carbon dioxide emissions (CDE). To attain flexibility in heating and
cooling outputs, ground source heat pump (GSHP) was added to a
CCHP system and analyzed in [13]. Liu et al. [14] analyzed

performance of a CCHP system which included a GSHP and thermal
energy storage. The CCHP performance was studied by assuming two
types of PGU; gas turbine and an internal combustion engine. A CCHP
system driven by gas–steam combined cycle was suggested for appli-
cation in an educational center in China [15]. Distributed energy re-
sources, such as solar energy and wind energy have been integrated
with a CCHP system to enhance the efficiency of the system and reduce
the pollution [16]. Fu et al. [17] studied the performance of a CCHP
system consisting of an internal combustion engine, a flue gas heat
exchanger, a jacket water heat exchanger and an absorption heat pump.
They compared the operation of this system to the performance of
conventional CHP system [18].

Operating strategies for CCHP systems have been studied in many
papers. In the review below, we will summarize the extent of reduction
as% of the specific objective; positive% means that the objective was
reduced, negative% means that the objective was increased as a result
of applying specific strategy. Following the electrical load (FEL) and
following the thermal load (FTL) are two frequently used operating

Nomenclature

Acronyms

ATC annual total cost
CCHP combined cooling, heating and power
CDE CO2 emission
CHP combined heat and power
COP coefficient of performance
FEL following the electrical load
FTL following the thermal load
FHL following hybrid load
FLB following the load of the building
FSS following seasonal strategy
GSHP ground source heat pump
LB lower bound
MP match performance
NPC novel CCHP performance curve
kW kilowatt
ORC Organic Rankine cycle
PEC primary energy consumption
PGU power generation unit

Variables

C cost [$/kW]
E electric energy [kW]
F fuel energy [kW]
f partial load of PGU
G PEC ratio
k CCHP operating curve equation
Q heating energy [kW]
R price ratio
S CDE ratio
Cr criteria

Greek

η efficiency
μ emission conversion factor
δ objective function
Δ increasing the objective function
φ objective function
ω weighting factor
ψ performance curve

Subscripts

ab heating to absorption chiller
ac absorption chiller
b base
boiler boiler
cd cooling demand
CDE carbon dioxide emission
combination a combination of criteria
cost cost
d demand
f partial load
th thermal
SP separate production
UB upper bound
diff difference of LB and UB
E electricity
ec electric chiller
f fuel
fb partial load at base
fl partial load at f
g natural gas
grid grid
hc heating coil
hd heating demand
i number of criteria
LB lower bound
min minimum
max maximum
nom nominal
rec recovery
SP separate production
UB upper bound

Superscripts

above above the operating curve
below below the operating curve
LHS left-hand side
mid mid-peak period
off off-peak period
on on-peak period
RHS right-hand side
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strategies. Jing et al. [5] carried out exergy analysis and energy analysis
and also assessed the annual total cost (ATC) and CDE of a CCHP system
by examining FEL and FTL strategies. Following hybrid load (FHL) is an
improved strategy which has been applied to CCHP systems by [19];
this strategy switches the operation of the CCHP system between FTL
and FEL with the aim of reducing the excess electric and thermal out-
puts of a CCHP system. The comparison of the performances of CCHP
employed in the residential building in Columbus was carried out for
FHL, FEL and FTL strategies. The percentages of PEC, operating cost
and CDE reductions due to FHL were 7.47%, 4.36%, and 14.62%. Re-
sults were not as good when applying either FEL strategy (−0.5%%,
−12%, and 13.7%, respectively) or FTL strategy (5%, −2%, and
12.5%, respectively). Zheng et al. [6] investigated the effect of the feed-
in tariff on the design and performance of CCHP system. They assumed
four different operating strategies which are FEL, FTL FHL, and max-
imum load strategy. In the maximum load strategy, the larger demand
of the thermal demand and the electrical demand is satisfied by CCHP
system. Liu et al. [20] presented a new operating strategy for a CCHP
system which has hybrid chillers (both: thermally powered and also
electricity-powered chillers). Electric cooling (cooling energy which is
provided by the electric chiller) ratio to the total cooling demand
changes hourly in this strategy. This strategy is designated as MP
strategy because the intent is to match the CCHP energy outputs with
demands. The proposed strategy was implemented for managing the
operation of a CCHP system deployed at a hotel in Victoria, Canada. It
was shown that the percentage of PEC reduction was 8% via MP
strategy, while FEL and FTL had reductions (increase) of −8% and 2%,
respectively. ATC reductions were 37%, 6%, and 32% by applying the
MP, FEL and FTL strategies, respectively. Similarly, the highest CDE
reduction (25%) was obtained by implementing MP strategy, while
other strategies had worse performance FEL (21%) and FTL (7%). The
strategy was developed when a fired heat recovery steam generator was
added to a CCHP system [21]. The proposed strategy was applied to
determine the size of a CCHP system for a hotel in Dalian, China. The
reductions of PEC, ATC, and CDE were 19.1%, 23.1%, and 32.1%, re-
spectively, when the CCHP system included the fired heat recovery
steam generator. By using the unfired heat recovery steam generator,
the values of the criteria reduction were 16.9%, 21.4%, and 30%, re-
spectively. Wang et al. [22] optimized the capacity of PGU with hybrid
chillers by using FTL strategy. Wang et al. [23] assumed the cooling
ratio to be fixed during CCHP operation. Wang et al. [10] proposed an
improved FEL strategy to optimize the performance of a CCHP system
based on PEC. In this strategy, PGU operated to meet daily average
electrical demand. The proposed strategy was applied to four types of
buildings; hotel, hospital, office and a mall. The improvements of PEC
due to the application of improved FEL strategy over base FEL strategies
were 0.89%, 0.4%, −0.08%, and 0.01% for hotel, hospital, office and
mall, respectively. Li et al. [24] proposed two additional strategies,
following the thermal-electrical load of buildings (FLB) and following
the seasonal strategy (FSS). In FLB, an optimum load ratio is computed.
If the ratio of hourly electric load to hourly thermal load is less than this
value, then the system should follow FTL strategy. Otherwise, FEL
strategy is applied. FSS strategy follows the same procedure. The ratio
of monthly electric load to monthly thermal load is compared to one. If
the ratio is more than one, then the optimum strategy is FEL. Otherwise,
CCHP system operates based on FTL. In this study, the applications of
FEL, FTL, FHL, FSS, and FLB strategies were examined for CCHP system
deployed in residential buildings and office buildings in Dalian, China.
For example, for office buildings, the percentages of ATC reduction via
FEL, FTL, FHL, FSS, and FLB were 20%, 8%, 9%, 18%, and 22%, re-
spectively in comparison to the standalone systems. The PEC reduction
via implementing these strategies were 11%, 9%, 10%, 8%, and 13%,
respectively, while CDE reductions were 37%, 22%, 22%, 36%, and
39%, respectively. Ligai et al. [25] compared four different strategies,
FTL, FEL, FHL and maximum efficiency of PGU. Based on the maximum
efficiency of PGU, the PGU operates at a constant load level which

corresponds to the maximum PGU efficiency whatever thermal demand
or electric demand is. They have demonstrated that following the
maximum electric efficiency of PGU is more beneficial when carbon tax
and electricity feed-in tariff are included in the economic analysis. In
this case, it was demonstrated that the highest reductions due to the
application of the Maximum efficiency strategy were 4.2%, 42.5%,
78.5% and 169.5% for ATC, operating cost, CDE, and PEC, respectively.
The operating cost, CDE and PEC reduction of the FEL were 34.8% and
42.3% and 46%, respectively, while the reduction of these criteria by
employing FTL strategy were 25%, 40%, and 68.7%, respectively. The
smallest reductions in operating cost, CDE and PEC were obtained by
applying FHL strategy which were 25.9%, 32.0% and 44.1%, respec-
tively. Another operating strategy based on the minimum distance of
the load to the operating curve of a PGU was introduced by Zheng et al.
[26]. They concluded that the proposed strategy was more beneficial
than FTL, FEL and FHL strategies for CDE and ATC criteria. For in-
stance, the percentages of the ATC reduction were 40%, 37%, 34%, and
36% when employing the minimum distance, FEL, FTL, and FHL, re-
spectively. FHL was the best for reducing the PEC (44%) compared to
the minimum distance (42%), FEL (34%), and FTL (37%). FEL was
improved in [27] when two PGU units were deployed in parallel, since
operational flexibility increased due to availability of the parallel PGUs.
Fang et al. [28] proposed an optimal switching strategy based on an
integrated performance criterion. The integrated performance criterion
included primary energy consumption, carbon dioxide emissions and
operating cost. Based on the value of the integrated performance cri-
terion either FEL or FTL were selected to manage the PGU operation.
The performance of CCHP system stemming from this strategy was
compared to the CCHP performance operates based on FHL strategy.
When this strategy was implemented, the reductions of the PEC, CDE
and operating cost were 8%, 22.5%, and 24%, respectively, for a typical
winter day. By employing FHL strategy, the reductions were 15.2%,
20%, and 19%, respectively. Urbanucci and Testi [29] employed two-
stage stochastic programming to optimize the design and operation of
CHP system under demand uncertainties by using minimum cost
strategy that lead to the minimum annual operating cost. Fumo et al.
[30] proposed an emission reduction operating strategy for managing
the way CCHP system operates. As a part of this strategy, the ratio of
the carbon dioxide emissions via the separate production system ap-
plication to the carbon dioxide emissions from CCHP system usage is
calculated. If the ratio is more than or equal to one, the CCHP system
should operate to supply the demand. Otherwise, PGU is off and the
separate production system is utilized to provide the demand.

Optimal operating strategy for a CCHP system needs to consider
various performance criteria, such as operating cost, CDE and PEC
while meeting demands for heating, cooling and electricity throughout
a year. In this work we introduce a novel framework for such optimi-
zation and demonstrate that improvements are possible when com-
pared to the previously published operating strategies; in addition, we
show that the previously published operating strategies are special
cases of the methodology introduced by this work.

Novelties in this work are summarized as follows:

• We introduce a new way of characterizing CCHP system perfor-
mance via novel CCHP performance curves (NPC curves).

• Optimal operation of the PGU is determined by using overall op-
timal partial loads of the PGU with respect to the performance
curves (NPC) and the limits of the PGU operating range.

• Formulas to determine the overall optimal partial loads and NPC
curves are derived and can be utilized for optimizing the CCHP
performance based on different criteria.

• Most of the previously published operating strategies, such as FTL
FEL, FHL, MP, Base Load and Maximum Efficiency strategies do not
change the CCHP operation if energy price, PEC factor and CDE
factor change. Our work demonstrates that CCHP optimal operation
is sensitive to these changes and it needs to be adjusted accordingly
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in order to stay at the optimum.

• Proposed strategy depends on the characteristics of the CCHP
system (i.e. efficiency of the PGU, COP of the absorption chiller and
the electric chiller and the efficiency of the boiler).

• NPC curve enables one to calculate the optimum operation of the
system without having to carry out numerical optimization of the
entire system model.

Operating strategy based on the NPC curves (NPC strategy) is ex-
amined for three different buildings; two hotel buildings in San
Francisco and Miami and residential buildings in Dalian. These build-
ings have different energy demand profiles, CDE factors, PEC factors
and energy prices. The results of NPC strategy are compared to the
results of MP, FHL, FEL and FTL strategies for five different optimiza-
tion cases; operating cost optimization, CDE optimization case, PEC
optimization case and two optimization cases combining all criteria
with different weighting factors.

Comparing to the operation of standalone systems, reductions in
operating costs due to the deployment of CCHP are: (i) for the hotel in
Miami: 11.2%, 6.5%, −2.4%, 0.2% and 4.9%, (ii) for the hotel in San
Francisco: 26.8%, 13.24%, 9.6%, 24.09, and 8.1%, (iii) for residential
buildings in Dalian: 30.7%, 19.4%, 19.4%, 27.9%, 17.5% when NPC,
MP, FHL, FEL, and FTL strategies are applied, respectively. For CDE
optimization case of the CCHP system with PGU1, the CDE reductions
for hotel in Miami are 11.5%, 5.4%, 1.3%, 8.2% and 4.1% when NPC,
MP, FHL, FEL and FTL strategies are applied, respectively. The text
contains further data quantifying the amount of improvement over the
previously published operating strategies at different sites and different
optimization criteria when NPC strategy is used.

The remainder of this paper is organized as follows:
Section 2 presents energy balance equations of a CCHP system. The

ratio of the electric cooling to cooling demand is assumed to change
along the operating horizon (at one-hour intervals). Section 3 in-
troduces novel performance curves (NPC curves) for loads above and
below the CCHP operating curve. NPC curve formulas for combined
several criteria are presented in Section 4. Section 5 explains how to
utilize the NPC curves and overall optimal partial loads to determine
the optimum PGU operation. In Section 6, the NPC curve based meth-
odology is examined in a case study involving different types of CCHP
systems and different performance criteria including operating cost,

CDE, PEC and two combinations of these criteria. In addition, the re-
sults of NPC-based operation are compared to FTL, FEL, FHL and the
MP strategy. The conclusions in Section 7 summarize the results at-
tainable by the proposed strategy.

2. CCHP system – energy balance model

A typical CCHP system with hybrid chillers shown in Fig. 1 consists
of a power generation unit (PGU), a heat recovery system, an absorp-
tion chiller, an electric chiller, a heating coil and a boiler. PGU gen-
erates electricity, while the heat recovery systems recover heat from
PGU. Thermal energy is fed into the heating coil to produce heat and
into the absorption chiller to provide cooling. The priority in using the
recovered heat is to satisfy the heating demand. An electric chiller
provides cooling load by using electricity from either the PGU or the
grid or both of them.

The electrical energy balance is as follows [26]:

⎧
⎨⎩

= + + − < + +
= − − − ⩾ + +

E E E E E E E E E
E E E E E E E E E

(a)
(b)

grid d ec s pgu pgu d ec s

excess pgu d ec s pgu d ec s (1)

where Egrid is the electricity from the grid, Eexcess is the excess electricity
produced by the PGU that can be sold back to the grid, Epgu is the
electricity generated by the PGU, Ed is the electric demand, Eec is the
electricity supplied to the electric chiller and Es is the electric con-
sumption of the CCHP system. Electricity generated by the PGU is ex-
pressed by Eq. (2):

=E Fηpgu pgu (2)

where ηpgu is the efficiency of the PGU, and F is the energy supplied by
the fuel.

The efficiency of the PGU is a function of its partial load which is
defined as follows:

=f
E
E

pgu

nom (3)

where Enom is the nominal capacity of the PGU running at full load.
It is assumed that fmin equals to 0.25. If <f fmin then =E 0pgu , else if
⩽ ⩽f f 1min then =E fEpgu nom and if >f 1 then =E Epgu nom.
The recovered heat is calculated via Eq. (4):
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Fig. 1. Energy flows of CCHP system.
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=
−

=Q
η η

η
E k E

(1 )
( )rec

pgu rec

pgu
pgu pgu

(4)

where ηrec is the efficiency of the heat recovery system.
The boiler duty is calculated as follows:

⎧
⎨⎩

= + − + >
= + ⩽

Q Q Q Q Q Q Q
Q Q Q Q

(a)
0 (b)

boiler hc ab rec hc ab rec

boiler hc ab rec (5)

where Qboiler is the boiler duty, Qhc and Qab are heat duties for the
heating coil and absorption chiller, respectively.

All the heating demand and a part of cooling demand are provided
by the heating coil and the absorption chiller, respectively, i.e.

=Q η Qhc hc hd (6)

and

=Q COP Qab ac ac (7)

where ηhc is the heating coil efficiency, COPac is the absorption chiller’s
coefficient of performance (COP), Qhd and Qac are the heating demand
and absorption chiller output.

The cooling demand balance is described by Eq. (8):

+ =Q Q Qac ec cd (8)

where Qcd is the cooling demand and Qec is the amount of cooling
supplied by the electric chiller. Electric energy Eec consumed by the
electric chiller can be determined from Eq. (9):

=Q E COPec ec ec (9)

where COPec is the electric chiller’s COP.
The relationship between the generated electricity by PGU and re-

covered heat is expressed by Eq. (4). The demand load, (E Q,d d), is ei-
ther above the CCHP system operating curve when >Q k E( )d d or below
the operating curve when <Q k E( )d d or on the operating curve when

=Q k E( )d d . Qmin and Qnom are the minimum and the maximum amounts
of recovered heat from the CCHP system.

Thermal demand is calculated as follows:

= +Q Q
COP

Q
ηd

cd

ac

hd

hc (10)

In this paper, we derive formulas to determine overall optimum
partial loads of the PGU and their performance (NPC) curves for de-
mands below and above the CCHP operating curve and demonstrate
how to use them to arrive at the optimal operation of the system. To
implement this idea, the PGU should operate in a particular operating
range for each demand. For instance, as shown in Fig. 2, the proper
operating range of the PGU for demand (a) is E E[ , ]FEL

a
FTL
a , where EFEL

a

and EFTL
a are the electric outputs of CCHP system when the PGU oper-

ates based on FEL and FTL strategies, respectively. In the next section,
we present details of the operating strategies for demand loads below
and above the system CCHP operating curve.

3. Novel CCHP performance curve (NPC curves)

Fig. 2 shows how the areas above and below the CCHP operating
curve are divided into ten different regions based on the magnitude of
electric and thermal loads. The x axis in Fig. 2 represents the output
power of PGU, while the y axis represents the thermal load on the
system. Five of these regions are below the operating curve and five of
them are above it. Table 1 shows different regions as well as the lower
bound (LB) and the upper bound (UB) values of the PGU operating
ranges for demands in different regions.

3.1. Novel performance curve for demands above the CCHP operating curve

Cooling and heating demands vary significantly during a year.
Summer and winter are the cooling and heating periods, respectively,

while both heating and cooling demands may exist in the transition
season.

Let’s define point E( )1 , corresponding to the PGU operating at the
partial load ( f1), represents the electricity generated by the PGU to
supply all of the electric demand and the cooling demand via the
electric chiller. f1 is defined by Eq. (11).

= =
+

f E
E

E

Enom

d
Q

COP

nom
1

1
cd

ec

(11)

In addition, let point E( )2 (with the PGU operating at the partial load
f( ))2 be the electric output of the PGU when the recovered waste heat
equals to the heating demand; f2 is defined by Eq. (12).

⎛

⎝
⎜ − ⎞

⎠
⎟ = ⎛

⎝
⎜ − ⎞

⎠
⎟ =f

η
E

E η E
1 1 1 1
pgu nom pgu

Q
η η

nom
2

2
hd

hc rec

(12)

The aim is to find the optimum partial load of the PGU in the op-
erating range. Three different scenarios may be created by moving from
LB toward load UB of the operating range, (for instance moving from
EFEL

a to EFTL
a for demand (a) in Fig. 2). f1 and f2 are utilized to describe

these scenarios as presented in Table 2:
Moving from LB to UB of the operating range may be based on more

than one scenario. This happens when one starts from Scenario #1 and
ends either at Scenario #2 or at Scenario #3. The value of the objective
function, e.g. operating cost, changes by moving from LB to UB of the
PGU. The optimum PGU load is the load in the PGU operating range,
[LB, UB], that leads to the minimum of the objective value.

Let’s define a new performance curve (novel performance curve,
NPC) which has a minimum at the optimal load of PGU. NPC formulas
are derived in Appendix A for each of the scenarios presented in
Table 2.

3.1.1. Scenario #1
This scenario occurs mostly during some time periods of the tran-

sition season. Also, for a load in summer or winter, by moving from LB
toward UB, this scenario might take place first and then it is followed by
either scenario #3 or scenario #2. If the aim is to optimize the opera-
tion of the CCHP system based on the operating cost, then performance
(NPC) curve formula for a load above the CCHP system CCHP operating
curve and scenario #1 is as follows:

⎜ ⎟ ⎜ ⎟= ⎡

⎣
⎢

⎛
⎝

− ⎞
⎠

+ ⎛
⎝

− ⎞
⎠

⎤

⎦
⎥ψ f f

η
η

η
η

η
R( ) 1 1scenario

above

pgu

rec

boiler

rec

boiler
#1

(13)

where R is the price ratio (electricity price / natural gas price). For each
PGU operating range, [LB, UB], by moving from LB toward UB, the PGU

Fig. 2. Different regions above and below the CCHP operating curve.
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partial load, f, changes from load L (corresponding to the LB of the
operating range) to PGU partial load U. Therefore ψ varies across the
PGU operating range. A partial load which yields the minimum of ψ is
the optimum partial load of PGU across the operating range [LB, UB].
For a fixed value of R, ψ is a function of one variable, f , and it doesn’t
depend on the magnitude of the demand. Hence, Eq. (13) can be used
for all of demands which meet the conditions defining Scenario #1.
Since Eq. (13) is a decreasing function of f , the upper bound of the
operating range of this scenario is the optimum PGU operation.

Let us define S as the ratio of the carbon dioxide emissions con-

version factors of the electricity from the grid to natural gas ( )CDE
CDE

e
f

and

G as the ratio of primary energy conversion factors of the electricity to

natural gas ( )PEC
PEC

e
f
. To minimize Carbon Dioxide Emissions (CDE) and

Primary Energy Consumption (PEC), S and G are substituted instead of
R in Eq. (13), respectively.

3.1.2. Scenario #2
This scenario occurs most often during a winter. In this case, the

NPC curve formula is as follows:

⎜ ⎟= ⎡

⎣
⎢

⎛
⎝

− ⎞
⎠

+ ⎤

⎦
⎥ψ f f

η
η

η
η

η
( ) 1 1Scenario

above

pgu

rec

boiler

rec

boiler
#2

(14)

Eq. (14) depends on only the boiler efficiency and the partial load of
the PGU; it does not depend on the price ratio or on PEC factors or on
CDE factors. In most systems, the efficiency of heat recovery system is
lower than or equal to the boiler efficiency [31]. Under such conditions,
Eq. (14) is an increasing function of f. Therefore, the lower bound of the
operating range of any demand corresponds to the lowest ψ and it is the
optimum partial load operation of PGU. This means that it is not ben-
eficial to operate the PGU above LB to satisfy incrementally more of the
heating demand by recovered waste heat and also have an excess
production of the electricity.

3.1.3. Scenario #3
This scenario takes place during some time periods in a summer

when there is a considerable cooling demand. By applying the same
procedure as in Scenario #1 and Scenario #2, the NPC curve formula

shown in Eq. (15) is derived:

= ⎧
⎨
⎩

− + ⎛

⎝
⎜ − ⎞

⎠
⎟

⎫
⎬
⎭

ψ f f
η

COP
COP

η
η

R( ) 1 [1 1 1 ]Scenario
above

pgu

ac

ec
rec

pgu
#3

(15)

For all demands in regions (2) and (3), it needs to be decided whether
the application of a CCHP system is more efficient than the separate
production (SP) system or not. Eqs. (16) and (17) are utilized for a
demand which has a heating load higher than the minimum thermal
output of CCHP system. If the electricity needed to supply the electric
and cooling demands is more than the minimum electric output of
CCHP system, i.e. + >E E( )d

Q
COP min

cd
ec

, then Eq. (16) is employed;
otherwise, Eq. (17) is applied.

⩾ −
−

η R
η η

η
1

(1 )
pgu

pgu rec

boiler
min

min

(16)

+ ⩾ −E R Q
COP

R F Q
ηd

cd

ec
min

min

boiler (17)

If the heat demand is less than the minimum thermal output of
CCHP system, and the cooling demand is more than the remaining of
the waste heat and excess electricity produced,

⩾ − + −Q COP Q COP E E[ ] ( )cd ac min
Q
η ec min d

hd

hc
, then Eq. (18) is used:

⎜ ⎟⩾ − + ⎛
⎝

− ⎞
⎠

E R F COP
COP

Q R Q
η

COP
COP

R
η

1
min min

ac

ec
min

hd

hc

ac

ec boiler (18)

Derivation of these equations is presented in Appendix B. The proce-
dure is the same if the objective is to minimize either CDE or PEC.

3.2. Novel performance curve for demand below the CCHP operating curve

Following the same procedure as in Scenario #1, the NPC is derived
to be:

= −ψ f
f

η
fR( )below

pgu (19)

For a demand in region (6) or (7), Eq. (20) is employed to decide
whether or not here is a benefit of using a CCHP system instead of a
standalone production system SP.

∃ ⩽ ⩽ ⎡
⎣⎢

+ ⎤
⎦⎥

f f such that ψ f
E

Q
η η

Q
COP

R( ) 1
FEL

below

nom

hd

hc boiler

c

ec (20)

If the demand satisfies the inequality in Eq. (20), then the optimum
partial load of PGU is located in the interval f f[ , ]min FEL .

4. Novel performance curve formula for a combination of the
performance criteria

Eq. (21) is the NPC curve formula to optimize the CCHP operation
based on a combination of the operating cost, CDE and PEC.

∑=
+ −( )

ψ f ω
ψ

Cr η
( )

1
combination

i
i

i

i
f
f η rec

1h

e h (21)

where i is either operating cost, or CDE or PEC ω, i is the weighting
factor of the ith criteria and is determined by the government policy; Cri
is the ratio of ith criteria and it can use R, S and G for price ratio, CDE
ratio and PEC ratio, respectively; fe is the partial load of PGU to gen-
erate the required electricity and cooling demand via an electric chiller;
fh is the partial load of PGU to provide required heat of a demand.Be-
cause the demands can have different values of fe and fh (i.e. demands
vary with time) there is no single NPC curve formula for all demands.
But ψcombination is a weak function of both fe and fh. This implies that the
overall optimum partial values and the slope (decreasing or increasing
features) of ψcombination may change slightly by varying the demand or

Table 1
Operating regions and PGU operating ranges for demand loads above and below
the CCHP operating curve.

Region Electric demand Thermal demand LB of
operating
range

UB of
operating
range

(1) ⩽ ⩽E E Emin d nom ⩽ ⩽Q Q Qmin d nom =E Ed FEL
a EFTL

a

(2) <E Ed min ⩽ ⩽Q Q Qmin d nom Emin EFTL
b

(3) ⩽E Ed min >Q Qd nom Emin Enom
(4) < ⩽E E Emin d nom >Q Qd nom =E Ed FEL

d Enom

(5) >E Ed nom >Q Qd nom Enom Enom
(6) ⩽ ⩽E E Emin d nom ⩽Q Qd min Emin =E Ed FEL

f

(7) >E Ed nom <Q Qd min Emin Enom
(8) ⩾E Ed nom ⩽ ⩽Q Q Qmin d nom EFTL

h Enom

(9) <E Ed nom <Q Qd min Emin Emin
(10) < <E E Emin d nom < <Q Q Qmin d nom EFTL

j =E Ed FEL
j

Table 2
Scenarios above the CCHP operating curve.

Scenario # Partial load of PGU ( ⩽f f1 2) Partial load of PGU ( >f f1 2)

1 <f f1 <f f2
2 ⩽ ⩾f f and f f2 1 –
3 – ⩾ ⩽f f and f f2 1
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both fe and fh. To determine accurately the optimum operation, it is
recommended to plot ψcombination using different values of fe and fh near
the optimum point and then take an average of the corresponding va-
lues of f.

5. Application of the novel performance curve and overall
optimum partial loads

To explain the application of the NPC strategy, NPC curves (ψ) for
loads below and above the CCHP operating curves are shown in Figs. 3
and 4; these curves have been calculated by using Eqs. (15) and (19).
The partial load that yields the minimum of the NPC curve for when

⩽ ⩽f0.25 1 is called the overall optimal partial load of PGU ( −fopt o). As
shown in Fig. 3, =f 0.25 and =f 1 also yield the maximum values of
the ψ on the left-hand side, (ψmax

LHS), and on right-hand side, (ψmax
RHS), of

−fopt o, respectively. In this case, by using −fopt o and by determining the
location of the PGU operating range in the NPC curve, optimum partial
load of PGU is found. Otherwise, for when [ ≠ψ ψ (0.25)max

LHS ] or
[ ≠ψ ψ (1)max

RHS ], the optimum PGU load is found by considering the lo-
cation of the PGU operating range relative to the −fopt o and fmax

LHS or −fopt o

and fmax
RHS. fmax

LHS and fmax
RHS are PGU partial loads that lead ψmax

LHS and ψmax
RHS,

respectively. Two NPC curves for loads below and above the CCHP
system operating curve are shown in Fig. 4 that in each curve
[ ≠ψ ψ (0.25)max

LHS ] and [ =ψ ψ (1)max
RHS ].

As displayed in Figs. 3 and 4, because of the variation of the mag-
nitude of loads over a year and through a day, the locations of the PGU
operating ranges might be different with respect to the PGU overall
optimum partial load. A PGU operating range can be on the left-hand
side (LHS) of −fopt o such as load #1 and load #9 below the CCHP op-
erating curve and load # 4 and load #14 above the CCHP operating
curve. On the contrary, it can be on the right-hand side (RHS) of −fopt o
such as load #3 and load # 6 which are located below and above the
CCHP operating curve, respectively. Otherwise, the PGU operating
range includes the −fopt o (load #2 and load #5).

As demonstrated in Figs. 3 and 4, by applying NPC strategy, if the

PGU operating range includes an overall optimum partial load ( −fopt o)
then the optimum load of the PGU is set at = −f fopt o. Since running PGU
at this load yields the minimum of ψ across the PGU operating range.

In Figs. 3(a) and 4(a), for a load below the CCHP operating curve, if
its PGU operating range is on the left-hand side of the −fopt o

below and right-

hand side of the fmax
LHS, then the optimal PGU load is =f fFEL. For ex-

ample, fFEL
1 and fFEL

9 are the optimum partial loads of PGU for load #1
and load #9, respectively. This means that FEL strategy is the optimum
operating strategy for PGU. For a load which is on the left side of both

−fopt o
below and fmax

LHS, optimal PGU load is fFTL (e.g. load #7 in Fig. 4). On the

other hand, if the operating range is on the right side of −fopt o
below and on

the left side of fmax
RHS (in Figs. 3(a) and 4(a) with =f 1max

RHS ), then FTL
strategy =f f( )FTL provides the optimal operation. For instance, for load
#3 and load #11, the PGU optimum operating points are fFTL

3 and fFTL
11 ,

respectively. Moreover, if the PGU operating range is on the right side
of both −fopt o

below and fmax
RHS, then =f fFEL is the optimum PGU partial load.

For a load above the CCHP operating curve and scenario #3, if the
PGU operating range is on the left side of the −fopt o

above and on the right side

of fmax
LHS, then = ′f f (the MP strategy is applied, see Appendix G) (e.g.

load #4 and load #14). When the PGU operating range is on the left
side of the both −fopt o

above and fmax
LHS, then FEL strategy is the best to manage

the operation of the PGU (e.g. load #12 in Fig. 4(b)). On the other hand,
if the PGU operating range is on the right-hand side of −fopt o

above then FEL is
followed to manage the operation of the CCHP system (e.g. load #6 in
Fig. 3(b) and load #16 in Fig. 4(b)).

For load #8, the PGU operating range includes fmax
LHS; ψ is calculated

at two partial loads, fFTL
8 and fFEL

8 . The optimum partial load is that one
of these two points ( fFTL

8 and fFEL
8 ) which yields the minimum of ψ. The

same procedure is utilized for loads where PGU operating ranges in-
clude fmax

RHS. The optimum loads of PGU for different loads below and
above the CCHP operating curve (scenario #3) are presented in Table 3.
Schematic illustration of the NPC methodology is shown in Appendix D.

For NPC curves in both Fig. 3 and Fig. 4, ψmax
RHS occurs when =f 1.

The same procedure is applied to optimize CCHP performance when
≠ψ ψ (1)max

RHS .

Fig. 3. NPC Curves of loads below and above the operating curve and NPC strategy application.
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It should be noted that for loads above the CCHP operating curve
and scenario #2 (loads in winter), the optimal PGU load is fFEL (PGU
operates on FEL strategy). This is because Eq. (14) is an increasing
function of f . Hence the lower bound of the operating range yields the
minimum of ψ.

6. Case studies

The proposed strategy has been applied to two CCHP systems at two
hotel buildings in San Francisco and Miami and for a CCHP system
applied in the residential buildings in Dalian, China. These cities have
different climate conditions, energy prices, CDE factors and PEC factors.

The energy demand profiles of buildings, energy tariffs, CDE factors and
PEC factors of these cities (shown in Figs. 5 and 6 and Table 4) are from
[32,27]. Cooling, heating and electrical demands of the eight re-
sidential buildings are shown in Fig. 6. The demands are presented in
the representative days for three different seasons; winter, transition
season and summer. Dalian is the city with typical maritime climate; in
residential buildings, the peak loads are high while average loads are
low [27].

Two 100 kW internal combustion engines are utilized as PGU sys-
tems in CCHP systems in Miami and San Francisco. An internal com-
bustion engine of 1000 kW is used for the residential buildings in Dalian
[27]. Two different equations are presented in [26,20] to describe the
performances of two different internal combustion engines; we name
these engines as PGU1 and PGU2, respectively. The analysis has been
carried out for both PGU systems (Engine systems). The results obtained
by employing PGU1 are presented in the main body of the paper. The
results obtained by using PGU2 are presented in Appendix E.

6.1. Results and discussion

Novel performance (NPC) curves related to the optimum operation
of a hotel CCHP system in San Francisco are shown in Figs. 7 and 8. As
presented in Fig. 7, the variation of the energy prices during a day (on-
peak, off-peak and mid-peak) yields different values of the −fopt o and
subsequently yields different NPC curves. Also, CCHP performance
optimization based on different criteria results in different NPC curves,
Fig. 8. Overall optimum partial loads of the PGU for the hotels in San
Francisco and Miami are presented in Table 5. Objective functions are
expressed in Appendix C. As displayed in Figs. 7 and 8, if the operating
range [L, U] includes overall optimal partial load PGU, −fopt o, then the
optimal partial load of PGU is −fopt o. For an operating range doesn’t
include −fopt o, [L

∗, U∗], the PGU load is determined by NPC strategy.
Hourly PGU optimal loads of the CCHP systems utilized in San

Fig. 4. NPC curves for loads below and above the CCHP operating curve.

Table 3
Optimum partial loads of PGU for different operating ranges.

Load # Below the
operating
curve

Location of the operating range
with respect to the

Optimum
operation of
PGU

Strategy

−fopt o fmax
LHS fmax

RHS

1, 9 Yes LHS RHS LHS fFEL
1 , fFEL

9 FEL

7 Yes LHS LHS LHS fFTL
7 FTL

2, 10 Yes Include – –
−fopt o

below –

3, 11 Yes RHS RHS LHS fFTL
3 , fFTL

11 FTL

4, 14 No LHS RHS LHS ′f ,4, ′f ,14 MP

12 No LHS LHS LHS fFEL
12 FEL

5, 15 No Include – –
−fopt o

above –

6, 16 No RHS RHS LHS fFEL
6 , fFEL

16 FEL

8 Yes LHS Include LHS * –
13 No LHS Include LHS * –

* The optimum point is determined by finding the minimum of ψ at two
points, fFEL and fFTL.

S.F. Afzali, V. Mahalec Applied Energy 226 (2018) 1009–1036

1016

Ph.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical EngineeringPh.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical Engineering

34



Francisco, Miami and residential buildings are shown in Figs. 9, 12 and
15, respectively. It can be seen that by applying NPC strategy, the op-
timum load of PGU changes if different optimizing criteria is employed.
The detailed application of NPC methodology for managing the op-
eration of CCHP system in San Francisco is explained when PGU1 is
utilized. Only selected results for Miami and for Dalian will be pre-
sented here. Detailed application of NPC methodology for CCHP system
in Miami with PGU2 is explained in Appendix E. Application of NPC
methodology would be the same for other CCHP systems.

Table 6 classifies the loads of the hotels in San Francisco and Miami
into different regions with respect to the CCHP system operating curve.
PGU operating ranges for these loads are presented in Appendix F.

For all NPC curves, =f 0.25max
LHS and =f 1max

LHS except NPC curve of
the CCHP system in Miami when the operation is optimized based on
the operating cost and R=2.9. In this curve, =f 0.3max

LHS and =f 1max
LHS .

For loads which are in Regions (6) or (7), in order to verify whether the
application of the PGU is effective than separate production system or
not, Eq. (20) must be checked.

6.1.1. Optimum operation of PGU of the CCHP system in the hotel in San
Francisco

Winter hours 2–6: Loads are above the operating curve (region (1))
and belong to scenario #2. Also, =−f 0.25opt o for all the optimization
criteria. Therefore for each load, the optimal load of PGU is set at

=f fFEL (FEL strategy). The remaining loads in winter and summer are
below the CCHP operating curve.

6.1.2. Optimization based on the operating cost
Winter hours 6–18: The PGU operating ranges are on the left-hand

side of their −fopt o
below. Consequently, as shown in Fig. 7(a) and (c), FEL is

applied to manage the PGU operation.
Winter hours 19–22 and summer hours 19–22: The PGU operating

ranges include =−
−f 0.84opt o

below mid . Therefore, as depicted in Fig. 7(c), for
each load, the PGU optimum load is 0.84. It should be noted that Eq.
(20) is satisfied for loads which are in regions (6) and (7) in summer.

Winter hours 23–24 and summer hour 23–24: In winter, the operating
ranges include −

−fopt o
below off , then PGU loads are fixed at 0.63, as demon-

strated in Fig. 7(a). In summer, although the operating range includes

−
−fopt o

below off , loads are in region (6) and Eq. (20) is not met. Hence the PGU
is off.

Summer hours 3–5: Eq. (20) is not satisfied. As a result, it is more
profitable to turn off the PGU, and the grid provides the electric and
cooling demands.

Summer hours 6–19: The PGU operating ranges are on the left-hand
side −fopt o

below. For these loads, Eq. (20) is satisfied. Therefore, the FEL is
selected as an optimum strategy ( =f fFEL).

6.1.3. Optimization based on the PEC
As shown in Fig. 8(a), for hours 15–24 in both winter and summer

seasons, operating ranges of PGU include =−
−f 0.72opt o

below PEC . As a result,
the optimum load of PGU is 0.72. Moreover, PGU follows FEL strategy
( =f fFEL) for rest of demands because PGU operating ranges are on the
left-hand side of the −

−fopt o
below PEC. Eq. (20) is also satisfied by loads having

thermal demands less than minimum thermal output of PGU (regions
(6) and (7)).

6.1.4. Optimization based on the CDE
As displayed in Fig. 8(c), the overall optimal partial load of PGU is

0.35 for loads below the CCHP operating curve. In winter, for hours
7–8, 16–20 and 23–24, the PGU operating ranges contain

=−
−f 0.35opt o

below CDE . Therefore the optimum partial load of PGU is 0.35.
Also, for hours 11–13 and 21–22, the PGU operating ranges are on the
right-hand side of the −

−fopt o
below CDE. As a result, FTL strategy is used to

satisfy the demand ( =f fFTL). PGU is also off during summer. Since
loads are in regions (6) and (7), Eq. (20) is not satisfied by them.

6.1.5. Optimization based on the combination of criteria (combination-1)
For winter loads of hours 1 and 6–11, the PGU operating ranges are

on the left-hand side of −fopt o
below. Consequently, FEL is used to manage the

PGU operation. Moreover, as shown in Fig. 9, PGU operating ranges of
winter loads during hours of 12–13, 13–22 and 23–24 include corre-
sponding overall optimum loads which are =−

−f 0.69opt o
on peak ,

=−
−f 0.64opt o

mid peak and =−
−f 0.57opt o

off peak , respectively. For loads in summer,
demands are in region (6) and (7), and also Eq. (20) is not satisfied.
Consequently, PGU is off.

Fig. 5. Energy demand profiles of hotels in San Francisco and Miami for respective days in summer and winter.

S.F. Afzali, V. Mahalec Applied Energy 226 (2018) 1009–1036

1017

Ph.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical EngineeringPh.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical Engineering

35



6.1.6. Trade-offs between different optimization criteria for the hotel in San
Francisco

In the city of San Francisco, electricity price is higher than the fuel
price and CCHP usage leads to the operational cost reduction. This can
be inferred from the high values of the PGU overall optimum partial
loads ( −fopt o) for cases of below and of above the CCHP operating curve.
Also, application of the CCHP system decreases PEC for all cases. As
shown in Fig. 10, the highest percentage of PEC reduction (16.2%) is
obtained by optimizing the CCHP performance based on PEC. Fur-
thermore, in cost optimization case and combination-1 optimization
case, PEC reductions are still high (15.3% and 16.1%, respectively).
Application of CCHP system yields to the increase in the CDE relative to
the separate production system except when the CCHP operation is
optimized based on the CDE. This is due to the fact that the amount of

coal in the fuel mix is low (13%) and the CDE factor of the electricity is
low. In CDE optimization case, although the CDE emission decreases by
5.3%, the PEC and operational cost reductions are at their minimum
values (11.4% and 12.3%, respectively, respectively).

The highest value of operational cost reduction is 26.8%. Therefore,
application of CCHP system for the hotel in San Francisco is more
profitable when the CCHP system operation aims to minimize the PEC
and the operating cost, or optimizes the combination of criteria (either
combination 1 or combination 2). To achieve higher reductions in all
three criteria (operating cost, PEC and CDE), it is better to optimize the
performance of the CCHP system based on the combination of criteria
by using equal weighting factors.

The analysis of different optimization cases when PGU1 is replaced
by PGU2 is explained in the Appendix E.

For the city of San Francisco and PGU1, Fig. 11 shows the variations
of the operation cost and PEC reduction versus the different amounts of
CDE reduction; the higher is the reduction in CDE, the smaller is the
reduction of operating cost and PEC. This is explained in Table 5; −fopt o

CDE

for loads below the CCHP system lower PGU operating bound (0.25) is
lower than −fopt o

PEC and fopt
cost. For high reduction in CDE, the overall op-

timal partial load has to be low which is not favorable for both oper-
ating cost and PEC minimization. Also, as shown in Fig. 11, the oper-
ating cost changes faster than PEC as CDE increases.

Fig. 6. Energy demand profiles of residential buildings in Dalian for respective days in summer, winter and transition season.

Table 4
Price ratio, CDE factor ratio and PEC ratio of the selected cities.

S ⎜ ⎟
⎛
⎝

⎞
⎠

CDEe
CDEf

G ⎜ ⎟
⎛
⎝

⎞
⎠

PECe
PECf

R (off-peak) R (mid-peak) R (on-peak)

San Francisco 1.72 3.19 2.67 4 5
Miami 3.03 3.19 1.84 2.90 3.68
Dalian 4.4 3.18 2.045 4.09 6.14
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Fig. 7. NPC curves of the San Francisco for loads below and above the CCHP operating curve scenario #3 based on the operating cost optimization.

Fig. 8. NPC curves of San Francisco for loads below and above the CCHP system operating curve #3 based on the CDE and PEC optimization.
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Table 5
Overall optimum partial loads of PGU ( −fopt o) for different optimization criteria.

City San Francisco Miami Dalian

Criterion Below the operating
curve

Above the operating curve
scenario#3

Below the operating
curve

Above the operating curve
scenario#3

Below the operating
curve

Above the operating curve
scenario#3

PGU# 1 2 1 2 1 2 1 2 1 2 1 2
PEC 0.72 0.96 0.92 1 0.72 0.96 1 1 0.72 0.97 0.92 1
CDE 0.35 0.25 0.48 0.25 0.74 0.92 1 1 0.88 1 1 1

Operating cost
Off-peak 0.63 0.8 0.83 1 0.4 0.25 0.53 0.25 0.47 0.25 0.634 0.80
Mid-peak 0.84 1 1 1 0.67 0.88 0.95 1 0.85 1 1 1
On-peak 0.94 1 1 1 0.8 1 1 1 1 1 1 1

Combination of the criteria ⎡⎣ = ⎤⎦ωi
1
3

(combination-1)

Off-peak 0.57 0.25 0.8 1 0.63 0.79 0.88 1 0.73 0.97 1 1
Mid-peak 0.64 0.9 0.89 1 0.71 0.925 1 1 0.81 1 1 1
On-peak 0.69 1 0.94 1 0.74 1 1 1 0.88 1 1 1

Combination of the criteria ⎡⎣ = = = ⎤⎦ω ω ω, ,cost CDE PEC
2
3

1
6

1
6

(combination-2)

Off-peak 0.61 0.74 0.85 1 0.53 0.25 0.72 0.96 0.77 0.77 1 0.86
Mid-peak 0.77 1 1 1 0.69 0.9 0.93 1 1 1 1 1
On-peak 0.85 1 1 1 0.77 1 1 1 1 1 1 1

Fig. 9. Optimal partial loads of PGU in a CCHP system with PGU1 for the hotel in San Francisco by considering different optimization criteria.

Table 6
Classification of the hotel loads with respect to the CCHP system operating curve.

Hour 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

I 10 1 6 10 6 7 8 6
II 6 7 6
III 6 8 6
IV 6 10 6 10 1 10 8 6

I: San Francisco-Winter, II: San Francisco-Summer, III: Miami-Winter, IV: Miami-Summer.
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6.2. Trade-offs between different optimization criteria for the hotel in
Miami

The PGU partial loads calculated based on the NPC methodology for
different optimization criteria are shown in Fig. 12. In Miami, as shown
in Fig. 13, for all optimization criteria, operating the CCHP system
based on NPC methodology results in the reduction of all criteria re-
lative the separate production systems. As presented in Table 5, in
Miami, the CDE ratio and PEC ratio are higher than the price ratios of
off-peak and mid-peak periods. As a result, the values of −fopt o for PEC
and CDE optimization cases are higher than those for operating cost
optimization case. Therefore, to achieve higher reductions in PEC and
CDE, PGU must operate at upper bounds of PGU operating range for
most of the loads. On the other hand, to minimize the operating cost,
PGU should operate at the lower bound of the PGU operating range. As
a result, higher reductions of PEC and CDE are achieved by optimizing
the CCHP system based on either PEC or CDE, which will lead to small
reduction in the operating cost. The highest percentage value of PEC
saving (14.6%) is obtained when the optimization is done based on
PEC. For this optimization case, the operating cost and CDE decrease by
5.2% and 11.4% relative to operating cost and CDE of the separate

production system, respectively.
Operation which reduces CDE the most (11.5%) still has a high PEC

reduction (14.5%) but the operating cost reduction is low (5.9%). If the
objective is to attain the highest reduction in the operation cost
(11.2%), then the CDE and PEC reduction values are not favorable; they
are at their minimum values (10.5% and 8%, respectively).

As presented in Table 5, PGU overall optimal partial loads, −fopt o, for
combination-1 and combination-2 of the optimization criteria are high
except for off-peak period. Therefore optimal operations of PGU in
these cases are similar to the PGU operation in either CDE or PEC op-
timization cases. Moreover, in the off-peak period, although the PGU
overall optimal loads are not high (the values of −

−fopt o
off peak are 0.57, 0.61

for combination-1 and combination-2 optimization cases, respectively),
the PGU operating limits are on the left side of the −

−fopt o
off peak and

therefore FEL is applied as the strategy. By increasing the weighting
factor of operating cost in the objective function, the reduction of op-
erating cost is more but there are less reductions in both PEC and CDE.

In summary, application of the CCHP system in the hotel in Miami is
beneficial for all examined optimization criteria. If considerable im-
provement for all of the criteria is required, then the weighting factor of
operating cost has to be higher than the CDE and PEC weighting factors
in the optimization problem.

In the city of Miami and when PGU2 is utilized, as shown in Fig. 14,
because in cost optimization case, the values of −fopt o for above and
below the CCHP operating curve are less than those of CDE and PEC
optimization cases, any increase in the operating cost saving (more
reduction in the operating cost) leads to the less reduction of the both
PEC and CDE. The changes of the CDE and PEC reductions are ap-
proximately the same via a change in operating cost reduction; because
by changing the cost reduction, the variations of −fopt o of both PEC and
CDE are almost the same.

6.3. Optimum operation of PGU of the CCHP systems in the residential
buildings in Dalian

The optimum partial load operation for PGU1 is shown in Fig. 15. In
transition season, all of the loads are below the CCHP operating curve.
In CDE optimization case, for transition season, the operating ranges of
loads for hours 19–24 include =−

−f 0.885opt o
below CDE , therefore the PGU

operates at this partial load. For the rest of loads, the PGU works at the
upper bound of each PGU operating range (FEL strategy). It should be
mentioned that Eq. (20) is also satisfied for loads below the CCHP op-
erating curve.

Fig. 10. Change in operating cost, PEC and CDE for the hotel in San Francisco and PGU1 relative to the separate heating, cooling, and electricity production system.

Fig. 11. Reduction of PEC and operating cost versus different percentages of
CDE reduction.
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In transition season, and for PEC optimization case, the PGU partial
load is =−f 0.72opt o

PEC for any operating range. FEL is followed by PGU for
rest of loads. Eq. (20) is also satisfied for loads below the CCHP oper-
ating curve.

If optimization of the operation of CCHP system in the transitions
season is based on operating cost, then Eq. (20) is not satisfied by loads
in region (6) for off-peak periods except the loads for hours 1 and 6;
hence, for these loads PGU is turned off. For the load in hour 6, the PGU
operating range includes =−

−f 0.47opt o
below off , therefore PGU load is set at

this value. For the remaining loads, if the operating range includes
overall optimal partial load, the PGU works at this load, otherwise FEL
strategy is applied.

In the combination-1 case, for transition season, PGU is utilized to
satisfy all the loads. PGU operates at the overall optimal load if the PGU
operating limits contain this load, otherwise FEL is followed by PGU to
satisfy that load. Eq. (20) is also satisfied by the loads in region (6).

As shown in Fig. 16, all optimization criteria, the reductions of
operating cost, CDE and PEC based on all optimization cases are near to

Fig. 12. Optimal partial loads of PGU in a CCHP system with PGU1 applied for the hotel in Miami by considering different optimization criteria.

Fig. 13. Change in operating cost, PEC and CDE for the hotel in Miami and PGU1 relative to the separate production system.
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their maximum values. Percentages of the operating cost reductions are
30.5%, 29.6%, 27.8%, 29.5%, 29.8%, for optimization cases using op-
erating cost, PEC, CDE, combination-1 and combination-2 as objective
function, respectively. Percentages of PEC reduction are 15.1%, 17.6%,
16.6%, 17.3% and 16.8% for optimization based on operating cost,
PEC, CDE, combination-1 and combination-2 optimization cases, re-
spectively.

6.4. Comparison the CCHP performances when applying novel performance
curve, FEL, FTL, MP and FHL strategies

Based on the definition of the overall optimum partial load of PGU
and the concept of the NPC curve, other strategies are defined by using
hypothetical −fopt o of PGU as presented in Table 7.

As shown in Table 7, other strategies (FEL, FTL, FHL, and MP) hold
constant overall optimum partial loads for all of the optimization cri-
teria. In addition, these overall partial loads are different than the
overall optimum partial loads obtained from NPC strategy. Let’s ex-
amine this in more detail on the example of the buildings in San
Francisco, in Miami and finally in Dalian.

In San Francisco, as shown in Fig. 17, application of NPC metho-
dology leads to the highest reductions in all of the optimization criteria.
In the cost optimization case, the list of strategies in the order of de-
creasing operating cost is FTL, FHL, MP, FEL, and NPC, where the re-
ductions are 8.1%, 9.6%, 13.24%, 24.09 and 26.8%, respectively. For
the CDE optimization cases, the order from highest to the lowest CDE is
FEL, FHL, FTL, MP, and NPC. Since the PGU overall optimal partial
loads for CDE optimization cases are smaller than those for other op-
timization criteria, it is more efficient to run PGU at the lower bounds of
the PGU operating ranges for most of the hours. Therefore, higher re-
duction in CDE can be obtained by utilizing the FHL, MP, and FTL
strategies instead of FEL. For other optimization cases, the sequence of
strategies in order of decreasing the criteria are the same as the se-
quence of strategies in the cost optimization case.

As shown in Fig. 18, for the hotel in Miami, application of NPC
methodology leads to the best savings in all criteria among all operating

Fig. 14. Percentage variation of PEC and CDE versus different percentages of
operating cost reduction.

Fig. 15. Optimal partial load of PGU in a CCHP system with PGU1 applied for the residential building in Dalian by considering different optimization criteria.
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strategies. In operating cost optimization case, NPC, FTL and MP stra-
tegies outperform the FEL and FHL strategies. Decreases in operating
costs due to the use of CCHP instead of standalone systems are 11.2%,
6.5%, −2.4%, 0.2% and 4.9% when NPC, MP, FHL, FEL, and FTL
strategies are applied, respectively. For CDE optimization case of the

CCHP system with PGU1, the CDE reductions are 11.5%, 5.4%, 1.3%,
8.2% and 4.1% when NPC, MP, FHL, FEL and FTL strategies are ap-
plied, respectively. This is because the values of −fopt o for the operating
cost optimization case are lower than −fopt o of other optimization cases.
Therefore, to achieve a higher reduction in operating cost, PGU should
operate mostly at the lower bounds of PGU operating limits (the PGU
should follow FTL for loads below the CCHP operating curve and should
follow FEL for loads above the CCHP operating curve). As a result, al-
though the performances of FTL, FEL, FHL and MP strategies might
change by choosing different optimization criteria, application of NPC
methodology leads to the highest reduction in all criteria and for all
optimization cases.

For residential buildings in Dalian, as shown in Fig. 19, the NPC
strategy leads to the best operating cost saving, CDE saving and PEC
saving among all optimization strategies. For all optimization criteria,
the sequence of the operation strategies in the order of decreasing the
optimization criteria is FTL, FHL, MP, FEL, and NPC.

Fig. 16. Change in operating cost, PEC and CDE for residential building in Dalian and PGU1 relative to separate production system.

Table 7
Definition of different strategies by using hypothetical overall optimum partial
load of PGU.

Below the
CCHP
operating
curve

Above the CCHP
operating curve
scenario#1

Above the CCHP
operating curve
scenario#2

Above the CCHP
operating curve
scenario#3

MP 0.25 1 0.25 1
FHL 0.25 0.25 0.25 0.25
FEL 1 0.25 0.25 0.25
FTL 0.25 1 1 1

Fig. 17. Comparison of the percentages of the optimization criteria reduction via using different operating strategies-CCHP system with PGU1 in San Francisco.
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7. Conclusions

This work introduces novel CCHP performance curves (NPC) and
employs their corresponding overall optimum partial loads as basis for
determining optimal operating for a CCHP system. Analytical expres-
sions for computing NPC curves have been presented for cases when the
demand loads are above or below the CCHP operating curve. The
methodology is flexible since it accounts for energy prices, carbon di-
oxide emissions (CDE), and primary energy consumption (PEC) factors
and weather conditions. This is because the overall optimal partial load
and NPC curve change depending on the optimization criteria and the
magnitude of the loads.

For all optimization criteria (operating cost or PEC or CDE), NPC
strategy determines better operations than any of the previously pub-
lished strategies for three examined locations.

If operating cost is being minimized, for the hotel in Miami, the
improvement due to NPC over the next best strategy for that location
(MP) is 4.7%, for the hotel in San Francisco the improvement over the
next best strategy for that location (FEL) is 2.7%, while for residential
buildings in Dalian the improvement over the next best strategy for that

location (FEL) is 2.8%.
When CDE is being minimized, for the hotel in Miami, the im-

provement due to NPC over the next best strategy for that location
(FEL) is 3.3% for the hotel in San Francisco the improvement over the
next best strategy for that location (MP) is 0.53%, while for residential
buildings in Dalian the improvement over the next best strategy for that
location (FEL) is 0.2%.

When PEC is being minimized, for the hotel in Miami, the im-
provement due to NPC over the next best strategy for that location
(FEL) is 2.7%, for a hotel in San Francisco the improvement over the
next best strategy for that location (FEL) is 2.7%, while for residential
buildings in Dalian the improvement over the next best strategy for that
location (FEL) is 1.9%.

Based on these case studies, the following conclusions have been
reached:

(1) NPC strategy leads to the best operating cost saving, CDE saving
and PEC saving for all of the buildings when compared to other
strategies.

(2) NPC strategy can be utilized for different locations with different

Fig. 18. Comparison of the percentages of the optimization criteria reduction for different operating strategies, CCHP system in Miami PGU1.

Fig. 19. Comparison of the percentages of the optimization criteria reduction via using different operating strategies-CCHP system with PGU1 in Dalian residential
buildings.
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energy prices, CDE and PEC factors.
(3) FEL, FTL, FHL and MP strategies can be defined as special (not al-

ways optimal) cases of the NPC strategy.
(4) NPC strategy enables optimal operation of CCHP system as the load

changes during a day, e.g. from hour to hour.
(5) The relative simplicity of computing the NPC curves makes it pos-

sible to identify optimal operating strategies for CCHP systems

without having to resort to elaborate model building and complex
optimization procedures.

(6) In addition to simplifying the computation of optimal operating
conditions, the NPC curves enable rapid evaluation of the impact of
changes in energy pricing. Our future work will consider the use of
NPC curves for evaluations of changes to the CCHP system struc-
ture.

Appendix A

A.1. Derivation of the NPC curve for scenario #1 for loads above the CCHP operating curve

In this scenario, when the PGU operates at a load higher than the lower bound of the operating range; the excess generated electricity is sent to
the electric chiller to provide cooling. Because all of the electrical demand can be met by the PGU when it operates at LB load of the operating range,
any increase in the PGU partial load leads to the production of electricity which can power the electric chiller. Furthermore, there is more recovered
thermal energy which can be utilized in the heating coil to satisfy the heating demand.

It is assumed that the aim is to find an optimum operation of CCHP system corresponding to the minimum operating cost. The net increase in the
operating cost due to operating the PGU at a load higher than the base load fb of the PGU is presented by Eq. (A.1). Please note that if the operating
range contains only one scenario, then the base load corresponds to the lower bound of operating range. The second possible scenario has the base
load of either E1 or E2:

= − − − −⎡

⎣
⎢

−
−

− ⎤

⎦
⎥F F C Fη F η C

F η η
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The first term in Eq. (A.1), [ −F F C( )b g] represents the additional natural gas cost when the partial load of the PGU increases from fb to f. The second
term, −[( ) ]Fη F η Cpgu b pgu Eb

, is the profit related to the part of cooling demand supplied by the surplus electricity produced in the PGU instead of the

electricity purchased from the grid. The last term,⎧
⎨⎩

⎡
⎣

−− ⎤
⎦

⎫
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− −
C

F η η
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, is the profit due to the fact that some part of heating demand is

satisfied by the recovered heat instead of the boiler.
To convert Δcost to a dimensionless variable, it is divided by the increase of operating cost when PGU works at upper bound of the operating

range, which is defined as:

= −cost F F C( )dif UB LB g (A.2)

where FUB and FLB are fuels consumed in PGU operating at UB and LB of the operating range, respectively. Finally, the dimensionless cost increase is
defined as follows:

=δ
cost
Δ

cost
cost

dif (A.3)

To optimize the operating cost of CCHP system, δcost should be minimized. By replacing F and Fb in Eq. (A.1) by their corresponding partial loads in
the PGU and by using Eqs. (2) and (3) in the main body of the paper, δcost can be rewritten as in Eq. (A.4).
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When the partial load f of the PGU changes, only ψ f( ) in Eq. (A.4) changes. Consequently, Eq. (A.5) can be utilized to find the minimum of δcost which
correspond to the optimal load of PGU across the operating range.

A.2. Derivation of the NPC curve for scenario #2

In this case, increase in the partial load of the PGU leads to the production of excess electricity which is wasted. At the same time, the boiler duty
decreases because of an increase in the recovered heat. To obtain the NPC curve formula, the same procedure as Scenario #1 is carried out.

Any additional cost with respect to base load operation is as follows:
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The first item, −F F C[( ) ]b g is an excess cost due to the increasing of natural gas consumption, while the second part, ⎧
⎨⎩

⎡
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is the natural gas cost saving because of the decreasing the boiler duty.
The NPC curve formula of Scenario #2 is as follows:
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A.3. Derivation of the NPC curve for loads blow the CCHP operating curve

By increasing the partial load of PGU from the lower bound (LB), the imported electricity from the grid decreases but some of the recovered heat
is wasted. The net cost is expressed as follows:

= − − −F F C Fη F η CΔ ( ) [ ]cost b g pgu b pgu Eb (A.8)

Following the same procedure as in Scenario #1, the NPC curve formula is derived to be:

= −ψ f
f

η
fR( )below

pgu (A.9)

If S and G are substituted instead of R in Eq. (A.9), then we arrive at the NPC curve formulas for optimizing CDE and PEC, respectively.

Appendix B

B.1. Derivation of Eqs. (16)–(18)

If separate systems for heating, cooling and electricity production (SP system) are used energy to meet demands E Q Q( , , )d cd hd , then the total
operating cost is as follows:

= + +cost E C Q
COP

C Q
η η

CSP d E
cd

ec
E

hd

boiler hc
g

(B.1)

In order to investigate whether a CCHP system is more beneficial than an SP system, the operating cost of SP system is compared to the operating cost
of meeting the demand by a PGU running at the minimum partial load. If the operating cost of the PGU is less than the operating cost of the SP
system, then the CCHP system is better in the given situation. This is due to the fact that the operating cost per unit of CCHP output decreases when
the PGU operates at the load higher than the minimum partial load because of the efficiency of the PGU increases with the increase in the partial
load.

The PGU operating cost depends on the amounts of heating and cooling demands. If the heating demand is more than the minimum recovered
heat, ⩾ QQ

η min
hd

hc
and the electricity needed to provide electric and cooling demands is more than the minimum electric output of CCHP system,
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, then the operating cost is as follows:
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If the heating demand is more than minimum recovered heat, ⩾ QQ
η min

hd

hc
, and minimum electric output of CCHP is more than the electricity needed

to supply both electric and cooling demand, + ⩽E Ed
Q

COP min
cd

ec
, then the operating cost is:
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If the heating demand is satisfied by some portion of the recovered heat, < QQ
η min

hd

hc
and the remaining amount of the recovered heat and excess

electricity produced are not sufficient to provide the cooling demand, ⩾ − − + −Q COP F η η COP E E[ (1 ) ] ( )cd ac min pgu rec
Q
η ec min dmin

hd

hc
, then the operating cost

is expressed as follows:

= + ⎧
⎨⎩

− − − − − ⎫
⎬⎭

cost F C
COP

Q F η η Q
η

COP E E COP C1 [ (1 ) ] ( )CCHP min g
ec

cd min pgu rec
hd

hc
ac min d ec Emin (B.4)

If < −F η η(1 )Q
η min pgu rec

hd

hc min
B and < − − + −{ }Q COP F η η E E[ (1 ) ] ( )cd ec min pgu rec

Q
η min dmin

hd

hc
, then the operating cost is as follows:

=cost F CCCHP min g (B.5)

The use of a CCHP system is more beneficial than an SP system when:

>cost costSP CCHP (B.6)

By substituting Eqs. (B.1) and (B.2) into Eq. (B.6) and putting =R C
C

E
g
, Eq. (16) in the main body of the paper can be derived.

By substituting Eqs. (B.3) and (B.1) into Eq. (B.6) and using R, the Eq. (17) in the main body of the paper is obtained.
Eqs. (B.1) and (B.4) are substituted into Eq. (B.6) to derive Eq. (18) in the main body of the paper.

B.2. Derivation of Eq. (20)

If the demands are satisfied by the SP system, Eq. (B.1) is used to determine the cost. The operating cost when the CCHP operates at the minimum
capacity is determined as follows:

= + −cost F C E E C( )CCHP min g d min E (B.7)

By using Eq. (B.6), the inequality of Eq. (20) can be derived.

S.F. Afzali, V. Mahalec Applied Energy 226 (2018) 1009–1036

1027

Ph.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical EngineeringPh.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical Engineering

45



Appendix C

C.1. Objective functions definition

The following objective function is used to optimize the operating cost of CCHP system:

=
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The evaluation of the operation of CCHP system may be carried out also by employing a linear combination of all the criteria as an objective
function, which is defined by Eq. (C.2):
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where ωi is the importance of each criteria and ∑ =ω 1i i .

Appendix D

Flowcharts of the computation based on the NPC is shown in Fig. D1. The algorithm is applied when [ =ψ ψ (0.25)max
L H S. . . ] and [ =ψ ψ (1)max

R H S. . . ].

Fig. D1. Determining optimal operating strategy based on NPC.
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Appendix E

E.1. Impact of PGU efficiency

Based on different characteristics of the PGU (e.g., partial load efficiency of PGU) and the ratios of optimization parameters (R, parameter of the
electricity/ parameter of natural gas), the values of the overall optimum partial loads ( −fopt o) might change. As shown in Fig. E1, for both PGU units
and for above and below the CCHP operating curve, any increase in the ratio of the optimization criteria leads to an increase in −fopt o. For instance,
when price ratio (electricity price/natural gas price) increases, it is more efficient to run the PGU at a higher load and provide higher portion of the
electrical demand by CCHP system, although excess thermal energy might be produced. For PGU1 and for below the CCHP operating curve, −fopt o
increases gradually with an increase in the R ratio and it reaches 1 when R=5.8. For loads above the CCHP operating curve, a similar behavior can
be seen for −fopt o of PGU1. For PGU2 and for loads below the CCHP operating curve, −fopt o is constant at 0.25 for lower values of optimization
criterion R. At R=2.5, −fopt o increases rapidly to 1. A similar behavior is seen for PGU2 for loads above the CCHP operating curve for −fopt o.

E.2. Optimum operation of PGU of the CCHP system at the hotel in Miami

As presented in Table 6 in the main body of the paper, all of the loads in the winter season are located below the CCHP operating curve. Also, in
summer, loads of all hours except loads for hours 12–16 are below the CCHP operating curve. For all optimization criteria, =−f 1opt o

above ; hence for loads
during hours 12–16 in summer, MP strategy is followed to manage CCHP operation. The detailed explanation of the NPC methodology application to
derive the optimal partial loads of PGU2 is presented here.

E.2.1. Optimization based on the operating cost
Winter off-peak hours 1–4 and 23–24: The overall optimum PGU partial load is =−

−f 0.25opt o
below off . However, even though all the PGU operating

ranges include the partial load −
−fopt o

below off because the loads are in region (6), the Eq. (20) is not satisfied. Hence, SP usage is more beneficial than
CCHP system utilization to provide demands for these hours.

Winter hours 5–7: PGU operating ranges are on the left of −
−fopt o

below mid and as presented in Table 6, the loads are in region (6). Eq. (20) is not satisfied
for these loads and therefore the PGU is off.

Winter hours 19–22 and summer hours 19–22: The PGU load ratio is set at =−
−f 0.88opt o

below mid .

Summer off-peak hours: For loads of these hours, =−
−f 0.25opt o

below off . Also, Eq. (20) is not satisfied with any of the loads in region (6). Therefore PGU
is off. For loads in region (10) (hour 23), =f fFTL.

Summer hours 9–10: The operating ranges are on the left of the −
−fopt o

below mid and also include =f 0.3max
LHS . Lower bounds of the PGU operating ranges

are =f 0.25min . Besides, Eq. (20) is not met and therefore PGU is off.
For the rest of the hours in winter and summer, FEL is employed because the PGU operating ranges are located on the left of −

−fopt o
below mid and Eq.

(20) is also satisfied for loads having thermal demands lower than the minimum PGU thermal output.

Fig. E1. PGU Overall optimal partial load versus optimization criterion ratio.
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E.2.2. Optimization based on PEC
Winter: The PGU operating ranges for all loads except loads during hours 19–23 are on the left of the =−

−f 0.96opt o
below PEC . In addition, Eq. (20) is

satisfied by them. As a result, PGU power output is adjusted to be =f fFEL for each hour. For loads during hours 19–23, optimal PGU load is 0.96,
since their corresponding operating ranges include this load.

Fig. E2. NPC curves for the upper and the lower regions of CCHP operating curve based on all criteria; hotel in Miami.

Fig. E3. Optimal partial loads of PGU in a CCHP system with PGU2 applied for the hotel in San Francisco by considering different optimization criteria.
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Summer: PGU runs at the same PGU partial load as in winter, except during hours 12–16, since during these hours the loads are above the CCHP
operating curve [Region (1)]; MP strategy must be followed by the CCHP system ( = ′f f ). Eq. (20) is also satisfied for these loads which are in region
(6).

E.2.3. Optimization based on CDE
The overall optimum partial load of PGU for all demands below the CCHP operating curve is 0.92. As a result, except for loads during the hours

19–23 in both seasons, the optimal PGU loads are the same as the PGU loads when the optimization is based on the PEC. For loads during the hours
19–23 in winter and summer, =−

−f 0.92opt o
below CDE and PGU operates at this load. In winter, Eq. (20) is not satisfied by the load for hour 2 because CDE

ratio is lower than PEC ratio; during that hour PGU is off.

E.2.4. Optimization based on a combination of criteria (Combination-1)
NPC curves for the CCHP system at the hotel in Miami are shown in Fig. E2 when optimization is done based on the combination of equally

weighted criteria, ⎡⎣ = ⎤⎦ωi
1
3 . For loads below the CCHP system operating curve and during the off-peak period (R=1.84), =f 0.38max

LHS . The PGU
partial loads are the same as the optimal loads obtained by optimizing the operating cost, except for hours 19–22 in winter and summer and for hours
9–10 in summer. For hours 19–22 in both seasons, =−

−f 0.925opt o
below mid . Therefore PGU partial load is fixed at this load. For hours 9–10 in summer, the

thermal demand is less than Qmin, Eq. (20) is satisfied and therefore =f fFEL is the best mode of PGU operation.

Fig. E4. Change in the operating cost, PEC and CDE for the hotel in San Francisco with PGU2 relative to the separate production system.

Fig. E5. Optimal partial loads of PGU in a CCHP system with PGU2 applied for the hotel in Miami by considering different optimization criteria.
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E.3. Application of novel performance curve methodology for CCHP systems in different cities

The PGU2 optimal loads by using NPC methodology for San Francisco shown in Fig. E3.
If PGU2 is used in San Francisco, similar results can be obtained as the results for PGU1. Using PGU2 improves all the criteria and higher saving

can be achieved compared to the savings attained by PGU1. As presented in Fig. E4, the maximum percentage of PEC reduction is 17.2% which is

Fig. E6. Change in operating cost, PEC and CDE for the hotel in Miami and PGU2 relative to the separate production system.

Fig. E7. Optimal partial load of PGU in a CCHP system with PGU2 applied for the residential building in Dalian by considering different optimization criteria.
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more than 16.2% achieved with PGU1. In CDE optimization case, although the CDE emission decreases by 6.3%, the PEC and operational cost
reductions are at their lowest values (13% and 14.3%, respectively). The highest value of operational cost reduction is 28.7% compared to the cost
reduction 26.8% via PGU1 utilization.

PGU optimal loads for the CCHP system in Miami are shown in Fig. E5. Use of PGU2 improves the CCHP performances for all optimization
criteria, (Fig. E6). Moreover, for all cases, operating the CCHP system based on the NPC methodology results in the reduction of all criteria. Finally,
for all the cases, there are similar trends between variations of criteria by using this CCHP system and variations of criteria by employing CCHP with
PGU1.

For the residential building in Dalian, the optimal PGU loads for different optimization criteria calculated by the NPC methodology are shown in
Fig. E7.

As shown in Fig. E8, using PGU2 improves all of the optimization results from CCHP PGU1. This is due to the fact that for all partial loads,
electrical efficiency of PGU2 is more than the efficiency of PGU1 and because −fopt o of PGU2 is more than −fopt o of PGU 1in most of the optimization
cases.

Fig. E8. Change in operating cost, PEC and CDE for residential building in China and PGU2 relative to separate production system.

Fig. E9. Comparison of the optimization criteria reduction via using different operating strategies; CCHP system in San Francisco PGU2.
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E.4. Comparison of the CCHP performances achieved by applying different operating strategies

Using PGU2 in San Francisco improves performance of the CCHP system for all cases and also for all operating strategies. NPC still is the best
among all strategies in terms of reducing the operating cost, PEC, CDE and any combination of them. For instance, NPC, FEL, MP, FHL, and FTL
strategies lead to 28.7%, 16%, 14.2%, 27.1% and 12.2% reductions in the operating cost for San Francisco, see Fig. E9, respectively. However when
PGU1 is utilized these reductions are 26.8%, 24.09%, 13.24%, 9.6% and 8.1%, respectively.

For residential buildings in Dalian and hotel in Miami all of the criteria are improved for all the strategies by using PGU2. As shown in Figs. E10
and E11, the NPC outperforms all other strategies in all cases. For Dalian, for all optimization criteria, the sequence of the increasing the reductions
via various operation strategies is FTL, FHL, MP, FEL, and NPC.

Fig. E10. Optimization criteria reduction via using different operating strategies; CCHP system in Miami PGU2.

Fig. E11. Optimization criteria reduction via using different operating strategies-CCHP PGU2 system in Dalian residential buildings.
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Appendix F

Table F1.

Appendix G

To find f (the optimal PGU operating load for scenario #3 and for MP strategy) the following three equations should be solved:
The electric demand and some part of the cooling demand, Q

Cop
α cd

ec
, is provided by the PGU.

′ = +E E αQ
Coppgu d

cd

ec (G.1)

Heating energy balance is expressed as follows:

= ′ ⎛

⎝
⎜ − ⎞

⎠
⎟

Q βE
η

η
η

1 1hd

hc
pgu

pgu
rec

(G.2)

where β is a part of the recovered heat used to supply the heating demand.
The cooling demand energy balance is expressed as follows:

− = − ′ ⎛

⎝
⎜ − ⎞

⎠
⎟

α Q
Cop

E
η

η(1 ) (1 β) 1 1cd

ac
pgu

pgu
rec

(G.3)

Solution of these three equations gives α, β and ′Epgu, which is required to determine the optimal partial load ′f is found.
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H I G H L I G H T S

• An optimization framework for optimal ES design under uncertainty is presented.

• The ES design is performed by minimizing the ATC and limiting the risk of CDE.

• Change in the size of system components is presented as a function of CDE.

• Random vector sampling significantly speeds up convergence.

• Significant technological changes are required to attain 90% reduction in CDE.

A R T I C L E I N F O
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Heat
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A B S T R A C T

This study examines how the optimal system design of an urban community energy system changes under the
presence of uncertainties in energy prices and demands for a specified level of carbon dioxide emissions (CDE),
which is measured as a percentage of CDE associated with the operation of standalone systems. In order to
account for uncertainties and to reduce the computational times and retain accuracy, moment matching is used
to discretize uncertain distributions. Diverse scenarios are constructed by random sampling of the vectors which
contain discrete distributions of uncertain parameters. System design is carried out to minimize the annual total
cost and to limit the average of the worst-case emissions with the 5% probability which corresponds to the
conditional value at risk (CVaR) of emissions for the confidence level of 95%. The effects of the different values
of CVaR on the design of the system are examined. It is shown how the system size changes due to uncertainty
and as a function of the CDE target value. Design of an energy system for office buildings in Dalian, China, is
presented. Since there is no significant amount of flat surfaces available in a dense urban core, photovoltaics and
thermal solar are not considered as candidates for system components. It is shown that with the present-day
technology, the lowest amount of CDE is 37% of emissions from standalone systems which use coal-based grid
electricity. This indicates the necessity of a significant technological change to reduce CDE to be 10% of stan-
dalone systems.

1. Introduction

Application of on-site generation combined cooling, heat, and
power (CCHP) systems and distributed energy systems (DES) is in-
creasing [1] since they can reduce the total cost and CO2 emissions [2]
relative to the use of the standalone systems. A typical energy system
consists of multiple technologies for generating energies, converting
energies, storing them, and finally distributing them among buildings.
The energy system can be applied to different kinds of building such as
residential buildings, office buildings, hotel buildings, commercial

buildings and industrial plants. The economic, environmental and en-
ergy performances of the energy system depend on the configuration of
the system, the size of each component and the system operating
strategy [3]. By choosing the proper size and operation of the system,
the operational cost and greenhouse gas (GHG) emissions might de-
crease drastically.

The simple CCHP system comprises of a power generation unit
(PGU), a heat recovery system, a heating coil or a heat exchanger, an
absorption chiller, and a backup boiler [4]. Some energy systems (ESs)
include hybrid chillers to enhance cooling efficiency [1–3,5–7]. Liu
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et al. [5] proposed an operating strategy for a CCHP system, including
hybrid chillers such that the ratio of cooling energy provided by the
electric chiller to the cooling load varies at each hour. Zheng et al. [6]
employed hybrid chillers and investigated the economic performance of
the CCHP system following a feed-in tariff policy. Zheng at al. [1]
studied the operation of CCHP system and hybrid chillers by proposing
a novel operating strategy based on the minimum distance between
loads and the CCHP operating curve. Novel performance curves were
derived by Afzali and Mahalec [7] to improve the operation of the
CCHP system. It was shown that the proposed strategy is the best
amongst all other strategies such as following electrical load, following
thermal load and following hybrid load. Short-term thermal energy
storage might be employed to obtain a wide range of the ratio of electric
output to thermal output, [8]. Mago et al. [9] studied the operation of a

combined heat and power (CHP) system comprising dual power gen-
eration units and short-term thermal energy storage. Wang et al. [10]
modelled the operation of a community energy system. In this study, a
day-ahead scheduling strategy was proposed. In addition, the effect of
multiple energy storage devices on the system flexibility was examined.
Addition of a battery to manage the electric output of the system has
been studied by [11]. The ground source heat pump (GSHP) has been
added to an energy system (ES) [12-14] to attain flexibility in heating,
and cooling outputs, Liu et al. [15] analyzed the performance of a CCHP
system which included a GSHP and thermal energy storage. The ap-
plication of a CCHP system driven by a gas-steam combined cycle at an
educational center in China was investigated in [16]. Distributed en-
ergy resources (e.g., solar energy and wind energy) have been in-
tegrated with a CCHP system to enhance the economic and

Nomenclature

Acronyms

ATC Annual total cost
CCHP Combined cooling, heating and power
CDE CO2 emission
CHP Combined heating and power
COP Coefficient of performance
CVaR Conditional value at risk
DES Distributed energy system
ES Energy System
GSHP Ground source heat pump
MCS Monte Carlo Sampling
MILP Mixed integer linear programming
MINLP Mixed integer non-linear programming
kW kilowatt
ORC Organic Rankine cycle
PGU Power generation unit
PV Photovoltaic
RVS Random Vector Sampling
SAA Sample average approximation
a, b, c Dimensionless coefficients
C Cost [$/kW]
Ca Size of each component
CO2R Carbon dioxide emission ratio
d Design variable
E Electric energy [kW]
F Fuel energy [kW]
f Partial load
HnC Heating network cost
InC Investment cost
ir Interest rate
K Number of sets of three scenarios
l Limit of the CVaR of CDE
LC Life cycle
P Number of uncertain parameters
Pen Penalty variable
Q Heating energy [kW]
R Recovery factor
S Number of scenarios
U Charging/discharging status
VC The variable cost of each component
x First-stage binary variable
battery Battery/electrical storage
boiler Boiler
cd Cooling demand
CDE Carbon dioxide emission
cost Cost

d Demand
EL Electricity from the grid
f Partial load
gshp Ground source heat pump
gshp-h GSHP for heating
gshp-c GSHP for cooling
tst Thermal energy storage
s scenario
SP Separate production
t time
E Electricity
ec Electric chiller
fl Partial load at f
NG Natural gas
grid Grid
hc Heating coil
hd Heating demand
i component
in Input energy
nom Nominal
y Second-stage variable

Greek

η Efficiency
μ Emission conversion factor
δ Auxiliary binary variable
π Probability of each scenario
ζ Auxiliary binary variable
γ Auxiliary binary variable
θ Uncertain parameter
β On/off coefficient
ν Auxiliary binary variable
λ Auxiliary binary variable

Subscripts

ab Absorption chiller
rec Recovery

Superscripts

charge Charging status
disch Discharging status
min minimum
max maximum
E Energy
Nr Normalized
op Operating
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environmental performances of the system [17]. Fu et al. [18,19]
analyzed the performance of a CCHP system comprised of an internal
combustion engine, a flue gas heat exchanger, a jacket water heat ex-
changer, and an absorption heat pump.

Most of the previously published papers have designed the energy
systems for deterministic case studies, considering deterministic pro-
files of energy demands and deterministic values for the natural gas and
electricity price. However, building energy demands and market energy
prices cannot be predicted precisely at the time of the design. If these
uncertainties are not incorporated into the model, the design and op-
eration of the system might differ from the calculated deterministic
optimum and emissions, and the system cost might be underestimated.

Two often used approaches to study the effect of the uncertainty on
the design and operation of the system are: (i) stochastic model which is
created by adopting different realizations of the uncertain parameters,
and (ii) sensitivity analysis which determines how the output un-
certainty is apportioned to the different sources of uncertainty in inputs
[20].

If uncertain parameters are known to lie within specific intervals
without information on probabilities of their occurrence, then the ro-
bust optimization method can be employed. If additional information
such as probability distributions is provided for the uncertain para-
meters, then the stochastic programming models (which are similar in
style to robust optimization) are employed. Stochastic programming
aims to find the optimal solution which is feasible for all uncertain data
and then optimizes the expected value of the objective function.

Several researchers have used a robust optimization approach to
design energy systems. Akbari et al. [21] considered the uncertainty in
energy demands, energy prices, carbon emission cost, and primary
energy consumption. Rezan et al. [22] assumed the uncertainty in de-
mand and determined the size of the DES. Yokoyama et al.[23] pro-
posed a three-level mixed-integer linear programming algorithm to
solve a robust optimization model to determine the optimal design of
DES under demand uncertainty. Yokoyama and Kiochi [24] proposed a
multi-level nonlinear programming model to determine the optimal
sizes of the components in the energy system while minimizing the
maximum regret rate in the annual total cost. The robust optimization
design model was proposed by Niu et al. [25] to design the cooling
system under cooling load uncertainty. The proposed robust model was
applied to a hospital in China to minimize the cost of the cooling system
design.

Two-stage stochastic programming approach for determining the
optimal design of energy systems has recently attracted more attention.
Zhou et al. [26] used a two-stage stochastic model of a DES which they
optimized by using genetic algorithm and Monte Carlo simulation. They
concluded that the proposed system possesses the inherent robustness
under uncertainty because of the connection to the grid and the storage
facility. Fuentes-Cortes et al.[27] presented a two-stage stochastic op-
timization model to design a cogeneration system for a housing com-
plex in Mexico. The aim was to minimize the expected annual total cost
(ATC), expected operational CO2 emissions (CDE), and minimize the
worst-case scenarios of the ATC and CO2 emissions. Yang et al. [28]
applied two-stage stochastic programming [29] for sizing a DES under
uncertainty of energy demands, energy prices, and renewable energies.
They considered the discrete size of equipment capacities. Rezan et al.
[30] modeled the uncertain energy demands using a probabilistic ap-
proach and investigated the design of a DES for both stochastic and
deterministic cases. The sample average approximation method was
employed to build the objective function (expected annual total cost),
and the optimal design for multiple cases was performed considering
various percentages of change in uncertain parameters.

The uncertain programming framework was proposed by Li et al.
[31] to investigate the design of a CCHP system under energy demand
uncertainty. The authors built a probabilistic model based on the in-
tegration of the mixed integer nonlinear programming (MINLP) model
and Monte Carlo simulation. They concluded that capacities of assistant

facilities (e.g., gas boiler, electric chiller, etc.) are more sensitive to the
uncertainty of energy demands than the capacities of core facilities (Gas
turbine, heat exchanger and absorption chiller). Mavromatidis et al.
[32] proposed a sensitivity analysis framework to determine the es-
sential uncertain parameters which affect the economics of DES more
than the others. A two-stage stochastic model was developed by Mav-
romatidis et al. [33] to design a DES considering multiple uncertainties
of energy demands and energy prices. The optimal design of DES was
estimated based on the minimization of the system expected cost while
the expected value of CO2 emissions was kept below a defined
threshold. Urbanucci and Testi [34] applied a two-stage stochastic
programming model to design a CHP system for a hospital in Italy
under long-term demand uncertainty. The paper provided a framework
for decision-makers who are looking for determining the optimal CHP
size while following a specific operating strategy. Mavromatidis et al.
[35] investigated the design of a DES under different optimization
criteria; optimistic, pessimistic, risk-neutral, and risk-averse criteria.
They presented a two-stage stochastic programming model for the en-
ergy system employed in a Swiss neighborhood. A multi-objective op-
timization model was proposed by Hu and Cho [36] to minimize the
cost, CDE and primary energy consumption of a CCHP system. The
uncertainty was included by the use of probability constraint method.
The impact of uncertainty on the energy and economic performances of
a hybrid CCHP and PV system was investigated in [37]. It was shown
that the uncertainty influences the operational cost of the system more
than the performance with respect to energy utilization. A unified
scheduling strategy was proposed by Lv et al. [38] to improve the op-
eration of a community energy system. The proposed model adopted
the uncertainty related to the environment and building loads. Jing
et al. [39] performed Multi-objective optimization of an urban energy
network. Novel benefit allocation constraints inspired by the game
theory were added to the system model to ensure the individual benefit
of each building in the energy network.

Some of the researchers investigated the effect of different uncertain
parameters on the operation of the energy system. Carpaneto et al. [40]
investigated cogeneration operation planning regarding while con-
sidering uncertain parameters in energy demands and energy prices. A
fuzzy programming model was proposed by Mavrotas et al. [41] for
multi-objective planning optimization of large service sectors under
load uncertainty to maximize the demand satisfaction and minimize the
system cost. Mavrotas et al. [42] presented energy planning for a CCHP
system using a mathematical programming framework (MILP model)
and Monte Carlo simulations. In their paper, they considered the un-
certainty in all economic parameters, including energy prices and
economic interest rate. Recently, Ersoz and Colak [43] applied four
different simulation methods (Monte Carlo method, scenario-based
method, historical trend method, and parametric method) to investigate
the profitability of a CCHP system for long-term operation under un-
certain parameters. Marino et al. [44] investigated the operation of a
CCHP microgrid using a two-stage stochastic model. Hybrid sample
average approximation (SAA) with the Bender decomposition algo-
rithm was developed to examine the performance of this system under a
different level of uncertainties. Microgrid energy operation manage-
ment under multiple uncertainties has also been examined by [36,45-
48]. Mohammadi et al. [47] proposed a scenario-based stochastic fra-
mework for the microgrid system. They investigate the role of energy
storages to reduce the operational cost of the system under multiple
uncertainties of renewable energy resources, energy prices, and energy
demands.

Design of the system considering both system cost and CO2 emis-
sions has been attracting a lot of attention. Mavromatidies et al. [33]
have examined two approaches to consider the effect of CO2 emissions
on the energy system design. In the first approach, CO2 emissions of all
scenarios are constrained to be less than a fixed value. This approach
constrains the design of the system since unlikely scenarios are also
satisfied by design. The second approach constrains the expected value
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of emissions of all possible scenarios to be less than a threshold value.
Although this is a conservative approach to the design of an energy
system, some worst-case scenarios with large amounts of the emissions
might happen since there is no control for the scenarios on the tail of
the CO2 emissions distribution. The authors mentioned that as possible
future work decision criteria which introduce the risk have to be con-
sidered in the problem.

Optimal design and operation of an energy system considering both
economic and environmental criteria is a complex task. Realistic
equipment models introduce nonlinear terms, which makes the model
more difficult to solve. The commonly used approach is to use only
some of the available equipment as possible candidates for ES design
and to replace some or all of the nonlinear models with linear ap-
proximations. In addition, two-stage stochastic programming increases
very significantly the computational burden.

In order to design an optimal ES and operate it under uncertainties
in energy prices and uncertainties in demand, this work removes pre-
vious simplifying assumptions and models the uncertainties in a
manner which enables efficient computation of the optimal designs.
Specifically:

• The paper proposes a framework for the optimal use of energy re-
sources and optimization of the energy system operation. The ob-
jective of this paper is to mitigate the environmental impact of the
energy system and to minimize the annual total cost of the energy
system. We propose a methodology that addresses the problems
related to the optimal design and optimal operation of the energy
system under multiple uncertainties, including also a novel method
to generate system scenarios thereby simplifying the system mod-
elling and reducing the computational times.

• Portfolio of DES components included in the model includes all
practically available technologies (primary electricity generator,
boiler, heat recovery system, electric chiller, GSHP, absorption
chiller, heating coil, battery, and thermal storage). Since our case
study site is in the city, we assume that there is not enough space to
install solar thermal, PV, and wind turbines.

• A detailed MILP model capturing equipment performance char-
acteristics is presented to model the ES operation. Nonlinear per-
formance characteristics of the equipment have been approximated
by piecewise linearization. Even though such formulation in-
troduces binary variables, the solution times are acceptable since
the problem is a linear one and the uncertainties are constructed by
a new strategy.

• The risk of occasionally high CDE is added to the model. To limit
CDE and consider the high emission risk in the problem, conditional
value at risk is applied to the CO2 emissions. This enables a design
which is not constrained by an unlikely scenario of high CDE.

• A new strategy is developed to provide scenarios for the stochastic
problem which we call RVS (random vector sampling) method. The
strategy uses selected discrete points from distribution of any un-
certain parameters. Candidate vectors for different sets of three
scenarios are built, and their probabilities are normalized. Finally,
the scenarios are provided by randomly sampling of the candidate
vectors. Discrete distributions of the uncertain parameters are ob-
tained by the moment matching technique with three points.

2. The two-stage stochastic programming approach

The two-stage stochastic program partitions variables in two sets:
the first-stage variables which have their values decided upon before
the realization of the uncertainty and the second stage variables that are
calculated after observation of uncertainties. The first-stage variables
designate “here-and-now” decisions, and the second-stage variables are

called recourse or “wait-and-see” decisions. As Zhou et al. [26]pre-
sented, the general form of two-stage stochastic programming for the
system design is as follows:
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where x and d are the continuous and binary variables, respectively, for
the first-stage decision, yis the second stage variable and represents
any uncertain parameter in the problem. hd and gd are equality and
inequality design constraints, hopand gopare operational constraints.

When applied to an energy system design, the decision variables of
the first-stage are design variables. The types of these variables are both
binary and continuous; binary variables determine which of the avail-
able technologies should be installed in the system while continuous
variables determine the sizes of these devices. The second stage vari-
ables are the operational variables of all energy generation components,
converter and storage systems. First-stage variables are decided before
uncertainty occurs, but the second stage variables are determined after
the realization of the uncertainty.

This paper investigates the design of the system under the existence
of uncertainty in a group of parameters over an extended time horizon.
We use a series of scenarios with values of the parameters based on the
attributes of their uncertainty over a long period. Description (dis-
tribution) of the uncertainty is derived from parameter variations over
long time periods. This is different from the uncertainty considered in
the optimization problem of short-term system operation. For example,
when optimizing real-time operation of an energy system, scenarios are
used to predict the demands and energy prices with a high probability
of occurrence for a short time in the future.

3. Energy demand uncertainty

Energy demands are described by their average values, associated
uncertainties, and their historical peak values. The average values are
provided as the energy profiles of some representative days. Various
probability distribution functions have been used to describe the fluc-
tuation of energy demands at each daily sampling time. In this study,
similar to most of the studies such as [26,28,32,33] a normal dis-
tribution is assumed to describe the uncertainty of energy demands at
each sampling time.

It is assumed that the probability distribution of energy demand at
each sampling time follows a normal distribution in which 95% of the
real energy demand is within the range of ± 20% of their average va-
lues [20]. The uncertainty related to the natural gas price and the
electricity price is assumed to be uniform distribution as provided in
[28].

In general, two approximation methods are applied to approximate
a continuous probability distribution by some discrete points: the dis-
cretization method and the Monte Carlo method. Most of the related
studies have employed the Monte Carlo method to approximate the
continuous distributions by some randomly generated discrete points.
All scenarios have the same probability of occurrence (N discrete points
of N scenarios, the probability of each scenario is 1/N). This approach is
called the sample average approximation (SAA) method. The main
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drawback of this approach is that a large number of samples are needed
to reach the state of convergence in the expected value of the objective
function. For this reason, we use the discretization method as explained
below.

3.1. Scenario generation by discretization

Discretization of continuous uncertain parameters into a set of re-
presentative points that these points are selected from intervals of the
same lengths is a common way of generating scenarios. Vahidinasab
[49] and Li et al. [20] discretized the normal distribution into seven
and nine points, respectively. The drawback of this approach is that the
generated points may not match the statistical moments (mean, var-
iance, skewness, and kurtosis) of the normal distribution. In order to
mitigate this issue, it is common to use a large number of discrete points
thereby ensuring that the characteristics of the uncertainty are ade-
quately preserved in the problem; however, this leads to an increase in
the computational times.

To obtain maximum accuracy in discretization, one can apply mo-
ment matching to each input distribution. The most accurate moment
matching methods are Gaussian Quadrature Formulas [50]. When the
probability distribution function is either normal or uniform or ex-
ponential distribution, Gaussian Quadrature formulas exactly match
2 N-1 underlying moments of that probability distribution. Therefore,
they can be employed to provide N discrete points for each probability
distribution. Similarly to a recent study [33], we adopted a discretiza-
tion method provided by Miller and Rice[51]. Each normal distribution
function can be discretized by N points that match the 2 N-1 statistical
moments (excluding zeroth moment) of that distribution.

In this paper, we choose the value of N= 3. The uncertainty of each
parameter is characterized by three discrete points corresponding to
their probability of occurrence instead of a continuous distribution. The
three discrete points for a normal distribution N (µ, σ2) and a uniform
distribution U (a, b) are represented in Fig. 1.

3.2. Scenario construction by random vector sampling (RVS) method

In each scenario, uncertain parameters take on the value of one of
their corresponding discrete points that are shown in Fig. 1. To create a
scenario, one might randomly select a point from the set of discrete
points for each uncertain parameter. This would still lead to a large
number of scenarios to ensure the objective function reaches the state of
convergence and the objective function does not change by adding the
number of scenarios. The reason is that some of the discrete points
might not be assigned to uncertain parameters via the random assign-
ment of a point. Therefore, a strategy for generating scenarios should be
such that the uncertain parameter can take on the values of all discrete
points. One possible approach is that an uncertain parameter takes on
values of a set of three discrete points in three consecutive scenarios. At
each time, three scenarios are built, and at each scenario, one point
from three discrete points is assigned to an uncertain parameter. For
example, to assign a value to an uncertain parameter, in the first sce-
nario of a set of three scenarios, one point is randomly selected among
three discrete points, in the second scenario, one point among the re-
maining two points is randomly chosen and finally, in the last scenario,
the last point is used. To explain this as a mathematical point of view,
consider a set of three discrete points dp dp dp( , , )1 2 3 which will be as-
signed to an uncertain parameter in three consecutive scenarios

+ +s s s( , 1, 2). The number of all possible orderings (permutations)
for assigning these three points to the three scenarios is six:

=
D

dp dp dp dp dp dp dp dp dp dp dp dp

dp dp dp dp dp dp

{( , , ), ( , , ), ( , , ), ( , , ),

( , , ), ( , , )}.
1 2 3 1 3 2 2 1 3 2 3 1

3 1 2 3 2 1

Consider the desired number of scenarios is S, which should be the
multiple of three; S = 3 K. At each time, one of the six vectors (per-
mutations) in D is selected randomly for each parameter p and a set of
three scenarios (k = 1). The same procedure is performed for the sub-
sequent sets of three scenarios (k = 2, 3 …, K) and all the uncertain
parameters (p = 1, 2, … P). We call this strategy as a Random Vector
Sampling (RVS) method.

Fig. 1. Discrete approximation of a Uniform distribution (A) and a Normal distribution (B).
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In summary, the following method is used to construct scenarios by
the RVS method:

Start
1- Set the number of desired scenarios; S= 3 K and Number of uncertain parameters

P, set k=1, set p= 1.
2- For the uncertain parameter p and for the kth set of three scenarios:

3- Select one of the six-vectors of set D randomly,
4- Assign the values of the selected vector to the uncertain parameter p for a set of

three-scenarios k.
5- p= p+1.
6- Is p < P? Yes: go back to step 2, No: go to the next step.
7- k= k+1.
8- Is k > K? Yes: end, No: set p= 1 and refer to step2.

end

4. Probability Normalization

In this paper, uncertain parameters are electrical demand at each
hour, heating demand at each hour, cooling demand at each hour,
electricity price and natural gas price. After assigning discrete points to
all uncertain parameters by the RVS method, there are three different
profiles of electrical, heating, and cooling demands in each set of three
scenarios.

Once the scenarios are generated by using the RVS method, the
normalized probabilities are assigned to all scenarios. Because different
sets of three scenarios are built independently, it is assumed that the
probability of occurrence of all sets of three scenarios is equal to each
other and is 1/K.

Normalization of the probability of occurrence takes place in two
steps. In the first step, in each set of three scenarios k, the probability of
each profile is calculated (multiplication of probabilities of all hours)
and then normalized by considering the probabilities of the other two
profiles in that set. For example, the probability of an energy demand
profile is calculated for three scenarios and then normalized such that
the summation of the probabilities of occurrence of three energy de-
mand profiles in the set equals one. Eq. (2) is applied to normalized the
probability of each energy demand profile for each set of three sce-
narios k.

= k K s S,s
E k Nr s

E k

s k s
E k

, ,
,

, (2)

where s
E k Nr, , is the normalized probability of an energy demand

profile E in scenario s of a kth set of three scenarios, s
E k, , is the

probability of the energy demand profile in scenario s in the kth set.
In the second step, to calculate the probability of each scenario,

first, the product of the normalized probability of occurrence of all
profiles is calculated.

= k K s S p P, ,s
k

P
s
P k Nr, ,

(3)

Then the obtained probability value of each scenario in the kth set
of three scenarios are normalized by using Eq. (4)

= k K s S,s
k Nr s

k

s k s
k

,

(4)

and finally, the result is multiplied by the 3/S to obtain the nor-
malized probability of each scenario.

=
S

k K s S3 ,s
Nr

s
k Nr,

(5)

Therefore, in each set of three scenarios, the summation of the
probabilities of all three scenarios is 3/S.

5. Description of the energy system

The energy system in this work (Fig. 2) consists of several techno-
logical components: an engine or power generation unit (PGU), heat
recovery system, absorption chiller, electric chiller, backup boiler,
GSHP, heating coil, battery, and short-term thermal energy storage.
Power generation unit provides the electricity; then the waste heat is
recovered through the heat recovery system. The recovered heat is sent
to the heating coil to produce heat or is given to the absorption chiller
to supply the cooling. Electric chiller might be used to provide cooling
via the electricity from either PGU or from the grid. The backup boiler
is employed to provide additional steam when the recovered heat is not
sufficient to provide the heating or cooling. Utilizing the waste heat
through a heat recovery system increases the energy efficiency of the
CCHP system to more than 80% [52]. The ground source heat pump
(GSHP) is another option to provide heat during winter and cooling
during summer. Integrating the CCHP system with renewable energy
resources increases the overall efficiency of the system compared to the
CCHP system alone [53]. Battery and thermal storage also are applied
to store excess electricity and excess thermal energy, respectively, and
discharge them during the peak period. Finally, the connection to the
electrical grid is also provided that the system can import electricity
from the grid, but there is no option to sell the power to the network. In
this work, the solar heat collector and photovoltaic are not employed,
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Fig. 2. Schematic illustration of the energy system.
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since the case study assumes that the buildings are in an urban core and
that there is no significant surface area available to install either the
thermal solar or PV cells.

5.1. Model of the System

Energy balance for each of the equipment is used to describe the
performance of the system. The electrical output of the engine or power
generation unit (PGU) is described by the following equation:

=E Fpgu t s t s pgu t s, , , , , (6)

where pgu t s, , is PGU efficiency and Ft s, is the energy produced by
combustion of fuel at each time t and for any scenario s.

The efficiency of the engine is a function of its operational loads
[54] which is described by, the following equation:

= + +c b f a f( )pgu t s nom pgu pgu pgu t s pgu pgu t s, , , , , , ,
2

(7)

nom, it the nominal efficiency of the engine depends on the size of the
engine, apgu, bpgu and cpguare dimensionless parameters and fpgu t s, , is the
partial load of the engine at each time t and for any scenario s which is
defined by Eq. (8).

= = =f
E t s

E
f and f

, ,
, 0.25 1pgu t s

pgu

nom
min max, , (8)

Enom is the nominal power of the engine, fmin the minimum partial load
(on/off coefficient) for the engine which is fixed at 0.25. The engine
efficiency is low when the partial load of the engine is under 0.25. In
this case, the engine must be turned off to prevent energy loss and
damage to the engine.

The heat recovered from the engine at any time t and in each sce-
nario s is calculated by the following equation:

=Q F (1 )rec t s t s pgu t s rec, , , , , (9)

where rec is the heat recovery system efficiency.
Recovered heat can be used both in the heat exchanger and in the

absorption chiller to provide heating and cooling, respectively. A part
of the recovered heat is sent to the absorption cooling system to provide
cooling energy. The energy balance of the absorption cooling system is
shown in Eq. (10).

=Q COP Qab t s ab t s in ab t s, , , , , , , (10)

where Qin ab t s, , , is the thermal input energy to the system, Qab t s, , is the
cooling output from the absorption chiller, and COPab t s, , is the coeffi-
cient of the performance of the absorption chiller. COPab t s, , is also a
function of the operating load of the absorption chiller. Similar to the
Eq. (7) expression for the engine efficiency, Zheng et al.[1] and Tian
et al. [55] presented the following relation to express the absorption
chiller’s COP as a function of its partial load.

= + +COP a f b f cab t s ab ab t s ab ab t s ab, , , ,
2

, , (11)

where a ,ab bab, cab are nondimensional parameters and fab t s, , is the ab-
sorption chiller partial load. The minimum value of fab t s, , is assumed to
be 0.2.

GSHP also provides heating and cooling in winter and summer,
respectively. The energy balance is as follows:

=Q COP Egshp t s gshp t s gshp t s, , , , , , (12)

Qgshp t s, , is the energy output of the GSHP, Egshp t s, , is the energy input to
the GSHP, and COPgshp t s, , is the coefficient of performance of the GSHP.
COP of GSHP is also provided by kang et al. [13,14] by different
coeffieicnts which are used for summer and winter.

= + +COP a f b f cgshp t s gshp gshp t s gshp gshp t s gshp, , , ,
2

, , (13)

The minimum partial load operation of GSHP is assumed to be 0.3.
Another candidate device for cooling energy production is the

electric chiller. Electricity generated by the engine or taken from the
grid can be sent to the electric chiller. The following equation calculates
the amount of energy consumed by this device:

=Q COP Eec t s ec t s ec t s, , , , , , (14)

The COPec t s, , is described by Eq. (15):

= + +COP a f b f cec t s ec ec t s ec ec t s ec, , , ,
2

, , (15)

Heating coil or a heat exchanger are utilized to produce the thermal
energy needed for the building.

=Q Qhc t s hc in hc t s, , , , , (16)

hc is the heating coil efficiency and Qin hc t s, , , is the input energy provided
for the heating coil.

When the energy provided by the thermal storage and heat recovery
system is not enough, this shortfall is satsified by the boiler:

=Q Fboiler t s boiler boiler t s, , , , (17)

Fboielr t s, , is the amount of natural gas burned inside the boiler to provide
thermal energy.

The heat recovery system, the boiler, and the thermal storage pro-
vide the thermal energy for both absorption chiller and heating coil
(heat exchanger).

+ + + +Q Q Q Q Q Qrec t s disch t s boiler t s in ab t s charge t s in hc t s, , , , , , , , , , , , , , (18)

Since the engine is the only component for generating the elec-
tricity, the size of the engine might not change considerably (e.g., more
than 1 MW) because of either the existence of the uncertainty or the
implementation of CDE limits. In addition, the nominal efficiency of the
engine changed slightly via change of the engine size. For instance, by
changing the size of the engine from 2800 to 3400 kW, the nominal
efficiency increases slightly[56]. As a result, the nominal efficiency of
the engine is considered to be constant in the range of [2800, 3400] in
this paper, independent of the engine size and similar to previous stu-
dies [1,5,6,8,14,26].

The stochastic model includes a set of constraints which describe the
energy demands of the building and are supplied by the energy system
for any time step t and each scenario s. Engine, battery, and the grid
provide the electricity needed by the building as well as the electricity
required by the GSHP and the electric chiller. Also, a portion of the
electricity produced by the engine can be stored in the battery. The
electrical energy balance for the whole system is expressed as follows:

+ + = + + +E E E E E E Egrid t s pgu t s disch t s gshp t s ec t s d t s charge t s, , , , , , , , , , , , , , (19)

Epgu t s, , is the electricity provided by the engine at each time step t and
for scenario s, Eec t s, , and Egshp t s, , are the electrical energy required by the
electric chiller and the GSHP, respectively, Edisch t s, , and Echarge t s, , are
battery discharged and charged energies, Ed t s, , is the energy demand of
the building, and Egrid t s, , is the electricity taken from the power grid.

Additional constraints are needed to describe the operation of both
electrical storage and thermal storage at each time step t and scenario s.
A group of binary variables is applied to limit the charging/discharging
rate of the storage systems and keep the storage models linear.
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disch

battery
min

battery t s battery
max

, , , , , ,

, , , , , ,

, , , ,

, , , 1, , , , ,

, , (20)

Ubattery t s
charge

, , and Ubattery t s
disch

, , are both binary variables that show the status of
the battery at each time t and scenario s, for instance, if the battery is
charged, then =U 1battery t s

charge
, , , and =U 0battery t s

disch
, , ,

Echarge
min and Echarge

max are minimum and maximum charging rates of the
battery, respectively, Edisch

min and Edisch
max , are minimum and maximum
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discharging rates of the battery, respectively, Wbattery t s, , is the energy
content of the battery, Wbattery

min and Wbattery
max are maximum and minimum

values of the battery energy content at each time step t and scenarios s,
battery
charge, battery

disch are charging and discharging efficiencies of the battery
and battery is the energy loss rate.

Similar constraints are applied for the thermal energy storage as
follows:

+
= +

U Q Q U Q
U Q Q U Q

U U
W W Q Q

W W W

1

tst t s
charge

tst
min

charge t s tst t s
charge

charge
max

tst t s
disch

disch
min

disch t s tst t s
disch

disch
max

tst t s
charge

tst t s
disch

tst t s tst t s tst charge t s tst
charge

disch t s tst
disch

tst
min

tst t s tst
max

, , , , , ,

, , , , , ,

, , , ,

, , , 1, , , , ,

, , (21)

Utst t s
charge

, , and Utst t s
disch

, , are both binary variables that show the status of the
thermal storage at each time t and scenario s, for instance, if the
thermal storage is charged, then =U 1tst t s

charge
, , , and =U 0tst t s

disch
, , , Qcharge

min and
Qcharge

max are minimum and maximum charging rates of the thermal sto-
rage, respectively, Qdisch

min and Qdisch
max , are minimum and maximum dis-

charging rates of the thermal storage, respectively, Wtst t s, , is the energy
content of the thermal storage, Wtst

min and Wtst
max are maximum and

minimum values of the thermal storage energy content at each time
step t and scenarios s, battery

charge, battery
disch are charging and discharging effi-

ciencies of the thermal storage and tst is the energy loss rate.
Typically, the maximum charging and discharging rates of both

battery and the thermal storage depend on their energy contents.
Similar to the previous works [12,57–59], in this paper, we assume the
maximum allowable charging/discharging rates of both storage systems
are constant and are independent of the storage level. Both thermal
energy storage and electrical storage are short-term energy storage
systems. Another model assumption is that the operation of both sto-
rage systems is considered as a daily operation, which means they are
applied to cover the daily energy fluctuations. Therefore, additional
constraints are added to the model to describe that the energy stored at
the beginning of a day equals the energy stored at the end of the day.

= +W W Q Qtst s tst s tst charge s tst
charge

disch s tst
disch

,1, ,24, ,1, ,1, (22)

Analogously, for the battery:

= +W W E Ebattery s battery s battery charge s battery
charge

disch s battery
disch

,1, ,24, ,1, ,1, (23)

Cooling energy balance equation is added to the model to balance
the cooling energy at any time t and for each scenario s; the total output

cooling energy of absorption chiller, GSHP, and electric chiller will
provide the cooling energy needed for the building.

+ + =Q Q Q Qgshp c t s ab t s ec t s cd t s, , , , , , , , (24)

A similar energy balance relation holds for the heating mode. The
total heating output of the GSHP and the heat exchanger meets the
heating demand at each time and scenario.

+ =Q Q Qgshp h t s hc t s hd t s, , , , , , (25)

Additional equations are included that limit the energy output of
each component to be less than or equal to the capacity of that com-
ponent.

=
E Ca

Q Ca i GSHP ab ec boiler{ , , , }
pgu t s pgu

i t s i

, ,

, , (26)

The maximum stored energy within a storage system is limited to
the storage capacity.

=W Ca i tst battery{ , }i t s i, , (27)

5.2. Objective function

As mentioned, the first-stage decision variables are binary and
continuous design variables which select the optimal components and
determine their associated sizes. Therefore, the investment cost consists
of two terms: (i) fixed cost related to the installation cost of each
component, and (ii) variable cost determined based on the size of each
element. Moreover, the expenses associated with the heating, and
electrical networks must be added to the first stage cost of the system.
Therefore, the first stage cost is expressed as follows:

= + +COST R x InC Ca VC HnC[ ]st
i

i i i i1
(28)

where xi, is the binary variable which determines whether the tech-
nology is selected or not for the energy system, InCi, is the installation
cost of technology i, Cai is the continuous variable describing the size of
the technology i, VCi is the cost per unit energy output for the tech-
nology ($/ kW for generators and converters, $/kWh for the storages),
HnC is the cost of distribution heating network, and R is the capital
recovery factor which is calculated by the following equation:

= +
+

R ir ir
ir

(1 )
(1 ) 1

LC

LC (29)

Fig. 3. CVaR definition of the CDE distribution.
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where ir is the interest rate, and LC is the service life of the equipment.
It is assumed that all equipment items have the same service life.

Second-stage cost for each scenario is the annual operational cost
associated with that scenario and includes the total cost of the natural
gas consumed in the engine and the boiler, as well as the cost of the
electricity imported from the network grid. Compared to the determi-
nistic case, the operational cost is calculated for all scenarios, and hence
second stage cost is different for all scenarios. The total cost of each
scenario s is determined by following the equation:

= + + +Cost Cost C E C F F( )total s st
t

EL s grid t s NG s boiler t s pgu t s, 1 , , , , , , , ,
(30)

CEL s, and CNG s, are electricity and natural gas prices of each scenario s,
respectively.

Given the first-stage system cost and second-stage cost for all the
scenarios, the objective function which is the expected annual total cost
is defined as follows:

=Cost Costtotal
s S

s
Nr

total s,
(31)

Optimal design of the energy system regarding the technology se-
lection and system sizing is carried out for both deterministic and sto-
chastic cases. For each case, the optimal configuration is sought for
different specified levels of CDE reduction.

The annual operational CO2 emissions (CDE) for each scenario is
calculated as follows:

= + +CDE µ E µ F F( )s CO EL grid t s CO NG boiler t s pgu t s2, , , 2, , , , , (32)

where µCO EL2, and µCO NG2, are emissions conversion factors of electricity
and natural gas, respectively.

Adding uncertainty to the model and limiting the total expected
CDE is a way that can reduce the risk of CO2 emissions; such an ap-
proach in the optimization problem is called a risk-neutral strategy.
Although the risk-neutral approach might keep the expected value of
the CDE scenarios below a certain level, it might provide poor outcomes
for some extreme scenarios since it ignores the management of risk that
such scenarios may take place. To overcome these challenges a suitable
risk measure which is the conditional value at risk, CVaR , is added as a
constraint to the problem

We have assumed that the average of CO2 emissions of (1-α) 0.100%
worst-case scenarios is limited. The average value of the CO2 opera-
tional emissions is called CVaR (See Fig. 3). Eq. (33) is applied to limit
the CVaR of the CO2 operational emissions [35].

= +
+

CVaR l
CDE

0

s S s
Nr

s

s s

s

1
1

(33)

where and s are auxiliary variables and s
Nr is the probability of oc-

currence of scenario s; l is the threshold value.
The expected value of the CDE of the system is calculated as follows:

=CDE CDE
s S

s
Nr

s
(34)

To see how much the CDE can be reduced by the use of the energy
system compared to the CDE amount generated by the standalone
system, the following ratio is defined.

=CO R CDE
CDESP

2 (35)

CDESP is the carbon dioxide emissions from the standalone system
which is defined as follows:

= + +CDE E
Q

COP
µ

Q
µ µ

µ( )sp
s S

s
Nr

t
d t s

cd t s

ec sp
CO EL

hd t s

boiler hc
CO NG, ,

, ,

,
2,

, ,
2,

(36)

COPec sp, is the COP of the electric chiller of the separate production
system is utilized to limit the CDE for the deterministic case.

=CO R CDE
CDE

zdet

sp det
2

(37)

CDEdet and CDEsp det are CDE calculated for the deterministic case
for ES and Standalone system, respectively. For each deterministic case,
z is defined in Table 1 as a CO R2 obtained from the corresponding
stochastic case.

6. Case study

Data from the four-building office complex located in Dalian, China
[54] are used to evaluate the applicability of the design framework

Table 1
Different cases of the design optimization problem.

Objective function Constraints

Case-1S (Stochastic) The expected value of the annual total cost is minimized by
using Eq. (31)

There is no limit on the CVaR of CO2 and the value of Co R C,2 1,is calculated by using
Eq. (35)

Case-2S (Stochastic) The expected value of the annual total cost is minimized by
using Eq. (31)

A constraint is built by using Eq. (33) and setting =l 1.030 CVaR min and the value of
Co R2 , C ,2 is calculated by using Eq. (35)

Case-3S (Stochastic) The expected value of the annual total cost is minimized by
using Eq. (31)

A constraint is built by using Eq. (33) and setting =l 1.022 CVaR min and the value of
Co R2 , C ,3 is calculated by using Eq. (35)

Case-4S (Stochastic) The expected value of the annual total cost is minimized by
using Eq. (31)

A constraint is built by using Eq. (33) and setting =l 1.018 CVaR min and the value of
Co R2 , C ,4 is calculated by using Eq. (35)

Case-5S (Stochastic) The expected value of the annual total cost is minimized by
using Eq. (31)

A constraint is built by using Eq. (33) and setting =l 1.010 CVaR min, the value of Co R2 ,
C ,5 is calculated by using Eq. (35)

Case-6S (Stochastic) The CVaR of CO2 is minimized by using Eq. (33) and
setting = 0.95

There is no limit on CVaR of CO2, the objective function CVaR( )min is determined and
the value of Co R2 , C6, is calculated by using Eq. (35)

Case-1D (Deterministic) The annual total cost is minimized by using Eq. (31)
considering one deterministic scenario.

A constraint is built by using Eq. (37) and by setting the value of z as C1(this value is
calculated from Case-1S)

Case-2D (Deterministic) The annual total cost is minimized by using Eq. (31)
considering one deterministic scenario.

A constraint is built by using Eq. (37) and by setting the value of z as C2(this value is
calculated from Case-2S)

Case-3D (Deterministic) The annual total cost is minimized by using Eq. (31)
considering one deterministic scenario.

A constraint is built by using Eq. (37) and by setting the value of z as C3(this value is
calculated from Case-3S)

Case-4D (Deterministic) The annual total cost is minimized by using Eq. (31)
considering one deterministic scenario.

A constraint is built by using Eq. (37) and by setting the value of z as C4(this value is
calculated from Case-4S)

Case-5D (Deterministic) The annual total cost is minimized by using Eq. (31)
considering one deterministic scenario.

A constraint is built by using Eq. (37) and by setting the value of z as C5(this value is
calculated from Case-5S)

Case-6D(Deterministic) The annual total cost is minimized by using Eq. (31)
considering one deterministic scenario.

A constraint is built by using Eq. (37) and by setting the value of z as C6(this value is
calculated from Case-6S)
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presented in this paper. In [54], optimal design and operation of the
CCHP system were investigated for three different buildings (hotel
buildings, office buildings, and residential buildings) located in Dalian,
China. Applications of the various system configurations and operating
strategies have been studied. The authors studied the deterministic
design and operation of the CCHP system from the economic operation,
energetic analysis, and environmental effect viewpoints. This example
has been chosen so that the solution derived by the proposed strategy
can be compared with designs derived by other approaches. Note that
in Dalian, electricity from the grid is generated mostly by burning coal.
We selected office complex comprised of four buildings for the case
study in this paper. The energy system applied in this case study is
shown in Fig. 2. The characteristics of the energy system, including the
partial load efficiency of the components, the unit price of each com-
ponent and on/off coefficients are presented in [14,55,59]. Design of
the system is investigated for six different cases in both stochastic op-
timization problem and deterministic optimization problem. The de-
terministic model is a particular scenario of the stochastic problem. This
model is optimized by adopting a deterministic value for each uncertain
parameter. The mean of the probability distribution of each uncertain
parameter is selected as the deterministic value for that parameter. The
remaining five cases are determined by limiting the amount of carbon
dioxide emissions (CDE) generated by the operation of the system. All
stochastic and deterministic problems are constructed according to
Table 1. In the first stochastic optimization case (Case-1S), optimizing
the system design is performed without any restriction on CO2 emis-
sions. In the last stochastic case, (Case-6S), the two-stage stochastic
model limits the CVaR0.95 of the operating CO2 emissions to its
minimum value. CVaR min

0.95 is the minimum of 5% of worst-case scenarios
of CO2 emissions which is obtained by using Eq. (33) as the objective
function. The next four stochastic cases are built by using Table 1.For
the deterministic problem, the CO R2 obtained from the stochastic case
is applied to set the constraint for CDE ratio by using Eq. (37). For
example, if Co R2 for the stochastic problem Case-1S is C1, this value is
substituted instead of z in Eq. (37) to build the corresponding de-
terministic problem.

7. Results and discussion

7.1. Linearization of the MINLP model

A MILP model of the system has been developed by approximating
each nonlinear function of the component performance curve by an
appropriate piece-wise linear function. A formulation presented in the
Appendix is utilized to approximate the nonlinear function and convert
a mixed integer nonlinear model into a MILP model. Five different MILP
models have been built by using a different number of linear segments.
Deterministic Case-1D with no limits on the CDE emissions has been
solved with five versions of MILP models in order to determine the error
introduced by linearization (see Table 2). Based on these results, the
model which employs piecewise-linear functions with two segments for
engine and GSHP and one-piece linear functions for the absorption
chiller and the electric chiller is selected as the system model.

All optimization cases have been solved by GAMS version 25.0.3
and CPLEX version 12.8.0.0 for the MILP problem and ANTIGONE

solver for the MINLP. The problem size and computational times of the
proposed MILP model and the MINLP model are presented in Table 3.
As demonstrated in Table 3, although the problem size increases con-
siderably by employing the MILP model, the computational times de-
crease drastically compared to the MINLP model

7.2. Convergence behaviour

Typically, solving a stochastic problem needs an appropriate
number of scenarios to guarantee that the results (optimal system size
and the objective function value) are reliable and that the results are
optimal. If the number of scenarios is too small, then the solution might
not be feasible and may not be optimal for some further scenarios. On
the other hand, if the number of scenarios is large, then the computa-
tional time increases, and there is no guarantee that the optimal solu-
tion will be computed in a reasonable time.

In order to determine the number of scenarios needed to solve the
optimization problem, two methods have been used to generate sce-
narios; Random Vector Sampling (RVS) as presented above and Monte
Carlo sampling (MCS) method. The stochastic problem of Case-1S has
been solved repeatedly by increasing the number of scenarios from 1 to
81. For the RVS method, the number of scenarios in each stochastic
problem is multiple of three. The first problem is solved by three sce-
narios; the second problem is solved by six scenarios and so on.
Therefore, to complete 81 scenarios, seventeen problems are solved.

Fig. 4 displays the changes in the expected annual total cost (ATC)
under changes in the number of scenarios. For both approaches, the
objective function initially fluctuates considerably when the number of
scenarios is less than 60. When the number of scenarios exceeds 60, for
RVS, the changes in the objective function are negligible, and the ob-
jective function tends to be stable and converges the optimal value. On
the other hand, for MCS the number of scenarios increases from 60 to
81, the fluctuation in the objective function is still significant between
60 and 81 scenarios. This illustrates that RVS requires a significantly
smaller number of scenarios to converge to a stable value of the ob-
jective function.

7.3. Variation of individual scenario ATCs

In the stochastic optimization problem, the ATC varies from one
scenario to another and depends on the values assigned to the uncertain

Table 2
Accuracy of different MILP models vs. MINLP model for Case-1D.

Number of linear segments for each piece-wise linear function MINLP

Engine 1 2 2 2 2 −
GSHP 1 1 2 2 2 –
Absorption Chiller 1 1 1 2 2 –
Electric chiller 1 1 1 1 2 –
Annual total cost ($) 1604503.25 1649244.88 1672995.56 1672593.02 1672501.14 1,672,473
Error % −4% −1.4% 0.03% 0.007% 0.001% –

Table 3
Computational time for MILP and MINLP models.

# of scenarios 15 30 45

Models MILP MINLP MILP MINLP MILP MINLP

# of equations 78,909 5229 157,809 112,449 236,709 168,669
# of single variables 64,875 46,515 129,735 93,015 195,595 139,515
# of the discrete

variables
18,360 9720 36,720 19,440 55,080 2619

Optimality gap 0.002 0.002 0.002 0.002 0.002 0.002
Computational time

(s)
3253 8125 8512 18,140 15,122 *1

* 1: Results cannot be computed in a reasonable amount of time.
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parameters. In order to obtain a reliable design, the problem should be
solved by considering all possible changes in uncertain parameters that
lead to all possible variations of ATC. Therefore, solving a problem by
adopting an appropriate set of scenarios can result in the total possible

variations in ATC. The economic performance of the energy system has
been investigated for a different number of scenarios for the stochastic
problem of Case-S1. Two approaches provide scenarios; the Monte
Carlo sampling (MCS) method and the paper's approach, RSV method.

Fig. 4. Expected value of annual total cost (ATC) versus the number of scenarios for RVS and MCS methods for Case-1S.

Fig. 5. Variation of individual scenario ATCs of Case-1S for two approaches.
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The variation of the annual total cost (ATC) is presented in Fig. 5 for a
different number of scenarios. As shown, by the use of the MCS method,
as the number of scenarios increases the ATC variation increases. Using
the MCS approach, when the numbers of scenarios are 81, 198, and
561, the third quartile values of ATC are 2.04E + 06, 2.22E + 06, and
3.12E + 06 $, respectively. Hence, by employing the Monte Carlo
sampling approach, the full range of ATC scenarios cannot be obtained
even with 561 scenarios. Consequently, a considerable number of sce-
narios is needed to see all possible variation in the annual total cost. On
the other hand, by using the RVS approach, most of the possible var-
iations of the uncertain parameters are considered in the optimization
problem; even with only 81 scenarios, there is a high variety of ATC.
Therefore, a relatively small number of the scenario is needed to solve a
design problem via the RVS method; feasibility and optimality of the
design values can be guaranteed for any possible real case scenario.

7.3.1. Optimal system design
In this section, the results of the optimization of both two-stage

stochastic and deterministic models are presented and are compared to
each other in order to evaluate how the uncertainties in energy de-
mands and energy prices affect the size of each component.

When Eq. (33) is applied as the optimization criterion (to minimize
CVaR0.95 of CDE), the expected value of CDE scenarios is 6.72E + 03-
ton CO2/year. In this case, (Case-6S) the ratio of the carbon dioxide
emissions of the system to the carbon dioxide emissions of the stan-
dalone system, CO R2 (is determined as C6 in Table 1), is 0.37. This
means the application of the energy system decreases the expected CDE
by 63%. When the optimization criterion is Eq. (31) (Case-1S, without
any CO2 limitation), the expected value of CDE is 9E + 03-ton CO2/
year and CO R2 is 0.55. Other stochastic cases are built by setting a limit
to CVaR0.95 for each case, as explained in Table 1. By solving these
stochastic problems, the CO R2 values of Case-5S, Case 4S, Case 3S, and
Case-2S (are determined as C5, C4, C3, C2 and C1 in Table 1) are 0.40,
0.43, 0.45 and 0.47, respectively. All the corresponding deterministic
problems are solved by limiting CO2R by these values calculated in the
stochastic cases.

As shown in Fig. 6, the value of the expected cost in all stochastic
cases is higher than the annual total cost in the deterministic cases. The
cost increases due to the presence of the uncertain parameters for all
optimization cases. The expected cost also increases due to the decrease
in the limit of CVaR0.95and CO R2 for stochastic and deterministic cases,
respectively. From an environmental point of view, at the given ATC,
the expected CDEs of the stochastic cases are all higher than the CDE of
the deterministic cases. One can conclude that although the sizes of the
engine and thermal storage in the stochastic cases are higher than their
corresponding dimensions in the deterministic cases, the emissions in
the stochastic cases are dominated by the uncertainties in energy de-
mands. Therefore, CDEs cannot be lower than those of the deterministic
cases, even if one chooses a larger engine and thermal storage. At the
same time, it should be noted that the increase in ATC due to the in-
clusion of uncertainties is less than 1%.

7.3.2. Optimal system Design: Effect of CDE constraints
The variations of component sizes for both stochastic and determi-

nistic cases are shown in Figs. 7 and 8, respectively. For the stochastic
problem, by changing the maximum limit of CVaR0.95 of CO2, the size of
the component might change. By limiting the CDE, the size of the en-
gine, absorption chiller, battery and, GSHP increases for both stochastic
and deterministic cases. This is due to the electricity from the grid being
generated mostly from coal; hence, the carbon dioxide conversion
factor of electricity is much higher than that of the natural gas.
Therefore, to reduce the CDE ratio and CVaR0.95 (for the stochastic
case), a larger size of the engine and battery has to be selected to de-
crease the electricity imported from the grid. Also, since the GSHP has a
higher efficiency than the electric chiller, an increase in the size of
GSHP lower the electricity consumption required to provide a specific
amount of cooling. For the stochastic case, the significant increase in
the system size is seen in the battery; the size of the battery in Case-6S is
37% higher than that in the Case-1S. This size of the battery for the
deterministic case, (Case-6D) is also considerable and is 27% higher
than that in Case-1D. In the stochastic case, as shown in Fig. 7, the
lowest capacity increase is observed in the engine; the engine size

Fig. 6. ATC versus CDE ratio for all stochastic and deterministic cases.
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required in Case-6S is only 8% higher than that in Case-1S. However,
for the deterministic case, the increase in the engine size for Case-6D is
14% compared to the Case-1D, and the lowest increase in the size is
only 5% for GSHP. The increase in the size of GSHP in the stochastic
Case-6S compared to the stochastic Case-1S is 15%. This significant
increase in the size of GSHP for the stochastic case is due to the

presence of the uncertainty. For both stochastic and deterministic cases,
the maximum increase values in the size of the absorption chiller are
27% and 45%, in Case-6S and Case-6D, respectively, compared to the
corresponding sizes in Case-1S and Case-1D.

By decreasing the threshold values of CDE and CVaR0.95 for Case-1 to
Case-6 of both stochastic and deterministic cases, the size of the electric

Fig. 7. Variation of the optimal size of each component due to the change in CDE ratio for the stochastic and deterministic cases for PGU, GSHP, Boiler, and Heating
Coil.

Fig. 8. Variation of the optimal size of each component due to the change in CDE ratio for the stochastic and deterministic cases for Absorption Chiller, Electrical
Storage (Battery), Electric Chiller, and Thermal Storage.
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chiller, boiler, thermal storage, and heating coil decreases. From Fig. 8,
in the stochastic case, the most significant decrease in the size is ob-
served for the electric chiller which is 30% in Case-6S. Similar reduc-
tion (25%) is also seen for the deterministic Case-6D. The reason is that
the sizes of both GSHP and absorption chiller increase as the CDE
threshold value is decreased, which reduces the size of the electric
chiller. The size of the thermal storage is almost constant for all cases in
the stochastic case; the maximum size reduction is only 6% in Case-6S
relative to storage size in Case-1S. However, for the deterministic
problem, the capacity reduction of the thermal storage is much higher
(about 18% in Case-6D compared to the size in Case-1D). That is be-
cause the inclusion of uncertainty in the optimization problem leads to
a larger thermal storage; consequently, the reduction in the size of the
thermal storage in the stochastic case is small compared to the de-
terministic case. Similar pattern is observed for the boiler. The max-
imum reductions in the size of the boiler are 10% and 20%, respec-
tively, and can be seen in Case-6S and Case-6D. The maximum
reductions of the heating coil capacity are 8% and 5% for the stochastic
problem and deterministic problem, respectively.

By expanding the restriction level on CDE, the size of the thermal
storage decreases for both stochastic and deterministic case. The greater
size reduction is observed in the deterministic case compared to the size
reduction in the stochastic case because the thermal storage is still
desirable in the presence of uncertainty.

It should be mentioned that for the standalone system and in the
deterministic case, the sizes of the electric chiller, boiler, and the
heating coil are 7050, 8750 and 7000 kW, respectively. These sizes are
8271, 10265, and 8212 kW, respectively, for the stochastic case.

7.3.3. Optimal system design: Effect of the uncertainty
Compared to the deterministic case, the existence of the uncertainty

in energy demands and energy prices results in a larger engine (Fig. 9).
Fig. 9 represents the change in the size of each component because of
the uncertainty as a function of the CDE ratio. In addition, the ab-
sorption chiller has a higher capacity in all stochastic cases. Since the
absorption chiller is mostly heated by the heat recovered from the en-
gine, a larger engine makes it profitable to use a larger absorption
chiller to provide the cooling energy.

For the engine, the uncertainty has the greatest impact on its size for
Case-1S (when there is no constraint on CDE) and has the least effect for
Case-6S where the CDE constraint is the tightest. This is because the
optimal size of the engine in the deterministic case and specifically for
Case-6D is large enough that it can handle the uncertainties in an al-
most optimal manner. The same trend is also observed for the absorp-
tion chiller.

As shown in both Figs. 7 and 9, compared to the deterministic case,
the capacity of GSHP is larger for all stochastic cases. Although the unit
price of GSHP is higher than the unit price of the electric chiller, the
GSHP provides both heating and cooling energy during winters and
summers, respectively. Moreover, the COP of GSHP is higher than that
of the electric chiller. Therefore, for a given amount of cooling energy,
the electricity required for the electric chiller is higher than the elec-
tricity required for GSHP. Consequently, a larger GSHP is employed to
boost the economic and environmental performances of the system in
the stochastic cases. In addition, due to the increase in the size of the
absorption chiller and GSHP, the system designed under uncertainties
requires a smaller size electric chiller compared to the deterministic
case.

The most significant change in the size of the equipment compared
to its corresponding deterministic size is observed for the GSHP. When
uncertain parameters are included, the increase in the GSHP size ranges
from the smallest increase of 31% for Case-1S to the maximum increase
of 45% for Case-6S, which is in the direction opposite of the changes in
the size of the engine. The reason is that providing cooling via GSHP is
more efficient than using either an absorption chiller or an electric
chiller. Therefore, by imposing a tighter constraint on the CDE emis-
sions and introducing the uncertainty into the problem, the optimal
solution contains a larger GSHP when compared to the deterministic
case, as well as a smaller absorption chiller and electric chiller.

For all stochastic cases, the required size of the heating coil is the
same or a bit lower than its corresponding size in the deterministic case
(maximum 5% decrease in Case-6S compared to its corresponding Case-
1D). The reason is that the optimal size of the GSHP is so large that the
energy system requires a smaller heating coil even for very high heating
demands. It should be mentioned that the size of the engine in the
stochastic case is higher than its size in the deterministic case and there

Fig. 9. Stochastic case: Change in the size of system components vs. CO2 emissions ratio relative to the deterministic case.
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is a potential to recover more heat from the engine over the winter
period. However, the engine doesn't operate at a full load during win-
ters and it runs at a lower load compared to those loads in the de-
terministic formulation. Therefore, the recovered heat may not be en-
ough to meet the heating demand. This leads to providing the energy to
the heating coil by a combination of a larger size boiler and provides
the incremental thermal energy from the thermal storage.

On the other hand, the required size of the electrical storage (bat-
tery) for the stochastic case doesn't change compared to the determi-
nistic case, or it may even be somewhat lower than the deterministic
one (maximum 10% smaller battery in Case-1S than its corresponding
size in the deterministic Case-1D). This is due to the high cost of the
electric battery and due to the possibility to supply some of the elec-
tricity by running the engine at a higher load. Therefore, it is eco-
nomical to use the same battery or even a battery with a lower capacity.
Consequently, from the economic point of view, for the stochastic case,
somewhat larger engine and somewhat smaller battery are needed
when compared to their required sizes for the deterministic case.

7.4. Economic and environmental performances of the system in stochastic
cases

More detailed investigation of the economic and environmental
performance of the optimal size of the energy system is investigated
more in this section. For each distinct value of the CDE constraint in
stochastic problems (6 cases) 300 scenarios are generated randomly,
and the two-stage stochastic modeling is solved with the size of each
component being equal to the optimal size. The variation of the annual
total cost and operational CDE for all of these scenarios and all the
stochastic cases are shown in Fig. 10 as violin plots. As mentioned,
threshold value changes in different cases of stochastic optimization;
the CVaR0.95 threshold value decreases (moving from Case-6S to Case-
2S), the 95th percentile of the CDE data decreases. For instance, the
CDE value of 95th percentile for Case-6S is 1.6E + 04 ton CO2/year
and, that value for Case-5S is 1.66E + 04 ton CO2/year. Therefore, for
Case-6S to Case-2S, the problem is solved in such a way that the CDE
values of 95% of the scenarios are below the CDE value at risk of that

Fig. 10. Economic and Environmental performances of the energy system.
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case. Thus, by applying tighter restriction on CDE via different
threshold values, the 95th percentile of the data decreases and can
guarantee that the CDE of 95% of the scenarios is below that value. For
the first case (Case-1S), although the expected value of CDE is 9E + 03
ton CO2/year, the 95th percentile is 26.7 E + 3 ton of CO2/year and,
there might be many scenarios with high values of CDE. So, Case-1S can
be called as a risk-neutral problem and, other cases are risk-averse cases
regarding to the CO2 emissions.

As shown in Fig. 10 the annual total cost of all of the scenarios have
the same shape as the CDE violin plot. Also, as shown in this figure, the
95 percentiles of the total yearly cost doesn't follow any trend because
the objective function is the expected annual total cost and from the
economic point of view, the objective function is risk neutral.

To investigate the effect of constraints presented by Eq. (33) on the
CDE performance of the system, two more stochastic optimization
problems are solved by using the constraint on the expected value of
CDE scenarios in Eq. (35) without constraint given by Eq. (33). Then
the results are compared to those of Case-6S and Case-5S. We call these
two more optimization cases as Case-6(E) and Case-5(E). For the pro-
blem of Case-6(E), the maximum limit of CO R2 is set to 0.37, which is
the CDE ratio obtained in Case-6S. For Case-5 (E) the maximum limit
CO2R is set to 0.4. Fig. 11 compares the environmental performance of
the system with two different types of CO2 constraints. The annual total
cost of Case-6(E) and Case-5(E) are 1.6942E + 6 and 1.690426E + 6 $,
respectively, which are lower than 1.6992E + 6 and 1.6954E + 6 $ of
Case-6S and Case-5S, respectively. But the variation of 95% of CDE
values of Case-6(E) and Case-5(E) is larger than those of Case-6S and
Case-5S, respectively. The 95th percentile of CDE data for Case-6(E) is
3.46E + 04-ton CO2/year which is almost more than two times of that
of Case-6S. There is also the same situation for Case-5(E). The 95th
percentile of CDE data for this case is 3.26E + 04-ton CO2/year which
is two times of that of Case-5S. Therefore, by applying Eq. (33), it is
ensured with the probability of 95%, that the CDE value is lower than
the specified limit. But by imposing a constraint on CED as given by Eq.
(35), there is no control on the CDE value, and it is likely that some
worst-case scenarios can take place.

8. Conclusions

This paper proposes a framework for the design of the energy
system under multiple uncertainties. The two-stage stochastic

programming model is proposed to determine the optimal size of each
component by minimizing the expected annual total cost. Underlying
MILP model is created by piecewise linearization of nonlinear equip-
ment characteristics, thereby enabling rapid optimization of design and
operation of the energy system consisting of power generation unit
(engine), heat recovery system, absorption chiller, electric chiller,
ground source heat pump, backup boiler, heating coil, short-term
thermal storage and the electrical storage (battery). Proposed new
strategy to develop the scenarios for the stochastic problem by random
sampling of vectors which represent discrete distributions of the un-
certain parameters (RVS method) is very efficient and provides a sub-
stantially better computational performance than Monte Carlo sam-
pling. The proposed computational procedure has been applied to an
office complex in Dalian, China. The stochastic optimization problem
has been solved in six different cases. The cases are built based on
different levels of carbon dioxide emissions (CDE) reductions and dif-
ferent levels of the conditional value at risk of CDE. At each case, the
expected cost is minimized, and a value restricts the average of the high
emissions risk with a probability of 0.05. By using different limitation
values, different stochastic optimization cases are built. Each of the
cases is also solved for the deterministic case. In each deterministic
case, the annual total cost is minimized, and the ratio of CDE of the
system to CDE of the standalone system is constrained by the value
obtained from its corresponding stochastic case. The following main
results are obtained:

• The optimal size of the energy system can lead to a decrease in both
the annual total cost and also CDE. We have determined what is the
lowest CDE which can be attained based on present-day technology.

• Variation of the optimal size of each component due to the change in
CDE ratio for both stochastic and deterministic cases are presented.

• By using RVS method, after 60 scenarios, the objective function
converges to the optimum value, however, by using the Monte Carlo
Sampling method the objective function has a fluctuation even for
more than 81 scenarios. Therefore, the proposed methodology for
scenario construction greatly simplifies the optimization of the
system design, while yielding better results than Monte Carlo
Sampling. It is our hope that it will find wide use in practice.

• The design performance curves presented in this work can be ap-
plied to a real application to see the change of the size of each
component from the deterministic case to the cases with

Fig. 11. Comparisons of the environmental performance of the energy system using two types of constraints.
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uncertainty.
• The variation of the annual total cost and CDE has been shown

through violin plots. It can be seen that by the proposed method, it
can be guaranteed with 95% probability to avoid high CDE occur-
rences.

• By limiting the CDE, the size of the engine, absorption chiller, bat-
tery, and GSHP increases for both stochastic and deterministic cases.

• By decreasing the specified level of CDE, for the stochastic case, the
significant increase in the size is seen in the battery such that the
size of the battery of Case-6S is 37% higher than that of the Case-1S.
This value for the deterministic case is also considerable and is 27%
compared to Case-1D.

• The required size of the electric chiller, boiler, thermal storage, and
heating coil decreases for both stochastic and deterministic case by
increasing the limitation of the CDE. The most significant decrease
in the size is observed for the electric chiller, which is 30% for Case-
6S of the stochastic problem compared to its size in Case-1S. This
reduction amount is also seen for the deterministic case, which is
almost 25%.

• In stochastic problem, the size of the engine, GSHP, absorption
chiller, thermal storage for all cases of CDE strategies is higher than
those of deterministic case. For all stochastic cases, the required
sizes of the heating coil and battery are the same or a somewhat
lower than their corresponding sizes in the deterministic case.

• The required size of the electric chiller decreases a lot for the sto-
chastic cases compared to the size needed for deterministic cases.

• The percentage of the increase in the size of the GSHP, thermal
storage, and boiler increases by decreasing the specified level of the
CDE.

• The percentage of the increase in the size of the engine, absorption
chiller, and electric chiller decreases by increasing the CDE limita-
tion.

Even though the electricity from the grid is assumed to be generated
from coal, the lowest ratio of the CDE emissions from the integrated
community energy system to the CDE emissions from the stand-alone
systems has been found to be in the high 30 s% (37%). This is far away
from the target 10% CDE emissions, which is a widely accepted target if
we are to avoid runaway global warming. Our results show that a very
significant technological changes are required to the energy systems for
the dense urban core if we are to attain 90% reduction in CDE.

In this paper, the application of PV cells, thermal solar cells and
seasonal thermal energy storage has not been investigated as potential
candidates of the energy system components, since we assume that the
buildings are in the urban core where space is very limited. We will
include these components in our subsequent work which will add life
cycle GHG emissions as one of the optimization criteria.
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Appendix A

As presented in Eq. (7), the efficiency of the equipment might be described by a nonlinear equation g f( ), where f is the partial load operation of
that component. For the problem presented in this paper, the polynomial function of order two is applied for the components. If Eqs. (6),(7),(8) are
combined to each other, therefore we have:

=Q
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g f( )

in

(A1)

where Qin is the input energy to the component and Ca is the capacity of that equipment. For instance, for the engine, =Q Fin and =Ca Enom. The
term f

g f( )
can be linearized by N pieces of linear equations. Therefore, the term could be represented by a piecewise linear function as bellow:
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' are the coefficients of each piece of the linear equation, is the on/off coefficient of the equipment and is are utilized to divide the
partial load axis into N segments.

By combining Eqs. (A1) and (A2), we have:
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where Qout is the output power of the system, for example, for the engine =Q Eout pgu.
To write the MILP model for the component for a continuous design model, the bunch of the following equations is applied:
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In the above equations, it is assumed piecewise function Eq. (A3) is employed to build the model of each component. At each time, t, the energy
input, Qin, of the component is determined by one of N pieces linear functions. Also, when the component is off, all the values Qin

n are zeros. ns and '

are binary variables, if = 11 the partial load operation of the component is in the first range and energy input is calculated by the first piece linear
function, if 2 is one, the system partial load, f, is in the second range and so on, also if = 1' the component is off. Ms are big values. Penns and Pen'

are penalty values and they can take the value of more than zero when a component is off or their corresponding operating range is not selected. But
if the corresponding operating range is selected their values should be zero and it means the binary variable n is zero.

Appendix B

(Description of the Case study)
In this paper, the buildings are in Dalian, China. Dalian has a maritime climate. The average annual temperature is 10 °C. The warmest and the

coldest months are August and January, respectively, with an average temperature of 24 and −6°C, respectively.
In [54], the application of the energy system was studied for three different buildings; hotels, offices, and residential buildings. The office

buildings include four single 24 floors office building; each has the area of 49392 m2. For the office buildings, the highest percentage of CDE saving
relative to the CDE of the stand-alone system was reported to be about 53.2% which is achieved by the use of the energy system including the
internal combustion engine, heat recovery system, boiler, hybrid chiller, thermal storage, and heating coil. In this paper, the energy system design
was performed for the deterministic case, and the effect of the uncertainty which exists in demands and energy prices was not examined. The COP of
the absorption chiller and electric chiller were held fixed, and on/off coefficients of these components were assumed to be zero. Furthermore, the
application of the GSHP and battery also was not investigated in this work.

The required electricity, heat, and cooling demands of the office buildings are shown in Fig. B1. The peak values of electrical demand, cooling
demand, and heating demand are 3198, 7056, and 7050 kW, respectively.

Qadratic fitting coefficients [14,55] of part load performance of each component are presented in Table B1. The average efficiencies of the heat
recovery system and boiler are assumed 0.8 and 0.85, respectively. The operating temperatures of the components are presented in [60].
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Fig. B1. the energy demand of the office buildings in repective days.

Table B1
Quadratic fitting coefficients for the partial load performance of each component.

PGU Electric Chiller Absorption Chiller GSHP/COPrate

a −0.721 −5.714 −1.388 0.635
b 1.124 8.010 1.972 0.299
c 0.022 3.010 0.546 0.052
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A New Flexible Borehole Thermal Energy Storage Model 

1. Introduction 

In order to store and extract heat seasonally and to reduce the investment cost, it is beneficial to 

determine the optimum size and optimum operation of seasonal thermal energy storage. In the 

design phase, the space between boreholes, length of boreholes, the type of the grout material, 

location of U-tube in the borehole, and the number of boreholes have to be determined. The optimal 

design is performed to obtain the highest system efficiency and also the minimum annual total 

cost. 

 For a large-scale seasonal thermal energy storage takes typically between two to five years to 

reach the saturation design condition and to become stable in terms of operating conditions. Hence, 

a comprehensive design study requires a long-term evaluation of the borehole storage system. This 

long-term required analysis makes the design problem of the underground storage systems 

complex. Moreover, the performance of this system has to be investigated during interaction with 

other energy system components. This further increases the complexity of the optimization 

problem in terms of computational time and system modelling. As a result, deriving an accurate 

and straightforward model for the seasonal thermal energy is the most critical step in the design 

optimization problem.  

This work presents an overview of various models for representing the heat transfer process of 

borehole heat exchangers. Also, this work proposes a new flexible semi-analytical methodology 

to model the heat transfer process of the borehole thermal energy storage. Some of the results and 

concepts introduced by Hellstrom are utilized to create a new model. 

1.1. Literature reviews 

Buildings use a large portion of worldwide energy sources [1]. To solve this issue, most of the 

countries have followed some policies [2] for constructing buildings in a way to be more energy-

efficient.  Heating demand in residential sectors for supplying domestic hot water (DHW) and 

space heating is engaged for almost 80% in the north of Europe [3] and Canada [4]. Due to the 

increase in electricity price and shortage of fossil fuel resources, renewable energies and energy 
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storage technologies could be great alternative solutions to energy-related problems as energy 

sources and technologies, respectively. 

As the energy demand of the buildings rises, it is becoming more crucial to discover effective ways 

to employ the energy and to reduce the use of fossil fuels. It is highlighted that the consumption 

of natural gas and oil would increase drastically by 92% and 48%, respectively, from 2003 to 2030 

[5].  The reason is that it is predicted that the consumption of the world’s total energy will rise by 

71% from 2003 to 2030 [5] [6]. 

This causes severe environmental challenges, as the concentration of greenhouse gas emissions in 

the atmosphere has been significantly increased. Thus, if some preventive or corrective actions are 

not employed to reduce the level of greenhouse gas emissions, the influences of climate change 

will be further worsened. By the use of either small scale engine or large scale engine for producing 

electricity in residential sectors or power plants, respectively, there is a considerable amount of 

waste heat generated. Using this waste heat throughout the utilization of the community energy 

systems can significantly increase the efficiency of a system when compared to a separate 

production energy system. The efficiency of a power-producing system would be improved from 

35-55% to more than 90% by harvesting the waste heat for heating and cooling demands usage. 

The application of renewable energies and onsite community energy systems is a promising way 

to decrease the primary energy consumption and environmental effects of greenhouse gas 

emissions.   There are various types of renewable technologies that can be applied for community 

energy systems such as biofuels, wind turbines, photovoltaic (PV), solar thermal collectors, and 

photovoltaic/ thermal (PV/T). 

Community energy systems provide electricity and thermal energy simultaneously by recovering 

heat from the exhaust gas of the power generation unit [7]. This thermal energy can be sent to 

either heating coil or absorption chiller for providing heat and cooling energy to buildings close to 

the community energy systems, respectively.  Although the coupling of power generation units 

and other energy system technologies enhances the overall system efficiency, compared to the 

separate production system, there are still economic and environmental shortcomings.  Because 

there are operational constraints of community energy systems and the seasonal variations in 

building demands and fossil fuel availability.  
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The thermal load limits electricity production, and peak periods in demand for energy often do not 

align with supply [8]. These limitations lead to increased energy rates and short supplies in the 

periods of highest demand. One of the effective methods to alleviate the discrepancy between the 

supply and demand for energy and to increase the electrical generation capacity of the energy 

system is the application of thermal energy storage (TES). 

 Moreover, there might be an imbalance of the cooling and heating demands for some locations. 

Significant fluctuations in outdoor temperatures during summer and winter cause substantial heat 

load and cooling load variations across the year. However, the heat load and cooling load are 

frequently not well-matched with thermal energy provided by community energy systems or 

separate production systems [9]. Taking industrial waste heat as an example of the available 

thermal energy; the amount of recovered heat depends on the working load of an industrial process 

or the industrial electricity demand, and it is probably constant all year. In this case, a considerable 

portion of heat will be unused during the summer when there is a small heating demand and cooling 

demand. Therefore, the operational limitations and seasonal demand mismatch signify an 

opportunity for the application of the seasonal thermal energy storage (STES) systems. Seasonal 

storage systems are integrated with either large-scale solar thermal collectors or community energy 

systems or industrial waste heat to compensate for the operational limitations and demand 

mismatch. STES systems can be charged during the summer by thermal energy provided either 

through solar thermal collectors or combined heat and power (CHP) system and then preserve the 

energy for later use during the wintertime. 

Among different storage technologies, thermal energy storage and battery have been mostly 

applied to increase the efficiency of the energy system.  Short-term thermal energy storage has 

approximately 100% round trip efficiency, and the efficiency of the battery is roughly 80% [10]. 

Applying thermal storage and integrating with solar thermal collectors to utilize solar energy and 

then meet building heat demands becomes the subject of the most recent studies [11]. Excess 

thermal energy from different generation technologies can be stored during either short or seasonal 

periods in short-term thermal storage or seasonal storage or both of them, respectively [12]. Since 

charging and discharging rates in seasonal storage is pretty slow, seasonal storage coupling with 

diurnal storage might compensate these slow rates. The application of the thermal storage tank as 

a buffer tank in conjunction with solar collectors has been investigated in different studies [12][13]. 
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Daily thermal energy storage can be in the form of either a hot water storage tank or ice storage 

and has a high heat transfer rate [12][13]. Seasonal thermal storage can store the thermal energy 

when there is an excessive amount of energy sources or when the available thermal energy is low-

priced. The system can help to provide enough energy during a shortage of energy due to the 

limited sun exposure and also can avoid the demand for thermal energy with high energy costs.  

Seasonal thermal energy storage (STES) is not a stand-alone component since it cannot produce 

energy by itself. Accordingly, the performance of STES mostly depends on its own operating 

situation and the way it communicates with other components. The flow rate and temperature of 

the fluid heat carriers during charging and discharging periods influence the storage performance 

and determine storage overall efficiency. Moreover, storage energy performance is affected by 

weather conditions and soil properties such as soil thermal conductivity, underground water, flow 

velocity, ground surface temperature, and the ambient temperature so on. The relation between the 

fluid temperatures in U-tube and the ground temperatures is entirely dependent on ground thermal 

conductivity. The ground properties and its specific heat capacity are essential factors in 

determining ground temperature distribution and the temperature at the borehole wall. The 

borehole resistance is another crucial parameter and depends on the dimension of the borehole 

exchanger, the thermal conductivity of the U-tube and the thermal properties of the grout material. 

These parameters control the specific heat rate of the borehole heat exchangers. According to 

information obtained from different cases of seasonal thermal energy storage schemes around the 

world, the specific heat rate might vary from 10 W/m to 120 W/m [14]. 

1.2. Review of the available models for ground heat exchanger (GHEs) and ground 

heat storage (GHS) 

Investigation of the heat transfer process in borehole GHEs or GHS is still a significant challenge 

because of difficulty with the transient heat process analysis inside and outside of the borehole.  A 

large number of studies have been done to resolve this complicated task through analytical and 

numerical studies. 

A borehole field consists of vertical boreholes usually connected in either series or parallel or a 

combination of series and parallel and supplied with a fluid carrying heat at a temperature (Tf). 

The heat pump system can be integrated into the borehole field to increase the temperature level 

of the water comes out from the field in the wintertime. The design and operational optimization 
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of the seasonal storage (borehole heat exchangers) relies on the precise modelling of the heat 

transfer in the bore fields during the system performance [15].  GHEs can also be used as seasonal 

thermal energy storage or borehole thermal energy storage (BTES). The application of the seasonal 

thermal energy storage is to store heat during summertime and then to extract the stored heat during 

the wintertime to supply heat demand of the buildings. When BHEs are applied to provide energy 

for the GSHP, the energy extraction and injection to the ground has to be maximized. By contrast, 

when GHEs are used as seasonal thermal energy storage, the heat exchange between heat 

exchanger and ground has to be minimized to decrease the heat loss.  Therefore, in seasonal 

thermal energy storage, the distances between the borehole heat exchangers are much less than 

their distance in the ground-coupled heat pump system.   

It has to be mentioned first that most of the proposed solutions do not consider the operating 

strategy of the system. Some proposed numerical and analytical models are based on the 

assumption that all of the boreholes have the same heat rate. This assumption was taken to 

determine the analytical g-function factor. It is a dimensionless unsteady thermal resistance, which 

is the temperature response due to the unit step change in the heat flux.  

The complete heat transfer model of this system comprises a heat transfer model inside the 

boreholes (using borehole resistance concept) and a heat transfer in the ground outside the 

borehole. Developing thermal response factors and integrating them with a thermal superposition 

scheme is a common approach to prepare the heat transfer model of the outside of the borehole.  

Kelvin’s theory [16] of heat sources and the Laplace transform method are analytical tools that 

have been utilized extensively for obtaining analytical solutions of the heat transfer process in the 

ground around the boreholes. Different solutions such as line source, volume source and 

cylindrical source can be derived by the use of the Kelvin's point-source solution and the proper 

space integrating over that solution. The line source theory developed by Kelvin, supposed BHE 

as an infinite line in an infinite medium that was subjected to the constant heat rate per length of 

the line. 

The Laplace transform method has two stages [16]. At first, the Laplace transform is applied to 

the original problem to provide the problem in the Laplace domain. Usually, solving a problem in 

the Laplace domain is more straightforward than solving the original problem. After converting 

the original problem into that in the Laplace domain, the inversion theorem would be used to 

Ph.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical EngineeringPh.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical Engineering

81



 

determine the solution of the original problem. The Laplace theorem has been used extensively to 

determine the short-term response of the heat transfer process in GHEs.  

Duhamel's theorem is another useful theorem that has been employed frequently for developing 

models of the heat transfer process in the bore field. In the real application, heat transfer in the 

boreholes varies due to the different heating and cooling demands. In this case, using the principle 

of the superposition, which is known as Duhamel's theorem, can provide a solution to a problem 

with a unit-step load. 

Eskilson [17] developed thermal response factors numerically, assuming uniform and equal 

temperature along borehole walls. This assumption is taken based on the parallel connection of the 

boreholes and the equal temperature of the input fluids to all the borehole heat exchangers. Thermal 

response factors developed by Eskilson, which are known as g-functions, are often considered as 

a reference for comparison with other thermal response factors, which can be developed by the use 

of the analytical models.    

Various analytical solutions (e.g., finite line source model, infinite line source model) are applied 

to generate thermal response factors for the heat transfer model of the outside of the boreholes. 

Moreover, different boundary condition assumptions have been taken into account such as (i) 

Uniform and equal heat extraction rate along the length of all boreholes (ii)Uniform heat extraction 

rate and equal average temperature along the length of the boreholes (iii)Uniform and equal 

borehole wall temperature along the length of the boreholes. Eskilson first developed the concept 

of the g-function.  As mentioned earlier, this kind of equation is applied to determine the change 

in the borehole wall temperature due to a constant heat extraction/injection rate in the borehole 

field. It is assumed that the wall temperature is constant for all borehole heat exchangers.                  

1.3. Heat transfer models of the surrounding ground around Borehole heat exchanger 

Cimmino et al. [15] expressed that different g-functions can be utilized to model the heat transfer 

process within the ground encompassing the BHEs at different time scales. Cimmino et al. [15] 

expressed that the heat transfer process in GHEs can be described in different regions (periods). 

For the first region (at the beginning of the heat injection/heat extraction), the borehole wall 

temperature is not affected by ground surface temperature and interaction between boreholes. 

Accordingly, an infinite line source model can be applied to describe the heat transfer in the ground 
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closed to the borehole. In the second region (second period), an appropriate model (g-function) 

has to reflect the influence of the borehole interactions to explain the heat transfer process.  Hence, 

on the contrary to the first region, different borehole configurations have different g-function 

curves in this region. The starting time of this region for each borehole heat exchanger depends on 

the borehole dimensions. Additionally, for all BHEs, the g-function value increases with time and 

approaches to their value of the last region. In the last region, the g-function curves of different 

borehole fields would be different, and g-functions represent the steady-state heat transfer process. 

It implies that the borehole wall temperature is constant and is not affected by heat 

injection/extraction. 

 Analytical solutions are usually favoured over numerical solutions since it is simpler to obtain 

thermal response factors by analytical solutions rather than numerical solutions. Ingersoll and Plass 

[18] employed an infinite line source (ILS) model to determine the thermal response of buried 

pipes of infinite length. They developed temperature distribution in the ground encompassing a 

line source during the heat extraction process at a constant rate. They implemented temporal 

superposition and spatial superposition to estimate the temperature response for a field of multiple 

pipes or boreholes [19]. Carslaw and Jaeger [20] applied a cylindrical heat source (CHS) model to 

determine the temperature distribution around a source of heat of a cylindrical shape and infinite 

length. The CHS model was initially challenging to be solved numerically and was employed 

through some provided solutions presented in tables.  To solve this issue, Beaudoin [21] applied 

Gaver–Stehfest algorithm to express the CHS solution in terms of some series of the Bessel 

functions.  Next, Ingersoll [19] applied the temporal superposition and spatial superposition to the 

CHS model to calculate the temperature response of a bore field having multiple boreholes.   

 The finite line source (FLS) solution was employed by Eskilson [17] to derive the g-function of a 

borehole heat exchanger. The solution gives the temperature distribution in the ground around a 

line source of length H, which has a uniform heat extraction q. 

Zeng et al. [22] utilized the FLS solution to attain the average of borehole wall temperature. They 

assumed a uniform heat extraction rate along each borehole and equal heat extraction rate for all 

boreholes.   The authors showed that there is a little difference between FLS solution evaluated at 

H/2 and integral mean temperature along the borehole length. They expressed the integral mean 

temperature at the borehole wall by a relation which involves a double integral. 

Ph.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical EngineeringPh.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical Engineering

83



 

Lamarche and Beauchamp [23] utilized the FLS solution and derived a relation for calculating the 

integral mean temperature at the borehole wall. The expression was more straightforward than that 

proposed by Zheng et al. [22] since it involves only a single integral. The proposed relation has a 

weakness and is used for a case when the distance between the ground surface and head of the 

borehole is zero. Though, the proposed relation performed better than the FLS evaluated at the 

mid-length for approximating Eskilson's g-function.   

Claesson and Javed [24] solved the deficiency of the relation in and suggested a relation for the 

integral mean temperature at the borehole wall for the case when the distance between the ground 

surface and the borehole head is more than zero. 

Fossa [25] analyzed thermal response factors obtained from the FLS assuming uniform heat rate 

extraction for each borehole and equal heat rate extraction for all boreholes. He compared the 

factors to those of Eskilson’s g-functions for two different bore fields having 3*3 and 8*2 borehole 

configurations. The author remarked that the obtained factors are higher than Eskilson’s g-

functions for large values of the time and for bore fields having a small distance between boreholes. 

Fossa et al. [26] examined the thermal response factor of an 8*4 borehole field, assuming a uniform 

heat extraction rate for each borehole and equal average temperature for all the boreholes. Heat 

extraction rates of single boreholes were set until the wall temperature of all boreholes reaches a 

constant value. The thermal response factor was observed to be comparable to that obtained from 

FLS and boundary conditions used by Eskilson (uniform heat extraction rate for each borehole and 

the unequal average temperature at all borehole walls). 

A new method based on the analytical FLS model is introduced by Cimmino et al. [27] to 

approximate thermal response factors (g-functions). The method takes into account the variety of 

heat extraction rates between boreholes and considers the buried depth, which was not 

incorporated into Eskilson’s work. The heat extraction rates obtained with the proposed method 

confirmed that there is an excellent match between the new model and Eskilson’s numerical model. 

Cimmino and Bernier [28] presented a simplified version of the method proposed by Cimmino et 

al. in [27] for calculating the thermal response factors (g-functions).  They presented a 

methodology for an estimate of thermal response factors of vertical borehole fields, accounting for 
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the change in heat extraction rates of individual boreholes with time, variable borehole lengths and 

variable buried depths. 

1.4. Heat Transfer model inside the borehole heat exchanger (short-term response 

factors) 

Yavuzturk [29] proposed a short-term response of GHEs for the first time by taking benefit from 

the non-dimensional temperature response functions given by Eskilson. He employed a two-

dimensional implicit finite volume numerical approach to derive appropriate short-term g-

functions. The g-function accounted for the heat capacities of pipe and grout and convective 

resistance of the fluid. The provided g-functions are applicable to model the heat transfer process 

for the time scale of 2.5 min to 200 hours. However, the issue regarding the application of the 

proposed model is the computational time. The computational time is as much as the time needed 

for the application of the g-function proposed by Eskilson. 

Young [30] utilized the buried electrical cable (BEC) method developed by Carslaw and Jaeger 

and modified it to obtain a short-term response of the GHEs.  Young expressed that there is an 

analogy between a buried electric cable and a vertical borehole. He mentioned that the core, the 

insulation and the sheath of the cable in the BEC method could be replaced by the equivalent 

diameter fluid pipe, the resistance and the grout of the GHE, respectively, to derive the short-term 

response g-function.  He also added the grout allocation factor, which allocates a share of the grout 

heat capacity in the model to improve the performance of his model. 

Xu and Spitler [31] developed a new short time-step model for vertical ground loop heat 

exchanger. The proposed model is an extension to the original long-term response developed by 

Eskilson. However, whereas Eskilson's model used a g-function to account for short time-step 

effects, Xu and Spitler proposed a one-dimensional numerical model for this aim. The numerical 

model considers the thermal mass of the fluid and the convective resistance as a function of flow 

rate, fluid mixture, and fluid temperature. 

A classical analytical solution by Bandyopadhyay et al. [32], which accounts for the thermal 

capacity of the fluid, has been used to model the temperature response of the fluid inside the U-

tubes. The results of the proposed analytical solution were validated through Finite Element 

Modeling (FEM) and agreed firmly with the results of FEM. 
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Analytical solutions in the Laplace domain were applied by Bandyopadhyay et al. [33] to obtain 

the short-time transient temperature response of ground heat exchangers.  The solution accounted 

for the thermal capacities of fluid and grout material. The average temperature of the fluid and the 

temperature of the borehole wall were evaluated utilizing Gaver–Stehfest numerical inversion 

algorithm from the proposed analytical solutions. 

Javed and Claesson [34] presented the development and the validation of new analytical and 

numerical solutions in the Laplace domain for the modelling of the short-term response of borehole 

heat exchangers.  A set of equations represented by a thermal network was obtained for the Laplace 

transforms for the boundary temperatures and heat fluxes. The proposed analytical solution took 

into account the thermal capacities, thermal properties and the thermal resistances of all elements 

of the borehole. 

Minaei and Maerefat [35] developed an accurate and straightforward analytical solution to the 

short-term heat transfer process in the borehole exchanger. They presented the thermal resistance 

and capacity circuit of two borehole configurations having a single U-shaped pipe and a double 

U-shaped pipe. The radial heat transfer model was presented considering the thermal capacities of 

fluid, grout and pipe. Laplace theorem was applied to solve the model and provide an analytical 

relation for short-term response inside the borehole. The outputs of the proposed analytical 

solution were in good agreement with numerical results. Moreover, authors claimed that by the 

use of their approach the computational time would reduce drastically.  

Li and Lai [36] offered a composite-medium line-source model to derive short-term responses of 

ground heat exchangers.  Short-term responses of the GHEs include transient heat process within 

the borehole, which traditional models did not take into account its effect on the GHEs model. It 

was expressed that short-term responses of GHEs have a significant influence on the design, 

operation and control of ground coupled heat pump (GCHP) system.   It was declared that the fluid 

temperature prediction error between the proposed model and experimental data is less than 1 % 

for time step less than 1 hour.  However, that error by the use of the traditional model would be 

less than 6%. Therefore, it can be inferred that the traditional model still has acceptable accuracy 

for being used seasonal storage modelling for this time range.  
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1.5. Thermal borehole resistance 

As mentioned, analyzing the heat transfer process inside the borehole exchanger is a crucial step 

toward an appropriate design and optimal operation of GHEs. Performing an accurate heat transfer 

analysis requires taking into account the effect of all components inside the borehole [35]. A 

borehole heat exchanger includes the backfilling (grout), the U-tubes and the circulating fluid 

inside the pipes. The outputs of heat transfer analysis inside a borehole are inlet and outlet 

temperatures of the circulating fluid in the exchanger by considering borehole wall temperature 

and heat transfer rate. The dimension and thermal mass inside the borehole are less than those of 

the ground outside of the borehole. Moreover, there is a small temperature variation inside the 

borehole during the heat transfer process. Therefore, it is a frequently used assumption that the 

heat transfer process inside the borehole is supposed as a steady-state process. It has been 

demonstrated that this simplification is an appropriate and acceptable hypothesis for most 

engineering purposes except for dealing with responses within a few hours since the error of the 

fluid temperature calculation raises. 

In summary, the heat transfer from the fluid to the ground is affected by the borehole thermal 

resistance, which holds the convection resistance between the fluid and borehole pipes, resistance 

between the two (or four) pipes, the resistance between U-tube and borehole perimeter and 

conduction heat resistance in the U-tube. Different studies have proposed empirical and theoretical 

relations to estimate these resistances. Also, they have been provided with some methodologies to 

evaluate these resistances experimentally [37].    

𝑅𝑝 =
1

2𝜋𝑘𝑝
ln

𝑟𝑜

𝑟𝑖
+

1

2𝜋𝑟𝑖ℎ
 

Eq. 1 

𝑘𝑝 is the thermal conductivity of the U-shaped pipe (Wm-1K-1) , 𝑟𝑜 and 𝑟𝑖 are outer and inner radius 

of the legs of the U-shaped pipe, respectively and ℎ is the convective heat transfer coefficient (Wm-

2K-1). Many formulas have been provided to calculate the convective heat transfer coefficient and 

are presented in [38]. A simple relation to calculate this coefficient is as follows: 

𝑁𝑢 =
2ℎ𝑟𝑖

𝑘𝑓
= 0.023𝑅𝑒0.8𝑃𝑟𝑛 

Eq. 2 
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𝑘𝑓 is the thermal conductivity of the fluid, 𝑅𝑒 is the Reynold’s number, 𝑃𝑟 is Prandtl’s number, 

calculated at the mean temperature of the fluid, n equals to 0.4, when the fluid is being heated 

(winter time) and is 0.3 when the fluid is being cooled (summer time). As expressed in [39] , eq.() 

is a good approximation of the convective heat transfer coefficient when 0.7 ≤ 𝑃𝑟 ≤ 120 and  

2500 ≤ 𝑅𝑒 ≤ 124000, and the ratio of the length to diameter of the borehole is greater than 60. 

The influence of the convective heat transfer on the borehole thermal resistance is negligible since 

the convective resistance term only accounts for 2-3% of total borehole thermal resistance for most 

of the cases and for turbulent flow inside the U-shaped pipe. 

The third term in the borehole thermal resistance is two-dimensional resistance of the backfilling 

material. 

 

Fig. 1: Thermal resistance diagram inside the borehole [38][37] 

One of the most common relations for determining the borehole resistance per unit length was 

proposed by Paul [40] based on experiments on three different configurations: 

𝑅𝑏 =
1

𝛽0 (
𝑟𝑏

𝑟𝑝
)

𝛽1

𝑘𝑔

 
Eq. 3 

Where 𝛽0 and 𝛽1 are parameters and depend on system configuration and are calculated based on 

the fitting experiment.  

Another relation was proposed by Hellstrom [38], known as line-source formula, which is used in 

DST model. The thermal resistance diagram inside the borehole is shown in Fig. 1. Following 

equation was developed by Hellstrom [38], 
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𝑅𝑏 =
1

4𝜋𝑘𝑔
{ln (

𝑟𝑏

𝑟𝑝
) + ln (

𝑟𝑏

2𝑥𝑐
) + 𝜎 ln (

𝑚

𝑚 − 1
)} 

Eq. 4 

   

𝑥𝑐 is the half of the distance between the centers of the two legs of U-shaped pipe, m is defined as 

follows: 

𝑚 = (
𝑟𝑏

𝑥𝑐
)4  Eq. 5 

Also 𝜎 is as follows: 

𝜎 = (𝑘𝑔 − 𝑘𝑠)/(𝑘𝑔 + 𝑘𝑠)    Eq. 6 

𝑘𝑔 is the thermal conductivity of the grout and 𝑘𝑠 is the thermal conductivity of the soil (ground). 

Discretized three-dimensional models usually describe very well the heat transfer process inside 

and outside of the borehole exchanger. However, they are more complicated than analytical 

solutions, and their application is not efficient in terms of computational time. Also, the application 

of fully discretized models is not practical in optimization software or during design calculation 

due to their complexity. On the contrary, analytical solutions are widely utilized for simulating the 

heat process within borehole exchangers due to their simple structure, which leads to a 

considerable reduction of computational time. 

1.6. Short-term response via thermal network analysis 

Borehole heat exchanger modeling via thermal network analysis has been attracted much attention 

in recent years. As it is simple to apply the concept of the thermal network to derive the heat 

transfer model and also the outputs of models are in good agreement with experimental results. 

The application of the thermal network analysis is based on the similarity between thermal and 

electrical conduction. Different studies have been utilized this methodology to simulate the heat 

transfer ground inside the borehole and the ground surrounding the borehole. 

De Carli et al. [41] proposed CaRM (Capacity Resistance Model) to model the heat transfer of the 

borehole heat exchanger. The proposed model can consider fluid patterns in different borehole 

configurations such as single U-tube, a double U-tube or coaxial pipes. The authors validated the 
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model utilizing commercial software based on the finite difference method. Also, they made 

further comparisons against data derived from the ground thermal response test. 

Zarrella et al. [42] modified the CaRM model published by De Carli et al. [41]. Based on that 

modification, the short-term heat transfer analysis of double U-tube was investigated because the 

modified model accounts for the heat capacitances of fluid and filling materials. The authors 

proved that there is good agreement between the results of the model and outputs of the finite 

element method and measurements of the ground thermal response test. 

Similarly, Bauer et al. [43] generated a two-dimensional thermal resistance and capacity model 

(TRCM) for different types of borehole heat exchangers. The authors expressed that by 

considering the thermal capacitance of the grout, the model is capable of assessing the short-term 

thermal process in the borehole. They also mentioned that in addition to considering the thermal 

capacitances of the grout, the placement of these capacitances in the thermal network has great 

importance. 

2. BTES performance criteria 

Assessing the performance of BTES systems can be performed using different criteria. For 

instance, the COP of the heat pump used in the system is an essential criterion if the purpose of 

the heat pump application is to improve its performance by increasing the evaporator temperature 

[44].  

A mostly used criterion is the BTES efficiency since the efficiency of the whole system depends 

on its value [45][46]. BTES efficiency is a ratio of the total heat extracted per total heat injected 

into the storage, as expressed in below Eq. 7: 

𝜂𝐵𝑇𝐸𝑆 =
ℎ𝑒𝑎𝑡 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒𝑠𝑡𝑜𝑟𝑎𝑔𝑒

ℎ𝑒𝑎𝑡 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑 𝑖𝑛𝑡𝑜 𝑡ℎ𝑒 𝑠𝑡𝑜𝑟𝑎𝑔𝑒
 

Eq. 7 

It can be inferred that by increasing the temperature of the BTES, the efficiency of BTES would 

decrease since raising the BTES temperature leads to higher heat losses [6]. Also, during the warm-

up period (first two-five years) that the BTES is charged to reach the design temperature point, 

smaller heat might be extracted compared to the time of the normal operation of storage and that 

might head to low efficiency during the warm-up period [47]. 
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Another important criterion is the solar fraction [48], which is used for the application of solar 

collectors coupled with seasonal storage. A solar fraction is the total of the heat demand provided 

by solar energy. 

 Sweet and McLeskey [49] proposed another metric. They defined internal system efficiency, 

which is the heat provided to the home divided by the total solar energy collected. Therefore, the 

proposed criterion includes the heat loss terms.   

Another performance criterion which is mostly used during system design of small-scale storage 

systems is cost savings, generally represented as a payback period or annual total cost [50]. 

 

3. System model 

The conventional models proposed by Hellström [38] are applied widely to model the heat transfer 

inside and outside the boreholes. The proposed conventional model did not take into account the 

short-term responses of the GHEs. The purpose of the proposed models was to design seasonal 

thermal energy storage and optimal operation of the system. The application of that model might 

cause some errors when it is used to model the short-term thermal response of GCHP. 

Two models are available in the thermal storage library of TRNSYS to model the seasonal thermal 

energy storage; 557a and 557b [51].  Both of these models are formed based on the work of 

Hellström. In 557a, the borehole thermal resistance within each borehole is calculated by the 

software by giving the input parameters of boreholes. However, 557b is applicable when the 

borehole thermal resistance is considered as an input parameter, which might be calculated from 

an experiment. As mentioned, for both of these models, the boreholes layout is hexagonally, and 

boreholes are uniformly distributed in a cylindrical volume.    

In this study, it is assumed that the storage consists of a bunch of boreholes that are uniformly 

located in cylindrical region and in hexagonal patterns. It is assumed that each borehole has a 

single U-tube pipe (Fig. 2). As shown in Fig. 3, a certain ground region is assigned to each borehole 

heat exchanger. The average temperature for each ground region is designated by Tm and is known 

as local average temperature of that region. As presented in [38], the difference between fluid 
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temperature and average temperature of a ground region is an interesting factor which shows the 

thermal capacity of that storage.  

 

Fig. 2: Borehole thermal energy storage in a cylindrical region and hexagonal pattern 

As shown in Fig. 4, the total storage is divided into a certain number of annular sections (zones) 

on the ground plane to provide the model of the seasonal thermal energy storage and provide an 

operating strategy. Two concentric circles bound each annular section (annulus). The first region 

is a circle or annulus with zero radii for the smaller (inner) circle. Moreover, each region consists 

of a different number of boreholes. For each section, it is assumed there are a water distributor and 

a water collector. For the series connection of the boreholes, each section is in connection with the 

adjacent section via water pipes. In a parallel connection, the flow rate of the fluid in each borehole 

might vary for different sections and is identical with boreholes of the same section. The flow rate 

inside each borehole and the operation of boreholes in each annular section is determined by 

solving the optimization problem.  

As mentioned in previous sections, during the first period, there is no interaction between two 

adjacent borehole heat exchangers. After a specific time, the interaction between boreholes would 

be completed. If the heat flux through the boundary of the region ground encompassed a borehole 

is zero, it could be assumed that the heat transfer process is a steady-flux process. By considering 

the steady-flux process, the average temperature of the ground region increases linearly with time.  

As expressed in [38], for the steady flux process, there is no heat flow across the boundary of the 
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ground region. In this regime, the shape of the temperature distribution in the ground region does 

not change with time. The heat flux is constant at all points in the ground region, and the increase 

in the temperature is the same for all points. Also, the difference between the average of the fluid 

temperature and the local average temperature is constant. As a result: 

𝑇𝑎𝑣𝑒 − 𝑇𝑚 = 𝑅𝑠𝑓𝑞 Eq. 8 

𝑇𝑎𝑣𝑒 is the average fluid temperature, 𝑇𝑚 is the ground region (local) average temperature, and 𝑅𝑠𝑓 

is the steady-flux thermal resistance. 

As presented in [38], the required time to reach the steady-flux situation in the hexagonal duct 

pattern is given by: 

𝛼𝑡𝑠𝑓

𝐴𝑝
= 0.065 

Eq. 9 

As presented in [38], for hexagonal duct pattern a superposition of two rectangular duct patterns 

with spacing 𝐵and 𝐵1 is calculated as follows: 

𝑅𝑠𝑓 =
1

2𝜋𝑘
{ln (

𝐵

2𝜋𝑟𝑏
) +

𝜋𝐵1

6𝐵
−

1

2
ln{2[cosh(𝜋√3) + 1]} +

5𝜋√3

12
} + 𝑅𝑏   

 

Eq. 10 

The above equation is calculated for a single pipe in the hexagonal duct pattern. The constant flux 

thermal resistance of the U-shaped pipe in hexagonal duct pattern can be derived by superposing 

two patterns with single pipe in two rectangular regions (totally four patterns) and heat injection 

rate for each of two pipes is q/2.  

Four points are as follows: 

 (0,0), (𝐷, 0), (
1

2
𝐵 + 𝐷, 

√3𝐵

2
),  (

1

2
𝐵, 

√3𝐵

2
) 

The steady-flux thermal resistance for a single U-shape pipe would be as follows: 

Rsf(single U − pipe)

=
1

4πks

{ln (
B

πdb
) + 7√3

π

12
−

1

2
ln2[cosh(√3π) + 1]

+ ln2 [cosh(√3π) + cos (
2πD

B
)] + ln2 [1 − cos (

2πD

B
)]} + Rb 

Eq. 11 
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The local average temperature for all boreholes of the same annular region is equal to each other. 

The reason is that all boreholes are uniformly placed in each annular region, and they follow the 

same operating strategy during charging and discharging. In other words, the fluid inlet 

temperature, the flow rate of the circulating fluid, and communication to the adjacent boreholes 

are the same for all borehole heat exchangers in the same annular region.  

 Heat transfer analysis inside the encompassing ground region of each borehole is performed for 

two periods. After a step-pulse change in heat injection q to a borehole, for the first period, when 

there is not any interaction between boreholes, an infinite line source model is applied to determine 

the local average temperature of the surrounding ground region. After a specific time, the 

interaction of the boreholes would be fully developed. For this period, thermal energy balance is 

developed for a ground region, as shown in Fig. 3. 

 

Fig. 3: Thermal energy balance for each ground region of a borehole 

For each borehole, there is a heat flux from the previous region via heat conduction, the heat sent 

to the next region via conduction and there is an inlet heat from the fluid to the borehole heat 

exchanger. It has to be mentioned that there is no heat flux through the bottom and top boundaries 

of the control volume. The reason is that each borehole itself and boreholes above and below it all 

belong to the same annular region and they have the same local average temperature. Therefore 

there would be no heat flux between them. Moreover, it is assumed that the temperature for all 

points in the surrounding ground region of each borehole is the same and is the average local 

temperature. As a result, the ground region is supposed to be a lumped mass. Therefore, both the 
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thermal control volume shown in Fig are identical.  So, it can be seen that for each borehole, the 

boundary conditions of the steady-flux heat process can be established (since the heat flux across 

the boundaries of that control volume is zero).  

Since all the boreholes have the same heat process experience, instead of proposing the model for 

individual borehole, the model is applied to each section as shown in Fig. 5. 

In summary, following steps for discretization are performed for both storage and ground around 

it: 

• The storage is divided into P sections. Each section contains 𝑁𝑖 𝑖 = 1,  2,  3, … ,  𝑃 

boreholes. 

• The soil outside of the storage is divided into M sections. Each has L meter far from each 

other.  

• The value of L should be selected such that it can be ensured the soil temperature after the 

Mth section is always 10 ℃ during the entire operation of the storage. 

 

 

Fig. 4: Different storage sections (zones) and ground sections around it 
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Fig. 5: Schematic diagram of different operating strategies in different storage regions 

The ground temperature for the ith section is calculated as follows: 

𝑇𝑠,𝑖(𝑡) = 𝑇𝑆,𝑖(𝑡 − 1) +
[𝑄𝑖𝑛,𝑖(𝑡) + 𝑄𝑜𝑢𝑡,,𝑖−1(t) − 𝑄𝑜𝑢𝑡,𝑖(t)] × 3600

𝜌𝐶𝑠𝑉𝑠𝑒𝑐𝑡𝑖𝑜𝑛,𝑖
 

Eq. 12 

 

𝑇𝑠,𝑖 is the average temperature of section i, 𝑄𝑖𝑛,𝑖 is the input energy to the region i by circulating 

the fluid, 𝑄𝑜𝑢𝑡,𝑖 is the heat conduction to the next region by section I, 𝑄𝑜𝑢𝑡,𝑖−1 is the input 

conduction heat from the previous section i − 1, 𝑉𝑒𝑎𝑟𝑡ℎ,𝑖 is the section volume, 𝜌 is the density of 

the soil, and 𝐶𝑠 is the heat capacity of the soil. 

The heat input (injection during charging) to the system is calculated as follows: 

𝑄𝑖𝑛,𝑖(𝑡) = 𝑚𝑖̇ 𝐶(𝑇𝑖𝑛,𝑖(𝑡) − 𝑇𝑜𝑢𝑡,𝑖(𝑡)) Eq. 13 

𝑚𝑖̇  is the total fluid flow rate to the section 𝑖̇,  𝐶 is the heat capacity of the circulating fluid, 𝑇𝑖𝑛,𝑖 is 

the inlet fluid temperature to section I, and 𝑇𝑜𝑢𝑡,𝑖 is the outlet fluid temperature of section 𝑖̇. 

The heat flux due to the conduction between two regions are as follows: 

𝑄𝑜𝑢𝑡,𝑖−1 = −𝑘𝐴𝑖−1[𝑇𝑠,𝑖(𝑡) − 𝑇𝑠,𝑖−1(𝑡)]/𝐿𝑖     Eq. 14 
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𝐴𝑖−1 is the side area of section i − 1 ,and 𝐿𝑖 is the distance between two annular region. 

The combination of the infinite line source model and constant heat-flux model can be applied to 

each annular region [38]:  

( 𝑇𝑎𝑣𝑒,𝑖(𝑡) − 𝑇𝑠,𝑖(𝑡)) 𝑁𝑖𝐻= ∑ (𝑄𝑖𝑛,𝑖(𝑡𝑛) − 𝑄𝑖𝑛,𝑖(𝑡𝑛−1))𝑅((𝑡) − (𝑡𝑛)) 𝑛
𝑗=1  Eq. 15 

 

𝑁𝑖 is the total number of borehole in section i  , 𝐻 is the length of the borehole and 𝑅 is the total 

thermal resistance. 

Thermal resistance is calculated as follows: 

𝑅(𝑡) = 𝑅𝑠𝑓       𝑡 − 𝑡𝑛 > 𝑡𝑠𝑓 

𝑅(𝑡) = 𝑅′(𝑡)       𝑡 − 𝑡𝑛 < 𝑡𝑠𝑓 

Eq. 16 

As expressed by Hellstrom [38] the borehole thermal resistance for short-term period is calculated 

as follows: 

𝑅′(𝑡) =
1

2
{

1

4𝜋𝑘𝑠
𝐸1 (

𝑟𝑏
2

4𝛼𝑡
) + 𝑅𝑏 +

1

4𝜋𝑘𝑠
𝐸1 (

𝐷2

4𝛼𝑡
)} 

 

Eq. 17 

By assuming fluid temperature as an average temperature of the inlet and outlet flows the analysis 

of the temperature variation along the flow channels becomes simple. Therefore, the fluid 

temperature is calculated as follows similar to:  

𝑻𝒂𝒗𝒆,𝒊(𝒕) =
(𝑻𝒊𝒏,𝒊(𝒕) + 𝑻𝒐𝒖𝒕,𝒊(𝒕))

2
 

Eq. 18 

The energy balance equation for each annular region around the storage is as follows: 

−𝑘𝐴𝑗−1[𝑇𝑗(𝑡) − 𝑇𝑗−1(𝑡)]/𝐿 ∗ 3600 = −𝑘𝐴𝑗[𝑇𝑗+1(𝑡) − 𝑇𝑗(𝑡)]/𝐿 ∗ 3600 

+𝜌𝐶𝑠𝑉𝑗[𝑇𝑗(𝑡) − 𝑇𝑗(𝑡 − 1)] 

 

Eq. 19 

𝑉𝑗 is the volume of the ground region j, and 𝐴𝑗 is the side area of ground region j. 

4. Case study 
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It is assumed that the recovered heat from the industrial waste heat is applied to charge the storage. 

The design fluid flow rate inside each U-tube during charging and discharging is assumed to be 

0.4 kg/s. In the non-heating season, water is heated up to 65 degrees through the heat recovery 

system installed in the industrial plant. The hot water is then sent to the seasonal thermal energy 

storage. The water transfers sufficient heat to the storage and then comes back to the heat recovery 

system of the industrial plant to be warmed up again. 

5. Results and discussions 

Two different case studies are solved to study the performance of the seasonal thermal energy 

storage (STES) using the proposed model. It is assumed that the recovered heat from the waste 

heat of the industrial plant can be stored in the STES. The fluid inlet temperature during the 

charging period is less than 65℃. The reason for setting this maximum value is the threshold limit 

temperature of the U-shape pipe in the borehole. We also set a fluid inlet temperature as an 

optimization variable to show there is further control on the heat exchanger side close to the 

industrial plant. It means if the minimum flow rate is fixed as a constraint in the optimization 

problem, the fluid inlet temperature has to be calculated by an optimization problem. The reason 

is that it is not allowed to charge the storage by our desired value, and every time the charging rate 

is limited by considering the temperature of the ground (available driving force for heat transfer) 

and ground geotechnical properties.  

The performance of the storage is investigated for one year. The charging takes place for the first 

four months, then there would be no charging and discharging for the next four months, and the 

discharging happens for the last four months.  

Case1: there is no limitation on the charging rate, and we can charge the storage as much as we 

can. 

Case 2: The available heat for charging the storage is limited to 50% of the maximum value. 

The reason for setting constraints of Case #2 is that the heating demand of the building in the early 

time of the charging period might be considerable. As a result, the optimizer might decide to send 

the recovered heat to the building directly for the early days of the charging period. Therefore, we 

are only allowed to charge the storage for the second period of the charging time, and as a result, 

there would be a constraint on the maximum available heat for charging. 
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The borehole thermal energy storage in the case study consists of 200 boreholes in total. Each 

borehole includes a single-U tube heat exchanger with 30 meters length. The distance between 

each pair of boreholes is 1.5 m, which is a distance between the centers to center of the boreholes. 

The total borehole field surface area is 389.657 m2 and the volume is 11689.7 m3. As mentioned 

in order to minimize the heat loss, the arrangement of borehole heat exchangers is in hexagonal 

pattern, and they are placed uniformly in a cylindrical region. The storage is divided into five 

sections for purposes of monitoring and controlling the operational strategy.  In this case study, it 

is assumed that all boreholes are connected in parallel. The ground outside of the storage is divided 

into ten sections or annular regions. The distance between each pair of the sections outside of the 

storage is 5 meter.  

Number of boreholes and dimension of each annular region or section are presented is in Table 1.  

Table 1: Borehole configuration and dimension of each section 

section 1 2 3 4 5 

# of Boreholes 1 18 42 78 61 

Volume m3 60.288 1047.965 2443.0487 4561.050 3556.850 

Side Area m2 150.72 646.212 1156.776 1748.352 2096.892 
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5.1. Results of the Case#1: 

 

 

 

 

 

 

 

 

 

 

In this case, as shown in Fig. 6 and Fig. 7, all storage sections are charged with available heat on 

the first day of the charging period. It indicates that the charging strategy for all of the storage 

zones is identical. The daily average temperature of the different sections is shown in Fig. 6. The 

storage section #1 located at the center of the storage (first section with only one borehole heat 

exchanger) always has a higher temperature than other sections. The reason is that the heat loss is 

least from this section because the closest zone to it is also charging, and therefore the temperature 

difference between two these storage sections is small. The outermost zone (section #5 with 61 

boreholes) has the lowest temperature amongst storage regions. On the contrary to section #1, the 

heat loss of section #5 is highest since this section is the outermost section of the storage and there 

is no charging for the section next to it (since it is the ground region).  

During the intermediate period, when there is no charging and discharging, the temperature of all 

storage sections (annular regions) drops. Section #5 has the largest temperature reduction in this 

period due to the maximum heat loss, which happens because of the maximum temperature 

difference between storage and surrounding ground. Discharging takes place for all sections from 

the first day of the discharging period. After a certain time, the discharging would end for section 

Stop  
Discharging 

Fig. 6: Daily average storage temperature in different storage sections (zones) for case study #1 
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#1 first. However, discharging continues for other sections. The days in which discharging stops 

are 24, 58,125 for section #2, section 3, section #4, and section #5, respectively.  

Fig. 7 and Fig. 8 show the rates of heat charging and heat discharging in different sections for one 

year period.  

 

Fig. 7: Daily average charging and discharging heat rates for different storage sections (zones) of 

case study #1 

 

The magnitude of charging and discharging depends on the number of boreholes. As it is clear, 

section #4 has the maximum boreholes (78), therefore for both charging and discharging periods, 

it has maximum heat transfer rate. Throughout the charging period, the charging rate of all 

boreholes (sections of the storage) reduces with time. The reason is that the average storage 

temperature rises, and as a result, the temperature difference between fluid and storage drops 

(driving force decreases). Therefore heat charging decreases. The opposite scenario might happen 

during the discharging period. Fig. 9 displays total heat charging (input) and discharging (output) 

for the first year operation of the storage system. As presented in that figure, the borehole thermal 

energy efficiency of the borehole is 47%. 
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Fig. 8: Daily average charging and discharging heat rates for section #1 (zone #1) of case study #1 

 

Fig. 9: Heat charging and discharging when there is no limit on the available heat 

5.2. Results of Case #2: 
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Fig. 10: Daily average charging and discharging heat rates for section #1 (zone #1) of case study 

#1 

Because of the limitation on the available heat, charging does not take place from the first day of 

the charging period. Charging starts for the first section after 40 days. After 47 days, the charging 

starts for boreholes located in section #2. For section # 3 and section #4, charging begins after 73 

and 117 days, respectively. For section 5, which is the outermost storage section, there would be 

no charging, and it is only heated up by the conduction with inner sections. 

On the contrary to the first case study, the temperature drop during the intermediate period for 

section #5 is not significant (Fig. 10). The reason is that the temperature of section #5 and 

temperature of the ground section surrounding it increase simultaneously and with the same order 

during the charging period via heat conduction. Therefore, the temperature difference between 

section #5 and the ground section close to it is not considerable. Accordingly, the temperature 

reduction during the intermediate period is negligible, which can lead to minimizing heat loss.  

For discharging, it is more efficient to commence discharging from the outer sections. The reason 

is that a part of extracted heat would be from the soil. In another way, the ground itself serves as a 

source of energy. The discharging pauses for a while and begins again from the core (section #1). 

Start  
charging 

No charging 
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After certain times, discharging starts for other inner sections. There would be no discharging for 

the outermost section of boreholes. It can be concluded that by extracting heat from the outer 

sections of storage first, a hypothetical insulation layer can be built around the inner sections of 

storage that leads to the minimum heat loss.  

Fig. 11 and Fig. 12show the rates of heat charging and heat discharging in different sections for 

one year period.  

 

 

Fig. 11: Daily average charging and discharging heat rates for different storage sections (zones) 

of case study #1 
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Fig. 12: Daily average charging and discharging heat rates for section #1 (zone #1) of case study 

#1 

6. Performance comparison of the proposed model and the black-box model 

In this section, the performance of the system using the proposed model is compared to the system 

performance using the simpler model, known as the black-box model. For this aim, it is assumed 

that charging is performed for three months, and the discharging happens for the next three months. 

It is assumed that there is no transition period between the charging and discharging periods. The 

objective function is the seasonal thermal energy storage.  

In the black-box model, the storage is considered as a large heat exchanger considering constant 

effectiveness during the whole operation of that system.  The following equation is applied instead 

of to establish a relation between fluid inlet and outlet temperatures and the average storage 

temperature.  

( 𝑇𝑜𝑢𝑡(𝑡) − 𝑇𝑖𝑛(𝑡)) = −𝜀(𝑇𝑖𝑛(𝑡) − 𝑇𝑠(𝑡)) Eq. 20 

𝜀 is the effectiveness of the storage and it depends on the number of the boreholes.  

The following equation is utilized as an energy balance relation for the whole storage. 
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𝑇𝑠,𝑖(𝑡) = 𝑇𝑆,𝑖(𝑡 − 1) +
[𝑄𝑖𝑛,𝑖(𝑡) + 𝑄𝑙𝑜𝑠𝑠(t)] × 3600

𝜌𝐶𝑠𝑉𝑠𝑡𝑜𝑟𝑎𝑔𝑒
 

Eq. 21 

where 𝑄𝑙𝑜𝑠𝑠  is the heat loss of the storage and is calculated as follows: 

𝑄𝑙𝑜𝑠𝑠(𝑡) =
[𝑇𝑠(𝑡) − 𝑇𝑓𝑎𝑟(t)] 

𝑅𝑙𝑜𝑠𝑠
 

Eq. 22 

𝑇𝑓𝑎𝑟 is the far field temperature and is assumed to be 10 degrees.  

The results of the proposed model are expressed considering different configurations. The number 

of boreholes in different sections varies for different configurations and is shown in Table 2. 

Table 2: Number of boreholes for different configurations 

section 1 2 3 4 5 

Configuration #1 1 18 42 78 61 

Configuration #2 20 30 40 50 60 

Configuration #3 19 42 78 61 - 

 

Fig. 13 shows the daily average temperature of the storage considering different configurations by 

using the proposed model and the daily average storage temperature by using the black-box model. 

From this figure, the daily average temperatures of the storage using the proposed model are 

entirely identical for all storage configuration. This can be inferred considering a different number 

of the boreholes in different sections has a small effect on the analysis since the model is able to 

adjust the performance of the storage by choosing appropriate sections of the system operation. 

Also, by comparing the daily average temperature using the proposed model with that of the black-

box model, it can be concluded that the proposed model is accurate in analyzing the performance 
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of the system. The reason is that there is a small difference between the results of these two models.

 

Fig. 13: Comparison of the storage temperature for three different configurations of the proposed 

model and black box model  

 

7. Conclusions 

This work presents an overview of various methodologies and thermal response factors (g-

functions) for modelling the heat transfer process of borehole heat exchangers. The extensive 

literature review includes various numerical approaches and analytical solutions to determine the 

temperature at the borehole wall over the short-term and long-term.  It is pretty complex to use the 

previously published models in optimization software for the purpose of storage design and 

optimal storage operation. It is a significant workload to model a large scale BTES using already 

developed g-functions. Besides, the high computational time is required to get an optimum size 

and operation of BTES from optimization software. To solve these challenges, in the second part 

of this work, the work proposes a new flexible semi-analytical, semi-numerical methodology to 

model the heat transfer process of the borehole thermal energy storage. Some of the results and 

concepts proposed by Hellstrom (as DST model) are utilized to form the new model. In the new 

Ph.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical EngineeringPh.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical Engineering

107



 

model, both storage and its surrounding ground are divided into a finite number of annular regions 

(zones or sections). Each storage section contains several boreholes having an equal fluid flow rate 

at each time step. Thermal energy balance is developed for each storage section and ground 

section. The infinite line source model and the concept of a steady-flux heat process are applied to 

develop the model.  The heat extracted/ injected from/into the storage can be controlled by either 

changing the water flow rate inside each borehole or adjusting the inlet water temperature. 

However, by proposing the new model, the flexibility of the storage operation increases since one 

can control the heat input or heat output by choosing an appropriate storage section. In other words, 

one more degree of freedom in terms of controllability is added to the model for controlling the 

operation of the storage.  

• The proposed model can be adopted by any optimization software to determine the optimal 

size and operation of the system. The reason is that the model is linear and does not have 

the improper integral or function. Furthermore, the optimization problem is not 

complicated, and the computational time of the optimization problem is reasonable (for a 

one-year hourly analysis, the computational time is around 15 minutes). 

• The model is able to determine the size of the storage, including borehole distance, length 

of the borehole, number of boreholes, etc.  

• The model is able to control the operation of the storage by deciding the appropriate storage 

zone for charging and discharging. Furthermore, the storage operating strategy might vary 

amongst storage zones. It implies that each storage zone might adopt different fluid flow 

rates and fluid inlet temperature through their boreholes. This increases the flexibility of 

the storage operation since the extracting or injecting a load can be adjusted by changing 

the water flow rate, selecting the appropriate section of storage for storing and extracting 

heat, and adjusting the fluid inlet temperature.  

• The proposed model in this work is applied to storage, including several numbers of 

boreholes in hexagonal duct pattern and are located uniformly in a cylindrical region. 

• The concept of the proposed model can be applied to develop a model for different storage 

configurations (line, L-shaped, square, rectangular). 
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1. Conclusions 

This thesis proposed different frameworks for the design and operation of the energy system for 

either deterministic case problems or stochastic case problems. In each design framework, a 

detailed MILP model of the energy system is proposed by converting non-linear terms to the linear 

ones using a piecewise linearization method.  By the use of the proposed design frameworks, the 

optimal size of the energy system is investigated considering all applicable technologies and 

different optimization criteria.   Furthermore, the change is the size of energy system components 

due to various levels of greenhouse gas (GHG) emission is investigated. Moreover, some 

straightforward operating strategies (season-based scenario and NPC methodology) of various 

energy system configurations have been developed that enables to optimize the operation of the 

energy system without solving a complex optimization problem.  A new model is also proposed 

for the seasonal thermal energy storage.  The model can be efficiently employed in optimization 

software and is an appropriate model for determining the optimal design and operation of the 

storage.  Several main conclusions are as follows: 

• By the use of community energy systems, considerable achievements in terms of the high 

system efficiency, GHG emissions reduction and annual total cost saving can be attained 

compared to the stand-alone system application. 

• Application of the fired Heat recovery steam generator (HRSG) in the community energy 

system causes a more reduction in primary energy consumption, annualized total cost, 

carbon dioxide emission compared to the system of the same structure but without having 

supplementary firing. 

• The use of supplementary firing decreases the optimal size of the gas turbine, boiler and 

electric chiller, particularly for the climate zones with hot summers.  

• The two-stage stochastic programming model is proposed to build a design framework 

under uncertainties in energy demands and energy prices.   

• A new strategy to generate the scenarios for the stochastic problem is proposed by random 

sampling of vectors (RVS method), which express discrete distributions of the uncertain 

parameters. The application of the proposed strategy is very efficient and provides a 

substantially better computational performance than Monte Carlo sampling. 
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• For the stochastic problem, by using RVS method, after 60 scenarios, the objective function 

converges to the optimum value. However, by using the Monte Carlo Sampling method, 

the objective function has a fluctuation even for more than 81 scenarios.    

• The design framework under uncertainty adapts a restriction on the risk of high carbon 

dioxide emissions.  In this frame, the expected annual total cost is minimized, and a value 

restricts the average of the high emissions risk with a probability of 0.05. 

 

Variation of the optimal size of each component due to the change in the carbon dioxide emissions 

(CDE) ratio for both stochastic and deterministic cases are examined (chapter 4) 

• The design performance curves presented as a function of the GHG emission ratio. The 

curves are developed for the energy system without photovoltaics (PV).The minimum 

GHG emission ratio that can be obtained for the energy system without PV and solar 

collectors is 0.37.  

• In stochastic problems, the sizes of the engine, GSHP, absorption chiller, thermal storage 

for all ranges of carbon dioxide emissions strategies are larger than those of deterministic 

cases. 

•  For stochastic problems, the required sizes of the heating coil and battery are identical or 

moderately lower than their corresponding sizes in the deterministic cases.  

• The required size of the electric chiller decreases a lot for the stochastic cases compared to 

the size needed for deterministic cases. 

The proper model for the seasonal thermal energy storage modelling is proposed and leads to an 

increase in the flexibility of the system operation. The model considers the heat transfer process 

inside and outside of the borehole heat exchangers. The model is able to determine the size of the 

storage and can control the operation of the storage by deciding the appropriate storage zone for 

charging and discharging.  

The application of the NPC methodology is investigated for different case studies. Based on that: 

•        Application of the NPC strategy leads to the best-operating cost-saving, carbon dioxide 

emissions saving, and PEC saving for all case studies when compared to the usage of other 

strategies.  

•        All the well-known strategies are defined as specific cases of the NPC strategy. 

Ph.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical EngineeringPh.D. Thesis- Sayyed Faridoddin Afzali McMaster University- Chemical Engineering

116



•    The relative simplicity of computing the NPC curves makes it possible to identify optimal 

operating strategies for CCHP systems without having to resort to elaborate model building 

and complex optimization procedures. 

  

2. Recommended Future Works 

In the thesis, steady-state models are employed for modelling power generation unit (PGU), 

absorption chiller, GSHP, boiler, electric chiller and storage tank. As future work, it is 

recommended that dynamic models [1] for CCHP components are adopted in the design 

framework instead of employing steady-state models. Although implementing dynamic models 

makes the optimization problem more complicated, the methodology would be more reliable and 

can be used for any real application case study. Based on the literature review, the main 

shortcoming of the proposed methodologies is the lower reliability of feasibility analysis.  Hence, 

proposing an approach based on a detailed dynamic system simulation is necessary to assure that 

the optimal operation of energy systems is feasible and calculated economic and environmental 

achievements are reliable.  In addition, most of the proposed methodologies have not considered 

the real-control strategies for different components. Proposing an optimum control strategy is 

crucial to achieving the economic and environmental benefits of energy systems.  The real-time 

control strategy for each component has to be developed, considering the temperature range of 

each component operation. Also, proposing a dynamic simulation model, which includes the 

temperature level of each component and each flow, can enhance the reliability of the design 

frame. 

The environmental performance of a community energy system can improve by using seasonal 

thermal energy storage. The recovered heat from the heat recovery system can be directly sent to 

the storage to be stored in the ground during summer for use during winter. As a result, the use of 

seasonal thermal energy storage can reduce the need for a boiler to provide heat demands during 

peak periods.  The optimal design and operation of a community energy system integrated with a 

seasonal thermal energy system become a complicated task. Since the dynamic model of the 

storage has to be applied to control the inlet and outlet temperature of the circulating fluid. Also, 

the operation of the whole system cannot be analyzed by using the demands of representative days 

for different seasons, and the yearly operation of the system has to be included in the model. 
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Consequently, the complexity of the design framework increases. The model presented in chapter 

six of the thesis can be applied as a precise and straightforward model of storage for this aim. 

Following future works are as follows: 

• Compare the performance of the proposed model against most frequently used models.  

• Improve the proposed model for modelling storage, including borehole heat exchangers 

connected in series. 

 

After doing the above projects, some possible future works in terms of the community energy 

system application can be performed: 

• Proposing a detailed model for community energy system integrated with seasonal thermal 

energy storage. 

• Proposing a design framework for the optimal design of a community energy system 

integrating with seasonal thermal storage. 

• Proposing an optimal operation framework for the design and operation of the seasonal 

storage integrated with solar collectors.  

• Design of the community energy system integrated with seasonal storage considering the 

uncertainty in the ground thermal conductivity. 
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