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Abstract
Existing software engineering tools have proved useful in automating some aspects of the
code review process, from uncovering defects to refactoring code. However, given that
software teams still spend large amounts of time performing code reviews despite the use
of such tools, much more research remains to be carried out in this area. This dissertation
present two major contributions to this field. First, we perform a text classification
experiment over thirty thousand GitHub review comments to understand what code
reviewers typically discuss in reviews. Next, in an attempt to offer an innovative, data-
driven approach to automating code reviews, we leverage probabilistic models of source
code and graph embedding techniques to perform human-like code inspections. Our
experimental results indicate that the proposed algorithm is able to emulate human-like
code inspection behaviour in code reviews with a macro f1-score of 62%, representing an
impressive contribution towards the relatively unexplored research domain of automated
code reviewing tools.
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Chapter 1

Introduction

1.1 Introduction

Software is an integral part of modern society. Health-care, energy, transportation,
public safety, and entertainment are only some of the various aspects of life that depend
on high quality software. However, high quality software is difficult to build. Engineers
must not only produce functional software, but this software must be free of defects, and
it must be easily adaptable to requirements that may arise over time. As a result, the
software development process is largely considered to be a time consuming one, thereby
creating a need for advancements in tools that make the process more automated and
sustainable.

The code review is one such area of the software development process that consumes
a large amount of time, and has been found to utilize up to 15% of time for devel-
opers (Ebert et al. 2019). The formal code review was first defined by Fagan in 1976
(Fagan 1976) as a software inspection practice in which source code is reviewed for cor-
rectness, often conducted by multiple reviewers. More recently, code reviews have grown
in scope and have shown to have many benefits (Fatima et al. 2018; Bernhart et al. 2010;
Zanjani et al. 2016) including the detection of defects early in the development phase,
the enforcement of coding standards, and the transfer of knowledge between developers.
Yet it is commonly accepted that formal code reviews are time-consuming and expen-
sive (Bernhart et al. 2010; Ouni et al. 2016). Moreover, many software development
teams do not perform formal code reviews as a regular task during their development
process due to a lack of available time and resources (MacLeod et al. 2018).

A great deal of research has gone into automated tools that assist in performing
certain aspects of code reviews including finding defects and assessing code quality.
Research in this area has revolved around approaches which leverage the mathemati-
cally well-defined nature of programming languages to guide the design of such tools.
Moreover, many tools for finding defects and program errors have resulted from the de-
velopment of powerful abstractions, definitions, algorithms, and proof techniques. On
another but related front, the presence of widely available source code through code host-
ing systems such as GitHub have lead researchers to tackle the development of software
engineering tools using data driven approach based on machine learning techniques. The
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main goal behind these tools is to use the statistical distribution of millions of available
examples to build tools powered by machine learning models that can generalize well
from these examples and handle noise.

However, although tooling support for code reviews based off formal and machine
learning approaches have made significant progress in recent years, code reviews still add
significant overhead to the development process. The extreme difficulty in evaluating
and measuring non-functional attributes of code is the primary reason for this. As an
example, consider the evaluation of the readability of a piece of code, measured based
on how clearly the code exhibits its intention to the reader. Unlike detecting defects in
code or assessing formatting conventions, assessing code for readability is not a binary
problem, and requires deep insights into the semantic nature of the code in order to be
successful.

Given the time consuming nature of code reviews and the large potential for automa-
tion in the code review process, this work aims to advance the state of research in code
review tools. More specifically, an automated code reviewing algorithm is proposed to
emulate human code inspection behaviour in code reviews. The algorithm is comprised
of an innovative machine learning algorithm which utilizes both probabilistic language
models and graph embeddings that are trained on more than 100,000 GitHub code re-
view comments on GitHub. Because the proposed tool is trained over human code review
comments, often in repositories where static analysis tools already exist, it is much more
comprehensive than existing tools in terms of the types of issues and improvements it is
able to flag.

1.2 Contribution

The main purpose of this dissertation is to introduce a novel algorithm for flagging
suspicious code with the goal of reducing the amount of time developers spend performing
code reviews.

The main contributions of this dissertation are:

• insight into what types of issues are typically flagged by reviewers on popular Open
Source repositories when performing code reviews

• a summary of recent contributions by researchers related to tool advancements for
code reviews and the identification of research gaps in this area

• a novel machine learning algorithm that classifies submitted code based on whether
or not it would elicit a comment from a human code reviewer along with experi-
mental results demonstrating its effectiveness

• a comparisons of of the proposed algorithm in with existing state-of-the-art static
analysis and machine learning tools in terms of their ability to facilitate code
reviews
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1.3 Organization

This document is organized as follows:

Chapter 2 provides preliminary technical information on key machine learning tech-
niques used throughout this dissertation. Specifically, material on the n-gram language
model, Neural Language Model (NLM), Neural Network (NN) and Supervised Learning
is presented. An overview of the GitHub software development platform from which
much of the source code used in this thesis was sourced from is also provided in this
chapter.

Chapter 3 outlines the problem statement this thesis will cover. First, the time
consuming nature of code reviews is demonstrated through recently conducted surveys
and studies on software development teams. Next, the significance of the problem is
argued using the amount of potential savings to organizations that employ code reviews
as part of their software development process.

Chapter 4 highlights existing research related to code reviewing in the form of defect
finding and code quality tools based off machine learning and traditional static analysis
approaches. The strengths and weakness of each approach are briefly discussed and
contrasted with the proposed solution.

Chapter 5 conducts an introductory experiment with the goal of providing insight
into the nature of discussions that take place in code reviews on GitHub. Additionally, a
classifier is developed to categorize code review comments based on the type of critique
delivered within the comment.

Chapter 6 expounds on the architecture and design of the proposed algorithm for
performing human-like code inspections. Each step of the algorithm is described in
detail, along with the rationale and design decisions made.

Chapter 7 presents an evaluation of the proposed algorithm in flagging suspicious
code in code reviews based on the way a human code reviewer would. A number of
metrics are presented along with a discussion on the generalizability of the study.

Chapter 8 synthesizes the results presented in Chapter 7 and discusses the effective-
ness of the proposed tool in comparison to existing software engineering tools developed
for maintaining code quality.

3
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Chapter 2

Technical Background

This section presents technical background required for the comprehension of the key
contributions presented in this thesis. First, a brief explanation of the GitHub software
development platform is outlined. Subsequently, various machine learning and software
engineering techniques employed in our solution to the research problem are briefly
summarized.

2.1 GitHub and The Software Development Process

The process of building computer software and information systems is dictated by a
number of different development methodologies. A software development methodology
refers to the framework that is used to plan, manage, and control the process of develop-
ing an information system (Electrical and Engineering. 1992). Support for collaborative
development is a key aspect of any development methodology, which is why source ver-
sion control has become a key industry tool to manage increasingly asynchronous and
distributed software development efforts. Tools such as Git and GitHub help developers
to store the development history, share software artifacts, and collaborate with each
other (Owhadi-Kareshk and Nadi 2019).

GitHub is a collaborative code hosting site built on top of the git version control
system. GitHub (GitHub n.d.) employs a "fork & pull" model in which developers submit
pull requests to get their code submissions reviewed and integrated into the project.
Highly integrated social features, and the availability of metadata through an accessible
Application Programming Interface (API) have made GitHub very attractive for software
engineering researchers. Due to accessibility of this data, our research relies primarily on
the GitHub platform. To the best of our knowledge, there are no significant differences in
the type of code stored on other code hosting platforms, which would make the findings
of our study applicable to such platforms as well.

4
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2.1.1 Pull Requests

When a modification needs to be made to a project, either through the implementation
of a new feature or a bug fix, a new branch is typically created which encapsulates the
desired commits. Commits correspond to the set of file-level changes being introduced by
the modification. Additionally, a GitHub pull request is typically opened using a branch,
which will allow enable to automatically discover the relevant commits to display and
merge (Gousios et al. 2014).

Next, a code review would be performed, in which submitted commits and high
level features introduced by the pull request are reviewed and discussed by one or more
developers. As a result of this code inspection, pull requests can be updated with new
commits or closed as redundant, invalid or duplicated. When pull requests are updated,
the contributor creates new commits in the branch, after which the process of reviewing
the code is repeated. Finally, the pull request can be merged once the the code review
is completed and the quality of code in the pull request is considered high enough to
be integrated into the main repository. A typical pull request work flow is illustrated in
Figure 2.1.

Figure 2.1: Typical pull request flow on GitHub

2.1.2 Code Review Comments

As part of the code inspection process, GitHub enables reviewers to leave comments on
portions of the unified diff of a GitHub pull request. A unified diff, as illustrated in
Figure 2.2, outlines the differences between two files, often between an original file and a

5

http://www.mcmaster.ca/
https://gs.mcmaster.ca/programs/software-engineering


Master of Applied Science– Muntazir Fadhel; McMaster University–

proposed version of the file. In this format, any lines that have undergone modification
are depicted beside unchanged lines both before and after. Context to the patch is
provided by the inclusion of unchanged lines and serve as a reference to locate the
patch’s position in a modified file.

Figure 2.2: Sample code review comment left on a unified diff

2.2 Graph Embeddings

Machine Learning models typically operate over numerical data which makes the process
of learning source code non-trivial. In the development of an automated code reviewing
tool for example, snippets of code cannot simply be "thrown" into a neural network with
the the hopes of being able to classify code that is well written as opposed to poorly
written, efficient versus inefficient. Rather, these concepts must be represented abstractly
using numerical models and data structures in which properties and relationships of
interest are preserved from the original model. These abstract representations can then
be used in machine learning tasks, where predictions about the original concept are
made. The depth and complexity of this problem has inspired a great deal of research
dedicated to investigating the representation of real world concepts as data structures
suitable for machine learning activities.

6
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2.2.1 Graphs

Graphs can be used to model a wide diversity of real-world scenarios including social net-
works, chemical compounds, product review systems and source code. Analyzing these
graphs provides potential solutions for difficult problems that naturally exhibit graph-
like structures, and has recently received significant attention by the research community.
Effective graph analytics can benefit many applications, such as node classification, node
clustering, node retrieval/recommendation and link prediction (Cai et al. 2018).

Formally, a graph is G = (V,E), where v ∈ V is a node and e ∈ E is an edge.
G is associated with a node type mapping function fv : V → T v and an edge type
mapping function fe : E → T e. T v and T e denote the set of node types and edge
types, respectively. Each node vi ∈ V belongs to one particular type, i.e., fv(vi) ∈ T v.
Similarly, for eij ∈ E, fe(eij) ∈ T e.

Abstract Syntax Trees

An Abstract Syntax Tree (AST) is a type of graph in which the abstract syntactic
structure of source code written in a programming language is expressed using a tree
representation. Each node of the tree represents a code entity found in the actual source
code. The syntax is "abstract" because it does not contain every syntactic detail appear-
ing in the code. As an example, grouping parentheses are not explicitly represented in an
AST, and a syntactic construct like an if-condition-then expression may be represented
by a single node with multiple branches. Figure 2.3 depicts a sample AST.

Figure 2.3: Sample Abstract Syntax Tree

7
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2.3 Supervised Learning

Whenever a machine is required to perform a function or procedure too complex to
develop by hand, learning can be a useful alternative. For example, even while ignoring
time and budget constraints, it is not straightforward to develop a computer program
to recognize speech. However, although it may be expensive, a simpler approach would
start with the collection of a large number of sample speech signals with their annotated
content. Next, a supervised learning algorithm can be leveraged to map the input-output
relationship present in the training data.

More specifically, a supervised learning algorithm attempts to produce an inferred
function from the training data, also referred to as a classifier. This function should
predict the correct output value for any valid input object. As a result, the learning
algorithm must be able to apply and extend insights from the training data to new,
unseen data in a robust way.

The first step in a typical supervised learning machine learning experiment is the
observation of a phenomenon or random process which gives rise to a set of training
examples of the form:

{(x1, y1), ..., (xN , yN )} xi ∈ X, yi ∈ Y

The output or annotation space Y can either be discrete or real valued in which case
we have either a classification or a regression task respectively. We will assume that the
input space X is a finite-dimensional real space Rd where d is the number of explanatory
variables.

The next step is to model this phenomenon by attempting to make a causal link
f : X → Y between the observed inputs {xi}Ni=1 from the input space X and their
corresponding observed outputs {yi}Ni=1 from the annotation space Y . In a classification
task the hypothesis function f is commonly referred to as a decision function whereas
in a regression task it is simply called a regression function.

The hypothesis function has two desired properties. First, it must minimize some
measure of error over the observed training set to ensure that a causal link is in fact
extracted from the observed data. Second, it must also minimize some measure of error
over the observed training set to avoid over-fitting the training set with a complex func-
tion that is unable to generalize or accurately predict the annotation of a test example.

2.4 Artificial Neural Networks

The inventor of one of the first neurocomputers, Robert Hecht-Nielsen, defined a Neural
Network (NN) as “...a computing system made up of a number of simple, highly intercon-
nected processing elements, which process information by their dynamic state response

8
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to external inputs.” (Chen and Sheu 1994). To understand how Artificial Neural Net-
work (ANN)s actually work, we analyze the functioning of the neural network inside the
human brain at a high level.

Figure 2.4: A visualization of the communication between neurons.
Image sourced from simplebiologyy.blogspot.com

In Figure 2.4, the basics of communication between neurons are illustrated. Every
neuron has multiple processes called dendrites, which serve as receivers of the informa-
tion from other cells including neurons, sensory receptors and muscle cells. The received
information is transferred as an electrical signal through the cell body to an axon, which
is responsible for transferring the information to other cells. The transfer site is called
synapse and the transfer itself is handled using chemical processes between axon termi-
nals of the presynaptic neuron and receptors on the end of dendrites of the postsynaptic
neuron.

In ANNs, the neural network described above is modeled as a graph, where nodes are
the neurons and edges are the synapses (plus dendrites and axons). Every node contains
three basic components, which are depicted in Figure 2.5:

• Weight vector: vector of synapses, assignment of weights to edges of the graph

• Transfer function, which computes the sum of signals multiplied by concrete
weights

• Activation function: maps the result of the net input to the output of the neuron

9
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Figure 2.5: Artificial neuron model. Image sourced from com-
mons.wikimedia.org

An ANN typically contains multiple layers, of which the first and last layer are referred
to as the input and output layer respectively. The input layer is the part of the network in
which external input enters the network by means of signals. Neurons of this layer serve
to process the external input and transfer it further. After the input layer there may be
one or more hidden layers, whose neurons behave like those illustrated in Figure 2.5.

The number of hidden layers and nodes in each layer are some of the parameters
that need to be configured based on the particular problem at hand. With an increasing
number of hidden nodes, an ANN can learn patterns and relationships present in more
complex data, but are more difficult to train and prone to over-fitting as a result. Over-
fitting occurs when a NN successfully learns the data it is trained on but cannot generalize
for previously unseen data. Lastly, the output of the neurons of the output layer is
propagated into the final output of the whole network and represent the results of the
computation.

A Feedforward Neural Network (FFNN) is a type of ANN that restricts the travel of
signals between neurons to one direction. As a result, there are no feedback loops in the
network, and the output of any given layer does not affect the same layer it originated
from. Rather, each output of any given layer must connect to the next layer in the
network.

Back Propogation

Training a FFNN using a supervised learning strategy closely resembles the manner in
which a human might learn to classify unfamiliar objects. At first, the individual does not

10
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know what classifications are correct for a given object and has to learn them. One way
to do this would be through the cyclical process of assigning a classification, and using
the knowledge of the amount of error in that classification to influence future predictions.
The back-propagation (Rumelhart et al. 1986) algorithm operates in a similar fashion.
In this method, the goal is to find the parameters of the model (the weights of inputs
for neurons) that minimize the error of the output for the data set over a fixed number
of iterations. This algorithm requires a training set in which there exists an associated
model output for every input. In each training iteration, the algorithm has two major
phases:

1. Forward phase – After the outputs of all the neurons in the network are computed
and compared to the real output, the final error is calculated.

2. Backward phase – The calculated error is propagated back through the neural
network, and the weights are adjusted towards minimizing the error rate.

The back propagation method leads to minimization of the error function to a mini-
mum, which is not necessary the global one. The speed of the training can be changed
in order to prevent the over learning with every single incorrectly recognized input.

2.5 Language Modeling

The goal of Statistical Language Modeling is to build a model that can estimate the
distribution of natural language as accurately as possible (Li et al. 2013). Natural
language, also referred to as ordinary language, simply refers to a language that has de-
veloped naturally in use as opposed to an artificial language which is generated. A high
quality language model is considered to be an integral component of many systems for
language technology applications, such as speech recognition, machine translation, text
summarization, handwriting recognition, and many more (Oualil et al. 2017). The his-
tory of language modeling begins in the 20th century when Andrei Markov used language
models to model letter sequences in works of Russian literature (Basharin et al. 2004).
Additionally, Claude Shannon’s models of letter and word sequences constitute another
famous application of language models, which he used to illustrate the implications of
coding and information theory (Shannon 1951).

A language model is formulated as probability distribution p(s) over string s that at-
tempts to reflect how frequently the string s occurs as a sentence (Indurkhya and Dam-
erau 2010). As an example, for a language model describing natural language, it is possi-
ble p(Can) ≈ 0.001 since one out of every thousand sentences likely starts with the word
"Can". On the opposite end of the spectrum, it is likely that p(Octopus eats beats) ≈ 0
since it is extremely improbable that anyone would speak such a phrase.

The probability of a word sequence W = w0, w1, w2, ...wN can be decomposed into
cascading probabilities using the chain rule (Huang et al. 2001). The overall probability
can be written as products of conditional probabilities for each word given its history.

11
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Language models are trained on a set of training corpus to estimate this probability,
which is given as below:

p(W ) = p(w0, w1, w2, w3...wN ) =
N∏
i=1

p(wi|wi−1...w1, w0) (2.1)

In this section, a technical overview of the two most popular types of language models,
n-gram language models and Neural Language Model (NLM)s, is provided.

2.5.1 N-gram Language Models

N-gram language models constitute the most widely used type of language model (Siivola
and L. Pellom 2005). Equation 2.1 demonstrated that the probability of a word sequence
W can be represented as the products of conditional probabilities for each word given its
history. This poses a serious problem as the number of parameters for such a model is
extremely large, even when the application under consideration does not consist of a large
sized vocabulary. As a result, all combinations of word wi and history (wi−1, ...w1, w0)
cannot be stored and calculated in a practical way. Thus, we introduce n-gram models by
considering the case n = 2; these models are called bigram models. Bigram models are
based on the approximation that the probability of a word depends only on the identity
of the immediately preceding word, resulting in the following equation (Goodman 2001).

p(s) =
l∏

i=1
p(wi|w0...wi−1) ≈

l∏
i=1

p(wi|wi−1) (2.2)

This idea is also referred to as the n-gram history. To make p(wi|wi−1) meaningful for
i = 1, the beginning of a sentence is often padded with a distinguished token <BOS>,
making the first word w0 equal to <BOS>. In addition, to make the sum of the proba-
bilities of all strings

∑
s p(s) equal to 1, a distinguished token <EOS> is placed at the

end of sentences. The insertion of <BOS> and <EOS> tokens ensure that the sum of
the probabilities of all strings of a given length is 1, and the sum of of the probabilities
of all strings is then infinite. As an example, to calculate p(Mark wrote a book), the
following steps would be taken:

p(Mark wrote a book) = p(Mark| < BOS >)p(wrote|Mark)p(a|wrote)p(book|a)p(< EOS > |book)

To estimate p(wi|wi−1) the number of times the word wi appears given that the last
word is wi−1, the frequency of bigram wi−1wi is counted and normalized. If we set
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c(wi−1wi) to refer to the number of times the bigram wi−1wi occurs in the given text,
then we have

p(wi|wi−1) = c(wi−1wi)∑
c(wi−1wi)

(2.3)

The text available for building a model is called training data. For n-gram models,
millions of tokens typically comprise the training data used to train the model. The
estimate for p(wi|wi−1) as given in Equation 2.2 is called the maximum likelihood esti-
mate of p(wi|wi−1), as this assignment of probabilities generates the bigram model that
associates the greatest probability to the training data of all possible bigram models.

For n-gram models where n > 2, the probability of a word is conditioned on the
identity of the last n − 1 words, as opposed to the identity of just the preceding word.
Generalizing Equation 2.1 to n > 2, we get

p(s) =
l+1∏
i=1

p(wi|wi−1
i−n+1) (2.4)

where wji denotes the words wi...wj and where we take wn2 through w0 to be < BOS >
and wl+1 to be < EOS >. To estimate the probabilities p(wi|wi−1

i−n+1), the analogous
equation to Equation 2.2 is

p(wi|wi−1
i−n+1) =

c(wii−n+1)∑
c(wii−n+1)

(2.5)

In practice, the largest n that is widely use is n = 3, which is referred to as a tri-
gram model. The words wi−1

i−n+1 preceding the current word wi also known as the model’s
history, while the value n of an n-gram model is referred to as its order.

As an example, we let our training data S be comprised of three sentences:

1. "Mark wrote Moby Dick"

2. "Mary wrote a different book"

3. "She wrote a book by Claude"

The following steps demonstrate the calculation of p(Mark wrote a book) for the max-
imum likelihood bi-gram model:

p(Mark| < BOS >) = c(< BOS > Mark)∑
c(< BOS > w) = 1

3

p(wrote|Mark) = c(Mark wrote)∑
c(Mark w) = 1

1
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p(a|wrote) = c(wroteA)∑
c(wrotew) = 2

3

p(book|a) = c(a book)∑
c(aw) = 1

2

p(< EOS > |book) = c(< EOS > book)∑
c(book w) = 1

2

These calculation results in the following equation:

p(Mark wrote a book) = 1
3 ×

1
1 ×

2
3 ×

1
2 ×

1
2 ≈ 0.06

Smoothing

Continuing on the example from the previous section, consider the sentence "Claude
wrote a book". The probability of such a string would be calculated as:

p(wrote|Claude) = c(Claudewrote)∑
c(Claudew) = 0

1 = 0

A probability of zero is clearly an underestimate for the probability of "Claude wrote
a book", as there is certainly some chance that this sentence occurs. In the context of
analyzing code review comments, such behaviour is undesirable since it may often be the
case where code sequences contained in a GitHub pull request consist of new tokens that
have never been encountered by our probabilistic model of source code, but look similar
to known sequences. As a result, a zero probability score would not be an accurate
probability for such sequences and severely limit the effectiveness of our model.

To address this problem, smoothing techniques are typically used. These techniques
seek to adjust the maximum likelihood estimate of probabilities to produce more accurate
probabilities. Not only do smoothing methods help prevent zero probabilities from
occurring, but they also improve the accuracy of the model as a whole (Indurkhya and
Damerau 2010). This is because smoothing has the potential to significantly improve
estimation when estimating probabilities from a few counts (Chen and Goodman 1996).

As an example, a common smoothing approach is to assume that each bigram occurs
once more than indicated by its actual count, yielding

p(wi|wi−1) = 1 + c(wi−1wi)∑
[1 + c(wi−1wi)]

= 1 + c(wi−1wi)
|V |+

∑
c(wi−1wi)

where V is the collection of all words in the Vocabulary. Using the previous vocabulary
outline at the end of Chapter 2.5.1 in which |V | = 11, we now have the following for the
sentence "Mark wrote a book"
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p(Mark wrote a book) = p(Mark| < BOS >)p(wrote|Mark)p(a|wrote)p(book|a)p(< EOS > |book)

= 2
4 ×

2
12 ×

3
14 ×

2
13 ×

2
13

≈ 0.0001

In other words, the sequence "Mark wrote a book" is estimated to occur approximately
once every ten thousand sentences. This estimation is much more reasonable than the
maximum likelihood estimate of 0.06, or about once every seventeen sentences.

Concluding Thoughts on n-grams

The most significant advantages of models based on n-gram statistics are speed as a
result of the storing of probabilities in pre-computed tables, and generality since these
models can be applied to any domain effortlessly provided there exists some training
data. N-gram models are still the most widely used type of language models because
more accurate language models currently in existence are more complex to use and
configure, and provide minimal increases in precision.

Despite the wide popularity of the the n-gram language model however, it suffers
from a number of issues, the first of which is data sparsity. That is, in order to properly
estimate probabilities of all relevant n-grams, sufficient coverage of all possible string
sequences is required, which may not be possible in all scenarios. For example, an n-
gram language model of order three would require 2000031 = 8e121 free parameters to
accurately estimate a moderate vocabulary containing 20,000 words.

Another weakness of the n-gram model lies in the n’th order Markov assumption as
outlined in Equation 2.1. Specifically, the predicted word probability is only dependent
on the preceding n − 1 words, thereby ignoring any possibly relevant, longer range
context. This is problematic if large amounts of training data is not available, as many
of the patterns from the training data cannot be effectively represented by n-grams,
which would result in decreased training ability.

Consider the following example:

THE SKY ABOVE OUR HEADS IS BLUE

Here, the word BLUE directly depends on the previous word SKY. We can also
conclude that there exists a large number of possible variations of words between BLUE
and SKY that would not break this relationship. Additionally, this number of variations
can increase exponentially as the distance between the two words is increased as well.
With this said, an n-gram model with n = 4 is unable to efficiently model such common
patterns in the language. At first, it may seem like the solution to this problem is
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to simply increase the n-gram size; however, this is often not feasible due to the data
sparsity problem mentioned earlier, which is further intensified as the n-gram size is
increased.

Another weakness of n-gram models lies in their inability to capture the similarity of
individual words. For example, consider the statement:

MEETING WILL BE ON <DAY OF WEEK>

Given that only two or three variations of this sentence are present in the training
data, such as

MEETING WILL BE ON MONDAY

and

MEETING WILL BE ON TUESDAY

the n-gram models will not be able to assign meaningful probability to unseen but similar
sequences such as

MEETING WILL BE ON FRIDAY

even if the days of the week appeared in the training data frequently enough to discover
that there is some similarity among them. In the next section, we introduce Neural
Network based language models which are able to overcome these two weaknesses of
n-gram language models at the cost of significantly increased model training times.

2.5.2 Neural Language Models

Having briefly discussed the ANN in Section 2.4, we now demonstrate how it is incorpo-
rated and used in an NLM. In this section, two popular variants of NLMs are reviewed,
Feedforward Neural Language Models (FNLM)s and Recurrent Neural Language Models
(RNLM)s.

Feedforward Neural Language Models

In Section 2.5.1, it was demonstrated that the probability of a word sequence can be
represented as the products of conditional probabilities for each word given its history.
However, the number of parameters for this model is prohibitively large, which is why
n-gram models make the approximation that the probability of a word depends only on
the identity of a small, immediately preceding set of words. Unlike n-gram language
models, an FNLM is based on neural networks; however, they are similar in that they
rely on the n-gram approximation to determine word probabilities.

As a result, an FNLM utilizes an FFNN based architecture that accepts a sequence
of words with the last word missing as input. Next, the FFNN is trained to output a
probability distribution over the all possible words for the empty position. To accomplish
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this, a window of fixed length, designed to capture n-grams in the corpus, is slid over the
entire corpus. This process enables the FNLM to calculate the probability for each word
in the corpus given its context, which in turn allows for the calculation of probabilities
over word sequences.

Figure 2.6: The learning of the FNLM, with the last word of the n-gram
being the predicted one.

However, given that the input format to an ANN is restricted to numerical input,
numerical representation of strings is a remaining problem that needs to be addressed.
This problem is commonly handled using the one-hot encoding algorithm (Prusa and
Khoshgoftaar 2017). In this method, the entire vocabulary is enumerated such that
each word is assigned a unique number. Next, a one-hot vector is constructed for each
word in the corpus. This vector, Rv, has a size v representing the length of the entire
vocabulary, and is filled with zeros, except for the position indicated by the position of
the word in the dictionary. In this case, the position is filled with a one. If by wi,j we
denote the j-th position in the vector representing the i-th word, then

wi,j =
{

1, if j = 1,
0, otherwise.

(2.6)

In the case when unknown words are encountered, a special word is designated as
an unknown word token. During the training process, any words that are not in the
FNLMs vocabulary are simply replaced by this token.

It is important to note that one-hot encoded vector representations of words are
extremely sparse vectors, making the proposed neural language model susceptible to
same data sparsity issues faced by n-gram language models. To overcome this problem,
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the vectors of the n − 1 previous words are fed to a linear projection layer, using a
shared matrix E. As a result, each word w in the input vocabulary layer V in can be
represented using a low-dimension vector, which is also known as word embeddings in
literature (Kusner et al. 2015).

f(w) = ET rw = eTφin(w) (2.7)

In Equation 2.7, ei represents the i-th row vector of projection matrix E and θin(w) is
the index of word w in the input layer. The projection layer matrix E in the input layer
is shared among words in history. As a result, the number of model parameters increases
linearly with a ratio of the projection layer size with the growth of the n-gram order,
instead of increasing exponentially as in standard n-gram language model (Williams et
al. 2015). Additionally, a major benefit of the FNLM over the n-gram language model
is its ability to represent words as vectors in a continuous space, where the distance
between words is measured in the vector space. Words found in a similar context cluster
together in vector space, resulting in words like “Monday” and “Tuesday” being close
together in the vector space. FNLMs can be trained efficiently using back propagation
algorithm (Werbos and John 1974), which is outlined in Section 2.4.

Recurrent Neural Language Models

Although FNLMs are able to overcome the data sparsity issue faced by n-gram models
by projecting words into a low-dimension, continuous space, they still adopt a funda-
mental assumption made by n-grams. This assumption, which considers only n − 1
words in determining the probability of the next word in a sequence, discards longer
context information. Recurrent Neural Language Models RNLMs, based on Recurrent
Neural Network (RNN)s, are able to improve upon this situation by capturing long range
sequences and do not make this assumption.

In an RNLM, the last word encountered, as opposed to the previous n − 1 words
is presented and utilized as input to the model. However, a recurrent connection be-
tween hidden and input layers is maintained. As a result, RNLMs are able to represent
the complete, non-truncated, history of all previous seen words at each computation
(Williams et al. 2015). More specifically, a one-hot coding vector is used for the input
word wi−1 in the input layer as in the case of FNLMs; however, an additional continuous
vector vi−2 is used to capture the entire sequence history through the use of a recur-
rent connection. This vector is also provided as input to the network, which allows the
probability of any given sentence W in a RNLM to be written as
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P (W ) =
N∏
i=1

P (wi|wi−1, ...w1, w0)

=
K∏
i=1

P (wi|wi−1, w
i−2
0 )

=
K∏
i=1

P (wi|wi−1,vi−2)

=
K∏
i=1

P (wi|vi−1)

In this way, an RNLM is able to solve the short term history issues present in n-gram
and FNLMs. However, like FNLMs, a RNLM is notoriously difficult and time consuming
to train in comparison to n-gram language models (Williams et al. 2015). As a result,
it is common to limit the vocabulary size in an NLM to a subset of the most commonly
occurring words in the corpora to reduce training times.

Evaluating Language Model Performance

The most common metric for evaluating a language model is the probability that the
model assigns to test data, or the derivative measures of cross-entropy and perplexity
(Indurkhya and Damerau 2010). Recall that we can calculate the probability of a sen-
tence p(s) for an n-gram model using Equation 2.4. Then, for a test set T composed of
the sentences (t1, ..., tlT ), the probabilities of the test set p(T ) can be computed as the
product of the probabilities of all sentences in the set:

p(T ) =
lT∏
i=1

p(ti) (2.8)

The measure of cross-entropy can be motivated using the well-known relation between
prediction and compression (Bell et al. 1989; Cover and Thomas 2006). In particular,
given a language model that assigns probability p(T ) to a text T , we can derive a
compression algorithm that encodes the text T using −log2p(T ) bits. The cross-entropy
Hp(T ) of a model p(wi|wi−1

i−n+1) on data T is defined as

Hp(T ) = − 1
WT

log2p(T ) (2.9)
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where WT is the length of the text T measured in words. Given a repetitive and highly
predictable corpus of documents, a good language model captures the regularities in the
corpus. Additionally, such a model will not find a new document drawn from the original
corpus particularly surprising, or “perplexing”. In Natural Language Processing (NLP),
this idea is captured by a measure called perplexity PPp(T ) of a model p, which is the
reciprocal of the (geometric) average probability assigned by the model to each word in
the test set T , and is related to the cross-entropy by the equation

PPp(T ) = 2Hp(T ) (2.10)

Typical perplexities yielded by n-gram models on English text range from about 50
to almost 1000, depending on the type of text. We use the perplexity measurement to
understand the naturalness of source code. Code that is highly predictable, and thus
highly "natural", is given a lower perplexity score. On the contrary, a language model
would associate higher perplexity scores with unpredictable lines of source code.
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Chapter 3

Problem Statement

Code reviewing is a an important practice for software quality assurance, which has
been widely adopted in both open source and commercial software projects (Tao and
Kim 2015; Bavota and Russo 2015; Boehm and Basili 2001; Mäntylä and Lassenius
2009a; Barnett et al. 2015). Additionally, the active participation of developers in code
reviews have shown to reduce the number of defects found in software and improve the
software quality (Cohen 2006; Mcintosh et al. 2016) overall. The benefits of code reviews
can be summarized in the following:

• Finding Defects: Code reviews encourages developers to assess the code logic
from a different perspective to the code submitter, which can often uncover the
presence of bugs.

• Maintaining Code Quality: Code reviews facilitate comments or changes about
code in terms of readability, commenting, consistency, dead code removal, etc. with
respect to project standards. These issues typically are not related to program cor-
rectness or bugs.

• Explore Alternative Solutions: There are often many solutions to a problem.
Code reviews enable developers to discuss why a certain approach was chosen over
another one.

• Knowledge Transfer: Code reviews distribute the knowledge of the code base
among developers, which facilitates the development of higher quality, defect-free
code.

However, code reviews also incur cost on the software development projects as they
decrease the speed of the overall development process (Pascarella et al. 2018; Bird et al.
2015). This slowdown can be understood through the many responsibilities of a code
reviewer. First, developers must gain an understanding of the existing code that is being
modified, and of the impact of the modifications being proposed. Additionally, they must
also communicate these errors along with possible solutions to the code submitter. Both
of these activities require code reviewers to spend a significant amount of time carefully
scrutinizing the impact and costs associated with each line of code being introduced and
removed in a submission.
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Numerous studies have shown that the time spent by a developer reviewing code is
non-negligible and may take up to 10-15% of the overall time spent on software devel-
opment activities (MacLeod et al. 2018). The merge of a code change in the repository
can be even further delayed if the reviewers experience difficulties in understanding the
change, i.e., they are not certain about its correctness, run-time behavior and impact on
the system (Cohen 2006; Bird and Bacchelli 2013; Tao et al. 2012; Sutherland and Veno-
lia 2009; LaToza et al. 2006). Additionally, a large scale study conducted at Microsoft
indicated the the biggest challenge faced during code reviews was a lack of time (MacLeod
et al. 2018). Furthermore, Codacy recently conducted a survey of 680 companies about
their code reviewing practices and found that the rigorous nature of code reviews re-
quires developers to spend five hours per week on average reviewing code (Codacy n.d.).
Assuming an average developer salary of $80,000 per year, a mid-sized company with
100+ developers would spend over a million dollars per year on code reviews.

Surprisingly, code reviewers still feel that they do not have enough time to complete
code reviews properly. This sentiment is further supported by the study conducted by
Codacy which revealed that 45% of developers felt a lack of time to be the real obstacle
in performing code reviews (Codacy n.d.). Additionally, a large scale study at Microsoft
found that managing of time constraints was the the third highest ranked challenge
facing during code reviews (MacLeod et al. 2018).

Finally, we note that code reviews involve developers who often have differing sched-
ules and priorities. As a result, a large amount of time is often wasted in the back
and forth communication between developers at differing times that are convenient for
each of them. A study on code inspections by Votta found that 20% of the interval
in a “traditional code inspection” is wasted due to scheduling (Votta 1993). Addition-
ally, another study conducted at Microsoft found that receiving timely feedback is the
largest challenge faced in doing code reviews (MacLeod et al. 2018). Ironically, this same
study indicated that 39% of participants acted as a code reviewer daily in the previous
week. Therefore, despite spending a significant time on performing code reviews already,
developers feel that they need even more time to complete them satisfactorily.

In summary, while the benefits of code reviews are well established, they are expen-
sive to companies as developers must be compensated for the significant amount of time
they spend conducting code reviews. Concurrently, the time-consuming nature of code
reviews prevents developers from completing them properly, which prevents organiza-
tions from enjoying the entire range of benefits that the code review process has to offer.
This results in further costs to organizations in the form of lower software quality and
larger post release defects. These two major challenges with performing code reviews
highlight the importance of finding ways to reduce the amount of time taken to perform
them.
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Chapter 4

Related Work

Chapter 3 outlined the objectives of code reviews, in which the activities of uncover-
ing defects and maintaining code quality were listed. To the best of our knowledge,
research in computer science has witnessed a much greater emphasis on these two areas
in comparison to the other objectives of code reviews. In this section, an overview of
this research is presented.

In the development of defect finding and code quality tools, research has been domi-
nated by a theory-first approach that leverages the well-defined properties of program-
ming languages. Software artifacts are analyzed as mathematical objects when evalu-
ating software tools this approach. This approach has a great deal of research in the
field of programming languages due to its ability to prove facts and properties of soft-
ware programs. To this extent, many elaborate abstractions, definitions, algorithms, and
proof techniques have been developed, which have led to effective static analysis tools
for program analysis, defect finding, and code refactoring (Cousot et al. 2005; Bessey
et al. 2010; Clarke et al. 2003).

A comprehensive study was recently carried out in which the capabilities of widely
used Java static analysis tools including PMD (PMD n.d.), FindBugs (FindBugs n.d.),
Codacy (Codacy n.d.) and SonarQube (SonarQube n.d.) were compared. In general,
these tools were shown to detect defects of various types including those related to
concurrency, maintainability, style, and security. However, it was also shown that the
individual effectiveness of such tools in terms of the types and number of defects they
are able to uncover varied greatly. This highlights a major weakness of static analysis
tools, since teams must maintain multiple tools as part of their software delivery process
in order to get the most comprehensive performance. This maintenance process can be
time consuming as developers must continuously update such tools to support evolving
programming languages as well as heavily configure each to output only those warnings
and suggestions of interest.

Even with the best static analysis tools available, it is still unclear how much time
they are saving code reviewers. To this end, Singh et al. explored the overlap between
review comments on GitHub pull requests and warnings from the PMD static analysis
tool (Singh et al. 2017). In an empirical study of 274 comments from 92 pull requests, it
was observed that PMD overlapped with nearly 16% of the review comments, indicating a
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minor but significant time benefit to the reviewer if static analyzers would have been used
prior to pull request submission. Another study applied state-of-the-art bug detectors to
a set of almost 600 real world bugs and found that 95% of the bugs were missed (Habib
and Pradel 2018). This was primarily the result of the existence of various bug patterns
exist, each of which requires a different bug detector. These bug detectors must be
manually created, typically by program analysis experts, and require significant fine-
tuning to find actual bugs without overwhelming developers with spurious warnings.

The increasing amount of successful, widely used, open source software systems have
enabled new data-driven tools which have similar aims to those of static analysis tools.
Not only do software systems like GitHub and BitBucket release source code publicly,
they also provide meta-data about the users, defect-fixes and revision procedures through
widely accessible Application Programming Interface (API)s. In this data-driven ap-
proach, the statistical distributional properties estimated over representative software
corpora influences the design of development tools. Moreover, thousands of well-written
software projects are leveraged to uncover patterns, which are used to enhance existing
software development tools and algorithms.

Probabilistic models of source code, designed to estimate a distribution over all possi-
ble source files, constitute a data-driven approach rooted in an emerging area of machine
learning and statistical Natural Language Processing (NLP). Preliminary work suggests
that the probability assigned to source code by probabilistic models can indicate defec-
tive code regions (Hindle et al. 2012). More specifically, code containing defects tends to
have lower probability than non-defective code. As with all modelling methods, however,
probabilistic machine learning models simplify the assumptions regarding the modelled
domain. These assumptions make the models suitable for learning large amounts of
code, but introduce error. In the case of uncovering defects, probabilistic models tend to
consider rare, but correct, code defective (Hindle et al. 2012). Due to such imprecision,
it is unclear whether or not incorporating such tools as part of the code review process
is worthwhile.

Besides probabilistic models of source code, machine learning techniques over source
code embeddings represent another thriving area of research in software engineering
tools. The overarching method behind this approach is to represent thousands of code
snippets, classified as defective or defect-free, as single fixed-length code vectors. Next,
a Neural Network (NN) is trained over the vectors and their associated classifications
with the goal of predicting the classification of unseen code snippets. This approach
has produced state of the art results in bug detection; however, like tools based on
probabilistic models, the drawbacks of this approach prevent their industry adoption.
Namely, the training times required for such models are prohibitively large, and their
ability to generalize is weak as a result of the use of embeddings generated over entire
code snippets which vary greatly in source code.

To reduce training times in this approach, some techniques generate embeddings over
an abstract representation of the code. DeepBugs (Pradel and Sen 2018) is one such
example which learns embeddings that maps only the identifiers in given code samples to
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semantic vector representations using a Word2Vec (Mikolov et al. 2013) NN. DeepBugs
was able to achieve an accuracy close to 90% in classifying the generated embeddings
based on whether they contained a defect or not. We point out however that very
limited types and numbers of defects were utilized in this study, which makes it unclear
how useful DeepBugs would be in code reviews. Andrew et al. uses another approach
based of embeddings in which vector representations from source code using a one hot
encoding scheme are generated based on a vocabulary consisting of the most frequently
occurring keywords, separators, identifiers, and literals in the examined corpus (Habib
and Pradel 2019). Like DeepBugs, the generated embeddings are classified using a NN
as to whether the represent source code that has a defect or not. For certain types of
issues, this techniques resulted in accuracies close to 90% whereas other types of issues
witnessed accuracies closer to 0%.

While both theory and data-driven based approaches to building software engineer-
ing tools have made significant improvements over the last few years, the scope of such
tools is often too specific in nature to be used as comprehensive code reviewing tools. As
demonstrated in Chapter 3, code reviews consist of many goals outside of simply finding
defects and refactoring code. Additionally, despite the existence of such tools, there is
not much evidence to suggest that they are being adopted by the industry. This is likely
because 75% of issues found during the review do not affect the visible functionality of
the software; instead, these issues are typically flagged to improve software evolvabil-
ity (Mäntylä and Lassenius 2009b). In this work, we develop a data-driven algorithm
that uses both probabilistic models of source code and source code embeddings. Unlike
earlier work based on similar approaches however, our solution does not suffer from long
training times, and is trained over human review comments mined from GitHub that
cover a much more comprehensive selection of problems found during code reviews.
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Chapter 5

An Analysis of Code Review
Comments

The design of any performant model requires a strong understanding of the system
and interactions being modelled. In developing a probabilistic model to flag suspicious
code, we first try to understand how suspicious code is typically flagged in human code
reviews. In this chapter, we analyze thirty thousand GitHub review comments based
on the main topic addressed by each comment. As an example, a review comment
suggesting an improved variable name might be classified under "naming". A full list
of the classifications incorporated by our classifier is presented in Table 5.1. To our
knowledge, our experiment is the first of its kind to leverage GitHub review comments
for the analysis of code reviews. Moreover, the findings from this experiment will help
guide the development of our machine learning algorithm in flagging suspicious code
described in Chapter 6. A Jupyter notebook containing the code for the experiment
described in this chapter is available on GitHub 1.

5.1 Review Comment Classifications

The list of classifications incorporated by our classifier are summarized in Table 5.1. This
list was developed based on a manual survey of two thousand GitHub review comments
selected randomly from from the top one thousand most forked repositories on GitHub.
The selected categories reflect the most frequently occurring topics encountered in the
surveyed review comments. Majority of the categories are related to code level concepts
including exception handling and control structures for example; however, certain review
comments that did not naturally fall into any existing categories and were unrelated to
the overall goal of code reviewing were placed in the "other" category. In situations
where a review comment discussed more than one subject, it was given a classification
according to the topic it spent the most words discussing.

1https://github.com/Zir0-93/What-Code-Reviewers-Talk-About-Blog-Post/blob/master/What-
Code-Reviewers-Talk-About.ipynb
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Category Label Sub-Categories
Readability 1 readability, style, project conventions
Naming 2 source code unit names
Documentation 3 licenses, module documents, code comments
Error Handling 4 exception handling, resource handling
Control Structures 5 loops, if-statements, conditional statements
Visibility 6 member access levels
Efficiency 7 runtime analysis, optimization
Code Organization 8 refactoring
Concurrency 9 thread synchronization, parallelism
Method Design 10 method design and semantics
Class Design 11 class design and semantics
Testing 12 test conditions, test cases
Other 13 comments outside categories 1-12

Table 5.1: Review Comment Classifications

5.1.1 Classifier Implementation

Mined code review comments are first preprocessed using a number of steps:

• Remove formatting characters associated with the Markdown syntax.
Markdown is a lightweight markup language with plain text formatting syntax. It
is designed to be easily converted to HTML and many other formats using a tool
by the same name. Markdown is often used to format readme files, for writing
messages in online discussion forums, and in GitHub code review comments. This
preprocessing step is necessary because the additional formatting related characters
introduced by the Markdown standard will negatively impact our classifier’s ability
to recognize identical words.

• Remove all stop words. A stop word is a commonly used word, such as “the”,
“a”, “an”, or “in” that we would like to ignore. Such words take up valuable
processing time even though they are not very relevant to the classification task
at hand. They can be removed easily by filtering review comments against an
existing list of words considered to be stop words.

• Convert to numerical feature vector. The last step of our preprocessing stage
is to convert the comment reviews into numerical feature vectors. This is required
to make our review comments amenable for machine learning algorithms. The
bag of words method is leveraged to accomplish this. Briefly, the bag of words
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algorithm represents a sentence using a feature vector according to the following
definition:

s := (n1(f1), n2(f2), ...., ni(fi)) (5.1)

Here, s is a sentence, fi represents a term and ni is the frequency of the term
fi in the given sentence. Notice, this is equivalent to a first order n-gram model
discussed in Chapter 2.5. As a result, the exact ordering of the terms in each
review comment is ignored but the number of occurrences of each term is material.
We only retain information on the number of occurrences of each term, known as
term frequency. Thus, the comment “please rename this variable” is, in this view,
identical to the comment “rename this variable please”.

At this point, we may view each document as a vector with one component corre-
sponding to each term in the dictionary, together with a weight for each component
that is given by the equation above. Dictionary terms that are not found in a document
have a weight of zero. The format of this vector is key to the learning and modelling
capabilities of our Support Vector Machine (SVM) classifier.

Lastly, we implement our SVM classifier using the SGDClassifier module of the
Python scikit library (Buitinck et al. 2013) for convenience and train it using the pre-
processed vectors using Stochastic Gradient Descent (SGD). SGD (Robbins and Monro
1951) is an iterative based optimization technique which modifies the SVM parameters
on each training iteration to find a local optimum that produces the best results. We
set the number of iterations for our estimator at 1000.

Training

An important consideration in any machine learning experiment is the amount of training
data to use for testing the classifier. After ensuring that a minimum of hundred review
comments for each classification were present in our labeled data set, we experimented
with different numbers of review comments to see what gave the best results. Two
thousand review comments seemed to give a good accuracy for the classifier as we will
see below. We dedicated 80% of our two thousand GitHub review comments to the
training set, which are used to train our SVM classifier. The remaining 20% of the review
comments will be dedicated to the test set, which are used to test the performance of the
developed classifier. As demonstrated below, our developed classifier scored an accuracy
of 92.5% on the test data set.
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Experimental Results and Discussion

The classifier developed in the previous section is now used to classify over 30,000 GitHub
review comments from the top 100 most forked Java repositories on GitHub. In gen-
eral, repositories with many forks are more likely to maintain more formal code review
processes due to their visibility and popularity, and therefore contain more code review
comments that can be analyzed for our experiment. The results of the classification ex-
ercise are illustrate in Figure 5.1. Many of the classifications are related to each other at
a conceptual level. For example, a readability problem may be caused due to poor use of
control structures. Therefore, it is important to note that the classifications were based
only on what the review comments explicitly discussed. That is to say, if a comment
read, "poor readability here", we would expect it to be classified as "Readability". How-
ever, if the comment read, "This for loop should be moved before line 2", then "Control
Structures" would be its expected classification, despite readability being the motivat-
ing factor for the review suggestion. As mentioned previously, in cases where multiple
classifications applied, the comment was classified to a category it spend the most words
discussing.

Figure 5.1: GitHub code review comment classification results

Interestingly, 15% of review comments were found to discuss readability. A sample
comment discussing readability is illustrated in Figure 5.2. This classification deals not
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only with formatting, project conventions and style, but also with how easy the code is
to follow for a human. While existing static analysis tools are effective in dealing with
the former area, they lack the ability to check code effectively in the latter domain. This
is supported by the fact that over 80% of the repositories included in our study had some
form of static analysis tools checking their code. Additionally, a manual survey of 100
randomly sampled comments classified with readability confirmed this idea as well. One
such comment from our study is illustrated below in Figure 5.2. While the approach
taken by the code contributor is correct, the code reviewer has suggested an alternate
approach that increases the clarity of the code.

Figure 5.2: Review comment regarding readability, sourced from
https://github.com

Error handling, class and method design were areas according to which a significant
percentage of review comments were classified under. This does not come as a surprise,
as there is a great deal of variability in the way they are handled between software
development teams. Moreover, there is often no single correct way to go about their
implementation, resulting in an increased amount of developer discussion, and thus
review comments, around them.

The most surprising finding from this study is the fact that 44% of review comments
were classified according to the "other" category. This highlights a major limitation
of our approach in using review comments alone to understand the subject of typical
code review discussions. Without the ability to extract meaningful information from
the source code alongside the review comment, it is very difficult to understand what
the comment alone is discussing. For example, Figure ?? illustrates a review comment
targeted at a Java annotation for a field variable. However, without viewing the source
code, it equally possible to suggest that the review comment is targeted at a method
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name, class name, or even source code documentation. Moreover, many review comments
contain references to source code entities, which also makes their classification a difficult
task without the analyzing the source code as well. Lastly, many review comments
analyzed consisted of comments serving as a response to previous comments, which do
not always reveal information on their own about the original subject of the discussion.

Thus, while the textual content of the analyzed review comments revealed a great
deal of information about the topics typically discussed by code reviewers, our classifier
suffered from its inability to make use of source code in classifying review comments as
well. However, we believe there is sufficient information in our experimental results to
proceed with the development of our probabilistic model of source code. This is because
while GitHub code review comments are commonly used for many types of discussions,
this dissertation is primarily concerned with building an automated code reviewing tool.
As such, we are most interested in comments relating to code reviews, which we believe
to have sufficiently capture by our classifier. We hope that interested researchers will
benefit from and use our findings to further explore this area of research.
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Chapter 6

Automated Code Reviewing
Algorithm Design

In Chapter 3, the two main responsibilities of a code reviewer were shown to consist of
finding defects and areas for improvement in code submissions, and providing solutions
and techniques for correcting the code based on those findings. With that said, the goal of
this thesis is to develop an algorithm that automates the first task of code reviewing. The
intended use case for the proposed tool lies in analyzing code submissions for suspicious
snippets of code prior to invoking a human code reviewer. Only when these suspicious
aspects of the code are addressed would a human reviewer be invoked to look for and
provide help in resolving any remaining issues. The benefits of the propose solution are
two-fold:

• Costs associated with having a technical resource perform code reviews are expen-
sive due to time. By using the proposed algorithm to flag suspicious snippets of
code in much the same way a human would, the amount of time spent by human
code reviewers in performing code reviews themselves will decrease.

• Rather than waiting on a human to provide feedback, the automated nature of the
tool would allow developers who are submitting code to address any issues right
away. This would allow developers to be more efficient with their time, and likely
result in code reviews being resolved faster.

However, the aforementioned benefits are only realized to the degree at which pro-
posed solution is able to correctly flag suspicious snippets of code the way way a human
code reviewer would. As such, the next few sections will present a detailed descrip-
tion of the algorithm and convincingly demonstrate the effectiveness of the tool through
experimental results.

6.1 Overview

The input to the algorithm consists of a set of Java source files that contain the modifi-
cations a developer wishes to make to a code repository. For each source file, a language
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model, previously trained on hundreds of open source Java projects on GitHub, is used to
generate entropies for each source code token. Subsequently, the Abstract Syntax Tree
(AST) of each source file is created, and the entropies collected previously are averaged
where required and attributed to each of it’s corresponding node in the AST. Next, the
GraphSage algorithm is used to generate embeddings for each node. Finally, a neural
network is trained over the node embeddings to predict whether or not a given node
would elicit a human comment in a code review or not. An overview of the process is
illustrated in 6.1.

Figure 6.1: Proposed algorithm overview

6.2 Preprocessing

In the development of a language model based on source code, the chosen representation
of the code itself over which the model will be trained is of has a significant impact on the
model’s ultimate performance. This process, widely referred to as feature engineering, is
a fundamental activity in the development of any machine learning model. The goal of
this process is to transform raw data into features that better represent the underlying
problem to predictive models, resulting in improved model accuracy. Source code can be
represented using a variety of formats including ASTs, call graphs, and byte-code. More
importantly however, is that any chosen input representation yields a probabilistic model
with unique strengths and weaknesses in comparison to the use of other representation
formats.

6.2.1 Syntax Versus Semantics Based Approaches

Recent research exploring involving the use of probabilistic models over source code have
uncovered the following two broad approaches:
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Syntax Focused In this approach, source files are tokenised at a syntactic level using
low-level tokens generated from splitting the source code on white spaces. Existing
work has used such methods to build n-gram models to to learn and suggest variable,
method, and class naming conventions (Allamanis et al. 2014; Allamanis et al. 2015).
For example, after processing the string

for (int i = 0; i < n;

the model might suggest the tokens

i++) {

However, building n-gram models at this level is likely to only detect syntactic errors
that would typically be caught by a compiler, and requires a large amount of training
data to perform well. In contrast, tokenization using Java tokens is another widely used
syntax focused approach that can uncover deeper insights than space-based source code
tokenization. Java tokens are miniature elements of a program that are meaningful to
the compiler, their various types are illustrated in Figure 6.2.

Figure 6.2: Sample Java tokens

As an example, the string car.setSpeed(i + j); might be tokenized as

car setSpeed ( i + j ) ;

Because Java tokens are used to tokenise source code in this approach, all the terms
in the document are represented in a more fine-grained manner. This allows for proba-
bilistic models to determine probabilities more effectively over snippets of code. Without
this pre-processing step, the original line of source code in the above example would be
tokenised with the terms:
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car.setSpeed(i + j

As a result, each of these three terms would be assigned unique probabilities. The
problem with this method lies in the calculation of the probability of an unseen string,
like

car.setSpeed(c)

Here, the resulting probability is close to zero because it has never been seen before.
However, we would not expect such a probability since it is very similar to the known
string,

car.setSpeed(i

In the proposed approach using java tokens however, the probability of the unseen string
is much higher since the sequence of Java tokens "car", ".", "setSpeed", and "(" have been
seen before. Therefore, the assigned probability for this snippet of code will be close to
100%, which is what was desired.

Semantics Focused In this approach, emphasis is placed on utilizing the semantics
of the code, as opposed to the code’s textual content. A common method of semantically
representing source code leverages the code’s AST representation. In this method, source
code is replaced by the AST elements that represent it. As an example, a line of Java
source code

car.setSpeed(i + j);

would be represented using its corresponding AST nodes in a semantics focused prepro-
cessing method, resulting in the following representation.

MethodInvocation BinaryOperation MemberReference MemberReference

Both syntax and semantics focused approaches have their own strengths and weak-
nesses and are more suitable for certain applications over others. For example, a statis-
tical language model developed over source code that is preprocessed using the syntax
focused approach effectively captures regularities and patterns on the surface level, syn-
tactic nature of source code. Such a model would be useful for assessing source code
spacing and indentation, compiler errors, spelling, and so on. However, a semantics fo-
cused approach to preprocessing the source code would yield a probabilistic model that
is able to capture higher level, semantic regularities across source code. Therefore, such
a model would be effective at understanding source code organization, abstract code
idioms, and more.
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Figure 6.3: Preprocessing stage overview

6.2.2 The Combined Approach

In our analysis of GitHub review comments in the previous section, Readability, Class
Design, Method Design, and Control Structures constituted the four most discussed top-
ics in code reviews. Because these topics contain major syntactic and semantic elements,
a preprocessing technique that incorporates both the syntax and semantic elements of
source code is required. Figure 6.3 outlines our preprocessing approach. First, we to-
kenise the source code based on Java tokens. Next, we insert high level tokens in the
preprocessed text output that correspond to the following AST types: class, method,
field and local variable declarations, control flow types, and method calls. Nodes and
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text corresponding to any other AST types are removed. As a result of this preprocess-
ing approach, the final preprocessed text captures both the structure and context of the
code using a succinct semantic representation. As an example, an original snippet of
Java source code

class Lamp {
private String fooVar = "cuppycakes";

}

would result in the following text after being preprocessed in the proposed combined
approach.

ClassDeclaration FieldDeclaration private String fooVar = <LITERAL>

It also preserves most of the original syntactic representation of the source code as well.
Lastly, we also replace any String or Integer literals by a fixed keyword "<LITERAL>"
in order to prevent the developed language model from assigning unique probabilities to
each String or Integer literal it encounters.

6.3 Entropy Calculation

In this stage of the proposed algorithm, a language model, previously trained over thou-
sands of source files, is used to generate entropies for each token in submitted source
files. However, given the various types of language models that can be used, an impor-
tant decision must be made as to whether an n-gram or Neural Network (NN) based
language model is most appropriate for this task.

Chapter 2 introduced both n-gram language models and the Neural Language Model
(NLM), and explained that while n-gram models are significant less costly to train in
comparison to an NLM, they suffer from issues involving data sparsity and limited his-
torical context. Feedforward Neural Language Models (FNLM) are able to overcome
the data sparsity issue by projecting the input layers to lower dimensional vectors; how-
ever, these models still make the n-gram approximation and therefore consider only a
small subset of words at a time. Recurrent Neural Language Models (RNLM), although
the most time-consuming to train, provide a more effective approach for tackling these
issues. Therefore, based on the theoretical foundations of the various language models
discussed, an RNLM would be the tool of choice for our purpose. Yet, recent literature
discussing and evaluating the effectiveness of language models is somewhat divided.

The first experiment comparing the performance of an NLM and n-gram language
model was conducted by Bengio (Bisset et al. 1989). The experiment, conducted on two
corpora containing more than 15 million words, concluded that the approach based on
FNLMs yielded significantly better perplexity than the smoothed trigram, with differ-
ences between 10% and 20% in perplexity.
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Figure 6.4: Entropy calculation stage overview

Mikolov realised that Bengio’s method was severely restricted by the need for a Feed-
forward Neural Network (FFNN) to use fixed length contexts before training, which
meant that a small number of words were required to predict the next one in a se-
quence. Mikolov’s experiment evaluated the performance of an n-gram language model
and RNLM over several speech recognition tasks (Mikolov et al. 2010). These tasks were
to designed to test the model’s ability to recognize and translate spoken language into
text. Mikolov found RNLM perplexity scores to be more than 25% lower than than those
produced by the n-gram models. This result is further validated by Sundermeyer, who
evaluated the effectiveness of RNLM versus FNLM on various speech recognition tasks
as well (Sundermeyer et al. 2015). He found that RNLM perplexity scores were 17%
lower on average than those produced by a FNLM. Moreover, Tzu-Hsuan verified the
long-range dependency of RNLM by comparing the perplexity and the word prediction
accuracy with n-gram language models as a function of word position (Tseng et al. 2016).
The study showed that the gap between the perplexities of Recurrent Neural Network
(RNN) and n-gram increases as the word position increases.

While NLMs are largely considered to be superior to n-gram language models, Hellen-
dorn’s study argues that deep neural networks may not be the best choice for developing
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language model over source code (Hellendoorn and Devanbu 2017). Additionally, the
study develops a nested scope, unlimited vocabulary count-based n-gram model that
significantly outperforms all existing token-level models, including "very powerful" ones
based on recurrent neural networks. Hellendorn further found that NLMs use a "great
many parameters, require extensive configuration and are also often heavily tuned on
the task at hand". In the Natural Language Processing (NLP) community, Omer et al.
conducted various investigations into word-embeddings and found that state-of-the-art
neural-network models perform similarly to simple matrix-factorization models tuned
with a few hyper-parameters (Levy and Goldberg 2014). Hellendorn’s study makes sim-
ilar conclusions in which an RNN and Long short-term memory (LSTM) fail to beat a
well-calibrated n-gram language model.

Additionally, n-gram language models continue to meet the needs for performance
and utility in the development of software engineering tools. Allamanis and Sutton (Al-
lamanis and Sutton 2013) suggest that n-gram language models can be used to analyze
the complexity of source code while and Ray et al. (Ray et al. 2016) presents evidence
that buggy code tends to have lower probabilities than correct code. Additionally, he is
able to show that language models find defects as well as popular tools like FindBugs.
Fast et al. (Fast et al. 2014) and Hsiao et al. (Hsiao et al. 2014) learn statistics from
large amounts of code to find potentially defective code and perform program analyses.
Related to this, Wang et al. develop Bugram (Wang et al. 2016), which leverages n-gram
language models to detect uncommon usages of code.

Given all the existing research exploring the effectiveness of both n-gram language
models and NLM, we use an n-gram language model for generating source code entropies
in the proposed algorithm. This is primarily because we are most interested in finding a
correlation between the naturalness of a given piece of code and the probability that a
human would find an issue with it. Therefore, any language model that can sufficiently
convey naturalness, which both language models have shown to do, will be appropriate
for our task. Additionally, since more research is required to convincingly demonstrate
the superiority of neural network based language models over well tuned n-gram language
models, the ease of use and reliability of n-gram language models make them easier to
train and experiment with.

We have also chosen to use an n-gram language model due to the size of the corpora
we are dealing with. In NLP, it is extremely common to limit vocabulary to the most
frequently occurring words before model estimation. Words outside this vocabulary are
treated as unknown words, or omitted entirely. However, this technique significantly
reduces model training times, thereby providing increased support for NN based mod-
els. The problem with this approach arises when working with source code, which is
comprised of an open, rapidly changing vocabulary. This is the main reason as to why
many state of the art software engineering tools incorporating language models con-
tinue to use n-gram language models. Since developing a NLM over a billion tokens is
unfeasible due to the extreme length of training time required with our available hard-
ware, we use the state of the art n-gram language model implementation developed by
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Hellendorn (Hellendoorn and Devanbu 2017) for the remainder of this thesis.

6.4 AST Generation

In this stage, the preprocessed source files and entropies generated in previous sections
are used to generates ASTs attributed with additional information. First, regular ASTs
are created using the source files contained with the submitted patch under review.

Figure 6.5: Specialized AST generation stage overview

The following attributes are appended for each node in the AST:

• Entropy: Float value corresponding to the entropy calculated for the syntactic
representation of the node. This value is retrieved from entropy data calculated in
a previous step.

• Line: Integer corresponding to the node’s line number in the source file.
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• Entropy Standard Deviation: Float value corresponding to the standard de-
viation of the entropies from the syntactic representation of the node. A field
declaration node for example, consists of multiple syntactic attributes in the ac-
tual source code. Given that each token is associated with its own entropy, this
value calculates the standard deviation of all those entropies.

• Added: Boolean value corresponding to whether the node correspond to code
that was added as a result of the patch under review. This value is determined
by seeing whether or not the source code corresponding to the node exists in the
original version of the source file or not.

• Flagged: A boolean value indicating whether the node is "problematic" or not.
This value is set to True when the given node corresponds to the first AST node
on a line for which a human code reviewer left a comment on. This method
has been used to highlight ’problematic’ nodes because the GitHub Application
Programming Interface (API) provides only the line number on which code review
comments were left on. Given this limitation of our available training data, we
assume that the first AST node encountered on such a line is the subject of the
comment. Moreover, this is the value our proposed algorithm seeks to predict
accurately for any given node.

6.5 Generate Embeddings

In this stage, generated ASTs attributed with additional data are converted into em-
beddings over which a machine learning model may be trained. In recent years, several
Convolutional Neural Network (CNN) architectures for learning over graphs have been
proposed (Bruna et al. 2014; Duvenaud et al. 2015; Defferrard et al. 2016; Kipf and
Welling 2016; Niepert et al. 2016). However, the majority of these methods cannot
be used for large scale graphs or are designed for generating embeddings for entire
graphs (Hamilton et al. 2017). However, the approach used in this work is closely re-
lated to the Graph Convolutional Networks (GCN) introduced by Kipf et al. (Kipf and
Welling 2016; Kingma and Ba 2014) which is designed for semi-supervised learning in a
transductive setting and requires that the full graph Laplacian is known during training.

GraphSage

GraphSage (Hamilton et al. 2017) is a framework for inductive node embedding based on
GCNs and represents the chosen framework for generating embeddings in the proposed
algorithm. GraphSage uses node features including node degrees, text attributes and
more to learn an embedding function which generalises to unseen nodes, as opposed
to embedding approaches which are based on matrix factorisation. GraphSage is able
to learn simultaneously the topological structure of each node’s neighbourhood and the
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Figure 6.6: Embeddings generation stage overview

distribution of node features in its neighbourhood by integrating node features in the
learning algorithm.

As illustrated in Figure 6.7, the key contribution behind the GraphSage approach lies
in the method used to aggregate feature information from a node’s local neighborhood
given the available node feature information. That is, the approach leverages a set of
aggregator functions which are trained to integrate feature information in a local node
neighbourhood rather than to train a distinct embedding vector for each node. Each
aggregator function is responsible for aggregating information from a mixed number of
neighborhoods away from a given node. At inference time, the trained model is used
to generate embeddings for entirely unseen nodes by applying the learned aggregation
functions on the input nodes.

Because GraphSage is capable of generating inductive node embeddings and has
achieved state-of-the-art performance on various graph embedding tasks and bench-
marks, we use the algorithm for generating embeddings for the remainder of this thesis
as illustrated in Figure 6.6
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Figure 6.7: GraphSage algorithm overview

6.6 Classify Embeddings

The final stage of the proposed algorithm consists of leveraging a NN to learn embeddings
that repesent AST nodes with the goal of predicting whether or not a comment was left
on a certain node by a human code reviewer. The parameters and configuration of the
NN are described in detail in Chapter 7.
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Chapter 7

Evaluation and Results

In this chapter, the performance of the proposed algorithm is evaluated over source files
extracted from approximately thirty thousand GitHub pull requests, comprising of over
thirty five million Abstract Syntax Tree (AST) nodes. To the best of our knowledge,
this experiment represents one of the first to utilize GitHub code review comments for
the aim of developing more effective code reviewing tools. The experiment described in
this section proceeds as a typical machine learning experiment. First, the final Neural
Network (NN) outputted by the the proposed algorithm is trained over a portion of the
experimental data set, referred to as the training data set. Next, its ability to imitate
human-like code inspection behaviour is evaluated on the remaining, unseen portion of
the data set, referred to as the test data set.

7.1 Data Set

In measuring the performance of the proposed algorithm in performing human-like code
inspections as defined in Chapter 6, a data set containing instances of real code inspec-
tions must be used. Therefore, the chosen data set consists of source files mined from
pull requests in 1572 repositories on GitHub. Each file consists of multiple lines of code,
in which lines over which a review comment was left are labelled accordingly. We also
try to work with code review comments that are strictly about code; consequently, any
review comments that do not fall under classifications 1-8, and 9 when classified by the
model developed in Chapter 5 are excluded from our experiment. Lastly, we note that
the chosen GitHub repositories constitute a collection of all the Java GitHub reposito-
ries on GitHub with over 250 forks at the time of writing. This number was selected to
maximize the following desired attributes of the data set:

1. Code quality: We believe that the number of forks can be roughly correlated to
the overall quality of a given repository on GitHub. Developers commonly fork
repositories on GitHub to either propose changes to the original project, or to use
the project as a starting point for a new idea (Jiang et al. 2017). In either case,
the original repository must be at a sufficient level of quality for developers to be
productive in either task. Additionally, many forks on a repository indicate a high
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Attribute Count
Source Files 59,130

Total AST Nodes 36,873,189
Non-commented AST Nodes 36,833,803
Commented AST Nodes 39,386

Commits 48,438
Lines of Code 28,853,416

Table 7.1: Notable statistics of the experimental data set

level of visibility on the project, which makes it more likely that the maintainers
have invested a sufficient amount of time in ensuring its comprehensibility. We
would like to maximize the code quality of the analyzed repositories in an attempt
to focus on code reviewing habits within higher quality projects on GitHub.

2. Size: Despite being introduced many years ago, code review comments are still
not a widely used feature on GitHub which limits the number of comments from
“high quality“ repositories that can be used. At the same time however, a typical
machine learning model requires thousands if not millions of samples to learn from.
Therefore, we would like to maximize the size of our training data as well.

After gathering all the source files, the proposed algorithm detailed in Chapter 6
is applied to the data set. Notable properties of the selected data set are illustrated
in Table 7.1. The approximate distribution between AST nodes that were commented
on by a human code reviewer and those that were not commented on is approximately
1:1000.

7.2 Algorithmic Implementation Details

Chapter 6.3 discussed the entropy calculation stage of the proposed algorithm, which
depends on an existing, pre-trained language model to calculate entropy data for source
code found in a code submission. In this experiment, the n-gram implementation by (Hel-
lendoorn and Devanbu 2017) is utilized to develop an n-gram language model with an
order of six over the top 200 most starred Java projects on GitHub. This order was cho-
sen for our n-gram model due to its high performance in machine learning experiments
leveraging preprocessing techniques similar to the ones used in this study (Wang et al.
2016; Jimenez et al. 2018). The trained model consists of approximately 32,000,000
tokens, and was trained just under two hours on a Linux machine with 64GB of memory
and eight Intel Core i7-6700 CPU @ 3.40GHz processors.
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Chapter 6.5 discussed the proposed algorithm’s use of the GraphSage algorithm to
generate embeddings from ASTs. The selection of a number of important parameters
specific to the GraphSage algorithm are discussed below:

• Embedding Size: An embedding is a dense vector in which high-dimensional
information about a node’s neighborhood is distilled, often using dimensionality
reduction techniques. The size of the embedding can have a significant impact on
performance of downstream machine learning systems that depend on it. Smaller
embedding sizes tend to be computationally efficient to process, but cannot express
as much information as larger embeddings, which are computationally expensive to
process. Choosing an appropriate embedding size largely depends on the amount
of data that is being embedded. In this experiment, we sample nodes nodes from
up to five neighborhoods or hops away from the node being embedded, and have
no more than seven features per node. The original GraphSage experiments sam-
pled nodes three hops away from the source node, contained over 500 features per
node, and used an embedding size of 32. Based on this experiment and an under-
standing of embedding sizes used in other node embedding experiments, we found
an embedding size of 64 to be sufficiently expressive enough for representing AST
nodes in our data set and computationally feasible with available hardware.

• Hops: GraphSage generates embeddings for a given node in a graph by sampling
the features of nodes at multiple distances away from the node, referred to as hops.
Sampling nodes one hop away from the embedding node will only sample nodes
in the immediate neighborhood of the node and fail to express any longer range
relationships that the embedding node might have with nodes further away from
it. A hops value of five is maintained in our experiment, and experimentation with
other values is left for future work.

• Sample Size: GraphSage samples the features of a number of randomly selected
nodes equivalent to the sample size in each neighborhood away from the embedding
node. Initial experimental results showed that performance for our task does not
increase noticeably after a sample size of 10, which is used for our experimental
evaluation.

The configuration of the NN for classifying embeddings as discussed in Chapter 6.6
is the final implementation detail of the proposed algorithm that requires clarification
for our experiment. The Keras (keras-team 2019) machine learning python library is
utilized to implement the NN as a simple Multilayer perceptron (MLP), which is a class
of Artificial Neural Network (ANN)s consisting of an input layer, a hidden layer, and an
output layer. We apply a dropout of 0.2 to the input layer and the hidden layer. The
binary cross-entropy (Goodfellow et al. 2016) function is used as the NN’s loss function
along with the Adam optimizer (Kingma and Ba 2014) for 10 epochs with a batch size
of 100. Based on our understanding of related work in machine learning research, the
chosen NN implementation is considered to be a standard configuration for classification
activities over source code, and has been selected to improve the generalizability of our
results.
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7.3 Evaluation and Results

We now apply the proposed algorithm to the data set described in Table 7.1. On com-
pletion of the AST generation phase of the proposed algorithm, 36,873,189 embeddings
remained to be classified as expected. Unfortunately, training the final classifier on 80%
of the entire available data set would take too long due to its massive size; instead, we
would like to train our model over a few million data points. However, naively sampling
a few million points would also be problematic due to the highly imbalanced nature of
the data set. That is, in a random sample of one million data points from a data set
containing a class imbalance of 1:1000, as is the case with the experimental data set,
the model would “see“ very few data points from the minority class, thereby severely
limiting its overall predictive ability over unseen data.

A great deal of research has investigated methods for developing classifiers for highly
imbalanced data in machine learning experiments (Datta and Arputharaj 2018; Lip-
itakis and Lipitakis 2014). Approaches have largely been categorized into data-level
and algorithmic in nature. Data level solutions involve re-sampling the data set be-
fore applying the classifier, of which undersampling (Hasanin and Khoshgoftaar 2018)
and oversampling (Pérez-Ortiz et al. 2016) techniques are most popular. Cost sensitive-
learning (Thai-Nghe et al. 2010) is the most popular algorithmic based approach in which
the classifier takes missclassification costs into consideration, unlike standard classifiers
which treat this cost equally. Therefore, the missclassification cost of the minority class
in a highly imbalanced data set can be increased proportionately in order to increase
the performance of the classifier. While cost-sensitive learning outperforms random re-
sampling, clever re-sampling methods are used more in practices because of their ability
to eliminate redundant information for the learning algorithm (Kotsiantis et al. 2005).

Figure 7.1: Runtime performance of the proposed algorithm on the
training data set
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Class Precision Recall F1 Score Support
Non-commented 94.31 84.52 89.14 7,191,250
Commented 23.45 67.80 34.85 7,264

Macro 58.88 76.16 62.00

Table 7.2: Classification metrics summarizing the proposed algorithm’s
performance on the test data set averaged over 10 runs

The experimental approach chosen for our experiment leverages random undersam-
pling to eliminate redundant data and decrease training times, as well as cost sensitive
learning. The experimental data set is first split into 80-20 train-test split sets. From
the training data set, we form a new data set consisting of all the minority data points
representing commented AST nodes in the training set, along with the a random sample
of majority data points from the training data set such that the newly formed data set
maintains a distribution of 1:100, down from 1:1000, between the minority and majority
classes. Finally, our NN Keras implementation is also updated to maintain class weights
representing the 1:100 class imbalance for the training phase, effectively incorporating
cost-sensitive learning.

After training the NN, the test data set consisting of unseen AST node embeddings
is processed and classified. Unlike the data set over which the classifier was trained on,
this data set maintains the original 1:1000 minority to majority class distribution of
the original data set. Due to the inductive nature of GraphSage, and our customized
method for dealing with imbalanced data in the training of the classifier. We repeat the
entire process of generating embeddings, training, and testing the classifier 10 times. The
classification metrics of these runs are averaged and presented in Table 7.2. Additionally,
the runtimes of each stage of the proposed algorithm is illustrated in Figure 7.1.

7.4 Generalizability

In this section, a number of external factors that could potentially impact the generaliz-
ability of the completed study are discussed. First, we note that the proposed algorithm,
from the selection of code review comments to the generation of the n-gram language
model, leverages data from highly starred or forked repositories on GitHub. This was
done purposefully with the aim of targeting “high quality“ repositories; however, this
approach limits the generalizability of the experimental results to repositories with fewer
forks.

The experimental data utilized in our study was also collected solely from GitHub.
While GitHub is one of the most popular code hosting platforms in the world, there
may exist a difference between the way code is written on Github in comparison to
similar code hosting platforms, or even to the way it is written in commercial settings.

48

http://www.mcmaster.ca/
https://gs.mcmaster.ca/programs/software-engineering


Master of Applied Science– Muntazir Fadhel; McMaster University–

Therefore, we cannot be certain that the proposed algorithm would maintain the same
level of effectiveness.

Additionally, we note that not all GitHub code review comments on Github are nec-
essarily made by humans. Many different types of GitHub integrations exist in which
automated bots leave code review comments for various purposes such as the static
analysis of source code. Moreover, there is an increasing number of static analysis tools
which integrate with GitHub to report results as code review comments in pull requests.
Without the ability to filter code review comments for those generated by human code
reviewers, the proposed algorithm learns non-human like code review inspection be-
haviours as well. If a major percentage of code review comments were to consist of those
made by automated tools, it is possible that the proposed algorithm would simply learn
code inspection behaviour inherent in existing tools.
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Chapter 8

Discussion

The proposed algorithm performed extremely well and maintained high precision and
recall scores on the majority class of the experimental data set representing Abstract
Syntax Tree (AST) nodes that did not elicit a human comment. Given the large class
imbalance present in the experimental data set, this result is not surprising. However,
because the goal of the proposed algorithm is to imitate human like behaviour in flagging
suspicious code, we focus our discussion on the classifier’s performance over the minority
class. Here, the classifier achieved a much lower precision score equal to 23.45%, and a
recall score of 67.80%. It can be said therefore, that although over 60% of AST nodes
were correctly classified, approximately one in every four nodes were incorrectly classified
as well.

There are a number of reasons for decreased experimental results in our study, be-
ginning with a lack of consistency among code reviewers and repositories sampled. Most
issues flagged in code reviews deal with aspects of code that are not widely agreed upon,
such as software evolvability or module design. While there has been no research con-
ducted to the best of our knowledge that demonstrates this phenomena, we strongly
believe that issues flagged in a code review regarding similar aspects of code vary ac-
cording to project standards and the technical ability, experience, and time available to
the code reviewer. As a result, there is great variability in the way code reviews are
performed which is not accounted for in the proposed algorithm, resulting in decreased
performance.

The main reason for not having accounted for the variability in code reviews was due
to a lack of available data, which significantly limited the the experimental performance
of the proposed algorithm. The final Neural Network (NN) is trained over embeddings
represented as continuous vectors of length 64. Given the relatively large embedding
space, the model was only trained on approximately 30,000 embeddings representing
nodes which were flagged by human code reviewers. While the proposed algorithm has
smaller requirements on training data size in comparison to other machine learning mod-
els which are trained over source code, having access to more labelled data representing
code flagged by human code reviewers would have likely increased the performance of
the model over all.
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Finally, we note that human code reviewers themselves may be inconsistent in code
reviews, making it difficult to fully interpret the overall effectiveness of the proposed
algorithm based on the experimental results alone. Originally, we sought to build a tool
that would imitate human code inspection behaviour; As time went on however, it was
realized that human code reviewers can regularly be inconsistent according to their own
standards. Therefore, it is entirely possible that the proposed algorithm learned widely
accepted behaviours and is more consistent than human code reviewers which would
decrease its experimental performance due to the data set used. As future work, it may
be interesting too see the performance of the proposed algorithm over a filtered subset
of manually validated human code review comments.

As mentioned in Section 4, 75% of issues found during code reviews do not affect
the visible functionality of the software; instead, these issues are typically flagged to
improve software evolvability. We believe that existing software engineering tools such
as defect finders and code refactoring tools have not been developed with this idea in
mind. This is the primary reason as to why such tools have assisted only in automating
small aspects of code reviews thus far. In contrast, the proposed algorithm is able to
find types of defects other tools are not capable of due to two main reasons:

1. Data Set: The proposed algorithm trains machine learning models over actual
code review comments taken from high quality Java repositories on GitHub.

2. Approach: The core belief expressed in the proposed approach is that the relation-
ships between the “naturalness“ of elements within source code can be correlated
to the way humans view and comment on source code. View Section 6 for further
explanation on this idea.

As an example, Figure 8.1 illustrates a sample code review comment in which the
reviewer found the throwing of a general exception to be problematic. The proposed
tool was able to match the code inspection behaviour of the human code reviewer in this
instance. However, over five instances were uncovered in other code reviews in which
similar use of a general exception was not considered to be problematic. Interestingly,
the proposed algorithm was able to match these behaviours, and did not consider the
code to be problematic as well. This example highlights the dynamic, multi-layered
ability of the proposed algorithm in reading code the way humans would, as opposed to
existing tools that are built in a binary fashion. Thus, while the proposed algorithms
mantained a precision score of 23.45%, the level of sophistication of code inspection
behaviours it was able to replicate make it an approach with a great deal of potential
and worth further exploration in the future.

Lastly, a notable feature of the proposed algorithm is its training time, illustrated in
Figure 7.1. First, the algorithm utilizes an n-gram language model which has shown to
be less time consuming to train than its NN base counterparts. Additionally, embeddings
in the proposed algorithm are generated over AST representations of the source code
that do not possess any nodes that corresponding to literal tokens from the code. This

0Sourced from https://github.com/ballerina-platform/ballerina-lang/pull/9481
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Figure 8.1: Code reviewing behaviour that was replicated by
the proposed algorithm over a code snippet. Image sourced from
https://github.com/ballerina-platform/ballerina-lang/pull/9481

was designed intentionally so that the entropy value attributed with each node in the
AST is a calculation based on all the syntactical tokens represented under that AST
node. As a result, the amount of time it takes to generate embeddings is greatly reduced
as the ASTs under consideration are much smaller than typical ASTs.
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