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Abstract 

Atom is not an observable of the molecular wavefunction, in quantum chemistry there are 

myriad ways of defining an atom in a molecule. Partitioning a molecule’s electrons between its 

atomic constituents (population analysis) remains a challenge. 

A popular approach is based on Mulliken’s overlap-based population analysis, which 

exploits the fact that molecular orbitals can be expressed as linear combinations of user-defined 

functions: atomic orbitals. In turn, this creates a dependency on the selection of the predetermined 

atomic orbitals that are used to expand the molecular orbitals. Chemically intuitive atomic orbitals 

like Minimal Atomic Orbitals (minAO) produces chemically intuitive atomic charges but a non-

accurate wave function. Accurate wave functions can be obtained from large atomic basis sets like 

def2-QZVPd at the cost of chemically unintuitive atomic charges. With this problem in sight, 

Quasi-Atomic Orbitals (QAO) are constructed from the accurate wave function to resemble the 

minAO and maximally span the molecular orbital space. The key idea is Mulliken population 

analysis can be carried out for wave functions with the chemical intuitive power of minAO, without 

sacrificing the wave function’s accuracy by using QAO. To ensure that overlaps of QAO are 

divided between different atoms without bias. Zero-Bond Dipole (ZBD) orthogonalization is 

proposed as a novel way to orthogonalize QAO. 

 Common population analysis from literature: Charge Model 5 (CM5), QH, Hu-Lu-Yang 

(ESP), Mulliken, NPA atomic charges will be compared to QAO (Mulliken with QAO) and ZBD-

QAO (Mulliken after ZBD orthogonalization of QAO) and tested for mathematical accuracy and 

expected chemical trends. 
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Chapter 1 

 

 

 

1 Introduction 

1.1 Background 

The periodic table of the elements lies at the heart of chemistry, based on the precept that 

molecules are built from atoms in this table. For example, in the Lewis model, lines between two 

atoms symbolize the sharing of two electrons, and the number of lines corresponds to bond order.1 

As straightforward as it is to think about atoms as the building blocks of molecules in chemistry, 

in quantum mechanics there is no strict definition for the atom within a system containing multiple 

atoms.2,3 One of the many postulates of quantum mechanics is that a wave function contains all 

the information about a molecular system.4 It is accepted that for every physical observable there 

is a Hermitian operator, and that the possible values of the measured property are the eigenvalues 

of that operator. For example, the energy, E, is the eigenvalue of the Hamiltonian operator, Ĥ , 

and the wavefunction,  , is its eigenvector. This relationship is encapsulated in the time-

independent Schrödinger equation, 

 ( ) ( )1 2 1 2 1 2 1 2
ˆ , , , , , , , , , , , , , ,P N P NH E = R R R r r r R R R r r r  (1) 

where 1 2, , , PR R R  denote the locations of the atomic nuclei and 1 2, , , Nr r r  denote the 

positions of the electrons. Solving the Schrödinger equation is intractable for systems with more 
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than two particles, which motivates approximations that simplify the solution, e.g., the Born-

Oppenheimer approximation,5 which allows the molecular wavefunction to be approximated as 

the product of nuclear and electronic pieces. In this thesis we will consider the nuclei to be fixed 

(thereby ignoring nuclear quantum effects) and treat only the electronic Schrödinger equation. 

Even determining the electronic wave function is challenging and so, in this thesis, only two  

methods of approximation will be used; Hartree-Fock4,6 (HF) and density-functional theory7–9 

(DFT). In both models, the electronic wavefunction is approximated as an anti-symmetrized 

product of molecular orbitals (i.e., a single Slater determinant). We will use atom-centered 

Gaussian basis sets, so each molecular orbital is expressed as a linear combination of atom-

centered Gaussian basis functions. The approximations we are making are common among 

chemists, and we made them for computational expedience, as our primary focus is not obtaining 

accurate electronic wavefunctions for molecules, but assessing different ways of defining atoms 

in a molecule. 

Most methods for partitioning molecules into atoms fall into two main families. In the first 

family, pioneered by Hirshfeld and Bader,10–12 the molecule’s electron density is divided into 

atomic contributions. The atomic densities are then used to define atomic properties, including the 

number of electrons (by integrating the atomic density), multipole moments, etc.. In this thesis, we 

will consider only Hirshfeld’s original definition (referred to as QH),13 and one revision thereof 

that is built into the Gaussian program14 (CM5 short for Charge-Model 5).15 Hirshfeld partitioning 

is based on the idea that the utility of the periodic table is maximized if the atoms in a molecule 

resemble the isolated items atoms in the periodic table to the maximum possible extent. If one 

defines the density of the atoms-in-a-molecule so that their divergence from the isolated atoms in 

the periodic table is minimized, then the Hirshfeld partitioning results.3,16–20 (Many possible 
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definitions of divergence are possible, but it’s traditional to use information theory because the 

electron density is a probability distribution function.3,16 The Hirshfeld partitioning is not 

obviously appropriate for charged molecules or for ionic bonding (where forcing atoms in an ionic 

molecule to resemble neutral atoms is chemically misinformed), which has led to the development 

of many other Hirshfeld-based schemes, which we will not consider in this thesis.21–23  We will, 

however, consider the Charge Model 5 (CM5) revision of Hirshfeld. CM5 charges are an empirical 

revision of Hirshfeld charges designed to give good dipole moments. The basic idea is to revise 

the Hirshfeld charge of an atom, A, based on nearby atoms, B, where the definition of “nearby” is 

determined by the empirical exponentially-decaying bond-length bond-order relationship 

proposed by Pauling. Specifically, the CM5 atomic charges are defined as: 

 ( ) ( )( )cov covatoms
A B A B

A B

CM5 Hirshfeld

A A

1

N
r r

Z Z

B
B A

q q T e
− − − +

=


= + 
R R

  (2) 

where 
A BZ ZT  is an antisymmetric matrix (otherwise charge would not be conserved) based on the 

atom types (e.g., the atomic numbers of atoms A and B). For element-pairs that occur frequently 

in the training set (CH, NH, OH, CN, CO, NO), there is a specific value of 
A BZ ZT ; for other elements 

for which there is adequate data, one chooses to define only atomic parameters 
A B BAZ Z Z ZT t t= − ; 

otherwise one takes the value of 
AZt  from the top parameterized element in a column of the 

periodic table and multiplies it by a diminishing factor, C, for each row of the periodic table one 

descends before one reaches the element of interest. Clearly this approach is limited by its 

empirical fitting and, moreover, by the assumption that the Hirshfeld atomic charges can be 

improved using only local changes (which is not true for zwitterions or ion pairs). It is also true 
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that, unlike most population analysis methods, CM5 defines only atomic charges, and not atomic 

properties more generally.  

The approach to partitioning molecules into atomic contributions is based on orbitals or, 

more generally, reduced density matrices. This strategy was pioneered by Mulliken in the 

formative years of quantum chemistry.24 The molecular orbitals that enter into the single Slater 

determinant approximation for the electronic wavefunction are typically expanded in terms of 

atom-centered basis functions. Intuitively, these basis functions represent the atomic orbitals that 

constructively and deconstructively interfere to form bonding and antibonding molecular orbitals, 

respectively. Thus, molecular orbitals can be mathematically expressed as a linear combination of 

atomic orbitals, 25  

 MO AOi il l

i

C=   (3) 

This expansion is exact if all possible atomic orbitals (including the continuum) were used, but 

always approximate in practice. It can be quite accurate, however, when large atomic basis sets 

are used. 

Molecular orbitals can be further classified as occupied molecular orbitals (oMO), 

including both core (cMO) and valence-occupied (voMO) molecular orbitals. Unoccupied, or 

virtual, molecular orbitals (vMO) can be similarly decomposed into two groups, the valence virtual 

(vvMO) and external virtual (exMO) molecular orbitals. The relativistic contraction of cMOs is, 

of course, important for the chemical and physical properties of molecuels containing heavy 

elements.26 To overcome this issue, pseudopotential basis sets have been developed to include 

relativistic effects, and we will use pseudopotentials for elements beyond Kr in our calculations.27 

Our chemical intuition is based on the idea that cMO and exMO have little qualitative chemical 
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effect, though these MOs can be quantitatively important. Conversely, the valence occupied and 

virtual MOs (the voMO and vvMO) are very important for bonding in chemistry.  

While the number of oMO is determined by the number of electrons in a molecule, the 

number of vMO changes with the choice of atomic basis set. Increasing the number of basis 

functions increases the mathematical accuracy of the molecule’s wavefunction and properties, and 

also increase the number of vMOs. However, the high-energy vMOs are difficult to interpret and, 

indeed, are usually considered merely mathematical artifacts required by the approach by the 

complete basis set limit. Indeed, some atomic basis functions are added without any consideration 

for chemical interpretation. For example, diffuse functions are added to treat the long-range 

portions of molecular orbitals, which is especially important for electronic excited states and 

anions, where the probability of observing an electron far from the molecule is relatively large. 

Polarization functions are added to model the way atomic orbitals deform in the presence of other 

atoms and/or external electric fields. The “deformed” polarized atomic orbitals can lead to 

chemically unintuitive atomic charges.28 

1.2 Mullliken and Löwdin Population Analysis 

The main focus of this thesis is Mulliken’s (overlap) population analysis, which is an orbital 

based approach to directly distribute molecular electronic charge to an atom pair.29 Assuming that 

molecular orbitals are normalized, the total number of electrons in a system can be written as the 

sum of the overlap of each oMO with itself, multiplied by the occupation numbers. 

 MO MOi ii
i

N n=  (4) 
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Where N  is the total number of electrons in the molecule, in  is the number of electrons 

(occupation number) of the molecular orbital MOi . Notice that this equation is valid even for 

exact calculations, where the occupation numbers are not just zero and one (as they are for a single 

Slater determinant). Expanding the MOs in terms of AOs using equation (3), 

 

†

†

AO AO

AO AO

i il ik lk
i lk

l il i ikk
lk i

lk

lk

N n C C

C n C

N

=

=

=

 

 



 (5) 

Therefore, the total number of electrons in the molecule can decomposed into its contribution from 

different atomic basis functions. The AO decomposition can be re-expressed as an atom-based 

composition as long as the number of electrons associated with each atom AN  sums up to the total 

number of electrons in the molecule, 

 A

A

N N=  (6) 

Electrons of atom A can be further decomposed into mono and di-atomic terms 

 
,

AA AB AB

A lk lk lk

k l A k A k A
l B l B
A B

N N N N
  

 


= + =    (7) 

where atomic basis functions k and l either belong to the same atom A  or different atoms A  and 

B . Notice that the Mulliken partitioning makes the ad hoc assumption that the diatomic terms in 

Eq. (7), A BN  , are divided equally between the contributing atoms. Different orbital-based 

partitioning methods differ based on (a) the choice of atomic basis functions and (b) how they deal 

with the diatomic terms in Eq. (7). These two decisions are not unrelated. In typical Mulliken 

analysis, the nonorthogonal atom-centered basis functions are used as atomic orbitals in Eq. (5); 
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this is done even though these atomic basis functions may not resemble the atomic orbitals and, 

indeed, even though the atomic basis functions may have significant amplitude on atoms that are 

far from the atom on which they are centered. This delocalization is especially acute for diffuse 

basis functions. This motivates the strategy of using Löwdin, or symmetric, orthogonalization to 

define a new set of atomic basis functions before performing the partitioning.  

 We will denote transformed orbitals with a tilde, so the old and new (orthogonalized) 

orbitals are denoted as AOk
 and AOk , respectively. The new orbitals will be orthogonalized,  

 AO AO
A B

l k AB lk =  (8) 

subject to the constraint that the new basis set is as close to the old basis set as possible (in the L2-

norm). This Löwdin orthogonalized orbitals are then computed as 

 
1

2AO AOl lk k

k

S
−

=  (9) 

Projection onto the subspace of orbitals associated with atom A is then defined in the usual way,  

 
1 1

2 2

,

ˆ AO AO AO AOA l l m ml lk k

l A l A k m

p S S
− −

 

= =   (10) 

The advantage of using Löwdin-orthogonalized AOs from Eq. (9): there are no longer any 

contributions at all from the di-atomic terms, so  

 
AA

A ll

l A

N N


=  (11) 

Therefore, the problem of dividing di-atomic contributions between atoms has been removed. 

However, notice from Eq. (11) that the AOs assigned to atom A have contributions from all of the 
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other atoms in the molecule. The Löwdin-orthogonalized AOs are, therefore, not highly localized 

on the atoms either. In the next two sections we will discuss other ways of defining effective atomic 

orbitals and dividing the di-atomic contributions between atoms. 

1.3 Mulliken with Quasi-Atomic Orbitals 

The aforementioned problems with Mulliken and Löwdin population analysis are not 

present if only the core and valence atomic orbitals—that is, functions from a minimal atomic basis 

set—are used. This motivates various techniques that are construct an appropriate atomic-orbital 

basis set. Two of the more popular options are natural population analysis (NPA) and the minimal 

basis set Mulliken analysis (MBS).  

In NPA, one expands the occupied molecular orbitals (equivalently, the one-electron 

density matrix) using the atomic orbitals of the isolated neutral atoms,  

 ( )
, , ,

isoAO , isoAOAB A B

kl k l

k l A B

w  =   r r   (12) 

One then uses these weights to perform an occupation-weighted version of the Löwdin 

orthogonalization, i.e., one chooses the orthogonal AOs that it is as close as possible to the isolated 

AO basis in a weighted sense,  

 
2

transformations

min isoAO AOAA A A

kk k k

Ak

w −   (13) 

This is only the essence of the NPA algorithm, which is a complicated method requiring 

orthogonalization wherein various orbital sets (core, Rydberg, valence, etc.) are orthogonalized 

separately. However, this reveals that NPA is, in essence, a cleverly-weighted Löwdin partitioning. 

NPA is therefore more robust than the standard (unweighted) Löwdin partitioning, but can have 
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problems when the isolated AO basis sets are unbalanced (e.g., if different basis sets are used for 

different atoms) or, more generally, when an isolated AO that should not have a large weight 

acquires an anomalously high weight via Eq. (12). 

In MBS, the occupied molecular orbitals (equivalently, the one-electron reduced density 

matrix) are expanded in a minimal basis set, which is traditionally chosen to be the STO-3G* basis. 

The minimal basis set is then Lowdin orthogonalized. The resulting molecular orbitals are no 

longer normalized because the accurate molecular orbitals cannot be fully represented with a 

minimal basis set, so a normalization correction is required. The resulting scheme is not easily 

represented purely as an effective atomic orbital basis, but the key idea is that the wavefunction is 

expanded in terms of the Löwdin-orthogonalized minimal atomic orbital basis set. This clearly 

fails when the wavefunction has features that cannot be adequately represented with the minimal 

atomic basis set selected, as can be the case for highly-correlated systems, and states (e.g., excited 

states and anions) with diffuse electrons.  

 MBS can be improved by selecting an minimal atomic orbital basis set that is adapted to 

the system of interest in such a way that accuracy is not compromised. This is the strategy used in 

quasi-atomic orbital (QAO) methods. Unlike the Mulliken, Löwdin, and MBS approaches, but 

similar to NPA, the AOs are determined by the molecular orbitals, and are thereby adapted to the 

system. Unlike NPA and perhaps similar to Hirshfeld analysis, an auxiliary minimal basis set of 

accurate AOs are used so that chemists’ intuition about the AOs that are used to construct MOs 

are retained. (Unfortunately, also similar to Hirshfeld analysis, only neutral AOs are used, so these 

methods are less obviously appropriate for charged molecules and ionic bonding.) 

 We consider three different types of QAO: QUAMBO, QUAO and IAO. All three of these 

methods start with a reference minimal basis set of accurate atomic orbitals called minAOs. The 
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goal is to find a set of quasi-atomic orbitals that (a) is as close to the minAOs as possible and (b) 

can exactly reconstruct the occupied molecular orbitals. Mathematically, this means that the quasi-

atomic orbitals are a linear combination of the molecular orbitals and a subset of the virtual 

molecular orbitals called the valence virtual molecular orbitals, 

 
occupied minAO

occupied1 1

QAO oMO vvMO

N N

k ki i ka a

i a N

x x
= = +

= +    (14) 

We have chosen the number of vvMOs plus the number of oMOs and the number of QAOs to both 

equal the number of minAOs,30 but there are times when including fewer, or more, vvMOs is 

helpful. 

Finding the QAOs that resemble the minAOs most strongly amounts to choosing the best 

possible vvMOs, which means that one wishes to find the vvMOs that have the highest overlap 

with the minAOs. (These are the vMOs that have the greatest contributions from the minAOs. 

Consequently, they define the QAOs that have the greatest overlap with the minAOs.) In 

QUAMBO, the optimal set of vvMOs are those that maximize, 3132 

 
minAO minAO

occupied 1 1vvMOs

max vvMO min AO min AO vvMO
N N

a k k a

a N k= + =

    (15) 

The vvMOs are therefore given by the left singular vectors corresponding to the minAOs occupiedN N−  

largest singular values of the overlap matrix between the virtual molecular orbitals and the minAOs, 

vMO minAOa k .33,34 When singular vectors with large singular values are thus discarded, it is 

reasonable to increase the space of vvMOs to include them. Similarly, in the (less likely) case 

where singular vectors with tiny singular values are thus included, it is reasonable to decrease the 
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space of vvMOs. In cases where the occupied MOs cannot be well-represented with the minAO 

basis set, it is reasonable to increase the minAO basis. 

 Eq. (15) resembles a projection of the vvMOs onto the space of minAOs, but because the 

minAOs are not orthonormal it is not a true projection operator. In quasi-atomic orbitals (QUAO), 

35 one tries to find QAOs that (a) maximally resemble the Löwdin-orthogonalized minAOs and (b) 

span the space of occupied molecular orbitals. Equation (15) is obtained again but because 

orthogonalized minAOs are used instead of the original minAOs,  

 

( )
minAO

minAO minAO

occupied

1
minAO 2

1

minAO

1 1vvMOs

min AO minAO

minAO minAO

max vvMO min AO min AO vvMO

N

k kl l

l

kl k l

N N

a k k a

a N k

S

S

−

=

= + =

=

=



 

  (16) 

As before, the QUAO vvMOs are obtained by performing a singular value decomposition on the 

overlap matrix between the virtual MOs and the orthogonalized minAOs, vMO minAOa k
. 

 Once the vvMOs have been determined using either the QUAMBO or QUAO procedure, 

the QAOs are obtained by projecting the minAOs onto the basis of occupied molecular orbitals 

and valence virtual molecular orbitals,  

 
occ vvMOs

1 1

QAO oMO oMO minAO vvMO vvMO minAO
N N

k i i k a a k

i a= =

= +    (17) 

 Intrinsic atomic orbitals (IAOs) were proposed by Knizia based on similar intuition, but 

without specifically optimizing an objective function as in the case of QUAMBO and QUAO.36 

While QUAMBO and QUAO focus on the vMOs, in IAO the focus is on the oMOs. Like MBS, 

in IAO a key step is to project the occupied molecular orbitals onto the minAO basis, though in 
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IAO the accurate atomic orbitals are used for the minAO basis. Knizia calls the oMOs projected 

onto the minAOs depolarized,  

 
( )

minAO 1
minAO

, 1

minAO

doMOs minAO min AO oMO

minAO minAO

N

k l lm m k

l m

lm l m

S

S

−

=

=

=


  (18) 

The doMOs are the portion of the oMOs that can be expressed in the minimal basis set, and we 

could analyze them directly (which would be similar to MBS) or project an accurate wavefunction 

onto this space and then analyze it (which inspires the IAO approach). The projection onto doMOs 

can be written as 

 
( )

minAO 1
doMO

doMO

, 1

doMO

ˆ doMO doMO

doMO doMO

N

l lm m

l m

lm l m

P S

S

−

=

=

=


  (19) 

However, unlike MBS, the IAO method does not ignore the portion of the oMOs that cannot be 

expressed using the minAOs and, indeed, the IAOs span the space of oMOs. We mentioned earlier 

that the IAOs are occupied-orbital-centric, as opposed to the virtual-orbital-centric approach in 

QUAMBO and QUAO. One way this is achieved is by using the resolution of the identity instead. 

I.e., one uses identities like  

 
vMOs oMOs

1 1

vMO vMO 1 oMO oMO
N N

a a i i

a i= =

 −    (20) 

which are exact only in the basis-set limit. With this background, IAOs are given by the following 

formula, 

     ( )
oMOs oMOs

doMO doMO

1 1

ˆ ˆIAO oMO oMO 1 oMO oMO 1 minAO
N N

k i i i i k

i i

P P
= =

    
= + − −    

    
    (21) 
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The interpretation of this formula is that IAOs are obtained by  

(a) projecting the minAOs onto the depolarized occupied MOs, and then the expansion of the 

minAOs in the doMO basis is projected onto the original occupied MOs.  

(b) projecting the minAOs onto the depolarized virtual MOs (using the resolution of the 

identity), and then projecting the minAOs in the depolarized virtual basis onto the 

original virtual MOs (again using the resolution of the identity). 

1.4 Zero-Bond Dipole Orthogonalization (ZBD) 

After a set of AOs has been selected, population analysis can be performed either using the 

Löwdin approach or the Mulliken approach. If the Mulliken approach is chosen, then it is necessary 

to contemplate how the di-atomic contributions should be partitioned between their composing 

atoms. Most generally, one considers a weighted division of the di-atomic contributions,  

 

lk

lk

A

lk lk

A lk

A

A

N N

w N

N

=

=

=







 (22) 

weight 
A

jkw  of atomic basis functions j  and k  belonging to atom A  is normalized for every 

given atom in the molecule so that number of electrons AN  belonging to atom A  can be written 

as 

 
A

A lk lk

lk

N w N=  (23) 

In traditional Mulliken population analysis jkN  is split equally between the atoms that atomic 

basis j  and k  belong to. I.e., 
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 (24) 

Which means that if j  and k  both are associated with atom A  the weight is equal to one and all 

the considered electrons belong to one atom; this corresponds to the atomic term, 
AA

jkN , in equation 

(7). If either j  or k  basis functions belong to another atom B A  then the weight is half, and 

atom A  only gets half of the electrons. The last case is where neither AO is associated with atom 

A, in which case this no contribution is made to this atom’s population. These simple half-and-

half partitioning of the di-atomic populations ignores basic chemical concepts like the way 

electronegativity leads to polar covalent bonds and the fact that distant atoms do not bond (even if 

their diffuse functions overlap significantly).  

There are many possible refinements to the conventional Mulliken partitioning of di-atomic 

contributions, but we focus on the zero-bond dipole (ZBD) method proposed by Laikov.37 The 

general framework is that one to transform the QAOs (whether QUAMBO, or QUAO, or IAO) 

into an orthogonal set of quasi-atomic orbitals, oQAOs, that are in some sense optimal. For 

example, most common orthogonalization methods can be expressed as the minimization of a 

quadratic functional,  

 
,

ˆQAO oQAO QAO oQAOkl k k l l

k l

f w F= − −  (25) 

For example, the Löwdin corresponds to kl klw =  and ˆ 1F = .38 The zero-bond-dipole 

orthogonalization is not expressed exactly in this form (though it is inspired by such an objective 

function). The idea is that the problem of dividing atomic charges in Mulliken analysis is caused 
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by the fact the product of two QAOs, ( ) ( )QAO QAOA B

k lr r  is polarized along the bond, and 

therefore an equal division of this contribution between atoms A and B is ill-advised. This suggests 

orthogonalizing the orbitals in such a way that the orthogonal orbitals have zero dipole moment 

along the bond,  

 oQAO oQAO 0A B

AB k l =R r  (26) 

where ( ) ( ) ( )AB A B A B A B= − −  −  R R R R R R R  is the (normalized) internuclear distance 

vector. The new orthogonal QAOs will be called ZBD-QAO and will satisfy, by construction,  

 ZBD-QAO ZBD-QAOA B

k l kl AB =  (27) 

The QAOs we have defined are already orthogonalized within an atom, but not between atoms. 

We start by performing a Löwdin orthogonalization of the QAOs. ZBD-QAOs can then be 

obtained as a unitary transformation of the Lowdin-orthogonalized QAOs,  

 
,

ZBD-QAO oQAOA AB B

k kl l

l B

T=  (28) 

 ( )†expAB

abT = −L L  (29) 

The lower triangular matrix L is chosen so that the dipole moment overlap, minimized over all 

diatomic terms, becomes as close to zero as possible 

 ( ) ( ) ( )† †exp QAO QAO exp 0
AA B B

A B

AB k l
kk l l

A k B l
A B

 
 

 
 

   


     − − =
   f L R L L r L L  (30) 
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This function is minimized using Scipy with the threshold for the function minimization set to 

7
10

−
. Equation (30) can be minimized directly but the efficiency can be improved by providing the 

Jacobian, 

 
;

;

Ak Bl

Cm Dn

f

=




L 0

 (31) 

 The transformation matrix is antisymmetric, for each iteration during the optimization only lower 

triangular part is updated. The new transformation is constructed as the product of lower triangular 

matrix and transpose of itself. 

 ( ) ( )†

; ;Cm Dn Cm Dn       − = − = − L L  (32) 

to ensure lower triangular shape   .   
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R
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 (33) 

Jacobian in equation (33) is minimized alongside the objective function until converge criteria (10-

7) is reached. The target minAO orbitals are maximally resembled by defining an overlap between 

minAO and converged orthogonal orbitals. 

 minAO oQAOA A A

kl k lS =  (34) 

By using polar decomposition1 converged orbitals are transformed into ZBD-QAO  

 

 

1 https://docs.scipy.org/doc/scipy-0.14.0/reference/generated/scipy.linalg.polar.html 

https://docs.scipy.org/doc/scipy-0.14.0/reference/generated/scipy.linalg.polar.html
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 '

' '

;

Z DB -QAO oQAOA AA A

k kk k

Ak A k

U
 

=   (35) 

where the transformation matrix within a given atom is '

'

AA

kkU  

 

1.5 Conclusion 

Three different QAO populations can be carried out by using QUAMBO, QUAO and IAO, 

these will be referred to as to Q1, Q2, and Q3 for the comparison of charges in chapter four for 

better table fitting. The reason why we are suggesting these QAO and ZBD-QAO instead of the 

canonical ones is: 

1. Derived from the MO so expected to be less dependent to basis set 

2. Easy to calculate  

3. Qualitatively intuitive like minAO 

4. Mulliken populations should improve with QAO  

5. ZBD orthogonalization for chemical trends 

 



18 

 

 

 

Chapter 2 

 

 

 

 

 

 

 

 

 

 

 

2 Aim of the Study 

2.1 Problems with Mulliken 

Mulliken population ensures that partitioning of the electrons between two basis functions 

belonging to two different atoms is systematically solved. Even though Mulliken is mathematically 

unambiguous and elegant, dividing electrons equally between two different atoms has no base on 

chemical intuition. Using a minimal basis set gives good results with Mulliken, but as the basis set 

gets bigger atomic charges become unrealistic. This problem can be remedied by Löwdin by 

orthogonalization of orbitals to atoms. The downside of this technique is undesirable mixing of 

orbitals. During the orthogonalization procedure (the projection onto atomic space of atom A) 

occupied and virtual orbitals are mixed and this is expected in a molecular system. However, the 
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core electrons rarely contribute to bonding and Löwdin orthogonalization mixes core and valence 

spaces. Having higher core-valence coefficients in the overlap matrix can lead to chemically 

unintuitive atomic charges. 

Mulliken’s population may be systematic, but it fails to follow elementary chemical rules 

such as electronegativity, since the bond electrons are divided to atoms equally in equation (10). 

Even though the electrons are divided equally we still get chemically relevant results such as the 

chlorine of HCl is less negative than HF. But this trend is only insured by the overlap matrix, 

fluorine basis functions overlap more with hydrogens than chlorines. Many studies on concludes 

that Mulliken population depends heavily on the atomic orbitals chosen for the calculation. There 

are many options for choosing basis set for quantum mechanics calculations, considering that there 

is no computational limitation for the quality of the wavefunction bigger basis sets are preferred. 

On the other hand, if there are computational limitations (which is rarely the case) a minimal basis 

set is preferred. Mulliken can benefit from the chemically intuitive basis sets such as a minimal 

basis set at the cost of mathematical accuracy.  

Table 2-1. Mulliken population for methane atomic charges (C and H) for different basis sets with varying 

number of total atomic functions (Nbasis) B3LYP/(STO-3G, Def2-SVPP, Def2-SVPD, Def2-TVPP, Def2-TVPD, 

Def2-QZVPP, Def2-QZVPD). 

Nbasis Basis set C H 

9 STO-3G -0.309 0.077 

22 Def2-SVPP -0.443 0.111 

52 Def2-SVPD 0.447 -0.112 

73 Def2-TVPP -0.382 0.096 

87 Def2-TVPD -0.889 0.222 

177 Def2-QZVPP -0.156 0.039 

195 Def2-QZVPD -0.579 0.145 
 

 

Different basis sets and resulting atomic charges for methane molecule is provided in Table 2-1. 

The variation between different basis set cannot be just attributed to the number of basis functions 
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but we can confidently say that Mulliken is a basis set dependent population. For Def2-SVPD 

diffuse basis set we see a negative hydrogen charge on methane, while the chemical expectation is 

that the hydrogen donates electrons to carbon which results in a positive atomic charge. 

Populations that to make up for the chemical intuition with specialized series of 

orthogonalizations with separation of chemically relevant spaces already exists.39 NPA population, 

which will be compared to Mulliken in the later chapters, is very ambiguous and mathematically 

nonsensical. We propose a more elegant way of using non-canonical atomic orbitals that will be 

unique to the molecular wave function called Quasi-Atomic Orbital (QAO). These orbitals will be 

obtained by trying to resemble minimal atomic orbitals from the  
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2.2 Motivation 

The aim of this work is twofold:  

1. New orbital based population analysis QAO with Mulliken in comparison with the popular 

(CM5, QH, ESP, Mulliken, NPA) or referred to as “common population analysis” in this work. 

QAO populations will be assessed for mathematical and chemical traits and compared to 

common population analysis with a large database of molecules in chapter three. 

2. New orthogonalization scheme for QAO orbitals. We expect QAO might fail to provide 

reliable chemical trends because they are non-orthogonal. ZBD orthogonalization is a more 

chemically intuitive way of orthogonalization than Löwdin. The resulting chemical trends with 

ZBD-QAO is expected to be more chemically intuitive than non-orthogonal QAO. Before the 

comparative assessment, ZBD-QAO charges will be tested with a small dataset from the 

reference37  then chemical trends performance of all 11 population analysis will be assessed in 

chapter 4. The structures of molecular interactions are provided in appendix B. 

2.2.1. Chemical Database 

Molecules and molecular interactions chosen for comparison consists of 1866 structures 

ranging from well-known to unusual, organic to metal clusters. Most of these structures have been 

reported by the literature and some of them were generated and optimized with the specifications 

given in section 2.3. The list of the datasets from literature and the a list of the  chemical formulas 

are included in appendix A. Structure are ordered by ID used in Vetee, program written for 

handling population analysis data. It should be noted that ID’s don’t always represent the same 

structure or state; conformers and different charges states of a molecule is grouped in the same ID. 

Different states are distinguished by the job ID which is not provided in this work.  
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Before comparing populations, a set of realistic expectations of behavior should be provided 

since there is no experimental data to compare to. Therefore, there is not a way to deduct one 

method is strictly better than the other. Instead, what we can do is define properties that we expect 

to observe from populations and compare their performances. Desired traits can be divided into 

two main topics of chemical and mathematical assessment. While both traits are desired in any 

given partitioning method, the end goal is to define a method that is chemically reasonable and 

mathematically reliable. 

2.2.2. Chemical Intuition 

The goal of every population is to gain a better understanding of chemical system. 

Therefore, the atomic charges should match the experimentally observed chemical reactivity. In 

retrospect, this possibly makes this trait the most difficult to assess because there are no target 

values to compare to. Instead, a viable option is comparing the atomic charge differences in 

intermolecular and intramolecular system. Atomic charges are expected to be in a reasonable range. 

Universally accepted intermolecular theory of atoms can include electronegativity and radius size. 

For example, going down the periodic table for halogens we expect increase in radius size and 

decrease in electronegativity. A population analysis can fail to satisfy chemical expected 

intermolecular behavior if a fluorine is more positive than a chlorine atom. While ideally each 

molecule should be distinct, the atomic constituents should be transferrable to different chemical 

environments. Populations should be applicable to all atoms and should give reasonable atomic 

charges for different total molecular charges. Some of the populations that will be discussed later 

are optimized for neutral molecules, but it is crucial that any population should be able to describe 

charged structures. Atomic charges should also be correlated with the oxidation state of the atom. 

While oxidation states are integers, atomic populations should never be rounded to integers. Ideally, 
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we expect atomic charges lower than oxidation states. While there is not a definite answer to what 

an atoms atomic charge should be, for a ground state molecule it should not exceed valence 

capacity of an atom. For example, the atomic charge of a hydrogen atom of in an organic system 

should not be close to (or greater than) one. When the electronic structure is delocalized like in a 

benzene molecule, the atomic charge should be evenly spread out to atoms. Minor changes to 

molecular system should not result in drastic or unpredictable changes, instead it should be a 

systematic change in numerical values. Conformational, or rotations around the free bonds, effect 

on charge partitioning methods have been studied over two decades.40 Ideally, we expect small 

changes in the molecule to not greatly affect the atomic charges. Similarly, atomic charges of 

different conformations of a molecule should be similar and stable with rotations around bonds. 

The charges should be in accordance with the anionic and cationic makeup of the molecule such 

that the actives sites can be identified. 

2.2.3. Mathematical Stability 

Partitioning method should be bias-free and only dependent on the unique wavefunction of the 

molecule. Computational robustness is expected, as well as unique atomic charges. For canonical 

orbital based population methods (Mulliken, NPA, atomic basis functions are predetermined to 

reflect the chemists’ expectations from orbitals. However, this expectation makes the atomic 

orbitals used to describe the molecular system not unique and open to bias resulting in basis set 

dependency. There are many different basis sets in literature and partitioning methods should be 

independent of this choice. Similarly, level of theory used to construct the wave function should 

not greatly affect the results. 

 

2.3 Computational Details 
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Molecules from each dataset were selected to test the limitations of some common density-

based partitioning populations(Hirshfeld, Charge-model 5 or CM5),13,15 electrostatic potential 

fitting population (ESP) from Hu-Lu-Yang,41 and three widely available orbital-based population 

analysis: Mulliken (M), Minimal Basis Set (MBS),28 and Natural Population Analysis (NPA).42 

These results are compared to three methods based on quasi-atomic orbitals (QUAMBO, QUAO, 

IAO) in both their Mulliken and Löwdin formulations, with and without ZBD orthogonalization.  

Structures without coordinates were generated using PubChemPy43 package. These 

coordinates were optimized using Gaussian16 (version B.01) software package.14 (For datasets 

with optimized geometries, the optimization step was skipped and only the population analysis 

was carried out.) Geometry optimizations were performed with HF44, B3LYP45 and ωB97XD46 

levels of theory and Def2-SVP basis set, ultrafine integration grids, very tight linear equation 

solutions for SCF procedure and very tight optimization criteria. After the convergence, using 

stable=opt keyword the geometry was confirmed to be the local minimum. All other options in the 

Gaussian program were set to their default values, except occasionally additional keywords were 

needed to obtain convergence. NPA, Hirshfeld, Mulliken, ESP atomic charge calculations were 

generated with same integral and SCF options using basis sets47,48 def2-SVPP, def2-SVPD, def2-

TZVPP, def2-TZVPD, def2-QZVPP basis sets were used; these basis sets use pseudopotentials to 

estimate relativistic effects for atoms beyond Krypton (Z=36).47,48 These property-optimized 

augmented basis sets were chosen because they cover the wide variety of atom types in our 

database 
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Chapter 3 

 

 

3 Comparison of Population Analysis 

 

3.1 Method 

Approximation of the wave function method (or referred to as the level of theory) effect on 

the atomic charges have been assessed in this section. 

 

Figure 3-1. Scatter plot of atomic charges with three methods (B3LYP, HF, ωB97XD)/Def2-SVPP of common 

populations (CM5, Mulliken, NPA, QH, ESP) charges below negative three are omitted. 
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Atomic charge spread with three different level of theory for common population methods has 

been plotted Figure 3-1 as a stripplot2. This plot is a scatterplot where one variable is a category, 

in this case is the wave function method: B3LYP, HF, ωB97X. Some of the low-lying atomic 

charges have been omitted due to scaling issues and will be discussed later in Outlier Structures 

section. This graph gives a very rough look at atomic charge spread with different methods, HF 

method gives the highest spread out of all three. While the lower boundaries for all three levels of 

theory are similar (except for some outliers from Mulliken and ESP) the spread of the higher 

boundary is considerably more significant. Between B3LYP and HF, NPA charges above two can 

shift up to ~0.5. High positive charges can be dependent on the level of theory, especially for the 

NPA population. The same magnitude of method dependency can be observed with Mulliken as 

well for positive charges around positive one. We can tentatively say that ESP population is also 

level of theory dependent, but it is not very clear from this Figure 3-1. Hirshfeld flavors CM5 and 

QH seem to be the most stable population with changing level of theory and are the least spread 

out. These atomic charges tend to stay in the range of positive to negative one with CM5 being 

slightly more spread out than QH. The spread of atomic charges for each partitioning method can 

be further studied numerically in Figure 3-2. Each histogram is the distribution of max minq q−  

where 
maxq  and 

maxq  are the maximum and minimum atomic charge of an atom for three methods: 

HF, B3LYP, and 𝜔B97XD. All these graphs are skewed right histograms with greatest densities 

around zero and two to three minor peaks varying between 0.05 to 0.3. Ideally, we should be 

looking for a shorter tail for a smaller range in atom charge difference with changing levels of 

 

 

2 https://seaborn.pydata.org/generated/seaborn.stripplot.html 

https://seaborn.pydata.org/generated/seaborn.stripplot.html
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theory. CM5 and QH (almost identical in density) are still the least method dependent with sharp 

and the highest peak around zero compared to the other population methods. Also, these two 

graphs have the shortest tails not exceeding 0.5 and three minor peaks around 0.04, 0.06 and 0.11. 

The major peak around zero is shorter and wider for the ESP method. The tail is extending almost 

to 0.8 pointing towards a much higher level of theory difference. The minor peaks from the 

Hirshfeld techniques, CM5 and QH, are shifted by 0.02, 0.18 and 0.2. If a method dependency 

occurs with Hirshfeld techniques, then this dependency may be higher with ESP. NPA is 

comparable but a bit worse than ESP in dependency; the major peak is lower in density and shifted 

slightly away from zero. Also, the densities of the minor peaks are less prominent. Since the minor 

peaks are common to all population analysis methods, their presence may be caused by the 

molecular structures. The Mulliken population analysis histogram has the widest peaks among all 

tested methods, and its highest density peak is not even close to zero, instead lying above 0.05. 

There are only two minor peaks and they lie around 0.11 and 0.3 making them the highest out of 

all the considered methods. Although the tail of the graph is slightly above 0.5, looking at the 

frequency densities we can summarize that Mulliken is the most level of theory dependent 

population analysis technique. Out of all the flavors of QAO, IAO seems to be the least level of 

theory dependent with a shorter tail that is comparable to CM5 and QH methods. 

The tails of CM5 and QH graphs are from dataset MB08 (ID 1354, 1402, 1273) and all 

different atoms (F, C and H respectively). Higher atomic charge differences between different 

methods cannot be attributed to an atom type with the MB08 dataset, but the dissociating bond 

effect on robustness of CM5 and QH should be be considered. Also, description of long distance 

interactions are very different with ωB97XD compared to HF. NPA tail (ID 1339, 1419, 1344) 

and ESP tail are both from the MB08 dataset (ID 1339, 1402, 1344) at the HF level. Unlike other 
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population analyses, the QUAO tail is mostly the X40 dataset (ID 1460 1460, 1326) for both HF 

and B3LYP. Molecule ID 1460 seems to be high in variance for carbon and bromine atoms with 

QUAO; bromine is the end of the tail with variance of one. 
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Figure 3-2 Distribution of max. min. atomic charge difference for three different levels of theory (B3LYP, 

HF, ωB97XD) for CM5, QH, ESP, Mulliken, NPA, QUAMBO, QUAO, IAO populations. One unit on the y axis 

is a thousand atomic charges. 
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The spread for the level of theory dependency is further studied with the variance 
2

  which 

is a measure of how far each atomic population is from the mean for studied methods.  
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where average variance 2  is calculated as the variance of each atom as molecules for three 

different methods. Atomic charge maqx  and max  is the average of the atomic charge over all 

methods: HF, B3LYP, ωB97XD. To omit the effect of basis set dependency only population 

calculations carried out with one basis set Def2-SVPP is considered: 

Table 3-1. Average and maximum variance of each population for same atom with three different methods (HF, 

B3LYP, ωB97XD) with one basis set Def2-SVPP. 

 Avg(σ2) Max(σ2) 

CM5 7.00E-05 6.90E-02 

QH 7.00E-05 6.90E-02 

ESP 1.08E-03 1.68E-01 

Mulliken 6.54E-03 7.56E-02 

NPA 7.54E-04 1.89E-01 

QUAMBO 7.80E-04 9.29E-01 

QUAO 6.51E-04 2.21E-01 

IAO 3.15E-04 8.72E-02 
 

 

Average values of variance of each atom with different methods are presented in Table 3-1. On 

average Mulliken population analysis, followed by ESP and NPA, is the most method dependent 

population analysis. The least method dependent population is Hirshfeld flavors CM5 and QH 

followed by QAO flavors. The most method dependent QAO flavor is QUAMBO and the least 

dependent is IAO. In accordance with the previous findings, the HF method increase the variance 
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for all methods, if HF calculations are omitted all average variance values go down. Maximum 

values of the variance values are also provided in the second column of Table 3-1, while the highest 

average variance is seen for Mulliken the maximum variance is seen for QUAMBO. This is mainly 

because of some atom types are unstable with QUAMBO and QUAO. Maximum variance of IAO 

is less than other QAO flavors. It is interesting to observe that maximum variance of Mulliken is 

comparable to that of CM5 and QH. Meaning, this value is not an outlier (atoms from MB08 

dataset), but Mulliken population has high variance for most atoms with different methods. 

To summarize the findings of method dependency, with or without the mindless DFT 

benchmarking dataset MB08, is given by: 

 CM5 QH ESP Mulliken NPA QUAMBO QUAO IAO 

Method independence (with MB08) ✓ ✓      ✓ 

Method independence (without MB08) ✓ ✓ ✓  ✓ ✓* ✓* ✓ 

 

Mulliken is the most method dependent population followed by ESP and NPA. Method 

dependency can be improved for ESP and NPA by taking out the MB08 dataset. This cannot be 

said for Mulliken, this population stays method dependent for all datasets. QUAMBO and QUAO 

in general improves the method dependency of Mulliken except for Br atoms. 
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3.2 Basis Set 

In this section the effect of increasing the number of basis functions, or using a bigger basis set, 

on population analysis methods is studied.  

 

Figure 3-3 Scatter plot of atomic charges with three different level of theory basis sets (Def2- 

SVPP, Def2- TZVPP, Def2-QZVPP) for population analysis methods (CM5, Mulliken, NPA, 

QH, ESP) omitted atomic charges below negative three. 

 

The most spread out atomic charges can be seen with Def2-SVPP basis set from Figure 3-3. 

Mulliken charges are considerably higher and the band structures seen with atomic charges above 

positive two for NPA with Def2-TZVPP and Def2-QZVPP basis sets are fuzzier for this basis set. 

Comparing these band like structures seen in higher charges for NPA with  Figure 3-1, for basis 

set these band structures are more prominent. This can be attributed to NPA qualitatively being 

more basis dependent than method dependent. The preferable basis set in atomic charge quality 

framework is Def2-QVPP. Use of this basis set results in the least spread out atomic charges. 
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Furthermore, the benefit of increasing the number of basis functions is clear with the decreasing 

number of outlier atomic charges. Like the previously seen with method dependency, basis set 

dependency is the least for CM5 and QH.  

Like level of theory dependence histograms in in Figure 3-2 basis set dependency can be 

assessed  quantitatively Figure 3-4. A higher dependency (on average) can be observed with basis 

set compared to method. This can be proven by looking at the maximum tail of a histogram; for 

method dependency it is one (with QUAO) while in Figure 3-4 it is above two (with Mulliken). 

CM5 and QH graphs show a very narrow peak around 0.03 which makes them the most basis set 

stable two population methods. These methods also have the shortest tail extending to a smaller 

range of 0.44. Opposite to this case, Mulliken and ESP are more basis set dependent than method. 

Both have wider peaks resulting in a more spread out distribution with the change of basis. Primary 

density peak of Mulliken is located below 0.1, for basis set it is approximately located between 0-

0.5 almost the five times more spread out than the former. Furthermore, both methods have longer 

tails extending past 1.75 and 2.0 respectively. Considering both the peak width and tail length we 

can summarize that Mulliken followed by ESP is the most basis set dependent population analysis 

methods. There is higher density at the tail ends for CM5, QH and QUAMBO. for basis sets than 

methods. The tails of the CM5 and QH like the method graphs, are composed of molecules from 

MB08 dataset (ID 1383, 1343, 1393) and all are oxygen type atoms. The longest tail seen for 

Mulliken consists of carbon atomic charges from zwitterionic molecules of JOC dataset (ID 812). 

The same molecule ID 812 seems to be a problematic molecule for population analysis methods 

because we can find it also at the end of ESP tail. Instead of the carbon atomic charges like 

Mulliken, ESP is unstable with nitrogen atoms. Molecular structures with greater basis set 

dependency for QUAMBO, QUAO and IAO are not the same. Starting with QUAMBO, the tail 
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is almost the same carbon atomic charges as Mulliken tail in a lower magnitude. QUAO has tail is 

mostly from Br charges intermolecular interaction structures of X40 dataset (ID 1460,1479,1466). 

Bromine atom disrupts QUAO computational robustness. Last QAO flavor IAO tail has molecules 

from (ID 1383, 1343, 1393) from MB08 mindless dataset and for only HF method and only for 

oxygen atoms. The same oxygen atomic charges also destabilize NPA method (ID 1343, 1383, 

1303). From basis set dependency perspective QUAMBO and Mulliken, IAO and NPA have the 

same challenges. QUAO seems to be the worst out of all three at explaining halogen bonding. 
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Figure 3-4. Distribution of max. min. atomic charge difference for three different basis sets (Def2-SVPP, Def2-

TZVPP, Def2-QZVPP) for CM5, QH, ESP, Mulliken, NPA, QUAMBO, QUAO, IAO populations. One unit on 

the y axis is a thousand atomic charges. 
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Next, we will consider how basis set dependency by with looking at the average and 

maximum variance 𝜎2  for three different basis sets. Comparing this basis set table with the 

previous method variance in Table 3-1, higher numbers are observed. This means that all 

populations are more basis set dependent than method dependent. 

Table 3-2. Average variance of each population for same atom with three different basis sets 

(Def2- SVPP, Def2- TZVPP, Def2-QZVPP) with B3LYP method. 

 Avg(σ2) Max(σ2) 

CM5 6.37E-04 6.42E-02 

QH 6.37E-04 6.42E-02 

ESP 1.40E-03 8.78E-01 

Mulliken 2.60E-03 1.12E+00 

NPA 1.60E-03 1.05E-01 

QUAMBO 2.08E-03 9.29E-01 

QUAO 2.02E-03 2.21E-01 

IAO 3.15E-04 8.72E-02 
 

 

The highest value is seen with Mulliken population from Table 3-2 followed by NPA, ESP. The 

lowest average variance is with Hirshfeld CM5 and QH, so these are the least basis set dependent 

populations. QUAMBO and QUAO are only slightly less basis set dependent than Mulliken 

population. IAO is an improvement over Mulliken and other QAO flavors, there is a clear decline 

in maximum variance from Mulliken-QUAMBO-QUAO-IAO.  

Using QAO as orbitals instead of canonical ones decreases basis set and method 

dependency for Mulliken population analysis. Dependency for QUAMBO, QUAO, and ESP can 

be decreased by omitting some datasets like MB08. Some atom types increase the dependency 

with QAO flavors so in the next section we will be talking about effect of atom type. 

 CM5 QH ESP Mulliken NPA QUAMBO QUAO IAO 

Basis set independence (with MB08) ✓ ✓   ✓   ✓ 

Basis set independence (without MB08) ✓ ✓ ✓  ✓ ✓* ✓* ✓ 
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3.3  Atom Type 

Atoms are the fundament of every population analysis, so any population analysis method should 

be applicable to all atom types. Atomic charges in the database (for total number of 143883 atoms) 

are pair plotted for clear visualization of correlation between different population analysis. Due to 

the number of studied methods we have split the pair plots into three sections; common-common, 

QAO-QAO and finally QAO-common correlation graphs. To start with, correlation of common 

studied population analysis methods is presented Figure 3-5. For each atom type a different marker 

is used and provided in the legend on the right side of the graph. It should be emphasized that 

charges that were omitted in previous graphs (extremely negative sodium charges) is shown in this 

graph. However, this is not applied in the next two correlation graphs (QAO-QAO and QAO-

common) since the outlier charges for QAO flavors are on the positive side it causes scaling issues. 

These omitted charges will be revisited in outlier charges section. 
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 Figure 3-5 Correlation of atomic charges from different (CM5, Mulliken, NPA, QH, 

ESP) population analysis for B3LYP/Def2-SVPP separated by atom type. 

 

The highest (almost linear) correlation is seen between CM5 and QH. This is to be expected 

because both are Hirshfeld population analysis flavors. From the scatter plot the most different 

charges seem to be for nitrogen atom. If this atom type is taken out of the database the regression 

line slope increases from 0.58 to 0.64, hence increasing the correlation. Considering that database 

at hand has some charged species it is unusual to see atomic charges for different atom types are 
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all in a small range for these methods and should be studied with high expected charges. Oxygen 

charges, concealed by the nitrogen markers, are also slightly different QH charges are on average 

higher (-0.08) than CM5 charges (-0.42). Attributing this difference between two methods to atom 

types might be an oversimplification of the problem, since most datasets with nitrogen and oxygen 

have charged molecules. This behavior might be due to the existence of charged species especially 

considering both atom types are spread out for other methods. Nitrogen and oxygen charges for 

CM5 and QH will be further studied in the next sections.  

The most notable difference in the correlation plots is for ESP with outlier Na charges from 

ID 46, which were omitted for other figures better scaling in most figures. Compared to other 

populations, not only ESP has the highest carbon charges (higher than positive two) but also it has 

the most spread out charges. Further investigation on atom type effect on population analysis is 

required. NPA seems to produce the highest range for atomic charges. NPA correlation graphs are 

the most unique out of all the others, there is a clear deviation form linear dependence with atom 

types silica, potassium, aluminum. Atomic charges of xenon extend to positive four, which for 

other populations extend up to positive two. 

Localization of several atom types can be seen among most population analysis. An 

example is silica which is most delocalized with Mulliken ranging between approximately 0.5 to 

1.5, while for others it is very localized to a 0.5 atomic charge range. A higher range is not 

necessarily a defect, but it requires closer inspection to the reason why. 
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Figure 3-6. Correlation of atomic charges between different QAO flavors (QUAMBO, QUAO, IAO) population analysis 

for B3LYP/Def2-SVPP separated by atom type. 

 

Atomic charge difference between three types of QAO methods can be seen from Figure 3-

6. Bromine and carbon charges are the most prominently difference. The best regression line fit is 

for QUAMBO and QUAO, which seems to be unstable with bromine atoms ranging between 0 – 

2.5 and 0 – 1.1 respectively. Bromine is not the only type of atomic charge to be localized with 

IAO, carbon charges also are in a smaller range. There are still omitted charges above sodium 

atom, these molecules will be discussed later. Furthermore, when compared to Figure 3-5 there are 

less data points. Chromium atoms are missing from the data and the reason should be investigated. 

Correlation graphs show clear localization of charges (except for the unstable atoms) such as xenon 

into three distinct categories. This should be further investigated if this pattern makes sense or not. 
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Figure 3-7. Correlation of atomic charges of QAO population methods (QUAMBO, QAO, IAO) with common 

population methods (CM5, QH, ESP, Mulliken, NPA) linear regression line equation and R2 values given on each 

graph. Data is filtered for B3LYP/Def2-SVPP. 

 

QAO methods have a clear different slope for each common population methods. The highest 

QAO correlation is with NPA, signified by a highest regression line fit of ~0.98. The fit is 

improved by omitting outlier charges (bromine and sodium) from QAO calculations. For well-

known molecular structures QAO can be suggested instead of NPA populations. IAO is the QAO 

flavor that has the highest correlation with NPA population.  
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y=0.0096X+1.2 y=0.0029X+1.9 y=0.0057X+0.95 
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R2=0.80 R2=0.87 R2=0.80 R2=0.92 R2=0.98 
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Figure 3-8 Spread of atomic charges categorized by atom type for common population methods (CM5, QH, ESP, 

Mulliken, NPA) with B3LYP/Def2-SVPP. Sodium outlier charges are omitted. 

 

To be able to show atomic charge data categorized by atom type in Figure 3-8 Spread of atomic 

charges categorized by atom type for common population methods (CM5, QH, ESP, Mulliken, 

NPA) with B3LYP/Def2-SVPP. Sodium outlier charges are omitted., sodium charges had to be 

neglected because this is specific case, an “extreme” molecule so to say, which is considered a 

“breaking point” for some population analysis methods. These cases will be visited in later sections. 

From this graph it can be clearly seen that the variance for different atom types can be different 

for population analysis methods. NPA appears at the upper boundary for many atoms except for a 

few cases. Atomic charges of C, H, N, O, F, I with NPA is not the highest observed value. Granted, 

some of these are not chemically intuitive, such as carbon charges above two. The highest atomic 

charge boundary is seen with NPA for xenon atom, close to positive four (some extreme charges 

are still not shown). We can also see that the bromine charges go up to an unexpected positive 
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number. The close to one hydrogen charges should be studied as well, HF level of theory is 

expected to fail, but other methods should be giving a reasonable charge. 

  

Figure 3-9. Spread of atomic charges categorized by atom type for QAO population methods 

with B3LYP/Def2-SVPP. Na outlier charges are omitted. 

 

When the atomic charges for QAO methods are separated by atoms, we can see discrete levels of 

atomic charges like valence theory49,50 Like the case for common populations in Figure 3-9, QAO 

methods break with sodium charges that were omitted for scaling sake. The most spread out flavor 

seems to be QUAO. There are some chemically unintuitive charges, like the chlorine and bromine 

charge going up to three. For the lower limit QUAMBO gives lowest atomic charges, below 

negative two for carbon. This is lower than the common population analysis methods limit, but 

there are improvements such as IAO method being stable with carbon atom in acceptable charges 

range. Clear clustering of the charges can be seen for many atoms (Mg, Be, Si, Xe) unlike common 

population methods. 
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 CM5 QH ESP Mulliken NPA QUAMBO QUAO IAO 

Atom type ✓ ✓      ✓ 

 

3.4 Conformation 

 

Figure 3-10. Structure of Arginine with indices of heavy atoms given in parenthesis ID 2. 

Conformational stability is asses with amino acids. These molecules have similar 

backbones of amine, alpha carbon bonded to side chain specific for the amino acid and a carboxyl 

group. Four neutral amino acids: Alanine, Arginine, Aspartic Acid with 11, 58, 12, and 21 

conformers are studied. Since Arginine has the highest number of conformations it will be the 

example for conformation assessment. 

The variance of heavy atom indexed as in Figure 3-10 is given in Table 3-3. Overall, the 

conformer variance values are lower than the average variances seen for method and basis set. This 

might be because the populations are less dependent on conformational changes, but we cannot be 

certain until these assessments have the same sample size. CM5 and QH are the least conformation 

dependent population methods, rarely deviating from zero. ESP turns out to be the most 

conformation dependent method out of all studied population analysis. As the number of 

considered conformations increase, NPA and Mulliken atomic charges destabilize. For the amino 

acid with the least number of conformations Alanine, almost all population methods are stable 

except for ESP. 
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Table 3-3. Variances of heavy atom charges for 58 conformers of Arginine for common (CM5, QH, ESP, 

Mulliken, NPA) and QAO (QUAMBO, QUAO, IAO) populations with B3LYP/Def2-SVPP ID 2. For clarity, 

atomic charges are conditional formatted on color scale; background darkens as the charge increases. 

Atom CM5 QH ESP M NPA QUAMBO QUAO IAO 

N (1) 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 

C (3) 0.00 0.00 0.07 0.00 0.01 0.01 0.01 0.01 

C (5) 0.00 0.00 0.07 0.00 0.00 0.00 0.00 0.00 

C (6) 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 

C (9) 0.01 0.00 0.05 0.01 0.04 0.04 0.03 0.03 

O (10) 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01 

C (13) 0.01 0.00 0.04 0.00 0.01 0.01 0.01 0.01 

N (16) 0.02 0.00 0.04 0.01 0.04 0.03 0.03 0.03 

C (18) 0.00 0.00 0.02 0.00 0.01 0.00 0.00 0.00 

N (19) 0.02 0.01 0.06 0.01 0.06 0.05 0.04 0.04 

N (20) 0.01 0.00 0.03 0.01 0.02 0.02 0.02 0.02 

N (24) 0.01 0.00 0.02 0.01 0.03 0.03 0.02 0.02 

C (25) 0.00 0.00 0.04 0.01 0.02 0.03 0.03 0.02 

C (30) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

C (31) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

O (32) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
 

 

Highest variance is seen for Alanine for two carbon atoms with index 3, 5, and 19. Since these 

atoms are not buried in the center of the molecule (index 19 is at the end of the molecule) a possible 

reason might be that ESP being not stable for carbon charges. Higher variance persists with ESP 

for Arginine and Aspartic Acid. For Arginine the highest variation is for carbon index 2 and like 

in Alanine’s case this is the carbon between the amine and carbonyl group, referred to as the alpha 

carbon.  

 CM5 QH ESP Mulliken NPA QUAMBO QUAO IAO 

Conformational stability ✓ ✓  ✓ ✓ ✓ ✓ ✓ 
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3.5 Outlier Structures 

3.5.1. N-methyl-[2,2,2]-azabicyclooctane 

 

Figure 3-11. Structure of N-methyl-[2,2,2]-azabicyclooctane given indices on the atoms ID 812 

 

So far, we have seen some prominent molecules form the database that causes population analysis 

methods to behave computationally less robust. Molecule ID 812  from JOC51 (17-H structure on 

reference) zwitterion dataset has proven to cause a high basis set dependency and it requires closer 

inspection. The atomic charges of the heavy atoms for this molecule can be seen in Figure 3-11. 

Design of this anion sheds some light on the data, Figure 19 in JOC51 and refers the unprotonated 

molecules (without hydrogen indexed 27) as the ligand. Positive to negative shift in atomic charge 

of neighboring atoms makes this molecule a strong nucleophile with a high dipole moment. As 

debated over by Weinstein, this is the proof of the non-classical cation due to the ionic carbon 

indexed two in Figure 3-3. Difference of atomic charge between neighboring carbon atoms causes 

the protonated structure enables stabilization through homoaromaticity52 creating a  -delocalized 

carbocation. Electron delocalization between carbon indices 4, 5, 6, 7, 8 is considered a chemically 

debatable in a neutral molecular environment. 
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Table 3-4. Heavy atomic (and hydrogen 27) charges and method/basis set variance in parenthesis for molecule ID 

812 for common (CM5, QH, ESP, Mulliken, NPA) and QAO (QUAMBO, QUAO, IAO) populations. For clarity, 

atomic charges are conditional formatted on color scale; background darkens as the charge increases. 

Atom CM5 QH ESP Mulliken NPA QUAMBO QUAO IAO 

N(1) -0.23(0.01) 0.10(0.01) -1.40(0.66) -0.32(0.53) -0.40(0.10) -0.17(0.00) -0.16(0.00) 0.05(0.00) 

C(2) 0.00(0.00) 0.02(0.00) -0.09(0.12) -0.20(0.82) -0.14(0.02) -0.02(0.01) -0.03(0.00) 0.02(0.00) 

C(3) -0.10(0.01) -0.04(0.01) 0.87(0.14) 0.21(0.17) -0.20(0.05) -0.36(0.00) -0.32(0.00) -0.25(0.00) 

C(4) -0.10(0.01) -0.04(0.01) 0.88(0.13) 0.21(0.17) -0.20(0.05) -0.36(0.00) -0.32(0.00) -0.25(0.00) 

C(5) -0.10(0.01) -0.04(0.01) 0.87(0.13) 0.21(0.17) -0.20(0.05) -0.36(0.00) -0.32(0.00) -0.25(0.00) 

C(6) -0.18(0.01) -0.08(0.01) 0.12(0.13) 0.04(0.14) -0.40(0.03) -0.45(0.00) -0.40(0.00) -0.28(0.00) 

C(7) -0.18(0.01) -0.08(0.01) 0.09(0.16) 0.04(0.14) -0.40(0.03) -0.45(0.00) -0.40(0.00) -0.28(0.00) 

C(8) -0.18(0.01) -0.08(0.01) 0.14(0.12) 0.04(0.14) -0.40(0.03) -0.45(0.00) -0.40(0.00) -0.28(0.00) 

C(9) -0.18(0.01) -0.08(0.01) 0.95(0.42) 0.03(0.32) -0.40(0.06) -0.61(0.00) -0.56(0.00) -0.41(0.00) 

C(10) -0.05(0.01) -0.04(0.01) 0.28(0.07) 0.68(0.61) 0.00(0.02) 0.01(0.38) -0.01(0.00) 0.00(0.00) 

C(23) -0.22(0.01) -0.17(0.01) -0.57(0.04) -0.81(0.96) -0.27(0.03) -0.40(0.65) -0.36(0.00) -0.29(0.00) 

H(27) 0.11 0.06 0.24 0.01 0.2 0.26 0.24 0.15 
 

 

Overall, the charges are mostly neutral except for a few outliers and high variances values cause 

by method and/or basis set dependency. The darkest colors (highest charges) are seen mostly for 

ESP and Mulliken, and the lightest color (lowest charges) with the first atom for ESP. The most 

negative charge Table 3-6  is a nitrogen indexed one, and the most positive is the carbon indexed 

nine with ESP.   

N(1) : The carbon indexed 9 will not be discussed because atomic charges are directly corelated 

with charge of this nitrogen. Nitrogen indexed one is bonded to four carbon atoms and expected 

to be on the positive side. However, there is a negative charge delocalized in the bicyclooctane so 

the charge should be less than a regular nitrogen bonded to four carbons. Greatest difference is 

seen with ESP, not only the charge is wrong sign, the variance is quite high as well. Only positive 

charge is seen with QH and IAO. 

 

C(3-5) : For negative N(1) charges the neighboring carbons (carbons with index 3, 4, 5, 9) are also 

positive (almost close to one with ESP). We expect electron delocalization in bicyclooctane , so 
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these carbons should be negatively charged. Mulliken and ESP fail in this regard, they also have a 

high variance, CM5 and QH have the correct right sign but the values are too low to indicate a 

delocalization. NPA and QAO populations are reasonable, if not for NPA’s high variance. 

C (2) : Expected to be negative, CM5 and QH fail to satisfy this, while other populations are all 

negative. Mulliken and ESP continue to have a high variance and not considered stable. 

C (23) : In the reference this carbon atom is reported to be the negative probe of the molecule. 

Their findings are supported with ESP charges and this is the same case in  Table 3-6. This atomic 

charge is negative for all populations, but too neutral for CM5 and QH populations. 

H (27) : Reported as the acidic hydrogen, expected to have positive charge. All populations are 

positive, but QH and Mulliken charges are too neutral.  

 To conclude this outlier, the results of the assessment is presented in Table 2-1 IAO seems 

to be the best choice out of all populations. The presence of a large dipole moment and curried 

delocalization in the bicyclooctane cage results in ESP and Mulliken charges to be unreasonable. 

This is an example of neutral homoaromatic molecule where the scaling difference with CM5 can 

be seen clearly when the charges are compared to QH.53 

Table 3-5. Population recommendation for N-methyl-[2,2,2]-azabicyclooctane ID 812 summary with CM5, QH, 

ESP, Mulliken, NPA, QUAMBO, QUAO, IAO 

 CM5 QH ESP Mulliken NPA QUAMBO QUAO IAO 

N (1)  ✓      ✓ 

C (3-5)  ✓      ✓ 

C (2)     ✓ ✓ ✓ ✓ 

C (23)   ✓ ✓ ✓ ✓ ✓ ✓ 

H (27) ✓  ✓  ✓ ✓ ✓ ✓ 

Total     ✓ ✓ ✓ ✓✓ 
 



49 

3.5.2. Trifluorobromomethane 

 

Figure 3-12. Structure of trifluorobromomethane (F3CBr) interaction with benzene (C6H6) indices given on the 

atoms ID 1460. 

 

The second outlier is from non-covalent halogenated compounds interaction dataset X40. The two 

interacting molecules are benzene and trifluorobromomethane ID 1460, labelled 29 in reference54 

the structure of the interaction with atom indices are given in Figure 3-12. It has been noted that 

there is as slight variance for the atomic charges for the trifluorobromomethane. Charges and 

variances in parenthesis are given in Figure 3-12. 

Table 3-6. Trifluorobromomethane atomic charges B3LYP/Def2-SVPP and method/basis set variance in 

parenthesis ID 1460. For clarity, atomic charges are conditional formatted on color scale; background darkens as 

the charge increases 

Atom CM5 QH ESP Mulliken NPA QUAMBO QUAO IAO 

Br (13) 0.01(0.00) -0.01(0.00) -0.13(0.00) -0.05(0.00) 0.04(0.00) 2.35(0.03) -0.34(0.09) -0.09(0.00) 

C (14) 0.35(0.00) 0.31(0.00) 0.47(0.01) 0.46(0.02) 1.03(0.01) 0.13(0.03) 0.37(0.09) 0.84(0.00) 

F (15) -0.12(0.00) -0.10(0.00) -0.13(0.00) -0.14(0.00) -0.36(0.00) -0.30(0.00) 0.18(0.04) -0.25(0.00) 

F (16) -0.12(0.00) -0.10(0.00) -0.13(0.00) -0.14(0.00) -0.36(0.00) -0.35(0.00) 0.11(0.03) -0.25(0.00) 

F (17) -0.12(0.00) -0.10(0.00) -0.13(0.00) -0.14(0.00) -0.36(0.00) -0.30(0.00) 0.14(0.04) -0.25(0.00) 
 

 

Br(1) : Bromine is more electronegative than carbon, and less than fluorine. Therefore, we expect 

the charge of this atom to be more negative than carbon and more positive than fluorine atoms. 

CM5, QH, NPA, and QUAMBO populations all predict bromine as positively charged. QUAMBO 
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is the worst population for describing bromine charges and should not be used if the system has 

bromine atoms. 

C(14) : Central carbon atom is expected to be positively charged. This is satisfied for all 

populations. NPA predicts this structure as a carbocation with the carbon charge above positive 

one.  

F(15-17) : Fluorine is the most electronegative atom in the molecule. We expect it to be the lowest 

and a negative charge. QUAO charges are positive and the variances are slightly higher than zero. 

QUAO is the only population that fails. 

 One of the consistent atomic charge expectation failures for this molecule is seen for 

bromine atom. This atom has a very large size which can get the overlap coefficients higher than 

expected. Also, these atomic charges are from an intermolecular structure. The existence of highly 

delocalized electrons should be affecting the charges. General assessment breakdown is presented 

in Table 3-7. We advise ESP, Mulliken and IAO for compounds containing bromine atom. 

Table 3-7. Population recommendation for trifluorobromomethane ID 1460 summary with CM5, QH, ESP, 

Mulliken, NPA, QUAMBO, QUAO, IAO 

 CM5 QH ESP Mulliken NPA QUAMBO QUAO IAO 

Br (1)   ✓ ✓   ✓ ✓ 

C (14) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

F(15-17) ✓ ✓ ✓ ✓ ✓ ✓  ✓ 

Total   ✓ ✓    ✓ 
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3.5.3. 1,1,2-Trichlorotrifluoroethane 

 

Figure 3-13. Structure of 1,1,2-Trichlorotrifluoroethane (FCl2CCF2Cl) ID 193. 

 

We have seen that halogens can be positive from previous example ID 1460. The database is 

filtered for positive halogen charges several molecules from Mobley dataset stands out. The next 

example is neutral substituted ethane molecule.  

Table 3-8. Atomic charges for 1,1,2-Trichlorotrifluoroethane with B3LYP/Def2-SVPP ID 193. For clarity, 

atomic charges are conditional formatted on color scale; background darkens as the charge increases 

Atom CM5 QH ESP Mulliken NPA QUAMBO QUAO IAO 

Cl(1) -0.029 -0.031 0.070 -0.036 0.010 -0.017 -0.023 -0.015 

Cl(2) -0.029 -0.031 0.070 -0.036 0.010 -0.017 -0.023 -0.013 

Cl(3) -0.035 -0.039 0.017 -0.066 -0.023 -0.037 -0.043 -0.031 

F(4) -0.117 -0.093 0.055 -0.148 -0.335 -0.314 -0.313 -0.241 

F(5) -0.118 -0.095 -0.021 -0.146 -0.347 -0.327 -0.325 -0.248 

F(6) -0.118 -0.095 -0.019 -0.146 -0.347 -0.327 -0.325 -0.247 

C(7) 0.184 0.162 -0.240 0.174 0.292 0.331 0.343 0.260 

C(8) 0.262 0.223 0.069 0.404 0.741 0.710 0.709 0.535 
 

 

Cl(1-3) : Chlorine should be negative in sign and lower than carbon, higher than the fluorine 

charges. ESP and NPA charges are positive unlike expected. For other populations all conditions 

are satisfied. 
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F(4-6) : Fluorine is the most electronegative element in this molecule. It is expected to be 

negative in sign and the lowest out of all the other atomic charges. ESP charge for fluorine index 

4 is positive. The other populations are all negative. QH charges are too neutral. 

C(7,8) : Carbons should be positive and the highest atomic charges in the molecule. Only ESP 

for carbon index 7 negative, the other populations give positive charges. Carbon 8 has a higher 

number of fluorine substitutions so it should be more positive than carbon index 7. There is not 

much difference between the two carbons for CM5 and QH so they are not recommended. 

 Overall, Hirshfeld flavors satisfy the right trend but the charges are overall too neutral. 

These populations are not advised for halogen atoms over QAO or Mulliken. QAO is an 

improvement over Mulliken because the fluorine charges are more negative. 

Table 3-9. Population recommendation for 1,1,2-Trichlorotrifluoroethane ID 1460 summary with CM5, QH, ESP, 

Mulliken, NPA, QUAMBO, QUAO, IAO 

 CM5 QH ESP Mulliken NPA QUAMBO QUAO IAO 

Cl (1-3) ✓ ✓  ✓  ✓ ✓ ✓ 

F (4-6) ✓   ✓ ✓ ✓ ✓ ✓ 

C (7,8)    ✓ ✓ ✓ ✓ ✓ 

Total    ✓  ✓ ✓ ✓ 
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3.5.4. Halotane  

 

Figure 3-14. Structure of 2-bromo-2-chloro-1,1,1-trifluoroethane (BrClHCCF3) ID 411. 

 

The structure of 2-bromo-2-chloro-1,1,1-trifluoroethane is another molecule from Mobley dataset 

and the structure is given in Figure 3-14. In this example ethane is substituted with fluorines on 

one carbon, and one bromine and one chlorine on the other.  

Table 3-10. Atomic charges for BrClHCCF3 with B3LYP/Def2-SVPP ID 411. For clarity, atomic charges are 

conditional formatted on color scale; background darkens as the charge increases 

Atom CM5 QH ESP Mulliken NPA QUAMBO QUAO IAO 

Br(1) -0.007 -0.021 0.108 -0.010 0.071 0.013 0.003 -0.089 

Cl(2) -0.040 -0.037 0.110 -0.055 0.003 0.143 0.154 -0.019 

F(3) -0.128 -0.106 -0.124 -0.160 -0.367 -0.259 -0.301 -0.266 

F(4) -0.124 -0.102 -0.105 -0.150 -0.363 -0.082 -0.113 -0.260 

F(5) -0.129 -0.106 -0.135 -0.160 -0.367 -0.001 -0.082 -0.267 

C(6) 0.338 0.286 0.532 0.555 1.151 0.534 0.428 0.804 

C(7) -0.027 0.028 -0.787 -0.199 -0.392 -0.519 -0.290 -0.086 

H(8) 0.116 0.057 0.400 0.179 0.264 0.169 0.201 0.183 
 

 

Br(1) : Bromine is slightly more electronegative than carbon, so we expect the bromine charge to 

be lower than carbon and hydrogen Preferably, expected sign should be slightly negative. ESP, 

NPA, QUAMBO and QUAO charges are all positive.  
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Cl(2) :  Chlorine charges is expected to be definitely negative and lower than bromine charges. 

QH and IAO fail to distinguish between bromine and chlorine atoms. Populations with positive 

bromines also have positive chlorines. This might suggest that the reason behind these charges can 

be the same. 

F(3-5) : As the most electronegative element in the molecule, is expected to be the lowest and 

negative charge. All populations satisfy these two criteria, but QUAMBO and QUAO populations 

are not recommended because of a significant charge variance for the chemically equivalent 

fluorine atoms. 

C(6,7) : We expect the carbon atoms attached to halogens to be positively charged. This condition 

is satisfied with all populations for index 6 carbon. NPA charge is unreasonably positive, above 

positive one. We expect the carbon 7 to have lower charge than the one with three fluorine atoms 

attached. With ESP, NPA, QUAMBO and QUAO charges are too negative for carbon 7. 

 Some populations have difficulty differentiating between halogens. CM5 and Mulliken 

seems to be the most sensitive to halogen differences.  

 CM5 QH ESP Mulliken NPA QUAMBO QUAO IAO 

Br (1) ✓ ✓  ✓    ✓ 

Cl (2) ✓   ✓     

F (3-5) ✓ ✓ ✓ ✓ ✓   ✓ 

C (6,7) ✓ ✓  ✓    ✓ 

Total ✓   ✓     
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3.5.5. Sodium cluster 

Sodium charges that were omitted in most figures are from 13 sodium atoms arranged in a 

icosahedron cluster. This molecule is one of the “extreme” cases in the database to test the 

populations for Coulomb interaction dominant structures. 55 The geometry optimized with Def2-

SVP in the neutral charges with a symmetry of 
hI . After the optimization is confirmed as a stable 

minimum, a series of single point calculations have been carried out with -4 to +4 total charges.  

 

Figure 3-15. Na13 icosahedron structure molecule ID 46 

 

Molecular structure given in Figure 3-15 symmetry of the molecule charges can be classified as 

outer and central sodium atom charges. Central sodium charges are presented in Table 3-11 for 

different total molecular charge. the first noticeable trend is that QAO flavors are all close to 

positive six with ESP with -4 molecular charge. 
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Table 3-11. Atomic charges for central sodium atom (index 13) for range of total molecular charge -4 to +4 with 

common (CM5, QH, ESP, Mulliken, MBS, NPA) and QAO (QUAMBO, QUAO, IAO) populations 

B3LYP/Def2-SVPP ID 46. For clarity, atomic charges are conditional formatted on color scale; background 

darkens as the charge increases 

Total Charge CM5 QH ESP Mulliken MBS NPA QUAMBO QUAO IAO 

-4 0.018 0.018 5.917 -4.631 -3.058 0.000 5.721 5.728 5.732 

-3 0.025 0.025 0.483 -4.935 -2.834 0.019 5.650 5.662 5.666 

-2 0.024 0.024 -3.297 -5.370 -2.612 -0.007 5.662 5.678 5.682 

-1 0.015 0.015 -6.217 -5.946 -2.383 -0.006 5.612 5.639 5.644 

0 -0.008 -0.008 -7.812 -6.576 -2.117 -0.097 5.588 5.627 5.634 

1 -0.035 -0.035 -7.869 -6.788 -1.789 -0.186 5.509 5.568 5.576 

2 -0.067 -0.067 -8.867 -6.784 -1.424 -0.336 5.456 5.541 5.551 

3 -0.103 -0.103 -6.796 -6.700 -1.006 -0.463 5.363 5.453 5.465 

4 -0.148 -0.148 -7.861 -6.639 -0.622 -0.663 5.293 5.394 5.410 
 

 

The solid crystal cluster of thirteen sodium atom charges have been explored in total molecular 

charge range of negative to positive four. Our expectation for sodium charges is to be stable and 

reasonably distributed. For all population analysis in question as the total charge increases the 

charge on central sodium atom decreases in charge for most methods, but the rate of decrease is 

different for some methods. This a clear example of ESP charges failing with buried atoms. 

Mulliken and ESP charges have the highest spread and most unintuitive atomic charges; charges 

around negative seven is a clear indication that these population methods are not stable. MBS 

performs better than Mulliken especially in higher total molecular charges. Still, both methods 

yield negative charges for a sodium atom. 

 Sodium cluster breaks QAO methods and the charges are the same with ZBD-QAO. It is 

also possible that there is a mistake in the code. If it is a constant error the charges can be low and 

robust. 

 CM5 QH ESP Mulliken MBS NPA QUAMBO QUAO IAO 

Na13 ✓ ✓    ✓    
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3.6  Correlation 

To gain a broader understanding of how the atomic charges from each dataset resemble each other, 

this correlation is presented in Figure 3-16. Each value from the figure represents the coefficient 

of determination (R2) that was calculated by comparing two different population methods for 

approximately 1 million data points. From the heatmap, the most correlated methods (R2 ≈ 1) are 

QUAMBO and QUAO, whereas the least correlated methods (R2 ≈ 0.9) are IAO and CM5. Natural 

Population Analysis (NPA) results resemble those from Quasi-based populations (QUAMBO, 

QUAO, IAO). Mathematically speaking, the IAO method is derived differently from QUAMBO 

and QUAO, which may account for the lower correlation. 

 

Figure 3-16. Heatmap of common (CM5, QH, ESP, Mulliken, NPA) and QAO (QUAMBO, QUAO, IAO) 

populations. 
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In the next we will be looking at ZBD orthogonalization. The correlation of QAO and ZBD-

QAO populations are given in Figure 3-17. 

 

Figure 3-17. Heatmap of common QAO (QUAMBO, QUAO, IAO) and ZBD-QAO (ZBD-QUAMBO, ZBD-

QUAO, ZBD-IAO) populations. 

Out of all the QAO populations IAO is resembles the ZBD-QAO the most. QUAMBO is the 

least correlated method to ZBD-QAO (specifically ZBD-IAO). Still, compared to the common 

populations in Figure 3-16 the scale of Figure 3-17 is significantly smaller. 

In the next section we will be identifying small differences between QAO and ZBD-QAO 

after comparing ZBD-QAO numbers from the reference. This comparison will also extend to 

effect on chemical trends. 

 



59 

 

 

 

Chapter 4 

 

 

 

 

 

 

 

 

 

 

4 Zero-Bond Dipole effect on Chemical Trends 

In this section atomic charges form different molecules will be compared using the population 

analysis after testing the Zero-Bond Dipole (ZBD) orthogonalization scheme. So far, we have 

compared population analysis numerically for stability, testing the similarities and outlier atomic 

charges. The focus of the previous sections has been solely on single molecule assessment. To 

have more rounded understating of the performance of studied methods, especially from a chemists’ 

perspective, we will be comparing trends from multiple molecules. This is assessment will 

undoubtedly biased due to the limited number of molecules included in the database, which can 

be improved upon with additional data, but nevertheless essential with consideration of chemically 

well understood systems. 
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4.1 Zero-Bond Dipole Assessment  

The dipole sensitive new orthogonalization ZBD will be applied to three different QAO flavors: 

QUAMBO, QUAO, and IAO (Q1, Q2, Q3). The total number of QAO based population is six with 

the addition of ZBD-QUAMBO, ZBD-QUAO, and ZBD-IAO (Z-Q1, Z-Q2, Z-Q3). In the 

reference Laikov37 utilizes a different QAO procedure which is closer to IAO. This might mean 

that the atomic charges should not vary greatly compared to IAO population. Each molecule in 

Table 4-1 has two rows; the first row is with the QAO populations and the second row is the ZBD 

orthogonalized version. Orb column is the index to QAO and ZBD that represent this indexing. 

The last column that is the reference values from Laikov’s paper.37  

 Overall when we expect that the atomic charges from Q1, Q2, and Q3 to be comparable to 

Ref column. The most notable difference is for with higher atomic charges on right side of Table 

4-1. There reference values are slightly higher for both the reference QAO and ZBD versions. This 

shows that reference QAO behaves differently for positive charges (at least). ZBD and QAO values 

should be assessed for higher atomic charged systems. The highest charges have been seen with 

QAO populations for xenon atoms in Figure 3-6.  
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Table 4-1. Comparison of bolded atomic charges with non-orthogonal quasi-atomic populations QAO and Zero-

bond orthogonalized versions (ZBD) to the reference values (Ref). For clarity, atomic charges are conditional 

formatted on color scale; background darkens as the charge increases. 

Mol Orb Q1 Q2 Q3 Ref Mol Orb Q1 Q2 Q3 Ref 

OH2 QAO -0.94 -0.91 -0.9 -0.93 BeH2 QAO 0.82 0.82 0.84 0.29 
 ZBD -0.59 -0.58 -0.58 -0.42  ZBD 0.84 0.84 0.87 0.47 

O2H2 QAO -0.5 -0.48 -0.48 -0.44 AlH3 QAO 0.29 0.29 0.29 0.74 

 ZBD -0.32 -0.31 -0.31 -0.22  ZBD 0.26 0.26 0.26 1.06 

SiH4 QAO 0.64 0.59 0.59 0.58 MgH2 QAO 0.82 0.82 0.84 0.55 
 ZBD 0.91 0.89 0.89 1.1  ZBD 0.84 0.84 0.86 0.72 

NH3 QAO 0.64 0.59 0.59 0.58 PH3 QAO -0.03 -0.02 -0.01 -0.19 

 ZBD 0.91 0.89 0.89 1.1  ZBD 0.3 0.31 0.31 0.59 

CO QAO -0.48 -0.41 -0.41 -0.36 PF6- QAO 1.63 1.63 1.63 2.87 
 ZBD -0.22 -0.2 -0.2 -0.22  ZBD 1.51 1.51 1.51 2.7 

CO2 QAO -0.52 -0.5 -0.5 -0.52 AsF6- QAO 1.19 1.74 1.74 2.78 

 ZBD -0.28 -0.27 -0.27 -0.31  ZBD 1.44 1.46 1.48 2.57 

H2CCH2 QAO -0.49 -0.43 -0.43 -0.27 AsF5 QAO 1.83 2.43 2.35 2.7 
 ZBD -0.17 -0.16 -0.15 -0.01  ZBD 1.85 1.88 1.93 2.53 

H3CCH3 QAO -0.15 -0.15 -0.15 -0.29 SO2 QAO 1.59 1.56 1.57 1.57 

 ZBD -0.12 -0.12 -0.12 0.05  ZBD 1.44 1.43 1.44 1.67 

CH4 QAO -0.89 -0.8 -0.79 -0.54 PF5 QAO 2.31 2.31 2.31 2.83 
 ZBD -0.38 -0.35 -0.35 0.1  ZBD 1.99 1.99 1.99 2.71 

NaH QAO 0.5 0.5 0.49 0.38 ClFO3 QAO 2.41 2.44 2.46 2.83 

 ZBD 0.51 0.51 0.51 0.47  ZBD 2.59 2.61 2.62 2.98 

BH3 QAO 0.01 0.01 0.01 0.01 BrFO3 QAO 2.82 2.56 2.8 2.79 
 ZBD 0.02 0.02 0.02 0.41  ZBD 2.45 2.44 2.57 2.92 

LiH QAO 0.47 0.47 0.47 0.31       

 ZBD 0.48 0.48 0.49 0.43       
 

 

 

4.2 Hydrocarbons 

Hydrocarbons are among the most well know and studied chemical structures.56 The first trend 

presented Table 4-2 is for assessment of chain length effect with alkane structures.  

Table 4-2. Bolded hydrogen atomic charges for hydrocarbons with B3LYP/Def2-SVPP. ID 221, 97, 209, 746, 

572. Q1, Q2, Q3 are QUAMBO, QUAO, IAO and Zero-bond orthogonalized versions are prefixed with letter 

“Z”. For clarity, atomic charges are conditional formatted on color scale; background darkens as the charge 

increases. 
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Molecule CM5 QH ESP M NPA Q1 Q2 Q3 Z-Q1 Z-Q2 Z-Q3 

H3C–CH3 0.075 0.026 -0.004 0.093 0.199 0.213 0.190 0.189 0.082 0.075 0.074 

CH3–CH2–CH3 0.074 0.024 0.052 0.087 0.198 0.208 0.184 0.183 0.077 0.070 0.069 

CH3–(CH2)2–CH3 0.076 0.026 0.067 0.091 0.207 0.215 0.191 0.190 0.082 0.076 0.075 

CH3–(CH2)3–CH3 0.075 0.025 0.039 0.086 0.199 0.208 0.185 0.184 0.077 0.070 0.069 

CH3–(CH2)4–CH3 0.076 0.026 0.053 0.090 0.207 0.215 0.191 0.189 0.082 0.076 0.074 
 

 

As the hydrocarbon chain grows down the Table 4-2 we expect the atomic charge on the hydrogen 

of the terminal carbon to be (a) impervious to drastic fluctuations (b) relatively neutral. Population 

analysis that fail to satisfy these conditions NPA and non-orthogonalized QAO flavors since these 

both produce higher than expected overall hydrogen charges. With ZBD orthogonalization atomic 

charges become more neutral, instead of NPA they resemble Mullliken. CM5 and QH hydrogen 

charges for different hydrocarbons are very neutral and constant with increasing number of carbons. 

The highest difference between two hydrogen charges are seen with ESP from methane to ethane. 

Considering that the carbon atom is more electronegative than the hydrogen, methane hydrogen 

with ESP being slightly negative is acceptable. When more carbons are added to the alkane chain, 

we see a slight fluctuation for atomic charges. 

Table 4-3. Bolded hydrogen atomic charges for alkanes and alkenes with B3LYP/Def2-SVPP. ID Q1, Q2, Q3 are 

QUAMBO, QUAO, IAO and Zero-bond orthogonalized versions are prefixed with letter “Z”. For clarity, atomic 

charges are conditional formatted on color scale; background darkens as the charge increases. 

Molecule CM5 QH ESP M NPA Q1 Q2 Q3 Z-Q1 Z-Q2 Z-Q3 

H3C–CH3 0.075 0.026 -0.003 0.093 0.199 0.213 0.190 0.119 0.082 0.075 0.074 

H2C=CH2 0.088 0.037 0.139 0.103 0.190 0.236 0.208 0.131 0.082 0.073 0.072 

CH3–CH2–CH3 0.074 0.024 0.052 0.087 0.198 0.208 0.184 0.183 0.077 0.070 0.069 

CH2=CH–CH3 0.085 0.033 0.160 0.093 0.195 0.233 0.205 0.204 0.078 0.070 0.068 

CH3–CH2–CH 2–CH3 0.076 0.026 0.067 0.091 0.207 0.215 0.191 0.190 0.082 0.076 0.075 

CH2=CH–CH2–CH3 0.083 0.031 0.155 0.088 0.187 0.222 0.196 0.123 0.075 0.067 0.066 

CH2=CH–CH=CH2 0.089 0.038 0.152 0.101 0.198 0.242 0.213 0.212 0.089 0.080 0.079 
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To assess the atomic charge on hydrogen of the terminal vinylic carbon, structures from the 

previous table are presented followed by their double bonded versions. In the presence of a double 

bond we expect the hydrogen to be more positive. For ESP the atomic charge difference between 

the alkane and the akene is ~0.1 greatest, whereas for Hirshfeld populations CM5 and QH produce 

the difference is ~0.01 almost one tenth of ESP. While Mulliken, NPA and non-orthogonal QAO 

flavors have high overall charges for all hydrogens ZBD-QAO have Hirshfeld-like low charges. 

Propane and propene are slightly more positive than butane and butene trend is only present with 

IAO. CM5 is fitted for these neutral molecules and there is a clear pattern in stability of the atomic 

charges as the alkane compared to an alkene. This pattern is not seen in any of the orbital 

populations in the scope (Mulliken, NPA, QAO, ZBD-QAO). The last molecule in Table 4-3 is 

for comparison for growing the hydrocarbon chair, instead is to assess the effect of charge 

distribution;  the butadiene should have resonance with a slightly lower hydrogen charge. This 

trend is not observed with any charge except slight with ESP population. 

Table 4-4. Bolded hydrogen atomic charges ketones and aldehyde with B3LYP/Def2-SVPP. ID 681, 201, 200. 

Q1, Q2, Q3 are QUAMBO, QUAO, IAO and Zero-bond orthogonalized versions are prefixed with letter “Z”. For 

clarity, atomic charges are conditional formatted on color scale; background darkens as the charge increases. 

Molecule CM5 QH ESP M NPA Q1 Q2 Q3 Z-Q1 Z-Q2 Z-Q3 

CH3–(CH2)3–HCO 0.077 0.027 0.068 0.093 0.208 0.217 0.193 0.191 0.086 0.080 0.078 

CH3–(CH2)2–CO–CH3 0.079 0.029 0.060 0.096 0.210 0.221 0.196 0.195 0.090 0.084 0.083 

CH3–CH2–CO–CH2–CH3 0.077 0.027 0.048 0.089 0.207 0.214 0.192 0.190 0.085 0.080 0.078 

CH3–CO–(CH2)2–CH3 0.094 0.040 0.122 0.112 0.227 0.254 0.225 0.224 0.112 0.104 0.103 

HCO–(CH2)3–CH3 0.085 0.026 -0.054 0.057 0.114 0.200 0.170 0.169 0.044 0.036 0.034 
 

 

Effect of carbonyl distance to the hydrogen is presented in Table 4-4 with fixed hydrocarbon chain 

length. Starting with the furthest methyl hydrogen, carbonyl gets closer the methyl group until the 

hydrogen in question is from the aldehyde. As expected, hydrogen atomic charge is almost the 
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same as the ethane charge when the carbonyl group is the furthest. CM5 and QH charges are neutral 

and unchanging, there is no difference the hydrogens of methyl and aldehyde. We expect the 

hydrogen of alpha carbon (row four) to be the most positive, but this trend is barely noticeable 

with Hirshfeld populations. ESP charges are stable for the first three rows and highest for the alpha 

carbon. The only negative charge for hydrogens in this table is seen with ESP for the aldehyde 

hydrogen. For the same molecule, the charge separation of carbonyl group is the greatest 

(difference between atomic charge of oxygen and carbon is close to one) with ESP and NPA. 

While the negative charge is localized to electronegative atom oxygen with NPA, this charge is 

delocalized to the hydrogen with ESP, causing it to be negative. Like the previous tables, QAO 

methods resemble NPA charges while the ZBD-QAO resemble regular Mulliken. 

 CM5 QH ESP Mulliken NPA Q1 Q2 Q3 Z-Q1 Z-Q2 Z-Q3 

Hydrocarbons ✓ ✓  ✓ ✓    ✓ ✓ ✓ 
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4.3 Halogens 

In this section we will be looking at small molecules with halogen bonding. Halogen compounds 

are regularly used in supramolecular and solvent chemistry and have been a challenge to describe 

with quantum mechanics.57,58 Most populations can fail to presented expected trends because of  

electronegativity difference, large multipole moments and “fuzzy” atoms. The latter is especially 

challenging for orbital based populations studied in this thesis. 
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Figure 4-1 Carbon and halogen atomic charges (y axis) plotted against chemical formula (x 

axis) XnCH(4-n) where n=[0,4] X=(F,Cl,Br) with common populations (CM5, QH, ESP, 

Mulliken, NPA). 
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The first trend we will be looking at is simple methane substitution case; for halogen atoms F, Cl, 

Br, I we will tests for (1) number of halogen substitution (2) different halogen effects. Both carbon 

and halogen charges shall be subject to assessment. To be able to see clear trends atomic charges 

results are presented in graphs Figure 3-1 where charges are split into two columns by atom type; 

on the left column carbon and on the right is the halogen atomic charges. Our first expectation is 

that a carbon atom substituted with four halogen atoms should be positively charged. However, 

carbon atomic charges on the left column (Figure 3-1 a, c, e, g) are not positive like we expected. 

Carbons for CCl4 (ESP, NPA), CBr4 (ESP, NPA, Mulliken) and CI4 (ESP, NPA, Mulliken, CM5) 

are all negative. QH and CM5 charges for carbon atom are the most positive, but neither halogen 

number effect nor halogen atom type effect is observed, the carbon atomic charge difference is too 

small. Another expected trend is that as more halogens are substituted to the central carbon atom, 

we expect carbon charges to increase. Down the periodic table, ESP is the first population to show 

the opposite trend (signified by a positive slope) with Cl substitutions (Figure 3-1 c); carbon charge 

for Cl3CH is smaller than Cl2CH2 . Regarding bromine substitutions in Figure 3-1 b, positive slope 

increases with ESP while the expected result is a negative slope. For other populations still produce 

a positive slope. As we go down the periodic table, we expect atomic charges for halogens to 

decrease so that I > Br > Cl > F (for same number of halogen substituents). Even though the 

difference between halogen charges are very small ~0.01 the trend is as expected with CM5 and 

QH while all the orbital based populations fail. We can summarize that Hirshfeld flavors (QH and 

CM5) are the most "reliable” population analysis method for halogen substitutions.  
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Figure 4-2. Carbon and halogen atomic charges (y axis) ploted for tetra-halogen structures 

XnCH(4-n) for n=[0,4] X=(F,Cl,Br). Comparison of Q1, Q2, Q3 are QUAMBO, QUAO, IAO 

and Zero-bond orthogonalized versions (prefixed with letter “Z”) with classical Mulliken 

population.  
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The same trend in Figure 3-1 is investigated with QAO and ZBD-QAO populations. We can see 

that neither QAO or ZBD-QAO fix the expectation of carbon atoms to be positively charged.  

Figure 4-2a fluorine substitution atomic charges for the central carbon is not improved with 

QUAMBO and QUAO flavors. For these methods, one improvement is that the central carbon of 

tetrafluoromethane has a higher positive charge. However, methane carbon is even more negative 

compared to Mulliken.  ZBD orthogonalization lowers the tetrafluoromethane carbon atomic 

charge between Mulliken and QUAMBO/QUAO and increases the atomic charge of methane 

carbon to Mulliken level. There is a clear difference in the fluorine charges for different 

populations in Figure 4-2b. This time both QAO and ZBD-QAO populations offer better charges 

than Mulliken. Overall, ZBD fluorine charges are higher than QAO charges while both populations 

are not as negative as NPA in Figure 3-1b. A more significant difference can bee seen with chlorine 

charges than fluorine. Central carbon for chlorine substitutions is too negative with QUAMBO 

and QUAO. The curve in Mulliken atomic charges seen with this carbon is fixed with ZBD-

QUAMBO. For the chlorine charges both QAO and ZBD-QAO is higher than Mulliken, failing to 

satisfy the expectation that halogens should be negatively charged. Looking back at the first half 

of Figure 4-2, QUAMBO-QUAO populations and IAO-ZBD-QAO populations produced similar 

results. However, QUAMBO and QUAO start behaving unexpectedly for bromine. Carbon atomic 

charges drop to below negative one for bromoform (Br3CH) with these methods. IAO is not 

affected by this localization of charge on carbon instead of the bromines and the only population 

to yield positive charge for the carbon atom of bromoform. For all bromine substituted molecules 

ZBD orthogonalization corrects QUAMBO and QUAO charges to Mulliken level. Iodine charges 

with QAO or ZBD-QAO are not improved compared to Mulliken, the trends are still chemically 

unintuitive.  
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 Figure 4-3. Central atom effect on atomic charges (y axis) ploted for tetra-halogen structures AX4 for A=(C, Al) 

X=(F, Cl, Br, I). Common population methods (CM5, QH, ESP, Mulliken, NPA) and Q1, Q2, Q3 (QUAMBO, 

QUAO, IAO) and Zero-bond orthogonalized versions (prefixed with letter “Z”). 



71 

Switching from the central atom of tetra-halogen structure to aluminum which is a less 

electronegative atom. Common population methods for carbon center Figure 4-3.a give the 

expected trend (slope is negative) even though we see some negative charges. For aluminum center 

this trend is broken with ESP because AlCl4 is lower than AlBr4. Figure 4-3.c most populations 

(CM5, QH, Mulliken) have no aluminum charge difference between chlorine or bromine 

substitutions. QAO and ZBD-QAO populations carbon charges are all in trend except for the 

bromine charge problem with QUAMBO and QUAO. IAO charges Figure 4-3.e,g are very close 

to NPA charges in Figure 4-3.a,c. For bromine error with QUAMBO and QUAO changes sign 

between carbon and aluminum central atom. This is one of the reasons why QUAMBO and QUAO 

have unusually high variance. Atomic charge range for the central atom with CM5 and QH type is 

too low. We expect that if a carbon (or an aluminum) is bonded to four fluorine atoms, the positive 

charge on the central atom should be greater than 0.5. We see a slight difference in results for 

aluminum central atom between carbon and aluminum centers between CM5 and QH; CM5 

charges are more neutral than QH. There is almost no difference between atomic charges of carbon 

and aluminum for CM5 and QH either. This is a clear example why these methods have very low 

variance. On the other hand, NPA population has the highest variance for different halogens. ESP 

and Mulliken break when the carbon is replaced with the aluminum atom. ZBD-QAO performs 

slightly better than Mulliken for fluorine and iodine substitutions but offer no differentiation 

between bromine and chlorine. Overall, IAO seems to perform the best out of all the QAO 

populations because it can differentiate between bromine and chlorine substitutions. 

 CM5 QH ESP Mulliken NPA Q1 Q2 Q3 Z-Q1 Z-Q2 Z-Q3 

Halogen trends        ✓ ✓ ✓ ✓ 
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4.4 Hydrogen bond 

After the discovery that the DNA bases stabilized by intermolecular hydrogen bonds59,60 (H-bond), 

it has been excepted as one of the most important non-covalent interactions. Studied extensively 

for its applications in bioorganic chemistry, 61,62 a H-bond can be shown as X-H Y  where X is 

the proton donor and Y is the acceptor.63 Most commonly Y is an electronegative atom such as N, 

O or F but it has been shown that electron rich regions such as delocalized   system could also 

participate in H-bonding. The strength of the H-bond is dependent on the molecules, distance, 

angle and it can b a weak or strong as a covalent bond. Hydrogen bonds are very complicated and 

have contributions not just from electrostatic but also polarization, van der Waals and even charge 

transfer.64 In the framework of atomic charges, in the presence of H-bond a charge transfer is 

expected from proton acceptor to donors sigma antibonding orbital. This causes the proton donator 

to have elongated X-H bond.65 There different types of hydrogen bonding where this is not the 

case (blue shifting or anti H-bond).66 

Total anion charges for anion-neutral intermolecular hydrogen bonded interactions are 

presented in Table 4-5. All molecules in this table are from dataset AHB21, a dataset specifically 

designed to test quantum chemical methods for binding energies of H-bonds for structures can be 

found in appendix B.67 The reference found the strongest H-bonds in this dataset are seen for F−(HF) 

> Cl−(HCl) > OH−(H2O) interactions. Within the same anionic species, these molecules also 

produce the highest atomic charges 
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Table 4-5. Bolded anion charges H-bonded to a neutral molecule with B3LYP/Def2-SVPP. ID 

818-834. Q1, Q2, Q3 are QUAMBO, QUAO, IAO and Zero-bond orthogonalized versions are 

prefixed with letter “Z”. For clarity, atomic charges are conditional formatted on color scale; 

background darkens as the charge increases. 

interaction CM5 QH ESP M NPA Q1 Q2 Q3 Z-Q1 Z-Q2 Z-Q3 

F− H3N -0.76 -0.75 -0.87 -0.78 -0.86 -0.83 -0.84 -0.84 -0.83 -0.83 -0.83 

F− H2O -0.69 -0.67 -0.82 -0.76 -0.83 -0.79 -0.79 -0.79 -0.76 -0.76 -0.76 

F− HF -0.59 -0.55 -0.73 -0.69 -0.76 -0.74 -0.74 -0.74 -0.65 -0.65 -0.65 

Cl− H3N -0.84 -0.84 -0.90 -0.84 -0.92 -0.91 -0.91 -0.91 -0.90 -0.91 -0.90 

Cl− H2O -0.80 -0.79 -0.86 -0.82 -0.89 -0.87 -0.87 -0.87 -0.85 -0.85 -0.85 

Cl− HF -0.74 -0.73 -0.82 -0.79 -0.84 -0.82 -0.82 -0.82 -0.78 -0.78 -0.78 

Cl− H2S -0.75 -0.74 -0.82 -0.75 -0.81 -0.80 -0.80 -0.80 -0.80 -0.80 -0.80 

Cl− HCl -0.55 -0.52 -0.65 -0.62 -0.62 -0.60 -0.60 -0.60 -0.53 -0.53 -0.53 

HO− H3N -0.76 -0.74 -0.88 -0.75 -0.87 -0.81 -0.82 -0.82 -0.80 -0.80 -0.80 

HO− H2O -0.67 -0.61 -0.81 -0.69 -0.79 -0.73 -0.73 -0.72 -0.67 -0.67 -0.67 

N3
− H3N -0.90 -0.88 -0.98 -0.90 -0.97 -0.94 -0.95 -0.95 -0.93 -0.93 -0.93 

N3
− H2O -0.86 -0.83 -0.94 -0.88 -0.95 -0.91 -0.91 -0.91 -0.89 -0.89 -0.89 

N3
− HF -0.79 -0.73 -0.86 -0.83 -0.88 -0.84 -0.84 -0.84 -0.78 -0.78 -0.78 

N3
− H2S -0.85 -0.82 -0.91 -0.85 -0.92 -0.90 -0.90 -0.90 -0.89 -0.89 -0.89 

HS− H3N -0.83 -0.82 -0.89 -0.84 -0.92 -0.90 -0.90 -0.90 -0.89 -0.89 -0.89 

HS− H2O -0.77 -0.76 -0.84 -0.81 -0.88 -0.86 -0.86 -0.86 -0.83 -0.83 -0.83 

HS− HF -0.71 -0.69 -0.81 -0.78 -0.82 -0.80 -0.80 -0.80 -0.75 -0.75 -0.75 
 

 

From charges in Table 4-5 we expect reasonable numbers for both anion and neutral molecule. All 

anions should be negatively charged; the neutral molecules should be more positive than the anions. 

While chemical intuition dictates that the total charge on the anion should be as close to -1 as 

possible, this is not a desirable trend in quantum mechanics. We need unique and non-integer 

charges especially in the case of two interacting molecules to account for charge transfer. 

One of the reasons why H-bond interactions are complicated is also the strength cannot be 

attributed to a single chemically intuitive expectation. If the electronegativity was the main driving 

force for the H-bond, as the anion becomes more electronegative the charge should become more 
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negative. However, the trend for Cl– and F– is the opposite, where the former is more negative than 

the. Instead considering the effect charge transfer in the of Pearson hardness-softness or Lewis 

acid-base framework.68 With softer hydrogen donors the negative charge on the anion can be 

relocate. As the strength of the bond increases the anions gets more positively charged as expected. 

For N3 molecule the anion charge is the most negative because instead of participating in 

intermolecular, intramolecular charge transfer is observed. It is not recommended to use ESP 

population for hydrides because atomic charges of the anion interacting with ammonia and water 

is the same. 

 CM5 QH ESP Mulliken NPA Q1 Q2 Q3 Z-Q1 Z-Q2 Z-Q3 

H-

bond 
✓ ✓  ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
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Table 4-6. Bolded atomic charges for non-interacting water and cation-water interaction of 

with B3LYP/Def2-SVPP. ID 839-841&101. Q1, Q2, Q3 are QUAMBO, QUAO, IAO and 

Zero-bond orthogonalized versions are prefixed with letter “Z”. For clarity, atomic charges are 

conditional formatted on color scale; background darkens as the charge increases. 

interaction CM5 QH ESP M NPA Q1 Q2 Q3 Z-Q1 Z-Q2 Z-Q3 

Li+  H2O 0.87 0.77 0.96 0.85 0.98 0.98 0.98 0.98 0.95 0.95 0.95 

Na+  H2O 0.93 0.83 0.98 0.86 0.98 0.97 0.97 0.97 0.95 0.95 0.95 

K+ H2O 0.96 0.87 0.97 0.89 0.98 0.99 0.99 0.99 0.98 0.98 0.98 

H2O -0.65 -0.32 -0.77 -0.59 -0.86 -0.88 -0.86 -0.85 -0.57 -0.57 -0.56 

Li+ H2O -0.65 -0.23 -1.03 -0.64 -1.00 -1.02 -0.99 -0.99 -0.65 -0.64 -0.64 

Na+ H2O -0.67 -0.25 -0.99 -0.61 -0.97 -0.98 -0.95 -0.95 -0.62 -0.61 -0.61 

K+ H2O -0.70 -0.27 -0.91 -0.44 -0.94 -0.98 -0.95 -0.95 -0.63 -0.63 -0.63 

H2O 0.32 0.16 0.38 0.30 0.43 0.44 0.43 0.43 0.29 0.28 0.28 

Li+ H2O 0.39 0.23 0.53 0.39 0.51 0.52 0.51 0.50 0.35 0.35 0.35 

Na+ H2O 0.37 0.21 0.51 0.38 0.49 0.50 0.49 0.49 0.33 0.33 0.33 

K+ H2O 0.37 0.20 0.47 0.36 0.48 0.50 0.48 0.48 0.33 0.32 0.32 
 

 

In the presence of a cation the oxygen should be a bit more positive 

M+ : Going down the periodic table the anion becomes more softer and positive so that K+ > Na+ 

> Li+. For ESP and Mulliken population this trend is not observed. 

O : In the presence of a cation interaction, the oxygen atomic charge of water molecule is expected 

to be slightly more positive than the non-interacting water oxygen. QH is the only population this 

trend is seen for all three different interactions. For Mulliken only K interaction has a more positive 

oxygen. 

H : Water hydrogen interacting with the cation should be become less positive as the cation 

becomes a softer Lewis acid. While every population shows this trend, the hydrogen charge of Li+ 

interaction is significantly higher than  

Cation and hydrogen interactions (alkali-water interactions) from CHB6 dataset can be seen in 

Table 4-6. These alkali-water interactions CM5 and QH is lower than any other population for 
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cation M+ (Li, Na, K) atomic charges. We expect the metal to be close to positive one, but darker 

background is only seen with ESP, NPA, QAO, ZBD-QAO. There is a clear difference between 

CM5 and QH, oxygen charges with QH is ~0.3 higher than CM5 charges. For QH population 

charges for alkali metals are the lowest. Lowest oxygen charges are seen with ESP, NPA, 

QUAMBO, QUAO and IAO populations. ZBD-QAO oxygen atomic charges are higher than the 

QAO populations, close to CM5 charges. Muliken population predicts the oxygen charge of the 

water interacting with potassium slightly more positive than the non-interaction water molecule. 

For ZBD-QAO populations oxygen charges in the presence of an anion are barely different than 

non-interacting water case. CM5 the existence of the cation has no effect on the charges, but for 

ESP, NPA, and QAO oxygen charge decreases. Expected trend is in the presence of a cation, the 

oxygen of the hydrogen donor should be slightly more positive. So we can summarize the results 

as: 

 CM5 QH ESP M NPA Q1 Q2 Q3 Z-Q1 Z-Q2 Z-Q3 

M+ ✓ ✓   ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

O  ✓       ✓ ✓ ✓ 

H ✓ ✓ ✓ ✓ ✓    ✓ ✓ ✓ 

Total ✓ ✓  ✓     ✓ ✓ ✓ 
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4.5 Silica 

Another chemical trend we can look at is the different silica dimer dataset from MBID paper.23 

This dataset consists of permutations of intramolecular interactions of 12 silica containing 

molecules with 20 different molecules. In the previous chapter we have seen that silica is one of 

the atoms that have low atomic charge spread. In reference paper standard deviations of 15 

different population methods are provided. There populations CM5, QH, and ESP are among these 

methods  

Table 4-7. Standard deviations (STD) for atomic charges of silica atoms in ZG237 dataset 

compared with reference STD.23 ID 1034-1271.  

Population STD REF STD 

CM5 0.053 0.003 

QH 0.050 0.004 

ESP 0.087 0.092 

Mulliken 0.062 - 

NPA 0.063 - 

QUAMBO 0.075 - 

QUAO 0.071 - 

IAO 0.070 - 

ZBD-QUAMBO 0.053 - 

ZBD-QUAO 0.053 - 

ZBD-IAO 0.052 - 
 

 

Starting with the populations also provided in the REF values, standard deviance (STD) is higher 

for Hirshfeld populations CM5 and QH. There are two reasons for this difference (a) the reference 

STD values are grouped together for same type of silica atoms, then divided by the mean value of 

the whole dataset (b) the values include three different methods and three different basis sets. ESP 

population surprisingly has lower STD compared to the reference values. The highest variance is 
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seen with QAO populations Q1, Q2, Q3 (QUAMBO, QUAO, IAO). ZBD orthogonalization 

decreases the STD of QAO populations. From the common populations NPA is the highest STD. 

 Silica charges from ZG237 dataset has been plotted against the molecule ID (mid) with 

different populations are given in Figure 4-4. As shown in the legend at the bottom right corner 

there are six different silica structures. A single data point on the graph is colored by the silica 

structure non-covalently interacting with another molecule differentiated by a molecule ID. For 

silica atomic charges two trends are expected: 

1. H3O3Si–O–SiO3H3 < H3O3Si–O–AlO3H3 < H3O3Si–O–PO3H and  

with distinct atomic charge clusters. Only with ESP population clustering of same silica molecules 

is not seen. While other populations present distinct clusters, Mulliken there is no difference 

between H3O3Si–O–AlO3H3 and H3O3Si–O–PO3H  

2. SiO4H3 < SiO4H3CH3 < SiO4H4 

For CM5, QH and Mulliken there is no difference between SiO4H4 and SiO4H3.  

 Overall, QAO improves the clustering of silica charges of Mulliken and ZBD 

orthogonalization lowers the charges. Mulliken should not be used for silica charges. 

 CM5 QH ESP Mulliken NPA Q1 Q2 Q3 Z-Q1 Z-Q2 Z-Q3 

Trend (1) ✓ ✓   ✓    ✓ ✓ ✓ 

Trend (2)   ✓  ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Clustering ✓ ✓  ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Total     ✓    ✓ ✓ ✓ 
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Figure 4-4. Silicon charges (y axis) from ZG237 dataset with molecule ID (x axis) 1035-1271 for populations 

CM5, QH, ESP, Mulliken, NPA, QAO and ZBD-QAO flavors for B3LYP/Def2-SVPP separated by molecular 

structure presented in legend. 
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4.6 Xenon   

After looking at silica charges that appeared in very localized in chapter two graphs, we will 

consider the band like atomic charges seen in NPA and QAO populations. All these atomic charges 

are from stable structures of the heavy noble gas xenon from G18 dataset. Thes molecules have 

been studied since the 60’s69–71 and received great chemical interest because they are can break the 

octet rule (XeF4 which is planar).72 Noble gas halides have been considered as ionic in character73 

where halide is negatively charged while the noble gas is positively charged. Xenon atom have 

been found in many oxidation states ranging from zero to eight. Earlier explanations of the bonding 

patterns with Molecular Orbital Theory states that xenon bonds are mainly p atomic orbitals.74 

Table 4-8. Bolded atomic charges for xenon containing compounds with B3LYP/Def2-SVPP. 

ID 839-841&101. Q1, Q2, Q3 are QUAMBO, QUAO, IAO and Zero-bond orthogonalized 

versions are prefixed with letter “Z”. For clarity, atomic charges are conditional formatted on 

color scale; background darkens as the charge increases. 

Molecule CM5 QH ESP M NPA Q1 Q2 Q3 Z-Q1 Z-Q2 Z-Q3 

XeF2 0.62 0.57 0.61 0.75 1.14 1.22 1.22 1.22 1.39 1.39 1.39 

XeF4 1.03 0.93 1.05 1.29 2.17 2.31 2.32 2.32 2.52 2.52 2.52 

XeF6 1.07 0.97 1.09 1.29 2.16 2.30 2.30 2.30 2.51 2.51 2.51 

XeOF4 1.27 1.08 1.35 1.45 2.97 3.07 3.08 3.09 3.32 3.33 3.33 

XeO4 1.26 0.99 1.53 1.14 2.88 2.91 2.93 2.93 3.18 3.18 3.19 

XeF2 -0.24 -0.21 -0.26 -0.30 -0.55 -0.61 -0.61 -0.61 -0.70 -0.70 -0.70 

XeF4 -0.26 -0.23 -0.26 -0.32 -0.54 -0.58 -0.58 -0.58 -0.63 -0.63 -0.63 

XeF6 -0.18 -0.16 -0.18 -0.21 -0.36 -0.38 -0.38 -0.38 -0.42 -0.42 -0.42 

XeOF4 -0.24 -0.21 -0.26 -0.30 -0.55 -0.57 -0.58 -0.58 -0.62 -0.62 -0.62 

XeO4 -0.32 -0.25 -0.38 -0.28 -0.72 -0.73 -0.73 -0.73 -0.79 -0.80 -0.80 
 

 

Previously studies on compounds containing xenon with NPA population concluded that Xe-C 

and Xe-O bonds are electrostatic in character because of Coulombic attraction between highly 
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positive xenon and negatively charged carbon or oxygen.69 In Table 4-8 we will look at some 

highly stable xenon compounds from literature to see the bonding trends. For xenon charges there 

is a clear difference between CM5, QH, ESP, Mulliken and NPA, QAO, ZD-QAO populations. 

Former population methods produce significantly lower xenon charges, range seen for different 

structures is very small. While the latter populations have a wide range of atomic charges proving 

that QAO, much like NPA, considers these structures electrostatic in nature. For all studied 

populations, xenon charges in tetra- and hexa-fluoride are indistinguishable. Furthermore, QH and 

Mulliken fail to distinguish between xenon charges of tetrafluoride and tetraoxide. XeF4 is square 

planar molecule while XeO4 is tetrahedral with four double bonded oxygens. Unlike QH and 

Mulliken populations suggest, there should be difference between the atomic charges of oxygen 

and fluorine atoms. Overall, highest (or lowest) charges are observed with ZBD-QAO populations. 

This is expected because ZBD is localizes the electrons to atom centers, while density partitioning 

methods like CM5 and QH allow the electrons to be more delocalized. As one would expect, these 

xenon structures are the band like atomic charges seen for NPA and QAO populations. 

 CM5 QH ESP Mulliken NPA Q1 Q2 Q3 Z-Q1 Z-Q2 Z-Q3 

Xe     ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
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5 Conclusion 

In this work CM5, QH, ESP, Mulliken, NPA and the new QAO populations (QUAMBO, QUAO, 

IAO) and Zero-Bond Dipole orthogonalized versions (ZBD-QUAMBO , ZBD-QUAO, ZBD-IAO) 

were compared with three different methods (HF, B3LYP, ωB97XD) and basis sets (Def2-SVPP, 

Def2-TZVPP, Def2-QZVPP) over 1894 different molecular structures. For mathematical accuracy 

method, basis set, conformation, atom type dependency have been considered.  

 CM5 QH ESP Mulliken NPA QUAMBO QUAO IAO 

Method independence (with MB08) ✓ ✓      ✓ 

Basis set independence (with MB08) ✓ ✓   ✓   ✓ 

Atom type ✓ ✓      ✓ 

Conformational stability ✓ ✓  ✓ ✓ ✓ ✓ ✓ 

Outliers         

 

The resulting suggestion is CM5, QH and IAO for covering desired mathematical traits. 

Nevertheless, extreme cases or outliers to break the expected charges exist for all methods. 

 CM5 QH ESP Mulliken NPA Q1 Q2 Q3 Z-Q1 Z-Q2 Z-Q3 

Hydrocarbons ✓ ✓  ✓ ✓    ✓ ✓ ✓ 

Halogen trends        ✓ ✓ ✓ ✓ 

H-bond ✓ ✓  ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Silica ✓ ✓  ✓     ✓ ✓ ✓ 

Xenon     ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
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For chemical trend expectations, non-orthogonalized QUAMBO and QUAO are not an 

improvement over Mulliken population. We recommend IAO to improve chemical trends or using 

ZBD orthogonalization with any of the QAO flavors. ESP population should not be used if reliable 

chemical trends or mathematical accuracy is desired. 
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A. APPENDIX : Chemical Database 

JPCA (ID 860-133) quantum chemistry benchmarking dataset for polarizability of DFT 

functionals. This is a detailed study on wave function methods and basis sets. Basis sets used in 

this thesis are not included in this list. However, five different basis sets and ten different methods 

have been put to test. Their results on dipole moments show that B3LYP is better than all other 

methods. 

Mobley (ID 132–775) this dataset is from Mobley’s hydration free energies database FreeSolv75 

and consists of small neutral molecules. This research has some interesting molecules which they 

refer to as “extremas”. 

JOC (ID 774-818) intermolecular charge transfer compounds from zwitterions and neutral 

carbocations.51 

AHB21 (ID 817–839) anion-neutral interactions67 

CHB6 (ID 838–845) cation-neutral interactions67 

IL16 (ID 844–861) anion-cation interactions, a subset of IL-201376 

ZG237 (ID 1035–1271) non-covalent interactions of silica clusters with different types of 

molecules including noble gases, cationic and neutral small organic molecules.23 There are 12 

different silica clusters interacting with one of the 20 different molecules.77 

MB08 (ID 1272–1451) unusual bonding dataset for “mindless” DFT benchmarking.78 This dataset 

is first introduced as one of the sets to benchmark Becke and Minnesota density functionals. This 

dataset consists of 165 molecules which are artificially created to strip chemical bias from methods. 

While it provides a way to test for electronically challenging systems it is not completely random 

ansatz. All the geometries were optimized by PBE/TZVP level and benchmarked with 

CCSD(T)/cc-pVTZ. 

X40 (ID 1452–1491) is a dataset of 40 non-covalent interactions of halogens and small organic 

molecules.54,79 It covers a variety of different interaction types but possibly the most notable are 

halogen bonding and π–halogen interactions. All geometries are optimized using CCSD(T)/CBS 

method. 

S66 (ID 1492–1558) well-balanced non-covalent interactions dataset for benchmarking 

interaction energies. It is an extension of their bioorganic chemistry dataset S2280 aimed for 

parametrization of various computational techniques. Like S22, S66 dataset is considered well-

balanced because it includes almost equal amounts of electrostatic, dispersions and mixed 

interaction types. These interactions are further categorized into H-bonding, dispersion 

dominated and other type of interactions. The geometries of these molecules were optimized 

using in several series of steps ending with MP2/cc-pVTZ and reported in the supporting 

information.   
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Figure A-1. Molecule ID and chemical formulas in database. 
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85 Xe1O4 
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87 Br2 

88 Cl2 

89 N2 

90 O2 
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96 C2H4 

97 C3H8 
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99 C4H8 

100 C5H10 

101 O1H2 

102 O1C1H4 

103 O1C2H6 

104 O2C2H4 

105 O2C3H6 

106 O1C3H6 

107 O1C2H4 

108 O2C2H4 

109 O1C2H6 

110 O1N1C3H7 

111 S1C2H6 

112 S1O2C2H6 

113 F1C1H3 

114 P1H3 

115 S1H2 

116 Si1H4 

117 N1H3 

118 N1C2H7 

119 N1C3H9 

120 N1C2H3 

121 N2C3H4 

122 N1C4H5 

123 N2C3H4 
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124 O1C4H4 

125 S1C4H4 

126 N1C5H5 

127 O1C6H6 

128 Cl1C6H5 

129 F1C6H5 

130 C7H8 

131 C6H6 

132 O1N3C4H5 

133 O2C7H14 

134 O1C4H10 

135 Cl6C12H4 

136 N1C6H13 

137 O2C7H6 

138 O2C4H8 

139 Cl2C6H4 

140 I1C2H5 

141 C8H18 

142 O1C4H10 

143 O1C10H16 

144 Cl1O1C6H5 

145 S1C7H8 

146 I1C3H7 

147 Cl1C3H7 

148 O2N1C5H11 

149 O1C7H14 

150 C5H12 

151 Cl6C2 

152 O1C8H18 

153 P1O4C6H15 

154 Cl3C2H3 

155 O4N1C8H7 

156 S1O1N1C10H21 

157 N1C7H9 

158 Cl5O2N1C6 

159 Cl3S1O2N1C9H8 

160 C8H10 

161 C10H14 

162 Cl2O2C12H6 

163 O1C9H18 

164 N1C6H7 

165 F1O2C15H13 

166 S1C4H10 

167 O1C8H10 

168 O2C8H16 

169 O1C6H14 

170 O1C1H4 

171 O1C4H10 

172 O1N1C4H9 

173 C4H8 

174 C6H10 

175 S1O2C2H6 

176 O2C2H4 

177 O2C6H12 

178 F8C4 

179 O1N1C7H7 

180 O2C12H8 

181 Br1O1C6H5 

182 O2C6H12 

183 O4C8H14 

184 O1C8H10 

185 Cl1C7H7 

186 S2P1O3N3C10H12 

187 O2C6H12 

188 Br2C2H4 

189 S1C2H6 

190 C5H12 

191 N1C9H9 

192 O1C6H12 

193 Cl3F3C2 

194

 Cl1S3P1O2C11H1

6 

195 Cl4C6H2 

196 Cl2C2H4 

197 O1C8H10 

198 S1C3H8 

199 C7H8 

200 O1C5H10 

201 O1C5H10 

202 Cl4C2H2 

203 Cl1C6H13 

204 O5C5H10 

205 C6H12 

206 O1C4H10 

207 Br1C7H7 

208 S1P1O5N1C8H10 

209 C4H10 

210 S1H2 

211 Br1O2N2C9H13 

212 O1N1C17H21 

213 O2N1C1H3 

214 O1N1C3H7 

215 O1C2H4 

216 O1C5H8 

217 O1C9H18 

218 Cl1C3H7 

219 C9H12 

220 C12H10 

221 C2H6 

222 Cl1F5O1C3H2 

223 O1C8H14 

224 S1C3H8 

225 O1C6H6 

226 C3H8 

227 O2C13H18 

228 O3C16H14 

229 I1C3H7 

230 O1N1C7H5 

231 O1C8H10 

232 C5H10 

233 O1C1H2 

234 Cl1C5H11 

235 C10H14 

236 C10H22 

237 Cl1C2H5 

238 C6H14 

239 O1C4H10 

240 C12H10 

241 O3C14H14 

242 O3C4H10 

243 O2C3H6 

244 O3C8H8 

245 O1C2H6 

246 O3N1C16H13 

247 C10H20 

248 O2C6H12 

249 O1C8H10 

250 O2C6H12 

251 N1C7H9 

252 O1C7H14 

253 O4C7H12 

254 N1C2H7 

255 O1C4H10 

256 O2N2C14H10 

257 N1C7H5 
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258 O2C7H8 

259 Cl3O2N1C1 

260 Cl1C7H7 

261 O1C6H12 

262 Cl2C6H4 

263 Cl5C2H1 

264 Cl2C2H2 

265 F3O4N3C14H16 

266 Br1C7H15 

267

 Cl1S2P1O4N1C14

H17 

268 Cl1O1N3C10H8 

269 C7H16 

270 C16H10 

271 O2C8H16 

272 C7H16 

273 O2C8H10 

274 O6N2C3H6 

275 O1N1C10H13 

276 O1N1C7H5 

277 Cl3C6H3 

278 C6H12 

279 N2C8H12 

280 S1O6N3C13H19 

281 O1N1C6H11 

282 I1O2N2C4H3 

283 O3N1C6H5 

284 O1C8H10 

285 N2C5H12 

286 O2N1C8H5 

287 C3H6 

288 Cl1N1C5H4 

289 O1C6H10 

290 Br1C4H9 

291 C10H8 

292 N1C4H5 

293 Cl4O2C12H4 

294 Cl4O2C12H4 

295 O2C7H6 

296 C8H8 

297 O1C5H12 

298 O3N1C4H9 

299 O4C9H8 

300 O1C8H10 

301 O1C7H8 

302 O2C5H10 

303 N1C6H15 

304 Cl6O2C12H2 

305 N1C5H5 

306 C14H12 

307 S1C4H4 

308 C4H8 

309 Cl3C1H1 

310 F3O1C2H3 

311 C3H6 

312 O2C2H4 

313 C9H12 

314 S1N5C9H17 

315 C6H6 

316 C9H20 

317 O2C3H8 

318 Cl1O2N2C9H13 

319 O1C3H8 

320 O1C8H10 

321 O1C10H22 

322 C8H18 

323 Cl1N1C6H6 

324 C9H12 

325 N1C7H9 

326 O2N4C11H18 

327 O6N2C3H6 

328 C6H10 

329 C8H10 

330 O3C3H8 

331 N1C10H9 

332 Cl1O4C9H9 

333 F3N1C9H10 

334 O1C4H10 

335 Cl7C12H3 

336 O5N2C10H12 

337 O1C9H18 

338 S1O2C4H8 

339 O3C10H14 

340 O2C10H14 

341 F2C2H4 

342 F1O2N2C4H3 

343 O1C9H20 

344 O1C5H10 

345 I1C6H5 

346 O1C6H14 

347 Cl1F1C1H2 

348 C9H12 

349 O1C9H10 

350 O2C7H8 

351 O4C6H10 

352 C11H16 

353 O1C6H14 

354 O2C8H16 

355 O1C7H14 

356 Cl1O3C5H11 

357 O1C8H18 

358 Cl1C4H9 

359 O1C10H8 

360 O1C6H10 

361 O2C6H14 

362 O2C7H14 

363 C9H18 

364 C12H12 

365 O2C6H4 

366 Br1C5H11 

367 C9H10 

368 Cl3C2H3 

369 Cl2C1H2 

370 N1C5H7 

371 O2N2C6H6 

372 O3N1C6H13 

373 N1C10H9 

374 O1C3H6 

375 O1C5H8 

376 O2C8H8 

377 O1C7H6 

378 O2C9H10 

379 Cl5O2C12H3 

380 Cl3C6H3 

381 O2C3H6 

382 Cl2C2H4 

383 O1C7H14 

384 O1C7H8 

385 Br1O2N2C4H3 

386 C5H10 

387 C7H16 

388 N2C6H14 

389 Cl2O2C12H6 

390 C8H18 

391 O1N1C9H11 
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392 O2N1C6H5 

393 O1N1C7H9 

394 Cl4C6H2 

395 C10H14 

396 N1C6H7 

397 Cl1N1C5H4 

398 C5H8 

399 N1C3H5 

400 Cl1O2N2C4H3 

401 I1C1H3 

402 O3N1C14H9 

403 C9H20 

404 Cl1O1C7H7 

405 Cl1C1H3 

406 O4C6H10 

407 Cl2C2H2 

408 C14H12 

409 F1C6H5 

410 Br1C7H7 

411 Br1Cl1F3C2H1 

412 Cl2C6H4 

413 C6H14 

414 N1C7H9 

415 O6C6H14 

416 Cl2O1C4H8 

417 O3C9H10 

418 N2C10H10 

419 O2C5H8 

420 O2C4H10 

421 O2C2H6 

422 F6C8H4 

423 O1C9H12 

424 O2C5H12 

425 Cl7C10H5 

426 O2C6H14 

427 O1C8H16 

428 Cl2C3H6 

429 C8H16 

430 I1C7H15 

431 C7H14 

432 O1C8H10 

433 O2C5H10 

434 Cl6C6 

435 Cl1S1O2C1H3 

436 O3C8H10 

437 N1C6H7 

438 N1C7H9 

439 N1C5H9 

440 O2C6H12 

441 C7H12 

442 O3C11H16 

443 O2N1C15H15 

444 O4N1C3H5 

445 S1C4H10 

446 O2N1C14H9 

447 O1C10H14 

448 N2C6H4 

449 S1C6H14 

450 O1C5H10 

451 O3N1C6H5 

452 O1N1C7H9 

453 F3O4N4C11H13 

454 O1C7H16 

455 C9H10 

456 C12H12 

457 C4H6 

458 O1C6H14 

459 C4H10 

460 S1O2N2C7H14 

461 N2C6H8 

462 S1C1H4 

463 C12H12 

464 O6N2C2H4 

465 N1C20H23 

466 Cl2C4H8 

467 C6H12 

468 O1C7H8 

469 N1C8H11 

470 O1C6H12 

471 Cl2F2O1C3H4 

472 Cl1O2C12H7 

473 O2C5H10 

474 S1P1O3N2C12H21 

475 C9H12 

476 C5H12 

477 Cl10C12 

478 O1C10H14 

479 O2C7H14 

480 C12H12 

481 F6C3 

482 N2C4H6 

483 O3C5H12 

484 Cl4O2C12H4 

485 N1C7H9 

486 S1C6H6 

487 Cl3C12H7 

488 Cl5C12H5 

489 N1C8H11 

490 O2N1C10H13 

491 O1C10H18 

492 O1C4H8 

493 N1H3 

494 C12H12 

495 C6H10 

496 N1C2H7 

497 Cl2O3C8H6 

498 N2C4H6 

499 O2N1C7H7 

500 O4C6H14 

501 O1C5H12 

502 S1O4C2H6 

503 O2C3H8 

504 C6H12 

505 N1C9H7 

506 O2C6H14 

507 C12H18 

508 O2C6H12 

509 S2C4H10 

510 O2C8H10 

511 C6H14 

512 O2N2C6H6 

513 Cl4C2 

514 O1C5H12 

515 N1C6H7 

516 O2N1C4H9 

517 F2O3C13H8 

518 N1C6H15 

519 O1C8H14 

520 O2N2C6H6 

521 C2H4 

522 O1C12H10 

523 P1O4C3H9 

524 O1C8H8 

525 Cl4C2H2 

526 Cl2O4C9H8 

527 O6C9H14 
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528 O3C10H12 

529 O1N1C6H5 

530 Cl1C4H9 

531 O3N3C3H3 

532 N1C8H19 

533 I1C6H13 

534 Cl1N1C6H6 

535 N1C3H7 

536 Br1C4H9 

537 F3O1C3H5 

538 Cl4C12H6 

539 N1C7H9 

540 N1C5H11 

541 O2C9H10 

542 Cl3P1O4C4H8 

543 S1N5C10H19 

544 O1N1C7H7 

545 F6C8H4 

546 Cl4C1 

547 Cl2C12H8 

548 N1C6H13 

549 C14H10 

550 C8H16 

551 C9H12 

552 O2C8H16 

553 N1C4H9 

554 Cl1C2H3 

555 O1C4H6 

556 Cl3P1O4C12H14 

557 C7H12 

558 O2C7H14 

559 O3N1C12H15 

560 O1C3H6 

561 I2C1H2 

562 Cl7C12H3 

563 Cl2O3C8H8 

564 N1C1H5 

565 O4N1C2H5 

566 Cl8C10H6 

567 O2C4H8 

568 O1C8H10 

569 F4C1 

570 O1N1C7H7 

571 Cl4C6H2 

572 C6H14 

573 F3O1C8H7 

574 O2C4H8 

575 O1N2C9H12 

576 C8H18 

577 O1C3H8 

578 O1N1C3H9 

579 Cl1O2C3H5 

580 O2C12H20 

581 O2C4H8 

582 O2C8H14 

583 O2C5H10 

584 N1C7H9 

585 O1C8H10 

586 O1C6H12 

587 O1C2H6 

588 C14H10 

589 O1C10H8 

590 Cl1C4H9 

591 Cl1O1C6H5 

592 Cl1C3H5 

593 C6H14 

594 N1C5H13 

595 Br2C6H4 

596 Cl1C7H15 

597 F3O4N3C13H16 

598 O3N1C6H5 

599 N1C7H17 

600 F1O1C6H5 

601 O1N1C6H13 

602 O1C5H12 

603 Cl1O2C12H7 

604 N2H4 

605 O1C7H8 

606 O2N1C7H7 

607

 Cl3S1P1O3N1C9H

11 

608 O1C3H8 

609 F3O3C5H9 

610 O1C9H14 

611 O1C11H22 

612 O2N4C8H10 

613 O3C9H10 

614 O3N2C9H10 

615 O3C6H12 

616 O2C5H10 

617 Cl2O1N1C9H9 

618 O1C9H12 

619 O1C8H8 

620 N1C2H3 

621 O1C6H14 

622 O1N1C7H9 

623 O2C5H10 

624 Br3C1H1 

625 Br1C6H5 

626 O2C9H18 

627 Cl1C6H5 

628 O1C6H14 

629 Cl3C2H1 

630 O1C10H16 

631 O2C7H6 

632 S2C2H6 

633 Br1C3H7 

634 Br1F3C1 

635 N2C3H4 

636 S4P2O4C9H22 

637 O2C3H6 

638 Br1Cl1C2H4 

639 Br1C4H9 

640 N1C7H9 

641 C5H10 

642 F3O2N2C5H3 

643 Cl3C6H3 

644 F3O4N3C13H16 

645 O1C7H14 

646 N1C8H19 

647 O3N1C4H9 

648 C10H14 

649 O3C11H14 

650 O2C7H16 

651 O2C5H10 

652 O1C6H14 

653 O1C5H12 

654 O2C7H6 

655 C5H10 

656 O1N1C3H7 

657 O1N1C2H5 

658 O2N1C14H9 

659 Cl1O1C6H5 

660 Cl6O1C12H8 

661 O1C3H6 
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662 Cl1O2N1C14H20 

663 C8H10 

664 O1C10H18 

665 Cl1F3C2H2 

666 Cl1N5C7H12 

667 O2C4H8 

668 Cl8C12H2 

669 N1C4H7 

670 C3H4 

671 Cl6C12H4 

672 Cl1F2C1H1 

673 O2N1C2H5 

674 O1C10H20 

675 O1C6H12 

676 N1C4H11 

677 O1N1C3H7 

678 C7H16 

679 N1C6H15 

680 C7H14 

681 O1C5H10 

682 O2C7H14 

683 C8H14 

684 I1C5H11 

685 F1O1C6H5 

686 O1N1C5H11 

687 O1C4H8 

688 S1O1C2H6 

689 O2C6H12 

690 C7H16 

691 C7H16 

692 Br1F4C2H1 

693 O1C7H8 

694 N1C6H15 

695 S1O1N1C10H21 

696 Cl1N1C6H6 

697 O1C5H10 

698 N1C7H9 

699 O2C4H8 

700 N2C6H4 

701 C5H8 

702 I1C4H9 

703 O1C6H12 

704 I1O1C6H5 

705 O3N1C6H11 

706 O1N1C6H5 

707 C10H14 

708 F3C7H5 

709 Cl5C12H5 

710 Cl3O2C12H5 

711 N1C7H9 

712 O1C4H8 

713 O1C8H8 

714 C5H8 

715 O1C5H10 

716 S2P1O6C10H19 

717 N2C5H6 

718 Br1C1H3 

719 C6H10 

720 O2N1C12H11 

721 Br1C8H17 

722 F3O2C3H3 

723 O3N1C4H9 

724 F1C1H3 

725 C1H4 

726 S1C2H6 

727 C7H14 

728 C5H10 

729 O2N1C4H5 

730 C4H6 

731 C8H16 

732 N1C3H9 

733 C8H16 

734 S1O3C2H6 

735 N1C3H9 

736 C5H8 

737 Br2C1H2 

738 Cl2O1C6H4 

739 S1P1O5N1C10H14 

740 Br1C6H13 

741 O1C8H16 

742 C11H10 

743 Br1C3H7 

744 S3P1O2C7H17 

745 C8H10 

746 N1C7H9 

747 Cl4C12H6 

748 N2C4H10 

749 O6C6H12 

750 Cl1O2N2C4H3 

751 C13H10 

752 Cl6S1O3C9H6 

753 O1C10H20 

754 Cl2C3H6 

755 O2C4H10 

756 O1C10H16 

757 O2N1C3H7 

758 O2N1C3H7 

759 S1C5H6 

760 Cl1C12H9 

761 C7H8 

762 N1C4H11 

763 Cl2N1C7H3 

764 O6N2C4H8 

765 O1C5H12 

766 Cl8O2C12 

767 O1C5H12 

768 C7H16 

769 O1C10H18 

770 Cl2C2H2 

771 C9H12 

772 Br1C2H5 

773 S1C6H14 

774 F3O1C3H5 

776 C8H6 

777 C6N2O2H6 

778 C16H8 

779 C14H12 

780 C15H12 

781 C11H8 

782 C16H16 

783 C16H16 

784 C16H16 

785 C16H16 

786 N1C5H9 

787 N1C5H10 

788 C2H2 

789 C2H1 

790 N1C3H7 

791 C3H7N1 

792 H5C3 

793 C8N1H13 

794 C5H5 

795 C8N1H13 

796 C8N1H13 

797 C10N1H9 

798 N1C7H5 
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799 N1C7H6 

800 C14N2H22 

801 C8H6 

802 C14N2H24 

803 C14N2H24 

804 C8H8 

805 C9N1H13 

806 C9N1H13 

807 C8N1H15 

808 N1C8H15 

809 N1C8H16 

810 C9H15 

811 N1C10H15 

812 N1C10H16 

813 C8H9 

814 C7N1H9 

815 N1C7H9 

816 C7N1H9 

817 C7N1H9 

818 F1N1H3 

819 F1O1H2 

820 F2H1 

821 Cl1N1H3 

822 Cl1O1H2 

823 Cl1F1H1 

824 Cl1S1H2 

825 Cl2H1 

826 O1H4N1 

827 O2H3 

828 N4H3 

829 N3O1H2 

830 N3F1H1 

831 N3S1H2 

832 S1H4N1 

833 S1H3O1 

834 S1H2F1 

835 O2C2H6N1 

836 O3C2H5 

837 O3C1H3 

838 O2C1H2F1 

839 Li1O1H2 

840 Na1O1H2 

841 K1O1H2 

842 Li1C6H6 

843 Na1C6H6 

844 K1C6H6 

845 C5N2H9Cl1 

846 C4N1H9O2F2 

847 C4N1H8O2F3 

848 C4N2H7Cl1 

849 C4N3H7O3 

850 C4N2H7O4Cl1 

851 C5N1H12Cl1 

852 C4N1H12Cl1 

853 C3N1H10Cl1 

854 C3N2H10O3 

855 C3N1H10O4Cl1 

856 C2N1H8Cl1 

857 C2N2H8O3 

858 C2N1H8O4Cl1 

859 C3N1H11O3S1 

860 C3N1H8O3S1F3 

861 Cl1C5H10N1 

862 C5N2H12 

863 C3H7F1 

864 N1C6H6F1 

865 H4C3N2 

866 C2H6 

867 C8O1N1H9 

868 H7C3O1N1 

869 H7C3N1O2 

870 H9C5Cl1O1 

871 C1O1H2 

872 C4H9F1 

873 H5N1C2O2 

874 H11C4N1 

875 C3H5F3 

876 O1H5C6Cl1 

877 H5C3O1Cl1 

878 O1H5C6Cl1 

879 N1C6H7 

880 C6H6 

881 O1H2 

882 H3C4Cl1O1 

883 H5F1C6 

884 C1H4 

885 C3H8N1F1 

886 N1C6H6F1 

888 H10C5N1F1 

889 O1H5C6F1 

890 O1Cl1C6H5 

891 C3H6F2 

892 H8C5 

893 C4H8F2 

894 H4F2C6 

895 H6C4O1 

896 C5N1H5 

897 N2C5O1H12 

898 Cl1C5H9O1 

899 H4C5Cl1N1 

900 C8O5N4H12 

901 H8N1C4F1O1 

902 N1C6H6Cl1 

903 C3H6 

904 C7N1O2H7 

905 O2C1H2 

906 C2O1N1H5 

907 H3F1C4N2 

908 C3H8 

910 C2H3F3 

911 H9C5F1O1 

912 F1C1H4N1 

913 C2H3N1 

914 C3H4 

915 Cl1C6H11 

916 H3N1C1O2 

917 C3H8N1Cl1 

918 C5H12 

919 H9C4O1N1 

920 C4N2H4 

921 C3O1H6 

922 C1O1H4 

923 N1C6H6F1 

924 C2O1H4 

925 N1C7H9 

926 C4O1H10 

927 C7O4N2H6 

928 H4C6F2 

929 H3C4F1N2 

930 H9C5O1F1 

931 H11C5N1 

932 C4H6 

933 N2C7O1H6 

934 H8N1C4Cl1O1 

935 N5C11H11 

936 C4H7F3 
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937 H4C4O1 

938 H3C4Cl1O1 

939 F1O2H3C2 

940 C3O1H8 

941 C4H10 

943 H4C4F1N1 

944 H4F1C5N1 

945 C15N2O2H12 

946 H10C5Cl1N1 

947 Cl1C1H4N1 

949 H4C5F1N1 

950 C7H11F3 

951 H4C4Cl1N1 

952 H13C5N1 

953 H5C3O1F1 

954 C4N2H4 

955 H9C4O1N1 

956 C5N3O1H5 

957 H6C3O2 

958 C2H4F2 

959 N2C3O1H8 

960 O2C4N2H4 

961 H3C4F1O1 

962 C6H12 

963 C5H7N1 

964 Cl1O2H3C2 

966 C4O1H10 

967 C6N2O2H6 

968 F1C5H9O1 

969 O1H5C6F1 

971 C3H7F1 

972 F1C5H10N1 

973 C3N1H9 

974 H10C5O1 

975 H4C5F1N1 

976 O2C2H4 

977 H6N2C7 

978 H2C2 

979 N1H3 

980 H8C3O1 

981 N1C8H11 

982 H5C2N1O2 

984 H11C9O1N1 

985 C5O1N1H11 

986 O1C6H6 

987 Cl1H3C4N2 

988 O1F1C6H5 

989 H4Cl1C5N1 

990 O3N2C6H6 

991 H11C9N1O1 

992 H3C4F1O1 

993 C6N1O2H5 

994 C3N1H7O2 

995 H9C5O1Cl1 

996 H4C4Cl1N1 

997 H4F2C6 

998 F1C2H6N1 

999 H9C8O1N1 

1000 C2O2H4 

1001 N1C6H6Cl1 

1002 C6N1H13 

1003 C2H5F1 

1004 H4C5Cl1N1 

1005 H4C2O1 

1006 C4H10 

1007 C2N1H7 

1008 H8N1Cl1C4O1 

1009 O6C6N1H9 

1010 H3C4Cl1N2 

1011 C4N2H6 

1012 H8N1F1C4O1 

1013 C3H6F2 

1014 O1C2H6 

1015 H7C7O1N1 

1016 H4C4F1N1 

1017 H10C5N1Cl1 

1018 C2O1H6 

1019 C7F3H5 

1020 F1H3C4N2 

1021 H9C4N1O2 

1022 N1C6H6Cl1 

1023 C2N1H7 

1024 C4H9F1 

1025 H5C2N1 

1026 H3Cl1C4N2 

1027 C2H4 

1029 H10C5F1N1 

1030 H6C2N1Cl1 

1031 C3N1O4H5 

1032 F1C6H11 

1033 C1N1H5 

1034 C4N1H5 

1035 Si1O5H6 

1036 Si1O6H4C1 

1037 Si1O4H8C1 

1038 Si1O4H4N2 

1039 Si1O4H6 

1040 Si1O4H10C6 

1041 Si1O5H8C1 

1042 Si1O4H10C2 

1043 Si1O4H8C2 

1044 Si1O4H6C2 

1045 Si1O4H12C3 

1046 Si1O4H10C3 

1047 Si1O4H8C3 

1048 Si1O4H7N1 

1049 Si1O4H8N1 

1050 Si1O4H9N1C1 

1051 Si1O4H10N1C1 

1052 Si1O4H16N1C4 

1053 Si1O4H4Ne1 

1054 Si1O4H4Ar1 

1055 Si1O5H5 

1056 Si1O4H7C1 

1057 Si1O4H3N2 

1058 Si1O4H5 

1059 Si1O4H9C6 

1060 Si1O5H7C1 

1061 Si1O4H9C2 

1062 Si1O4H7C2 

1063 Si1O4H5C2 

1064 Si1O4H11C3 

1065 Si1O4H9C3 

1066 Si1O4H7C3 

1067 Si1O4H6N1 

1068 Si1O4H7N1 

1069 Si1O4H8N1C1 

1070 Si1O4H9N1C1 

1071 Si1O4H15N1C4 

1072 Si1O4H3Ne1 

1073 Si1O4H3Ar1 

1074 Al1O5H6 

1075 Al1O6H4C1 

1076 Al1O4H8C1 

1077 Al1O4H4N2 

1078 Al1O4H6 
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1079 Al1O4H10C6 

1080 Al1O5H8C1 

1081 Al1O4H10C2 

1082 Al1O4H8C2 

1083 Al1O4H6C2 

1084 Al1O4H12C3 

1085 Al1O4H10C3 

1086 Al1O4H8C3 

1087 Al1O4H7N1 

1088 Al1O4H8N1 

1089 Al1O4H9N1C1 

1090 Al1O4H10N1C1 

1091 Al1O4H16N1C4 

1092 Al1O4H4Ne1 

1093 Al1O4H4Ar1 

1094 P1O5H5 

1095 P1O6H3C1 

1096 P1O4H7C1 

1097 P1O4H3N2 

1098 P1O4H5 

1099 P1O4H9C6 

1100 P1O5H7C1 

1101 P1O4H9C2 

1102 P1O4H7C2 

1103 P1O4H5C2 

1104 P1O4H11C3 

1105 P1O4H9C3 

1106 P1O4H7C3 

1107 P1O4H6N1 

1108 P1O4H7N1 

1109 P1O4H8N1C1 

1110 P1O4H9N1C1 

1111 P1O4H15N1C4 

1112 P1O4H3Ne1 

1113 P1O4H3Ar1 

1114 Si2O8H8 

1115 Si2O9H6C1 

1116 Si2O7H10C1 

1117 Si2O7H6N2 

1118 Si2O7H8 

1119 Si2O7H12C6 

1120 Si2O8H10C1 

1121 Si2O7H12C2 

1122 Si2O7H10C2 

1123 Si2O7H8C2 

1124 Si2O7H14C3 

1125 Si2O7H12C3 

1126 Si2O7H10C3 

1127 Si2O7H9N1 

1128 Si2O7H10N1 

1129 Si2O7H11N1C1 

1130 Si2O7H12N1C1 

1131 Si2O7H18N1C4 

1132 Si2O7H6Ne1 

1133 Si2O7H6Ar1 

1134 Si2O8H7 

1135 Si2O7H9C1 

1136 Si2O7H5N2 

1137 Si2O7H7 

1138 Si2O7H11C6 

1139 Si2O8H9C1 

1140 Si2O7H11C2 

1141 Si2O7H9C2 

1142 Si2O7H7C2 

1143 Si2O7H13C3 

1144 Si2O7H11C3 

1145 Si2O7H9C3 

1146 Si2O7H8N1 

1147 Si2O7H9N1 

1148 Si2O7H10N1C1 

1149 Si2O7H11N1C1 

1150 Si2O7H17N1C4 

1151 Si2O7H5Ne1 

1152 Si2O7H5Ar1 

1153 Si1Al1O8H8 

1154 Si1Al1O9H6C1 

1155 Si1Al1O7H10C1 

1156 Si1Al1O7H6N2 

1157 Si1Al1O7H8 

1158 Si1Al1O7H12C6 

1159 Si1Al1O8H10C1 

1160 Si1Al1O7H12C2 

1161 Si1Al1O7H10C2 

1162 Si1Al1O7H8C2 

1163 Si1Al1O7H14C3 

1164 Si1Al1O7H12C3 

1165 Si1Al1O7H10C3 

1166 Si1Al1O7H9N1 

1167 Si1Al1O7H10N1 

1168

 Si1Al1O7H11N1C

1 

1169

 Si1Al1O7H12N1C

1 

1170

 Si1Al1O7H18N1C

4 

1171 Si1Al1O7H6Ne1 

1172 Si1Al1O7H6Ar1 

1173 Si1P1O8H7 

1174 Si1P1O9H5C1 

1175 Si1P1O7H9C1 

1176 Si1P1O7H5N2 

1177 Si1P1O7H7 

1178 Si1P1O7H11C6 

1179 Si1P1O8H9C1 

1180 Si1P1O7H11C2 

1181 Si1P1O7H9C2 

1182 Si1P1O7H7C2 

1183 Si1P1O7H13C3 

1184 Si1P1O7H11C3 

1185 Si1P1O7H9C3 

1186 Si1P1O7H8N1 

1187 Si1P1O7H9N1 

1188 Si1P1O7H10N1C1 

1189 Si1P1O7H11N1C1 

1190 Si1P1O7H17N1C4 

1191 Si1P1O7H5Ne1 

1192 Si1P1O7H5Ar1 

1193 Si1P1O8H6 

1194 Si1P1O9H4C1 

1195 Si1P1O7H8C1 

1196 Si1P1O7H4N2 

1197 Si1P1O7H6 

1198 Si1P1O7H10C6 

1199 Si1P1O8H8C1 

1200 Si1P1O7H10C2 

1201 Si1P1O7H8C2 

1202 Si1P1O7H6C2 

1203 Si1P1O7H12C3 

1204 Si1P1O7H10C3 

1205 Si1P1O7H8C3 

1206 Si1P1O7H7N1 

1207 Si1P1O7H9N1C1 

1208 Si1P1O7H10N1C1 

1209 Si1P1O7H16N1C4 
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1210 Si1P1O7H4Ne1 

1211 Si1P1O7H4Ar1 

1212 P1Al1O8H7 

1213 P1Al1O9H5C1 

1214 P1Al1O7H9C1 

1215 P1Al1O7H5N2 

1216 P1Al1O7H7 

1217 P1Al1O7H11C6 

1218 P1Al1O8H9C1 

1219 P1Al1O7H11C2 

1220 P1Al1O7H9C2 

1221 P1Al1O7H7C2 

1222 P1Al1O7H13C3 

1223 P1Al1O7H11C3 

1224 P1Al1O7H9C3 

1225 P1Al1O7H8N1 

1226 P1Al1O7H9N1 

1227 P1Al1O7H10N1C1 

1228 P1Al1O7H11N1C1 

1229 P1Al1O7H17N1C4 

1230 P1Al1O7H5Ne1 

1231 P1Al1O7H5Ar1 

1232 Si1O5C1H8 

1233 Si1O6C2H6 

1234 Si1O4C2H10 

1235 Si1O4C1H6N2 

1236 Si1O4C1H8 

1237 Si1O4C7H12 

1238 Si1O5C2H10 

1239 Si1O4C3H12 

1240 Si1O4C3H10 

1241 Si1O4C3H8 

1242 Si1O4C4H14 

1243 Si1O4C4H12 

1244 Si1O4C4H10 

1245 Si1O4C1H9N1 

1246 Si1O4C1H10N1 

1247 Si1O4C2H11N1 

1248 Si1O4C2H12N1 

1249 Si1O4C5H18N1 

1250 Si1O4C1H6Ne1 

1251 Si1O4C1H6Ar1 

1252 Si1O4C1H8 

1253 Si1O5C2H6 

1254 Si1O3C2H10 

1255 Si1O3C1H6N2 

1256 Si1O3C1H8 

1257 Si1O3C7H12 

1258 Si1O4C2H10 

1259 Si1O3C3H12 

1260 Si1O3C3H10 

1261 Si1O3C3H8 

1262 Si1O3C4H14 

1263 Si1O3C4H12 

1264 Si1O3C4H10 

1265 Si1O3C1H9N1 

1266 Si1O3C1H10N1 

1267 Si1O3C2H11N1 

1268 Si1O3C2H12N1 

1269 Si1O3C5H18N1 

1270 Si1O3C1H6Ne1 

1271 Si1O3C1H6Ar1 

1272 h6c1o1 

1273 h5o1p1n1 

1274 n1li1b2h3c1 

1275 h6s1be1 

1276 be1h5n1cl1 

1277 h4al1b1be1n1 

1278 h7si1 

1279 h5li1c2 

1280 h4be1al1b1f1 

1281 h5o2na1 

1282 h7be1 

1283 h7b1 

1284 h6be1p1 

1285 li2h5o1 

1286 h6o1be1 

1287 h6li1b1 

1288 h5s1cl1be1 

1289 h6mg1si1 

1290 h5mg1p1b1 

1291 h5li1f1b1 

1292 h3c2s1f1be1 

1293 h6p1o1 

1294 li2h5b1 

1295 b1h5s1be1 

1296 h6s1n1 

1297 h5b1n2 

1298 h6c1si1 

1299 h5b1o1f1 

1300 c1mg1h4f1o1 

1301 n1be1h6 

1302 h6f1b1 

1303 h2si1li2n1al1o1 

1304 h5b1f1cl1 

1305 h5li1f1c1 

1306 h4b1c1mg1li1 

1307 h5li1na1c1 

1308 si1h5c1mg1 

1309 h4c1o1be1n1 

1310 h4p1b1c1cl1 

1311 be2li1n2h2cl1 

1312 p1h4f2al1 

1313 h5b1f1li1 

1314 s1c1h4cl1al1 

1315 h7al1 

1316 h6na1b1 

1317 h4b1na1be1si1 

1318 h6li1p1 

1319 o1h5c1al1 

1320 h6be1s1 

1321 h6cl1al1 

1322 h5n1f1li1 

1323 s1h5b1c1 

1324 h5c1o1b1 

1325 h5n1be2 

1326 cl1h4f1mg1s1 

1327 li1h6f1 

1328 b1h6na1 

1329 h5li1n2 

1330 h7cl1 

1331 h5b1n1f1 

1332 h6be1s1 

1333 h7na1 

1334 h4s1mg1f1al1 

1335 h5c1si1n1 

1336 h6o1mg1 

1337 h6al1n1 

1338 n1h5b1al1 

1339 h6b1n1 

1340 h6n1f1 

1341 h5be1f1c1 

1342 h5al1c1o1 

1343 h5na1o1si1 

1344 c1h5b1be1 

1345 li1si1be1b2h3 
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1346 h4n1f1c1o1 

1347 h6li1b1 

1348 h4f1n2b1 

1349 o1al1h5be1 

1350 h7f1 

1351 h4be1c1b1li1 

1352 h6li1p1 

1353 n1h5c2 

1354 c3f1h3li1 

1355 h6c2 

1356 h5c2o1 

1357 h7b1 

1358 h4mg1c1b1al1 

1359 c3h3n1s1 

1360 h4n1c2b1 

1361 h7c1 

1362 c1h4b1o2 

1363 h6c1mg1 

1364 h5p1si1n1 

1365 c1s1h5o1 

1366 p1h3c3mg1 

1367 h5c2p1 

1368 h5s1c2 

1369 s1h6o1 

1370 h6c1o1 

1371 h5c2b1 

1372 h7o1 

1373 h5c1mg1o1 

1374 h4o1c2n1 

1375 c2h4si1li1 

1376 c2h5n1 

1377 h4p1c2f1 

1378 h5c1n2 

1379 h4s1p1c1n1 

1380 h6n2 

1381 c3h4mg1 

1382 n1c3h4 

1383 h3c3o1p1 

1384 h3mg1c2o1li1 

1385 al1n1h5c1 

1386 o1h5n1c1 

1387 p1h4o1al1f1 

1388 c2f1h5 

1389 h5al1o2 

1390 h5f1o1p1 

1391 h6s1li1 

1392 h5c2al1 

1393 p1h3c1o2si1 

1394 h6c1n1 

1395 c2si1p1h4 

1396 li1h4c1cl1s1 

1397 h5o1b1c1 

1398 si1h6c1 

1399 p1c1h5mg1 

1400 c5h2o1 

1401 h4s1c2si1 

1402 h5c2p1 

1403 c2f1h4b1 

1404 h6p1f1 

1405 n2c1si1h4 

1406 p1cl1n2h4 

1407 h5o1c1b1 

1408 h6c1si1 

1409 h6na1n1 

1410 h5n1c2 

1411 h5o1b1c1 

1412 h6s1c1 

1413 h4o1s1c2 

1414 h5c2n1 

1415 h5al1cl1p1 

1416 b2h3c2p1 

1417 h4c2na1al1 

1418 h5c1si1f1 

1419 c2s1h3b1si1 

1420 c1h5n1s1 

1421 n1al1c2h4 

1422 c2h5n1 

1423 c1h5n1o1 

1424 si1cl2o1h4 

1425 h3c3f1si1 

1426 al2li1h3c2 

1427 h5si2cl1 

1428 h4c4 

1429 c2h4si1o1 

1430 h5mg1p1o1 

1431 h5cl2p1 

1432 h5n2cl1 

1433 h6c1si1 

1434 o1c2s1h4 

1435 c1h5o1n1 

1436 c3h3o1li1 

1437 h2 

1438 li1h1 

1439 be1h2 

1440 b1h3 

1441 c1h4 

1442 n2 

1443 o2 

1444 f2 

1445 na1h1 

1446 mg1h2 

1447 al1h3 

1448 si1h4 

1449 p2 

1450 s2 

1451 cl2 

1452 C9Br1H14N1 

1453 Cl1H5O1C1 

1454 H6C7I1F3 

1455 C2F3H5 

1456 C9H11Cl1O1 

1457 C2I1F3O1H2 

1458 C2Br1F3O1H2 

1459 Cl1H6N1C1 

1460 H6C7Br1F3 

1461 C1Cl2H4 

1462 C2Cl1H7 

1463 C1I2H4 

1464 F6C12H6 

1465 C1H4F2 

1466 C7Br1H9S1 

1467 O2H3C1F3 

1468 C9H11Br1O1 

1469 C9Cl1H14N1 

1470 C2Cl2H6 

1471 H7O1C2Cl1 

1472 C2F2H6 

1473 F3H9C12 

1474 C2Br1H5O1 

1475 H9C7I1 

1476 C2Cl1H5O1 

1477 H7O1C2F1 

1478 C1H4Br2 

1479 H9C7Br1 

1480 C2Cl1F3O1H2 

1481 C7I1H9S1 
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1482 F1H6N1C1 

1483 F1H5O1C1 

1484 Br1H5O1C1 

1485 C9I1H14N1 

1486 I1H5O1C1 

1487 C2I1H5O1 

1488 C2F1H7 

1489 C2Cl3H5 

1490 O2H3C1Cl3 

1491 C9H11I1O1 

1492 O2H4 

1493 O2H6C1 

1494 O1H7N1C1 

1495 O2H9C3N1 

1496 O2H8C2 

1497 O1H9C2N1 

1498 O2H11C4N1 

1499 O2H6C1 

1500 N1H9C2O1 

1501 N2H10C2 

1502 N2H12C4O1 

1503 N1H7C1O1 

1504 C4H11O2N1 

1505 C4H12O1N2 

1506 C6H14O2N2 

1507 C3H9O2N1 

1508 N4H8C8O4 

1509 O1H7N1C5 

1510 O1H9C6N1 

1511 C4O4H8 

1512 C4O2N2H10 

1513 C6O4H8N2 

1514 C6O3N3H9 

1515 C12H12 

1516 N2C10H10 

1517 N4H8C8O4 

1518 C11H11N1 

1519 C10H10N2O2 

1520 N3C9H9O2 

1521 C8H10 

1522 N2H8C6O2 

1523 N2H6C6O2 

1524 N1C7H9 

1525 C10H24 

1526 C10H24 

1527 C10H24 

1528 C10H22 

1529 C10H20 

1530 C11H16 

1531 C11H18 

1532 N2H16C9O2 

1533 N2H14C9O2 

1534 N2H16C9O2 

1535 C7H16 

1536 C7H14 

1537 C8H19O1N1 

1538 C12H12 

1539 N2C10H10 

1540 C11H11N1 

1541 C8H8 

1542 C4H4 

1543 C8H10O2 

1544 C8H11O1N1 

1545 C6H8O1 

1546 C7H10O1 

1547 C7H11N1 

1548 C9H13O1N1 

1549 N2C10H10 

1550 C2H4O1 

1551 C4H6O2 

1552 C7H16O2 

1553 C7H17O1N1 

1554 C8H10O2 

1555 C5H11O1N1 

1556 N1C7H7 

1557 N2H10C6 

1558 C3O3H7 

1559 C3O3H7 

1560 C3O3H7 

1561 C3O3H7 

1562 C3O3H7 

1563 C3O3H7 

1564 C3O3H7 

1565 C3O3H7 

1566 C2O3H5 

1567 C2O3H5 

1568 C2O3H5 

1569 C2O3H5 

1570 C2O3H5 

1571 C2O3H5 

1572 C2O3H5 

1573 C2O3H5 

1574 C3O2H8N1 

1575 C3O2H8N1 

1576 C3O2H8N1 

1577 C3O2H8N1 

1578 C3O2H8N1 

1579 C3O2H8N1 

1580 C3O2H8N1 

1581 C3O2H8N1 

1582 C2N1H8O1 

1583 C2N1H8O1 

1584 C2N1H8O1 

1585 C2N1H8O1 

1586 C2N1H8O1 

1587 C2N1H8O1 

1588 C2N1H8O1 

1589 C2N1H8O1 

1590 C2N2H11 

1591 C2N2H11 

1592 C2N2H11 

1593 C2N2H11 

1594 C2N2H11 

1595 C2N2H11 

1596 C2N2H11 

1597 C2N2H11 

1598 C2N1H10O1 

1599 C2N1H10O1 

1600 C2N1H10O1 

1601 C2N1H10O1 

1602 C2N1H10O1 

1603 C2N1H10O1 

1604 C2N1H10O1 

1605 C2N1H10O1 

1606 C1N1H8O1 

1607 C1N1H8O1 

1608 C1N1H8O1 

1609 C1N1H8O1 

1610 C1N1H8O1 

1611 C1N1H8O1 

1612 C1N1H8O1 

1613 C1N1H8O1 

1614 C2N3H8O1 

1615 C2N3H8O1 

1616 C2N3H8O1 

1617 C2N3H8O1 
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1618 C2N3H8O1 

1619 C2N3H8O1 

1620 C2N3H8O1 

1621 C2N3H8O1 

1622 C2N4H11 

1623 C2N4H11 

1624 C2N4H11 

1625 C2N4H11 

1626 C2N4H11 

1627 C2N4H11 

1628 C2N4H11 

1629 C2N4H11 

1630 C2N3H10O1 

1631 C2N3H10O1 

1632 C2N3H10O1 

1633 C2N3H10O1 

1634 C2N3H10O1 

1635 C2N3H10O1 

1636 C2N3H10O1 

1637 C2N3H10O1 

1638 C1N3H8O1 

1639 C1N3H8O1 

1640 C1N3H8O1 

1641 C1N3H8O1 

1642 C1N3H8O1 

1643 C1N3H8O1 

1644 C1N3H8O1 

1645 C1N3H8O1 

1646 C4N2H7O1 

1647 C4N2H7O1 

1648 C4N2H7O1 

1649 C4N2H7O1 

1650 C4N2H7O1 

1651 C4N2H7O1 

1652 C4N2H7O1 

1653 C4N2H7O1 

1654 C4N3H10 

1655 C4N3H10 

1656 C4N3H10 

1657 C4N3H10 

1658 C4N3H10 

1659 C4N3H10 

1660 C4N3H10 

1661 C4N3H10 

1662 C4N2H9O1 

1663 C4N2H9O1 

1664 C4N2H9O1 

1665 C4N2H9O1 

1666 C4N2H9O1 

1667 C4N2H9O1 

1668 C4N2H9O1 

1669 C4N2H9O1 

1670 C3N2H7O1 

1671 C3N2H7O1 

1672 C3N2H7O1 

1673 C3N2H7O1 

1674 C3N2H7O1 

1675 C3N2H7O1 

1676 C3N2H7O1 

1677 C3N2H7O1 

1678 C6O1H12 

1679 C4H11N1 

1680 N1H11C4 

1681 C7H10 

1682 S1H2 

1683 C4H9O2N1 

1684 CL2 

1685 C5H8 

1686 N1H3 

1687 C5H9CL1 

1688 C4H9N1O2 

1689 C4H8O2 

1690 C1H4O1 

1691 C6H12O2 

1692 C6N1H7 

1693 C7H14 

1694 C6N1H9 

1695 C7H10O1 

1696 C7H14 

1697 C6H12 

1698 C5H9N1O1 

1699 C7S1H10 

1700 N1C5H11O1 

1701 C4H10O2 

1702 C4N2H6 

1703 C5H8 

1704 C6H10O2 

1705 C1H2O1 

1706 C5H12N2O1 

1707 CL1H1 

1708 C6H14 

1709 C4O1H9N1 

1710 C6H10O2 

1711 C6H10O2 

1712 C4H10S1 

1713 C5H8O1 

1714 O2H2 

1715 C6H9N1 

1716 C1H1N1 

1717 C1O2 

1718 C3O1H7N1 

1719 C6O1H12 

1720 C5H12O1 

1721 C4H7N1 

1722 C5O1H6 

1723 C4O1H8 

1724 C7H8 

1725 C6H14 

1726 C7O1N2H16 

1727 C6H10 

1728 C6H14 

1729 C5H12O2 

1730 C5H10 

1731 C7H12 

1732 C3H8S1 

1733 C3H9N1 

1734 C4H10S1O2 

1735 C5N1H7 

1736 C5H10 

1737 C4H10O2 

1738 C7H10 

1739 C4H10S1O1 

1740 C6O2H10 

1741 C6H12 

1742 C1O1 

1743 C7H4 

1744 C6H14S2 

1745 C5H10O2 

1746 H2 

1747 C1CL2O1 

1748 C4N2H6 

1749 C4H10O3S1 

1750 C4O2H8 

1751 C5H10O1 

1752 C7H4 

1753 C4H7N1O1 
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1754 C5H10 

1755 C9H20 

1756 C4H10O2 

1757 O1H2 

1758 C9H20 

1759 C3O2H6 

1760 C6H14 

1761 C7H12 

1762 C5H8 

1763 C5O1H10 

1764 C2H4 

1765 C1B2H3 

1766 C1B2F3 

1767 B2C4N3 

1768 B2C1N3O6 

1769 C5H5 

1770 C5F5 

1771 C10N5 

1772 C5N5O10 

1773 C5H6B1 

1774 C5B1F6 

1775 C11B1N6 

1776 C5B1N6O12 

1777 C9H8B1 

1778 C8B1F8 

1779 C17B1N8 

1780 C9B1N8O16 

1781 C9H8B1 

1782 C9F8B1 

1783 C17N8B1 

1784 C9N8O16B1 

1785 C1B2H4 

1786 C1B2F3H1 

1787 B2C4N3H1 

1788 B2C1N3O6H1 

1789 C5H6 

1790 C5F5H1 

1791 C10N5H1 

1792 C5N5O10H1 

1793 C5H7B1 

1794 C5B1F6H1 

1795 C11B1N6H1 

1796 C5B1N6O12H1 

1797 C9H9B1 

1798 C9B1F8H1 

1799 C17B1N8H1 

1800 C9B1N8O16H1 

1801 C9H9B1 

1802 C9F8B1H1 

1803 C17N8B1H1 

1804 C9N8O16B1H1 

1805 C1B2H4 

1806 C1B2F3H1 

1807 C1B2F3H1 

1808 B2C4N3H1 

1809 B2C4N3H1 

1810 B2C4N3H1 

1811 B2C4N3H1 

1812 B2C1N3O6H1 

1813 B2C1N3O6H1 

1814 B2C1N3O6H1 

1815 C5F5H1 

1816 C10N5H1 

1817 C5B1F6H1 

1818 C5B1F6H1 

1819 C11B1N6H1 

1820 C11B1N6H1 

1821 C11B1N6H1 

1822 C11B1N6H1 

1823 C5B1N6O12H1 

1824 C5B1N6O12H1 

1825 C5B1N6O12H1 

1826 C5B1N6O12H1 

1827 C9H9B1 

1828 C9H9B1 

1829 C9H9B1 

1830 C9B1F8H1 

1831 C9B1F8H1 

1832 C9B1F8H1 

1833 C9B1F8H1 

1834 C9B1F8H1 

1835 C9B1F8H1 

1836 C17B1N8H1 

1837 C17B1N8H1 

1838 C17B1N8H1 

1839 C17B1N8H1 

1840 C17B1N8H1 

1841 C9B1N8O16H1 

1842 C9B1N8O16H1 

1843 C9B1N8O16H1 

1844 C9B1N8O16H1 

1845 C9B1N8O16H1 

1846 C9B1N8O16H1 

1847 C9H9B1 

1848 C9H9B1 

1849 C9H9B1 

1850 C9F8B1H1 

1851 C9F8B1H1 

1852 C9F8B1H1 

1853 C9F8B1H1 

1854 C9F8B1H1 

1855 C17N8B1H1 

1856 C17N8B1H1 

1857 C17N8B1H1 

1858 C17N8B1H1 

1859 C17N8B1H1 

1860 C17N8B1H1 

1861 C17N8B1H1 

1862 C9N8O16B1H1 

1863 C9N8O16B1H1 

1864 C9N8O16B1H1 

1865 C9N8O16B1H1 

1866 C9N8O16B1H1 
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B. APPENDIX : Structure Figures 

Molecular formulas in Appendix A is not meaningful at all for intermolecular interactions. The 

structures used in Chapter 4 generated with PyMol are provided in this section. The color 

legend for atoms can be found at https://pymolwiki.org/index.php/Color_Values 
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Figure 5: m818 

 

 

Figure 6: m819 

 

 

Figure 7: m820 

 

 

Figure 8: m821 

 

 

Figure 9: m822 

 

 

Figure 10: m823 
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Figure 11: m824 

 

 

Figure 12: m825 

 

 

Figure 13: m826 

 

 

Figure 14: m827 

 

 

Figure 15: m828 

 

 

Figure 16: m829 

 

 

Figure 17: m830 

 

 

Figure 18: m831 

 

 

Figure 19: m832 
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Figure 20: m833 

 

 

Figure 21: m834 

 

 

Figure 22: m835 

 

 

Figure 23: m836 

 

 

Figure 24: m837 

 

 

Figure 25: m838 

 

IL16 

 

Figure 26: m845 

 

 

Figure 27: m846 

 

 

Figure 28: m847 
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Figure 29: m848 

 

 

Figure 30: m849 

 

 

Figure 31: m850 

 

 

Figure 32: m851 

 

 

Figure 33: m852 

 

 

Figure 34: m853 

 

 

Figure 35: m854 

 

 

Figure 36: m855 

 

 

Figure 37: m856 
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Figure 38: m857 

 

 

Figure 39: m858 

 

 

Figure 40: m859 

 

 

Figure 41: m860 
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S66 

 

Figure 42: m1492 

 

 

Figure 43: m1493 

 

 

Figure 44: m1494 

 

 

Figure 45: m1495 

 

 

Figure 46: m1496 

 

 

Figure 47: m1497 

 

 

Figure 48: m1498 

 

 

Figure 49: m1499 

 

 

Figure 50: m1500 
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Figure 51: m1501 

 

 

Figure 52: m1502 

 

 

Figure 53: m1503 

 

 

Figure 54: m1504 

 

 

Figure 55: m1505 

 

 

Figure 56: m1506 

 

 

Figure 57: m1507 

 

 

Figure 58: m1508 

 

 

Figure 59: m1509 
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Figure 60: m1510 

 

 

Figure 61: m1511 

 

 

Figure 62: m1512 

 

 

Figure 63: m1513 

 

 

Figure 64: m1514 

 

 

Figure 65: m1515 

 

 

Figure 66: m1516 

 

 

Figure 67: m1517 

 

 

Figure 68: m1518 
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Figure 69: m1519 

 

 

Figure 70: m1520 

 

 

Figure 71: m1521 

 

 

Figure 72: m1522 

 

 

Figure 73: m1523 

 

 

Figure 74: m1524 

 

 

Figure 75: m1525 

 

 

Figure 76: m1526 

 

 

Figure 77: m1527 
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Figure 78: m1528 

 

 

Figure 79: m1529 

 

 

Figure 80: m1530 

 

 

Figure 81: m1531 

 

 

Figure 82: m1532 

 

 

Figure 83: m1533 

 

 

Figure 84: m1534 

 

 

Figure 85: m1535 

 

 

Figure 86: m1536 
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Figure 87: m1537 

 

 

Figure 88: m1538 

 

 

Figure 89: m1539 

 

 

Figure 90: m1540 

 

 

Figure 91: m1541 

 

 

Figure 92: m1542 

 

 

Figure 93: m1543 

 

 

Figure 94: m1544 

 

 

Figure 95: m1545 
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Figure 96: m1546 

 

 

Figure 97: m1547 

 

 

Figure 98: m1548 

 

 

Figure 99: m1549 

 

 

Figure 100: m1550 

 

 

Figure 101: m1551 

 

 

Figure 102: m1552 

 

 

Figure 103: m1553 

 

 

Figure 104: m1554 
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Figure 105: m1555 

 

 

Figure 106: m1556 

 

 

Figure 107: m1557 

 

ZG237 

 

Figure 108: m1035 

 

 

Figure 109: m1036 

 

 

Figure 110: m1037 

 

 

Figure 111: m1038 

 

 

Figure 112: m1039 

 

 

Figure 113: m1040 
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Figure 114: m1041 

 

 

Figure 115: m1042 

 

 

Figure 116: m1043 

 

 

Figure 117: m1044 

 

 

Figure 118: m1045 

 

 

Figure 119: m1046 

 

 

Figure 120: m1047 

 

 

Figure 121: m1048 

 

 

Figure 122: m1049 
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Figure 123: m1050 

 

 

Figure 124: m1051 

 

 

Figure 125: m1052 

 

 

Figure 126: m1053 

 

 

Figure 127: m1054 

 

 

Figure 128: m1055 

 

 

Figure 129: m1056 

 

 

Figure 130: m1057 

 

 

Figure 131: m1058 
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