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Lay Abstract

Cardiovascular diseases are the leading cause of death worldwide and is most commonly caused by coronary artery disease (CAD). CAD is characterized by a narrowing of arteries that supply blood to the heart as a result of the build-up of fat and cells in the inner portion of the vessel wall. The cells that line the inner part of the vessel (endothelial cells) are the first barrier against CAD. Through a collaboration with Dr. Paré, we identified new genetic variants in DHX34 in early-onset CAD patients. We made stem cells from blood donated by these patients and then turned them into endothelial cells to determine if the variants had a role in their disease development. We found that the endothelial cells with the DHX34 variants migrated more slowly and allowed for more blood cells to attach to them, both of which are processes involved in CAD development.
ABSTRACT

Coronary artery disease (CAD) is characterized by the development of atherosclerotic plaques in the coronary arteries and is one of the leading causes of global mortality. Despite the fact that CAD presents clinically as changes to myocardial function, it is ultimately a disease of the vessel wall. The endothelial cells that line the inner portion of arteries act as a primary defence system against CAD development and as such, were the focus of our work on early-onset CAD (EOCAD). Through a collaboration with Dr. Paré, exome sequencing was performed on EOCAD patients that resulted in the identification of novel, rare variants in DHX34, a component of the nonsense-mediated mRNA decay (NMD) pathway. Induced pluripotent stem cells (iPSCs) were generated from a small-number of peripheral blood monocytes from these patients using the Sendai virus. A protocol was generated that improved endothelial differentiation efficiency and was subsequently utilized to investigate the role of DHX34 in endothelial cell function. The patient-derived endothelial cells had decreased migratory capacity, increased leukocyte adhesion, and altered nitric oxide signaling, all of which are necessary in maintaining the anti-atherogenic environment of coronary arteries. Although further work is required to elucidate the specific mechanism through which the variants confer their impact, this work suggests that DHX34 plays a role in preventing CAD development.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AcLDL</td>
<td>Acetylated low-density lipoprotein</td>
</tr>
<tr>
<td>ACS</td>
<td>Acute coronary syndrome</td>
</tr>
<tr>
<td>ANG1</td>
<td>Angiopoietin 1</td>
</tr>
<tr>
<td>ASC</td>
<td>Adult stem cell</td>
</tr>
<tr>
<td>ATAC-seq</td>
<td>Assay for transposase-accessible chromatin using sequencing</td>
</tr>
<tr>
<td>BAEC</td>
<td>Bovine arterial endothelial cell</td>
</tr>
<tr>
<td>BMP</td>
<td>Bone morphogen protein</td>
</tr>
<tr>
<td>BOEC</td>
<td>Blood outgrowth endothelial cell</td>
</tr>
<tr>
<td>CAD</td>
<td>Coronary artery disease</td>
</tr>
<tr>
<td>CRISPR</td>
<td>Clustered regularly interspaced short palindromic sequences</td>
</tr>
<tr>
<td>CTD</td>
<td>C-terminal domain</td>
</tr>
<tr>
<td>CVD</td>
<td>Cardiovascular disease</td>
</tr>
<tr>
<td>DAF-FM</td>
<td>4-amino-5-methylamino-2’,7’-difluorescein</td>
</tr>
<tr>
<td>DECID</td>
<td>Decay-inducing complex</td>
</tr>
<tr>
<td>DECODE</td>
<td>Genetic determinants of early-onset coronary artery disease</td>
</tr>
<tr>
<td>DHX34</td>
<td>DExH-Box helicase 34</td>
</tr>
<tr>
<td>EB</td>
<td>Embryoid body</td>
</tr>
<tr>
<td>ECM</td>
<td>Extracellular matrix</td>
</tr>
<tr>
<td>EJC</td>
<td>Exon junction complex</td>
</tr>
<tr>
<td>ELISA</td>
<td>Enzyme-linked immunosorbent assay</td>
</tr>
<tr>
<td>eNOS</td>
<td>Endothelial nitric oxide synthase</td>
</tr>
<tr>
<td>EOCAD</td>
<td>Early-onset coronary artery disease</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>EPC</td>
<td>Endothelial progenitor cell</td>
</tr>
<tr>
<td>EPS</td>
<td>Extreme phenotype sampling</td>
</tr>
<tr>
<td>eRF</td>
<td>Eukaryotic release factor</td>
</tr>
<tr>
<td>ESC</td>
<td>Embryonic stem cell (h – denotes human, m – denotes mouse)</td>
</tr>
<tr>
<td>FACS</td>
<td>Fluorescence associated cell sorting</td>
</tr>
<tr>
<td>FGF</td>
<td>Fibroblast growth factor</td>
</tr>
<tr>
<td>FH</td>
<td>Familial hypercholesterolemia</td>
</tr>
<tr>
<td>FLT-3L</td>
<td>Fms-like tyrosine kinase 3 ligand</td>
</tr>
<tr>
<td>FLT4</td>
<td>Fms related tyrosine kinase 4</td>
</tr>
<tr>
<td>gDNA</td>
<td>Genomic deoxyribonucleic acid</td>
</tr>
<tr>
<td>GWAS</td>
<td>Genome wide association study</td>
</tr>
<tr>
<td>HDAC</td>
<td>Histone deacetylase</td>
</tr>
<tr>
<td>HGF</td>
<td>Hepatocyte growth factor</td>
</tr>
<tr>
<td>HHEX</td>
<td>Hematopoietically expressed homeobox</td>
</tr>
<tr>
<td>HIF1α</td>
<td>Hypoxia-inducible factor 1α</td>
</tr>
<tr>
<td>HUVEC</td>
<td>Human umbilical vein endothelial cell</td>
</tr>
<tr>
<td>ICAM</td>
<td>Intercellular adhesion molecule</td>
</tr>
<tr>
<td>ICM</td>
<td>Inner cell mass</td>
</tr>
<tr>
<td>IG</td>
<td>Immunoglobulin</td>
</tr>
<tr>
<td>IκBa</td>
<td>Inhibitor of nuclear factor kappa B</td>
</tr>
<tr>
<td>IL</td>
<td>Interleukin</td>
</tr>
<tr>
<td>iMEF</td>
<td>Irradiated mouse embryonic fibroblast</td>
</tr>
<tr>
<td>iNOS</td>
<td>Inducible nitric oxide synthase</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Term</td>
</tr>
<tr>
<td>--------------</td>
<td>------</td>
</tr>
<tr>
<td>IP</td>
<td>Immunoprecipitation</td>
</tr>
<tr>
<td>iPSC</td>
<td>Induced pluripotent stem cell</td>
</tr>
<tr>
<td>IVF</td>
<td>In vitro fertilization</td>
</tr>
<tr>
<td>KO</td>
<td>Knockout</td>
</tr>
<tr>
<td>KO-SR</td>
<td>Knockout serum replacement</td>
</tr>
<tr>
<td>LDL</td>
<td>Low-density lipoprotein</td>
</tr>
<tr>
<td>LIF</td>
<td>Leukemia inhibitory factor</td>
</tr>
<tr>
<td>MACS</td>
<td>Magnetic associated cell sorting</td>
</tr>
<tr>
<td>MAF</td>
<td>Minor allele frequency</td>
</tr>
<tr>
<td>MCP-1</td>
<td>Monocyte chemoattractant protein-1</td>
</tr>
<tr>
<td>MEF</td>
<td>Mouse embryonic fibroblast</td>
</tr>
<tr>
<td>MEF-CM</td>
<td>Mouse embryonic fibroblast-cultured media</td>
</tr>
<tr>
<td>MESA</td>
<td>Multi-ethnic study of atherosclerosis</td>
</tr>
<tr>
<td>MET</td>
<td>Mesenchymal to epithelial transition</td>
</tr>
<tr>
<td>MI</td>
<td>Myocardial infarction</td>
</tr>
<tr>
<td>MMP</td>
<td>Matrix metalloproteinase</td>
</tr>
<tr>
<td>mtDNA</td>
<td>Mitochondrial deoxyribonucleic acid</td>
</tr>
<tr>
<td>Nf-κB</td>
<td>Nuclear factor kappa-light-chain-enhancer of activated B cells</td>
</tr>
<tr>
<td>NMD</td>
<td>Nonsense-mediated mRNA decay</td>
</tr>
<tr>
<td>nNOS</td>
<td>Neuronal nitric oxide synthase</td>
</tr>
<tr>
<td>NO</td>
<td>Nitric oxide</td>
</tr>
<tr>
<td>NSTEMI</td>
<td>Non-ST elevated myocardial infarction</td>
</tr>
<tr>
<td>NT-ESC</td>
<td>Nuclear transfer embryonic stem cell</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>OB</td>
<td>Oligonucleotide/oligosaccharide binding</td>
</tr>
<tr>
<td>OSKM</td>
<td>Oct4, Sox2, Klf4, cMyc</td>
</tr>
<tr>
<td>OxLDL</td>
<td>Oxidized low-density lipoprotein</td>
</tr>
<tr>
<td>PBMC</td>
<td>Peripheral blood mononuclear cell</td>
</tr>
<tr>
<td>PDGF</td>
<td>Platelet-derived growth factor</td>
</tr>
<tr>
<td>PG12</td>
<td>Prostacyclin</td>
</tr>
<tr>
<td>PI3K</td>
<td>Phosphoinositide 3-kinase</td>
</tr>
<tr>
<td>PLGF</td>
<td>Placental growth factor</td>
</tr>
<tr>
<td>PROX1</td>
<td>Prospero homeobox 1</td>
</tr>
<tr>
<td>PRS</td>
<td>Polygenic risk score</td>
</tr>
<tr>
<td>PSC</td>
<td>Pluripotent stem cell</td>
</tr>
<tr>
<td>PTC</td>
<td>Pre-termination codon</td>
</tr>
<tr>
<td>qRT-PCR</td>
<td>Quantitative reverse transcriptase polymerase chain reaction</td>
</tr>
<tr>
<td>RecA1</td>
<td>Recombinase-like A1</td>
</tr>
<tr>
<td>ROS</td>
<td>Reactive oxygen species</td>
</tr>
<tr>
<td>SCCRI</td>
<td>Stem cell and cancer research institute</td>
</tr>
<tr>
<td>SCF</td>
<td>Stem cell factor</td>
</tr>
<tr>
<td>SCNT</td>
<td>Somatic cell nuclear transfer</td>
</tr>
<tr>
<td>SCOC</td>
<td>Stem cell oversight committee</td>
</tr>
<tr>
<td>SMC</td>
<td>Smooth muscle cell</td>
</tr>
<tr>
<td>SNP</td>
<td>Single nucleotide polymorphism</td>
</tr>
<tr>
<td>SSEA</td>
<td>Stage specific embryonic antigen</td>
</tr>
<tr>
<td>STEMI</td>
<td>ST elevated myocardial infarction</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Name</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>SURF</td>
<td>SMG1, UPF1, eRF1, eRF3</td>
</tr>
<tr>
<td>TCR</td>
<td>T-cell receptor</td>
</tr>
<tr>
<td>TGFβ</td>
<td>Transforming growth factor β</td>
</tr>
<tr>
<td>TIMP</td>
<td>Tissue inhibitor of matrix metalloproteinase</td>
</tr>
<tr>
<td>TNFα</td>
<td>Tumour necrosis factor α</td>
</tr>
<tr>
<td>UPF</td>
<td>Up-frameshift suppressor</td>
</tr>
<tr>
<td>UTR</td>
<td>Untranslated region</td>
</tr>
<tr>
<td>VCAM</td>
<td>Vascular cell adhesion molecule</td>
</tr>
<tr>
<td>VEGF</td>
<td>Vascular endothelial growth factor</td>
</tr>
<tr>
<td>VEGFR2</td>
<td>Vascular endothelial growth factor receptor 2</td>
</tr>
<tr>
<td>vWF</td>
<td>von Willebrand factor</td>
</tr>
<tr>
<td>WT</td>
<td>Wildtype</td>
</tr>
<tr>
<td>7AAD</td>
<td>7-aminoactinomycin D</td>
</tr>
</tbody>
</table>
CHAPTER 1: INTRODUCTION

1.1 INDUCED PLURIPOTENT STEM CELLS

The single dizygotic cell that is formed through fertilization has the capacity to form all cells of both the embryonic and extra-embryonic tissues and is therefore termed totipotent\(^1\). The single cell undergoes several rounds of division at which point the cells begin to spatially segregate to form the blastocyst. During the formation of the blastocyst, the cells differentiate to form an outer cell layer called the trophoblast, and the inner cell mass (ICM). The cells of the trophoblast become the extra-embryonic tissue such as the placenta\(^1\), whereas the cells of the ICM become the embryo itself. The cells of the ICM therefore must form all cell types of the organism and as such are considered pluripotent stem cells (PSCs) (Figure 1).

PSCs are defined by two main features, namely the ability to proliferate without differentiation (self-renewal), as well as the ability to differentiate into the three germ layers (from which fully specialized cells arise i.e. ectoderm, mesoderm, and endoderm)\(^2\). The ability of PSCs to form all mature cell types of an organism is their most attractive quality for regenerative medicine purposes, while their self-renewal capacity means that a single source of PSCs could be used for multiple applications. Possessing these abilities paves the way for them to be used for the growth and regeneration of tissues and organs.

The first type of PSCs that were studied were isolated from teratocarcinoma\(^3\). These tumours spontaneously form and include cell types and tissues across all three germ layers,
which suggested the presence of PSCs. In order to study these cells and their capabilities in the context of development, the cells from the ICM of a blastocyst were then isolated. To differentiate these PSCs from those derived from a teratocarcinoma, they became known as embryonic stem cells (ESCs). The first were isolated from mice (mESCs) in 1981\textsuperscript{4,5}. mESCs served as an extremely useful tool for setting standards for PSCs and in studying developmental pathways. mESCs can be implanted into a host blastocyst to form chimeric mice, which can be subsequently used to study developmental pathways as well as those established postnatally or in response to a stimulus\textsuperscript{6,7}. mESCs continue to be an extremely useful tool for researchers, especially those studying aspects of developmental biology that are not accessible for the human system.

Human ESCs (hESCs) were isolated and grown in culture 17 years after the first mESCs were collected\textsuperscript{2}. hESCs demonstrate the same self-renewal and differentiation capacity as mESCs, although the differentiation capacity and ability of hESCs to contribute to a chimeric animal is not testable for ethical reasons\textsuperscript{2}. Instead, the trilineage differentiation capacity of hESCs can be tested through a teratoma assay, whereby hESCs are injected into an immunodeficient mouse. This assay recapitulates the environment in which PSCs were first identified and allows the hESCs to spontaneously differentiate to cells of all three germ layers, functionally validating their pluripotent status\textsuperscript{1,2}. The use of hESCs is important to better understand human developmental biology as the majority of our understanding was based on other animal systems or sectioned embryos. Although useful, many of the early structures in embryo development differ greatly between humans and mice, which are the most widely used animal system for embryogenesis work.
Recapitulating findings from mESC work to the human system is important. Species differences likely account for many of the differences between mESCs and hESCs such as differences in surface marker expression and dependency on leukemia inhibitory factor (LIF). mESCs consistently express stage specific antigen embryonic antigen (SSEA)-1 but not SSEA-3; however, the opposite is true for hESCs, suggesting differences between the developmental pathway at an early stage. mESCs maintain their undifferentiated status when grown in the presence of LIF and spontaneously differentiate when LIF is removed from the culture medium. This again does not hold true for hESCs as differentiation can occur in the presence or absence of LIF, suggesting a difference in the pathway that maintains their undifferentiated state. hESCs also differ from mESCs in their methylation status and state of X inactivation. mESCs tend to have a lower overall level of DNA methylation and have both X chromosomes active (in female samples) and are therefore considered ‘naïve’. hESCs, however, tend to have increased DNA methylation in comparison to mESCs and some of them have already gone through X-inactivation. This ‘primed’ status of hESCs is more comparable to the PSCs derived from the mouse epiblast rather than mESCs from the blastocyst. Again, these basic differences highlight the disparity between the murine and human model systems. Despite this, the value of mESCs is still high as they can be readily manipulated and used for chimeric studies which hESCs cannot. Studying selected cell types from hESCs, however, can be incredibly useful in studying direct developmental pathways as well as the mature cell type that is obtained at the end. As early as 1998 when they were first isolated, Thompson, et al. speculated on their use for regenerative medicine especially diseases where one single cell type is
affected\(^2\). In this way, once the hESCs were isolated, optimizing high efficiency differentiation protocols became the next hurdle for stem cell biologists.

The potential use of hESCs in basic developmental research, drug screening, and regenerative medicine applications is immeasurable; however, ethical restrictions greatly limit their use. hESCs are obtained from the cleavage stage of human embryos that were frozen for in vitro fertilization (IVF)\(^2\). The rules around obtaining these embryos differ across the world but in many countries the decision to donate the embryo must be made following the decision to destroy it. Embryo destruction is a by-product of hESC isolation and is a major ethical consideration and limitation in their derivation and/or use in many countries\(^13\). For many people, particularly those with religious affiliations, destruction of the embryo is akin to murder as they believe that because of its innate potential to form a full organism, a pre-implantation embryo is considered a person with rights. Several research advisory board reports have ruled that this reasoning does not prohibit the use of hESCs but strict rules, guidelines, and limitations still exist around their derivation and use\(^13\). In Canada, the *Assisted Human Reproduction Act* prohibits the generation of human embryos for strictly research purposes\(^14\). As such, the embryos from which hESCs are obtained must originally have been made for reproductive purposes. If the embryos are no longer needed, they may be donated for research purposes including the derivation of hESCs\(^15\). Explicit consent is required by the embryo donors, including individual gamete donors if they are not the same as the embryo donors, with full knowledge of all options available. The donors must re-consent at the time of hESC retrieval as there could be a considerable time delay from the original time of consent\(^15\). All proposals to isolate new hESC lines are reviewed by the Stem Cell Oversight Committee (SCOC), a division of the
Canadian Institutes of Health Research (CIHR) that was created in 2003 because of the complex ethical issues that exist around the use of hPSCs. SCOC maintains an electronically accessible registry of all hESC lines derived in Canada and is responsible for reviewing all research applications that involve their use. In situations where the proposed research involves the derivation of new hESC lines or the use of lines that have not been previously approved, a face to face review is required. Research that involves previously approved lines or their derivatives still require review; however, depending on the scope of the proposed work, this could vary from a teleconference review to a written notice to SCOC\textsuperscript{15}. Irrespective of the standing legislation around their use, the ethical debate surrounding hESCs may ultimately limit their utility in regenerative medicine once the hurdles of differentiation and immune compatibility with the host are overcome. Therefore, an alternative source of hPSCs whose derivation and use is less controversial would mitigate the limitations of hESCs.

For a long time, it was believed that once a cell was specialized, its fate could not be altered. Gurdon disproved this theory when he initially demonstrated the ability to reprogram a somatic cell using somatic cell nuclear transfer (SCNT) in 1958\textsuperscript{16}. In his seminal work, Gurdon transplanted the genetic information from the somatic cell of a \textit{Xenopus laevis} into a host \textit{Xenopus} oocyte and in doing so, created a PSC-like cell. These cells displayed the same key features of mESCs suggesting that the once somatic cell was now pluripotent in nature. This method was similarly replicated by other groups, but it wasn’t until 2006 that reprogramming of somatic cells became prevalent.

In 2006, Yamanaka showed that with the introduction of four transcription factors, a mouse somatic cell could be reverted back to a pluripotent state\textsuperscript{17} (\textbf{Figure 1}). These cells,
termed induced pluripotent stem cells (iPSCs), possessed the self-renewal and differentiation capacity of ESCs without the ethical considerations of their derivation. One year later, he showed that the same four factors could be used to reprogram human adult fibroblasts thereby revolutionizing the landscape of human stem cell research\textsuperscript{18}. The use of iPSCs is still heavily monitored by numerous governing agencies but their use exists in less of an ethical grey area than hESCs. In Canada, the use of iPSCs also falls under the jurisdiction of SCOC similar to hESCs; however, derivation of these lines does not necessitate a review unless grafting experiments outside of teratoma assays are proposed\textsuperscript{15}.

iPSCs can now be generated through a plethora of techniques and somatic cell sources with factors other than those originally used by Yamanaka (see Chapter 2.1). Regardless of the method used to obtain them, their utility in research and their potential for clinical applications remains unmatched. iPSCs can be made from somatic cells easily obtained from willing donors or even frozen samples. This limits the toll on the donors and makes it more realistic to obtain sufficient iPSCs for research.

iPSCs have utility in many aspects of research including disease modeling, drug discovery, and potential avenues for regenerative medicine. To date, many hESC lines have been generated with abnormal karyotypes or mutations associated with known disease phenotypes and therefore could be used to model those specific diseases\textsuperscript{19}. This is limited by the number of embryos obtained with those mutations and whether they would be donated for research purposes. With iPSC technology, cells with the same self-renewal and differentiation capacities as hESCs could be generated with little to no inconvenience to the patients. iPSCs can then be differentiated towards a specific cell type of interest and used with drug screening platforms or in disease modeling systems. Their use in treatment
discovery has been highlighted by the repurposing of drugs for diseases such as ALS that have bypassed animal models and gone to clinical trials\textsuperscript{20-22}. Drug screening will also be improved with iPSCs in using them to screen for cardiotoxicity by testing them \textit{in vitro} on cardiomyocytes\textsuperscript{23}. Because the low drug attrition rates of today are largely due to unpredicted cardiotoxic effects, this will likely expedite the clinical trial process through better initial screening parameters and outcomes. Finally, one of the hurdles associated with hESCs in regenerative medicine applications is immune compatibility. Although the field has not reached the point of using iPSC-derived cells in the clinic, this issue could be theoretically overcome with the generation of autologous iPSC-derived cells for transplantation.

The application in basic scientific research as well as in the clinic of iPSCs is undeniable. As new approaches to their generation, culturing, and differentiation are optimized, the field becomes closer to realizing their full potential in personalized and regenerative medicine.

\textit{1.1.1 Mechanism of cellular reprogramming}

Since the seminal work of Yamanaka, many other groups have developed alternative methods and factors to reprogram a somatic cell into an iPSC (discussed further in Chapter 2.1); however, the original factors used in the 2006 paper remain the most commonly used. In this paper, he showed that Oct4, Sox2, Klf4, and cMyc (OSKM), now termed the Yamanaka factors, were sufficient to reprogram somatic cells\textsuperscript{17}. At the time, the method in which these 4 transcription factors achieved this was not understood. Through
the work of many groups, we now have a better understanding of the cellular mechanism of reprogramming.

In general, reprogramming of somatic cells to iPSCs is an inefficient process. This is most likely due to the number of epigenetic hurdles the cells have to overcome in a short amount of time. It is now suspected that even though the reprogramming process may be initiated in all of the infected cells, very few are able to acquire the necessary changes and pass them on to progeny \(^{24-26}\). In the cells that are successfully reprogrammed, it is thought that there is a hierarchical set of steps that allow for the once somatic cells to gain a true pluripotent status \(^{27}\). Most of the work to elucidate these steps has been done with mouse embryonic fibroblasts (MEFs) infected with the Yamanaka factors. As such, the process described below will differ depending on the factors used, the mechanism through which they are introduced, and the starting somatic cell type, but if successful, will ultimately result in the repression of lineage-specific markers with the simultaneous adoption of a pluripotent signature.

On a large-scale, the general steps that must be undertaken for MEFs to become iPSCs include increasing proliferation while also decreasing MEF-specific transcription, undergo mesenchymal to epithelial transition (MET), and finally activate pluripotency genes \(^{25,28-30}\). Once inside the cell, the Yamanaka factors work to achieve these steps cooperatively and each step can individually impact the reprogramming process.

cMyc is a proto-oncogene that is often constitutively expressed in cancers. In the context of reprogramming it has been shown by multiple groups to be dispensable \(^{31,32}\); however, it consistently increases the efficiency of the process \(^{9,33}\). Once inside the cell, the targets of cMyc include those that regulate proliferation, cell metabolism, and biosynthetic
pathways\textsuperscript{25}, but cMyc also amplifies the transcription of the targets of the other factors\textsuperscript{32,34}. In MEFs specifically, cMyc has also been shown to decrease transforming growth factor β (TGFβ) signaling which in turn increases MET and therefore reprogramming itself\textsuperscript{29}.

Oct4 and Sox2 form a heterodimer that regulates many aspects of pluripotency. Together with Nanog, Oct4 and Sox2 maintain pluripotency through sustaining self-renewal and preventing differentiation of the iPSCs once they are generated\textsuperscript{35--41}. At the onset of reprogramming, Oct4 and Sox2 have many of the same transcriptional targets as Klf4 that regulate the organization of a pluripotency network that stabilizes the transition through binding to their own promoters and creating a positive feedback loop\textsuperscript{40,41}.

One of the most important aspects of generating a stable pluripotency transcriptional profile is the loss of repressive chromatin marks on pluripotency genes that are found in somatic cells. During reprogramming, there is an overall shift in the euchromatin status of the cell, an area of extensive research\textsuperscript{33}. At early stages of the process, Oct4, Sox2 and Klf4 appear to act as pioneer factors of highly methylated distal promoter regions before the proximal promoters are open\textsuperscript{42}. In a recent study, Schwarz \textit{et al.} performed an assay for transposase-accessible chromatin using sequencing (ATAC-seq) to better understand how this process differs between the populations of MEFs that can and cannot reach the final pluripotent stage\textsuperscript{43}. They confirmed that the change in epigenetic status occurred quickly in all of the infected cells suggesting that the pioneer factor role of Oct4, Sox2, and Klf4 causes chromatin remodelling regardless of the iPSC fate of the cell. At a slightly later stage (d6 vs d3) there were distinct differences that separated those that were poised to reach iPSCs from those that were not\textsuperscript{43}. In these cells, there was a clear early wave of demethylation prior to the de novo methylation of lineage-specific regions,
suggesting that not only are these processes distinct in reprogramming, but de novo methylation is not necessarily vital for the initial silencing of the MEF-gene signature. Often these demethylated regions were in Oct4, Sox2, and Klf4 binding sites. They were also able to identify a more global state of hyperaccessibility in the cells that were destined to be iPSCs, that was specifically enriched in super-enhancer regions of pluripotency regulators, such as Nanog\textsuperscript{43}. Through this process, they concluded that adopting the overall chromatin status of an ESC during reprogramming is a product of accessible Oct4, Sox2, and Klf4 binding regions along with super-enhancers of core pluripotency factors. Once the pluripotency network is established, the chromatin and transcriptional profile of the cell is more similar to that of an ESC than the somatic cell it once was.

All aspects of the reprogramming process can ultimately impact the quality and type of iPSC that is generated at the end. The stoichiometry and method of introduction of the reprogramming factors can greatly impact the reprogramming trajectory as well as the iPSCs generated\textsuperscript{44}. Research has shown that large differences between iPSCs and ESCs can be attributed to residual expression of the reprogramming factors\textsuperscript{24}. There is a level of autoregulation for this as prolonged overexpression of certain factors, such as Oct4, can actually be detrimental to the cell\textsuperscript{45}. The importance of chromatin remodelling has been widely accepted for a long time and has led to the concept of iPSCs maintaining a form of epigenetic memory. In this theory, although the iPSC has obtained the overall epigenetic status of an ESC, not all of the regions responsible for the fate of the somatic cell are hypermethylated\textsuperscript{25}. As such, the iPSCs retain a ‘memory’ of their past fate and therefore makes it easier to differentiate them into that lineage\textsuperscript{46,47}. There has been a lot of work done that both supports and refutes this theory. Kim, et al. showed that the blood cell-derived
iPSCs had an improved differentiation efficiency towards cells of the blood lineage whereas the fibroblast-derived iPSCs displayed improved osteogenic differentiation capacity\textsuperscript{46}. This suggested that because the processes of demethylation and de novo methylation are slow, iPSCs retain a memory of their prior cell fate. However, this was done in low passage iPSCs and it has since been suggested that through additional \textit{in vitro} culturing, this epigenetic memory is erased\textsuperscript{47}. In 2014, Rouhani, \textit{et al.} demonstrated that multiple iPSC lines made from different cell types from one individual were more similar to each other than iPSCs generated from the same cell type but from different individuals\textsuperscript{48}. This suggests that genetic background, not epigenetic memory, plays a larger role in the iPSC’s phenotype. Therefore, although it may not be of great concern for iPSCs that have undergone \textit{in vitro} culture for some time, epigenetic memory may impact the differentiation capacity at early time points. Because extended culturing of iPSCs can impact the rate of chromosomal mutations that occur, extended culture periods must also be avoided in the absence of routine genetic screening.

Understanding the important role of each of the reprogramming steps has allowed for the identification of ways to increase the efficiency of the process. Considering the important role of MET, by using cells that already are epithelial-like, such as keratinocytes\textsuperscript{49,50}, or by increasing MET through TGF\textbeta inhibition\textsuperscript{29}, reprogramming efficiency can improve the process that OSKM initiate. Additionally, the importance of the epigenetic changes in the overall reprogramming mechanism can be seen through increases in reprogramming efficiency when chromatin remodelers or inhibitors of methyltransferases are used\textsuperscript{9,51–54}.
Another aspect of the somatic cell’s function that alters during reprogramming is its metabolism. Similar to the Warburg effect described in cancerous cells, a metabolic switch occurs during reprogramming whereby ATP production through glycolysis is favoured over mitochondrial oxidation\textsuperscript{55-57}. This provides yet another aspect of the reprogramming mechanism that can be chemically modulated to improve efficiency\textsuperscript{55}.

In just over 10 years since reprogramming was first accomplished, there have been many advancements in understanding the mechanism of cellular reprogramming and how it can be manipulated to increase efficiency. As bioinformatic and cellular technology improves, our knowledge about this process and how to best use it will improve not only our ability to generate iPSCs, but also the quality of the lines that are generated.

1.1.2 Use of iPSCs in disease modelling

As mentioned previously, one of the greatest advantages about iPSC generation is the potential for creating disease models, which was first done only 1 year after reprogramming was demonstrated in human cells\textsuperscript{58}. When embryos are created for IVF purposes, genetic screening can be done, especially for couples who are known carriers for inherited diseases. Should the screen turn up with a known mutation and the couple ultimately decides to donate that embryo to research, hESC lines for specific diseases can be generated. Although the resulting model would be similar to one created by iPSCs, there are a number of critical differences. Creating a model from iPSCs where the actual phenotype of the patient is known adds a level of complexity that would be impossible for one made by hESCs. Reprogramming technology also allows groups to create iPSC lines
from numerous controls, such as unaffected family members, which otherwise would not be possible in the context of hESCs. By creating control lines from unaffected members, the genetic background of the individual outside of the suspected disease-causing mutation can be more accurately accounted for. This again adds to the precision of the model as compared to one generated by hESCs because the specific role of the mutation would be better elucidated.

The utility of iPSCs in disease modelling has continued to expand with gene editing advancements. Clustered regularly interspaced short palindromic repeats/Cas9 (CRISPR/Cas9) technology has improved our ability to generate disease models in an unprecedented way. CRISPR/Cas9 is an easy way to design and create specific knockouts or knock-ins in the genome. This has been particularly important for elucidating the role of novel variants in disease. When a mutation is suspected to be involved in a disease, the gold-standard to prove its association with the observed phenotype would be through the introduction of the mutation into an unaffected control. Should the control develop the same disease phenotype as the patient, then an association between the mutation and the phenotype could be made with a high level of certainty. CRISPR/Cas9 can be used to create isogenic iPSC lines whereby the only difference in the lines is the mutation of interest. This method provides clarity on the role of the variant by removing other variables associated with the genetic background of the patient, similar to the use of unaffected family members as controls. This technique is especially important in genetically complex disorders to fully elucidate the underlying mechanism. Applying CRISPR/Cas9 to iPSCs specifically can also reduce the variability that would come from having to perform multiple transfections in terminally differentiated cells of interest. Currently, CRISPR/Cas9 editing is possible
but remains inefficient; however, new methods involving Cas9 variants and different modes of introduction continue to improve this efficiency \(^{60-63}\). In 2018, Wen, \textit{et al}. were able to improve upon previous methods to simultaneously reprogram and edit human fibroblasts into iPSCs \(^{64,65}\). In their work, they reprogrammed PBMCs and were able to decrease the time in generating CRISPR/Cas9 editing in new iPSC lines from 3-4 months down to 1-2 by coupling the reprogramming and gene editing events \(^{66}\). By transfecting peripheral blood mononuclear cells with episomal vectors carrying reprogramming factors and Cas9, along with a guide RNA, they were able to achieve high levels of homology-directed repair to introduce a specific knock-in in a shortened time frame in their iPSCs. Although it worked, the reprogramming efficiency was lower in the presence of gene-editing and worked best only in certain loci of the genome that are more amenable to editing, therefore limiting its use for other regions \(^{66}\). Nonetheless, this work stands as proof-of-principle that combining the two processes for generating disease models using both iPSCs and CRISPR/Cas9 may not only be feasible but more time-efficient.

To date, iPSCs have been used to generate hundreds of disease models especially those with known genetic components \(^{59}\). The success of these models ultimately depends on the ability to differentiate the iPSCs to the affected cell type(s). Although it can be difficult in some cases, many differentiation protocols have been established. Using iPSCs to model diseases that include the cooperation of multiple cell types makes disease modelling not only possible but easier. From a single iPSC line, multiple terminally differentiated cells can be generated thereby reducing the requirement for obtaining different commercially available lines. This could be particularly advantageous when generating isogenic iPSC lines with CRISPR/Cas9. Differentiating multiple cell lineages
from one modified isogenic iPSC line would allow for a clear distinction of the variant across cellular compartments of the disease. This would be particularly useful in disease such as coronary artery disease, discussed below, where multiple cell types play a role and interact during disease development.

Using iPSC lines for disease modeling reduces the extent to which patient samples are needed to generate a multi-cellular disease model. As culturing techniques improve and begin to evolve through the addition of biomechanical engineering methodologies to incorporate cellular scaffolds to create 3D systems, better iPSC disease models can be generated that include structural and multi cellular components from a single iPSC line.

1.2 CORONARY ARTERY DISEASE

The utility of iPSCs in disease modelling is exemplified in those that involve multiple cell types such as coronary artery disease (CAD), which is a major contributing factor to global deaths associated with ischemic heart disease. Ischemic heart disease has been the leading cause of global mortality for the last 15 years\(^6\). In 2016, it was attributed to the death of 9.4 million individuals which totals \(~17\%\) of all global deaths. This number has increased from just over 7 million (13\% of all deaths) in 2010\(^6\). The increased incidence of heart disease may be attributed in part to the increase in some of its risk factors such as diabetes and obesity. Nonetheless, heart disease remains a large burden on our healthcare system as well as a major determinant of life expectancy.

Ischemic heart disease is a broad category but more often than not is a result of CAD\(^6\). CAD is an insidious disease, characterized by the formation of an atherosclerotic
plaque in the coronary arteries. These plaques grow slowly over the course of an individual’s life and typically result in clinical presentation in the 6th or 7th decade of life. Patients with CAD can remain largely asymptomatic for the duration of the disease. As such, individuals typically learn of their CAD burden during an acute coronary syndrome (ACS) - angina, myocardial infarction, or even sudden cardiac death. CAD affects both sexes; however, women show symptoms roughly 10 years later than men and ACSs are four times more frequent in men than in women\textsuperscript{68}.

CAD can be hard to detect in the general population because of its asymptomatic nature. Measuring blood lipid levels, blood pressure, and blood glucose are some techniques used by physicians to estimate a patient’s risk of CAD. In patients that are judged to be at an intermediate risk of having an ACS, it has been suggested that measuring levels of C-reactive protein may represent a measure of the low-grade inflammatory aspect of CAD\textsuperscript{69}. More invasive techniques such as angiograms, intravascular ultrasound, or near-infrared spectroscopy may also be used to determine the burden of CAD in high-risk individuals\textsuperscript{70,71}. Lipid-lowering medication, such as statins, is one of the primary methods employed by physicians for patients with CAD, along with promoting lifestyle changes\textsuperscript{69,72}. If patients are found to have CAD following, or during, an ACS, more advanced measures may be taken such as an angioplasty or even bypass surgery depending on the severity of the disease.

Research around the development and treatment of CAD has been ongoing for many decades. The research has shown the importance of the risk factors in disease development, as well as the step-wise nature of plaque formation. Despite all of the advancements in both the pharmacological and surgical treatment of the disease as well as
information available about its prevention, the disease remains highly prevalent. Therefore, continued research into disease pathophysiology is necessary.

1.2.1 CAD development

CAD is characterized by the build-up of atherosclerotic plaques in the coronary arteries (Figure 2). These plaques grow slowly over many decades and may result in clinical presentation in the form of an ACS or may only be noted upon autopsy. The complexity of CAD presentation is mirrored in its development; disease development requires the coordination of many cell types (Table 1). The atherosclerotic plaques develop in the sub-endothelial compartment of the arteries, known as the intima, and are typically composed of a lipid pool, immune cells, smooth muscle cells, and often contains a necrotic core. As the plaque grows, blood flow to the surrounding tissue is compromised; however, the vessel wall remodels outward to compensate for plaque growth and to reduce the obstruction of blood flow. Outward remodelling will prevent vessel lumen thinning up to 40% of the plaque burden. At this point, the plaque begins to grow into the arterial passage and decrease the flow of oxygenated blood to the myocardium.

The prevailing ideology on CAD initiation is the “response to injury” model refined by Ross. He proposed that the development of CAD is innocent in its beginnings, but chronic injury turns the repair mechanism designed to respond to an insult into a disease itself. It is widely accepted that CAD initiation results from chronic minimal injury to the endothelium. The insult is typically a result of the environmental risk factors discussed below, but ultimately lead to a change in the function and phenotype of the
endothelial layer. The endothelial layer becomes more permeable, allowing for increased migration of low-density lipoprotein (LDL) particles from circulation into the intima\textsuperscript{78}. Once in the intima, the LDL can be oxidized by the endothelial cells forming oxLDL, which furthers endothelial dysfunction itself\textsuperscript{59}.

Endothelial dysfunction can encompass the loss of any of the normal functions of the endothelium but is often hallmarked by a decrease in nitric oxide (NO) bioavailability\textsuperscript{70,78–81}. NO is constitutively produced by endothelial nitric oxide synthase (eNOS), although its activity is regulated through phosphorylation in response to certain stimuli such as changes in shear force\textsuperscript{82}. During the initial phases of CAD development, oxLDL or reactive oxygen species (ROS) that are present can sequester the available NO or uncouple the reaction by which eNOS produces NO\textsuperscript{81,83–85}. Uncoupling this reaction results in the further generation of ROS creating a feedback loop that continues to decrease available NO. NO is the most potent vasodilator but in endothelial cells it also plays an important role in the inhibition of the nuclear factor kappa-light-chain-enhancer of activated B cells (Nf-κB). In its inactive state, Nf-κB is in a complex with its inhibitor (IκBa) and NO acts to stabilize this interaction\textsuperscript{81}. Therefore, when NO is decreased, there is increased activity of this pathway, which results in transcription of adhesion markers, like vascular cell adhesion molecule (VCAM) and intercellular adhesion molecule (ICAM), as well as an increase in cytokine production\textsuperscript{86}. Both of these factors further contribute to endothelial dysfunction and result in a more activated endothelial state. Increased adhesion marker expression and cytokine production, especially monocyte chemoattractant protein-1 (MCP-1), recruits monocytes from circulation to the site of injury where they can adhere to the endothelium\textsuperscript{81,87,88}. 
The adherent monocytes migrate across the endothelium and enter the intimal region. Once in the intima, monocytes differentiate into macrophages which are able to endocytose the oxLDL particles through their scavenger receptors. Macrophages hydrolyse oxLDL into free cholesterol and free fatty acids, with any excess cholesterol being re-esterified. Through this process, the macrophages become laden with lipids and are termed foam cells. Generation and accumulation of foam cells in the intima forms the first visible plaque in CAD – the fatty streak. Fatty streaks can be seen as early as infancy or childhood but are capable of regression at this early stage if the insult to the endothelium is transient. This concept is the basis of the response to injury hypothesis – the injury to the endothelium increases intimal LDL which results in changes in endothelial function to recruit monocytes for its removal. Under CAD-promoting conditions, the injury to the endothelium is chronic and therefore, rather than rebounding from this dysfunctional state, the process continues.

As the insult to the endothelium continues, the extent of LDL accumulation increases thereby constantly recruiting monocytes from circulation and increasing the number of foam cells in the intima. The endothelial cells and foam cells secrete cytokines that continue the process of plaque development. Some of these cytokines, such as interleukin-1 (IL-1) and platelet-derived growth factor (PDGF), promote the proliferation of smooth muscle cells and their migration from the media to the intima. During this process, it has been shown that the smooth muscle cells lose their contractile phenotype to gain a more synthetic phenotype whereby their ability to respond to stimuli for dilation or contraction is lost and instead, they begin to produce and excrete more growth factors and cytokines.
Smooth muscle cells play an important protective role in the development of CAD. Once in the intima, they migrate over the fatty streak and reside below the endothelial monolayer. Their adopted synthetic phenotype allows for increased production of an extracellular matrix (ECM) composed of collagen, proteoglycans, elastin, and glycoproteins\textsuperscript{77}. Together with the smooth muscle cells themselves, the ECM generates a fibrous protective cap over the developing plaque. As the plaque thickens, the fibrous cap can become vascularized which can play a critical role in terminal thrombosis events as discussed below\textsuperscript{79}.

This general process continues over the course of the disease with a growing number of monocytes and their derivatives (macrophages and foam cells), along with other immune cells, namely T cells, accumulating in the intima\textsuperscript{76}. Neovascularization of the inner core and the fibrous cap generates additional avenues by which inflammatory cells can enter the intima\textsuperscript{79,83,93,94}. Along with immune cells, the plaque also grows due to the deposition and release of more free cholesterol from macrophages processing the oxLDL as well as from those undergoing apoptosis\textsuperscript{90}. With many cells undergoing apoptosis in the growing plaque, efferocytosis may become disrupted and therefore a necrotic core can form alongside the lipid pool\textsuperscript{95}. The prothrombotic and lipid core creates a more complex inner plaque milieu that is highly pro-thrombotic.

Exposure of the prothrombotic core to the circulating blood can occur as a result of three types of events – (1) rupture of the fibrous cap, (2) erosion of the endothelium, and (3) calcified nodules\textsuperscript{96}. Calcified nodules account for only a small fraction of thrombosis events (2-7\%) associated with CAD and as such, will not be covered here.
As previously mentioned, a large component of the fibrous cap is the ECM produced by the smooth muscle cells. The other cell types involved in plaque development, namely endothelial cells, monocytes, and macrophages, all produce matrix metalloproteinases (MMPs), which can degrade ECM components. Under normal circumstances, the activity of MMPs is countered by the activity of tissue inhibitor of metalloproteinases (TIMPs). Together, MMPs and TIMPs are necessary for cellular turnover during normal growth and repair; however, in proatherogenic conditions, their activity is no longer balanced, resulting in weakening of the cap. The aforementioned cells all can produce and activate different MMPs which work to degrade the ECM of the fibrous cap, thus weakening it. The cap is then susceptible to rupture due to nonlaminar and/or high-pressure flow of the blood. Exposure of the core to the circulation, along with the entry of additional platelets from the neovessels of the cap itself can cause a hemorrhage or thrombosis event.

Erosion of the endothelial layer accounts for 30-35% of terminal thrombosis events, and even more (>80%) in women under 50. The endothelium grows as a strict monolayer and as such, the cells are strictly regulated through contact inhibition. In areas over a developing plaque, it is likely that the endothelium is denuded from the disturbed blood flow through the artery. In this case, the endothelial cells on either side of the wound stretch out to fill the space and subsequently replicate to re-establish the barrier. Under proatherogenic conditions, it is likely that the injury occurs repeatedly in a small area. In this case, the cells on either side of the wound will have responded by undergoing replication enough times to become senescent. Although the remaining endothelial cells of the barrier may not have reached this critical point, because of contact inhibition they are
unable to migrate and close the gap, therefore leaving the area denuded of the endothelial barrier. Removal of the endothelium increases the exposure of procoagulant surfaces promoting the development of a thrombus.

Rupture of the fibrous cap or removal of the endothelial layer both result in the exposure of the inner milieu of the plaque to the circulation. Monocytes may have surface expression of tissue factor and their macrophage derivatives produce large amounts of it that pool in the core of the plaque. The decreased NO in areas of CAD also result in an endothelium that is more prone to platelet aggregation, and together with the increased collagen in the ECM produced by smooth muscle cells, provide a scaffold for thrombus formation. Through either the interaction with tissue factor or collagen, platelets become activated. Activated platelets aggregate together and recruit activated, and inactivated platelets to the growing thrombus. The number of platelets that aggregate, and therefore the size of the thrombus itself, is a result of numerous factors but the amount of tissue factor sequestered in the plaque has been shown to be a major determinant of thrombus size. The important role of platelets in CAD has also been demonstrated through numerous animal studies that showed a lower atherosclerotic burden and decreased thrombotic events in animals with platelet count defects either as a result of von Willebrand disease or thrombocytopenia.

The extent of thrombosis along with the size of the underlying plaque dictates the clinical presentation, if any, of the event. In many cases, a thrombotic event will be clinically silent and will contribute to the progression of the disease. In fact, Davies found that in 17% of patients that died from causes other than an ACS, there was evidence of plaques that had undergone rupture, thrombus formation, resealing, and continued growth.
without clinical manifestation\textsuperscript{110}. The majority of plaques that result in an ACS upon rupture are small (stenosis of \textless 75\%) whereas larger, more stable plaques tend to result in either a small or silent event\textsuperscript{111}. Smaller plaques tend to be more lipid rich and have no, or a very small, fibrous cap making them more prone to rupture\textsuperscript{77,83}. In these cases, removal of the endothelium can result in immediate exposure of a procoagulant surface and result in thrombosis. In contrast, larger plaques tend to be more stable because of the presence of a thick, fibrous cap. It is also possible that these do not result in clinical presentation because of well-developed collateral arteries – natural bypass arteries to circumvent the obstruction\textsuperscript{77}.

CAD development is complex and requires the cooperation of many cell types. Currently, the main therapeutic strategies used in clinic aim to decrease the lipid burden through the use of statins or prevent thrombosis events by using anticoagulants or blood thinners in high-risk patients\textsuperscript{69,72,112,113}. The number of other cell types and pathways involved in the initiation and development stages of the disease may provide a platform for the development of novel pharmacological preventative or therapeutic measures.

\textit{1.2.2 Risk factors for CAD development}

Genetic and environmental factors contribute roughly equally to CAD development risk in the general population. Both aspects can largely dictate the age at which an individual can present with CAD-associated symptoms, if at all. In this section, I will provide an overview of the environmental components that are well established, whereas the genetic aspect of CAD development will be reviewed in more detail in Chapter 4.1.2.
There are several major environmental risk factors for CAD development that are well validated and documented including (1) age, (2) hypercholesterolemia, (2) hypertension, (4) smoking, (5) diabetes mellitus, (6) obesity. As was mentioned before, CAD develops slowly over the course of an individual’s life, typically only clinically manifesting in later decades. As such, age itself remains a large risk factor for developing CAD.

As was previously discussed, CAD development largely relies on the accumulation of LDL molecules in the arterial wall. Patients that have hypercholesterolemia typically have increased levels of circulating LDL thereby increasing the risk of this aspect of the disease. Hypercholesterolemia may be a result of multiple genetic mutations, monogenic disease as is seen in individuals with familial hypercholesterolemia (FH), or may be a result of dietary choices. Patients with FH typically have a mutation in the LDL receptor, although mutations in other genes such as ApoB and PCSK9 are also known to result in higher LDL cholesterol. For patients with FH as well as those with increased LDL levels as a result of diet, lifestyle changes and the use of lipid-lowering drugs, such as statins, are a major component of CAD prevention.

Hypertension results in changes to the normal laminar flow in the coronary arteries, thereby disturbing the repair process of the vessel wall. The disturbed flow may also contribute to priming of the vasculature for CAD development (discussed in Chapter 4.1.1) or may result in fissuring of a developed atherosclerotic plaque. Hypertensive individuals may have increased levels of Angiotensin II and/or decreased NO which alters the surface of the endothelium such that it becomes more adhesive to circulating leukocytes thereby promoting their entrance to the intima.
Cigarette smoke contains many toxins that impact the vessel wall through a mechanism that remain largely unknown; however, smokers have signs of platelet and endothelial dysfunction, decreased levels of anti-thrombotic factors, and higher overall inflammation. Cigarette smoke increases ROS and alters endothelial permeability, both of which are indicators of endothelial dysfunction. Additionally, it has been suggested that nicotine, which is present in cigarettes at high levels, can decrease the vasodilator prostacyclin which contributes to decreasing platelet aggregation. The addictive nature of cigarettes means that these impacts are a chronic stressor on the vasculature, which distinguishes the normal repair process of the vessel wall from disease development.

Despite not knowing the full details of the mechanism, the association between smoking and increased CAD development, and acute thrombosis events is well-documented. The smoking rate in Canada is decreasing (17.7% in 2015 to 16.2% in 2017) but still remains a big contributor to overall health and CAD risk, which can be decreased by reducing or eliminating the number of cigarettes smoked.

The way in which diabetes mellitus and obesity contribute to CAD development is thought to be similar in nature to hypercholesterolemia. Individuals with diabetes mellitus and obesity typically have hyperglycemia, hypercholesterolemia, as well as higher levels of circulating triglycerides. Hyperglycemia can cause similar changes to the vasculature as hypercholesterolemia and increased triglycerides. Combined with the chronic nature of these metabolic syndromes, a pro-atherosclerotic environment is fostered within the vasculature of these patients. For many of these patients, lifestyle changes that include decreasing dietary fats and sugars as well as increasing activity levels will contribute to a decrease in their CAD risk.
For some of the environmental risk factors mentioned above, the exact mechanisms remain elusive; however, their association with CAD development is well documented. As such, lifestyle changes to eliminate or lessen these risks remain a large part of CAD prevention and therapeutic strategies used today.

1.2.3 Current models and their limitations

Animal models are commonly used to study CAD and have been instrumental in our understanding of the disease. These systems typically require genetic manipulation of the lipid processing pathway to induce hyperlipidemia. This has been done most prevalently in mice through the creation of the \( \text{apoE}^{-/-} \) and \( \text{LdlR}^{-/-} \) lines which effectively mimic human FH\textsuperscript{122,123}. This phenomenon is recapitulated in other animal systems such as the Watanabe rabbit; however, in the Watanabe rabbits, the mutation that effectively eliminates LDL binding to its receptor occurred naturally\textsuperscript{124}. These, along with other animal models (Table 2) have improved our understanding of disease etiology but are not without limitations\textsuperscript{123}.

Murine models of atherosclerosis are the most widely used because of the relatively low financial cost and the ease of manipulating the mouse genome\textsuperscript{122}. In these systems, the mice are genetically modified to have dysfunctional cholesterol metabolism and are then put on a high fat diet for several weeks to induce atherosclerotic plaque development. Under these conditions, atherosclerotic plaques develop in the mice along a similar trajectory as in humans; however, the extent of hypercholesterolemia is higher than what is typically seen in the clinic. The other limitation with this experimental set-up is that the
plaque growth rate is significantly faster than in humans and therefore does not accurately depict the chronic nature of the disease\textsuperscript{102}. Additionally, although certain murine models, such as \textit{hdl}\textsuperscript{-/-} mice, have been shown to develop atherosclerosis in the coronary arteries, in the more commonly used systems, plaques tend to develop in the aorta and proximal great vessels as opposed to the coronary, carotid, and cerebral arteries as they do in humans\textsuperscript{125}. The smaller arteries in which the plaques develop in mice are structurally and hemodynamically different than the larger arteries that are more typically affected in humans. The murine atherosclerotic plaques also have a decreased propensity to rupture, which accounts for a large percentage of human clinical manifestations and therefore cannot recapitulate the terminal stages encountered by many patients\textsuperscript{102,126}.

The differences in the cellular subtypes in mice and humans contributes to the difficulty in translating murine models directly to the human system. Immune cells play a large and important role in CAD development in both systems; however, the specific roles of the immune cell types in humans and mice may differ\textsuperscript{127}. For example, the distinction between \textit{T\textsubscript{H}1} and \textit{T\textsubscript{H}2} is not as distinct as it is in humans, and neither are the markers of macrophage activation\textsuperscript{102}. Both of these cell types are found in high concentrations in an atherosclerotic plaque thus making it important to better understand the differences in the two systems. Another cell type whose role may be inadequately represented in mouse models are smooth muscle cells. In the arteries affected in mice, the embryonic origin of the smooth muscle cells differs from the origin of those in the affected vessels of humans\textsuperscript{128}. In human coronary arteries, a population of smooth muscle cells can be found in the intimal region early in life which is lacking in the mouse system. Therefore, their role in the earlier stages
of the disease may be missed by using a mouse model that does not accurately depict their location pre-CAD induction\textsuperscript{102}.

Discrepancies such as those mentioned above suggest that the etiology of the disease in humans and mice may differ. Despite this, using animal models provides an excellent tool for studying aspects of the disease that would otherwise be extremely difficult to model \textit{in vitro}. By using a live animal model, the role of each individual cell type involved can be examined and potentially manipulated allowing researchers to gain better insight into their specific role. This may be improved for areas such as the immune aspect of the disease by using a humanized mouse model to determine if the role of the human immune cells differs from that of the mouse.

In order to better understand the human aspect of the disease, different methods have been employed. One of the earliest methods was to examine coronary arteries post-mortem\textsuperscript{92,110,111,129}. These autopsies provided invaluable information about plaque structure at different time points and highlighted their complexity. The amount of information that could be obtained through this method is limited to static views of the plaque. CAD development involves the dynamic interplay of many cells which is missed through the examination of post-mortem tissues. With the ability to culture human cells \textit{in vitro}, groups started to use specific cellular subtypes involved in the disease to better understand their role. In fact, in 1984 Ross isolated smooth muscle cells directly from an atherosclerotic plaque and tried to culture them\textsuperscript{130}. Unfortunately, this method did not work as the cells were mostly senescent and thus did not provide an accurate model. Since then, different groups have used commercially available cells, such as human umbilical vein endothelial
cells (HUVECs), to better understand the individual role of these cells in disease
development.

Researchers continue to use both animal models and more simplistic *in vitro* cellular
platforms to understand aspects of CAD development and potentially identify new
therapeutic avenues. With the advancement of stem cell technology, many groups have
moved towards generating patient-specific cellular models. In 2010, Rashid *et al.* used this
method to generate iPSCs from patients with FH which will help to advance our knowledge
of lipid metabolism in these patients and potentially identify other cell types that may have
been thus far overlooked\(^\text{131}\). This progression of the *in vitro* system allows for groups to
examine the genetic component of the disease which is largely missed in using
commercially available cells or animal model systems. Forming organoids that include
multiple cell types and subsequently using them in xenograft models, as was recently done
by Wimmer, *et al.* will combine the benefits of both animal models and *in vitro* human cell
culture systems in studying CAD\(^\text{132}\).

### 1.3 SUMMARY OF INTENT

The overall objective of my PhD work was to create and use patient-specific
endothelial cells to assess the impact of rare variants in individuals with early-onset
coronary artery disease (EOCAD). The work presented here was done in collaboration with
Dr. Guillaume Paré who spearheaded the Genetic Determinants of Early-Onset Coronary
Artery Disease (DECODE) study. As mentioned in the subsequent chapters, the patient
samples that were necessary for the creation of the model were obtained through their enrolment into the DECODE study at the Hamilton General Hospital.

The first goal of my thesis was to reprogram patient samples into iPSCs. At the time that work began on this project, reprogramming of non-mobilized peripheral blood samples was not done in the Stem Cell and Cancer Research Institute (SCCRI). I was able to successfully reprogram numerous samples into iPSCs using the Sendai virus. The samples were collected at the Hamilton General Hospital following patient enrolment by a member of Dr. Paré’s team. The isolation of the peripheral blood mononuclear cells and the subsequent reprogramming and validation of the iPSC lines was done by me. The iPSC lines were all generated as per the protocol outlined in Chapter 2 and were used for all work done in Chapters 3 and 4.

The endothelial cells are the first to experience disturbance during CAD development and therefore are of particular interest especially in patients who develop the disease several decades earlier than the average. The patient-specific iPSCs were differentiated to endothelial cells through a protocol that I optimized and validated across multiple iPSC lines. The optimized version of the protocol was able to achieve differentiation efficiencies up to 10-fold greater than the originally published protocol and generated more endothelial cells expressing mature markers. The protocol shown in Chapter 3 was used for all subsequent work in Chapter 4. This work was included as a figure in a review paper submission to Stem Cell and Development in August 2018 which I wrote as a means to outline an optimization process that can be applied to published differentiation protocols.
The ultimate goal of this work was to use both the iPSCs generated in Chapter 2 and the endothelial cells from Chapter 3 to determine if rare variants found in the DECODE population altered endothelial function. Through analysis of the exome sequencing data, 4 patients with variants in \textit{DHX34} were selected for analysis. DHX34 was recently identified as a component of the nonsense mediated mRNA decay (NMD) pathway but has not been widely studied in this context or in a cell-specific manner. To better understand the role of DHX34 in endothelial cells, DHX34 HUVEC knockout cell pools were purchased from Synthego as a basis for comparison to our patient-derived cells. In these cells and our patient-derived endothelial cells, we noticed several differences in endothelial functions related to CAD development such as migration, NO production, and monocyte adhesion. Although aspects of NMD show disruption, further research is required to determine which NMD targets may be responsible for the observed phenotype, as well as what other potential roles DHX34 may have in endothelial cells that are independent of its role in NMD. The work presented here was done primarily by myself with the assistance of undergrad students (Nicole Yan, Shreya Jain) who helped with select cellular assays but mostly in performing western blots and RNA isolation for the qRT-PCRs.

The three main aims for my thesis were to (1) generate patient-specific iPSC lines from peripheral blood mononuclear cells, (2) optimize an endothelial differentiation protocol, and (3) to better understand the role of DHX34 in endothelial function and how its variants may impact the development of CAD.
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Figure 1. Common sources of human pluripotent stem cells and their potential applications. Following fertilization, the single dizygotic cell undergoes multiple rounds of division and begins to spatially segregate during blastocyst formation. At this point, the cells differentiate to those of the trophoblast lineage and the inner cell mass (ICM). The cells of the ICM are termed embryonic stem cells (ESCs). The ethical concerns surrounding ESC derivation and use have made it imperative to find alternative sources of human pluripotent stem cells (hPSCs). Yamanaka was the first to demonstrate that somatic cells, such as fibroblasts and mononuclear cells from the blood, can be reprogrammed into an induced pluripotent stem cell (iPSC) with the introduction of reprogramming factors. Both sources of hPSCs are capable of self-renewal as well as tri-lineage differentiation. The resulting differentiated cells from hPSC sources have potential applications in many aspects of biomedical research including drug screening. They also hold potential for future clinical applications in regenerative medicine with terminally differentiated cells or tissues from autologous iPSCs being used for transplant.
Figure 2. Development and growth of an atherosclerotic plaque in coronary artery disease. The development of coronary artery disease (CAD) involves the cooperation of many cell types over the course of several decades. Injury to the endothelium is widely accepted as an initiator of disease development. When the endothelium is injured, it becomes more permeable allowing for increased migration of LDL particles to the intima. In the intima, the LDL becomes modified to oxidized LDL (oxLDL). This advances injury to the endothelium, resulting in increased expression of adhesion markers and cytokines by the endothelium. This action recruits monocytes from the circulation to the site of injury, where they then transmigrate across the endothelium. In the intima, the monocytes differentiate to macrophages, which can engulf oxLDL particles thereby clearing it from the intima. In doing this, macrophages become laden with lipid and are termed foam cells. As this process continues, foam cells, their precursors, and other immune cells such as T cells continue to pool in the intima. As they accumulate, they continue to produce cytokines, some of which can promote the migration of smooth muscle cells from the media to the intima. The smooth muscle cells form a fibrous cap under the endothelium where they also secrete large amounts of an extracellular matrix (ECM) to further strengthen the cap. The high number of cells undergoing apoptosis in the inner core may impact the process of efferocytosis thereby creating a necrotic core in the plaque. This, along with the large amounts of tissue factor produced and sequestered in the core, creates a highly prothrombotic environment. If the inner core is exposed to the circulation as a result of endothelial erosion or rupture of the fibrous cap, platelets can adhere to the components of the ECM or cells that are expressing tissue factor themselves, to initiate the coagulation cascade, resulting in thrombus formation.
# Table 1. The role of cellular subtypes in CAD

<table>
<thead>
<tr>
<th>Cell type</th>
<th>Roles in CAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Endothelial</td>
<td>Dysfunction is considered initiator of CAD development&lt;br&gt;Semi-permeable barrier becomes disrupted to allow increased LDL migration&lt;br&gt;NO production decreases&lt;br&gt;Surface becomes adhesive to both leukocytes and platelets&lt;br&gt;Production of cytokines recruits immune cells&lt;br&gt;Production/activation of MMPs can degrade fibrous cap&lt;br&gt;Vascularize plaque and fibrous cap increasing immune cell invasion and risk of hemorrhage&lt;br&gt;Denudation can cause terminal thrombosis events</td>
</tr>
<tr>
<td>Smooth muscle</td>
<td>Migrate to intima to form protective fibrous cap&lt;br&gt;Phenotype changes from contractile to synthetic to increase ECM and cytokine production</td>
</tr>
<tr>
<td>Monocytes/macrophages</td>
<td>Monocytes differentiate into macrophages once in the intima&lt;br&gt;Act as antigen-presenting cells to T cells&lt;br&gt;Macrophages engulf oxLDL and become foam cells&lt;br&gt;Apoptosis largely produces lipid core&lt;br&gt;Production of cytokines recruits immune cells&lt;br&gt;Production/activation of MMPs can degrade fibrous cap&lt;br&gt;Produce large amounts of tissue factor rendering the core pro-thrombotic</td>
</tr>
<tr>
<td>T cells</td>
<td>Contribute to cell activation through the production of cytokines</td>
</tr>
<tr>
<td>Platelets</td>
<td>Initiate coagulation cascade through tissue factor interaction&lt;br&gt;Produce thrombus responsible for ACS presentation</td>
</tr>
</tbody>
</table>
Table 2. Animal models of atherosclerosis development\textsuperscript{122}

<table>
<thead>
<tr>
<th>Animal system</th>
<th>Method of atherosclerosis induction\textsuperscript{*}</th>
<th>Similarities with human disease</th>
<th>Differences with human disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mouse</td>
<td>LDLR\textsuperscript{-/-}, apoE\textsuperscript{-/-}</td>
<td>Cellular subtypes involved, Lesions in human FH cases are similar</td>
<td>Plaque location, Complexity of plaque, Time for disease development</td>
</tr>
<tr>
<td>Rabbit</td>
<td>New Zealand white - HFD, Watanabe – natural 4bp deletion in LDLR</td>
<td>CAD development is spontaneous but accelerated by HFD Plaque location</td>
<td>Wattanabe plaque composition is different to human</td>
</tr>
<tr>
<td>Pig</td>
<td>High fat diet apoB100 variants</td>
<td>CAD development is spontaneous but accelerated by HFD Complexity of plaque Plaque location</td>
<td>Different HDL subtypes</td>
</tr>
</tbody>
</table>

\textsuperscript{*} Genetic mutations typically result in hypercholesterolemia so most accurately would reflect human familial hypercholesterolemia-induced CAD development; HFD = high-fat diet
CHAPTER 2: DERIVATION OF AN EFFICIENT PROTOCOL FOR
REPROGRAMMING PBMCs INTO iPSCs

PREFACE

This chapter focuses on the reprogramming method I used to convert peripheral blood mononuclear cells into iPSCs for use in future work. Although more common place now, when I began this project, reprogramming of non-mobilized peripheral blood was not widely done as traditional methods were not very efficient. I was the first in the SCCRI to successfully convert non-mobilized PBMCs into iPSCs using the Sendai virus. This chapter begins with a more in-depth introduction into the field of reprogramming (Chapter 2.2) to supplement the overview given in Chapter 1.1. The methods highlighted in this chapter were used to generate all iPSCs used in both Chapter 3 and Chapter 4. All the data generated for this chapter was done by me with blood samples either collected at the Hamilton General Hospital as part of the DECODE study or PBMCs purchased from StemCell Technologies for the Healthy control. In all graphs, every data point indicates a separate replicate. For the qRT-PCR data, each replicate shown is the mean of three technical replicates. The data from the Genetic Analysis Kit is shown as the mean of three technical replicates from one passage of the indicated iPSC lines.
2.1 INTRODUCTION

2.1.1 History of iPSC generation

Reprogramming technology has allowed researchers to overcome the ethical debate surrounding the use of human embryonic stem cells (hESCs) and has significantly increased the possibilities for the regenerative and personalized medicine fields. Using patient-derived cell types allows for drug toxicity screening prior to clinical trial use, thereby providing a possible means to decrease the drug attrition rates\(^22,23\).

In 2006, Yamanka made his seminal discovery of cellular reprogramming for which he was awarded the Nobel Prize\(^17\). Yamanaka showed that through the introduction of just four factors, Oct4, Sox2, KIf4, and cMyc (OSKM), a somatic cell could be transformed into an ESC-like cell termed an induced pluripotent stem cell (iPSC). These factors, now known as the Yamanka factors, were identified by screening 24 genes and were initially introduced via retrovirus based on the Moloney murine leukemia virus\(^17\). Over the course of 2 weeks, the murine fibroblasts transitioned into pluripotent stem cells whereby they were capable of both self-renewal and tri-lineage differentiation. This work was initially done in murine fibroblasts but in 2007, Yamanaka’s group showed that the same four factors could be used on human fibroblasts, both adult and fetal, to similarly revert the somatic cell into an iPSC\(^18\). This discovery paved the way for patient-specific lines for use in disease modelling, which was first demonstrated only one year later by George Daley’s group\(^58\). They showed that patient-specific iPSC lines could be generated for use in disease investigation and drug development from genetic diseases with either Mendelian or
complex inheritance patterns. Since then, many disease-specific iPSC lines have been generated through a wide range of methods²⁹.

2.1.2 Methods previously used for reprogramming

It was originally believed that a somatic cell’s lineage fate was final; however, Gurdon illustrated the plasticity of a somatic cell through his work. In 1958, Gurdon showed that through the transfer of a somatic cell’s genetic information into an enucleated oocyte, the fate of the cell was reverted to an ESC-like state¹⁶. This original method of reprogramming, termed somatic cell nuclear transfer (SCNT), is achieved through undefined factors present in the oocyte. The pluripotent stem cells created through SCNT are similar to primed mouse ESCs (mESCs) in nature. The process of reprogramming through SCNT is fast – in under 22 hours, the cell is functionally pluripotent, and is more similar to an ESC than an iPSC generated through exogenous gene expression¹³³. Although SCNT can be a useful tool for reprogramming non-primate mammalian cells, it was only in 2013 that the technique was successfully used to reprogram human somatic cells using fetal fibroblasts, with up to 50% of resulting embryos giving rise to nuclear transfer ESCs (NT-ESCs)¹³⁴. The NT-ESCs were pluripotent as assessed functionally and molecularly. The method outlined by Tachibana, et al. is useful for proteomic and transcriptomic analysis of the creation of the pluripotency identity during reprogramming.

Though now possible, the feasibility of using SCNT for deriving hPSCs for regenerative medicine is uncertain. The efficiency of human oocyte SCNT reprogramming differs significantly across donors and the factors impacting this have not yet been
elucidated\textsuperscript{134}. Additionally, the work done in 2013 that demonstrated successful human SCNT did so with fetal fibroblasts. Whether the efficiency would be similar for adult somatic cells remains to be tested. SCNT requires that the donor undergo ovarian stimulation and oocyte retrieval which can take anywhere from 8-14 days\textsuperscript{135}. This is an invasive procedure that requires the donors to adhere to a stimulation protocol beforehand in order to obtain an adequate number of oocytes. Adherence to the protocol and the steps required to complete it may reduce the number of potential oocyte donors. Once the somatic cell is reprogrammed, only trace amounts of the donor mitochondrial DNA (mtDNA) can be detected in the NT-ESCs\textsuperscript{134}. This could be an advantage from the regenerative medicine standpoint in cases of mitochondrial disease, whereby replacing the diseased mitochondria in regenerated cells could be done with a healthy donor oocyte\textsuperscript{135}. Maintaining the oocyte mitochondria also ensures metabolically active hPSCs; however, for disease modelling purposes, having mtDNA from the donor oocyte may conceal metabolic phenotypes of the disease. Ultimately, in Canada the creation of hPSCs through SCNT is not permitted by the policy that covers the use of human biological materials, which is enforced and regulated by SCOC\textsuperscript{15}. As such, alternative methods for deriving human PSCs that circumvent the ethical issues of both hESCs and those reprogrammed through SCNT are necessary.

In 2007, Yamanaka’s group filled the need for a source of hPSCs through their work showing retroviral reprogramming with OSKM resulting in 0.02\% of human fibroblasts being reprogrammed into iPSCs\textsuperscript{18}. Since then, many groups have worked towards improving efficiency of the reprogramming process in order to make it a more feasible component of regenerative medicine. One way that this has been accomplished is
by using alternate methods of introducing reprogramming factors (Table 1). Around the same time as Yamanaka’s report on human fibroblast reprogramming, the Thompson group achieved a similar feat in fetal and neonatal fibroblasts, although with reduced efficiency (0.0095% vs 0.02%)

They showed that using Lin28 and Nanog in place of cMyc and Klf4 iPSCs could be generated, thus highlighting the potential for alternative reprogramming factors (Table 2).

It is important to confirm the efficacy of reprogramming genes or compounds in human cells if the experiments were initially done in the mouse system. Yamanaka’s group initially reprogrammed murine fibroblasts in 2006 and showed in 2007 that the same four factors could be used for human fibroblasts without a significant decrease in efficiency. For example, when reprogramming murine somatic cells, Oct4 can be replaced by number of different factors including those that activate Oct4 target genes, inducing epigenetic changes at the Oct4 locus, over-expression of Sall4 or inducing Sall4 expression with DZNep, increasing MET with E-cadherin or TGFβ, or replacing Oct4 with endoderm specifiers that block ectoderm. When tried in human somatic cell reprogramming, the only methods that could replace Oct4 were introduction of GATA3-VP16 or mir302/367 and mir200c/302/369, albeit with a significant reduction in efficiency. In 2018, Mai, et al. used ATAC-seq, to identify the tumour suppressor NKX3-1 as having a role in Oct4-mediated reprogramming. Through identification of the IL6R-STAT3-NKX3-1-Oct4 signaling cascade, they were able to show that modulating this pathway upstream of Oct4 itself could result in similar levels of reprogramming with NKX3-1 in place of Oct4 in the reprogramming cocktail in both human and murine settings. Because human somatic cell reprogramming is necessary for regenerative
medicine and drug testing purposes, confirming murine methods in the human system is of the utmost importance.

Prolonged exposure of reprogramming factors is necessary to allow for chromatin modifications to occur such that endogenous expression of pluripotency genes can be turned on and the state maintained by cellular machinery\textsuperscript{9}. To achieve this, early cellular reprogramming work that followed from Yamanka’s discovery required transgene insertion for successful iPSC generation. Retrovirus was the first to be used for this process and although successful, yielded low efficiency\textsuperscript{17,18}. In an attempt to increase the rate of iPSC production, groups tried with lentivirus carrying the reprogramming factors\textsuperscript{136,148}. Similar to retrovirus, lentivirus results in insertion of the transgenes into the host genome; however, unlike retrovirus, lentivirus does not require the target cells to be actively dividing\textsuperscript{148}.

Lentiviral and retroviral methods were successful in reprogramming, but their potential for regenerative medicine applications is limited because the insertion sites of the transgenes are random and could potentially have unpredicted cellular impacts\textsuperscript{149}. In the initial examination of human iPSCs, Takahashi, \textit{et al.} noted ~20 retroviral insertions in each line, similar to what was seen in the mouse iPSCs\textsuperscript{17,18}. In the mouse system, the ability of iPSCs to contribute to germline cells can be assessed through the formation of chimeric mice. When this was first done, however, 20\% of these iPSC-derived mice, tumour development could be attributed in part to reactivation of cMyc\textsuperscript{150}. That same year, the therapeutic potential of iPSCs was shown with a humanized mouse model of sickle cell anemia, and although none of the mice in that study developed tumours, the authors noted that the potential remained and must be addressed before moving to human clinical
applications\textsuperscript{151}. Therefore, it is likely that similar levels of transgene insertions in the human system pose the same risk of tumorigenesis. To eliminate these risks, integration-free methods are now commonly used for reprogramming\textsuperscript{148}. Many different methods have been used, including the use of transposons to insert transgenes which were subsequently removed following endogenous activation of pluripotency genes\textsuperscript{152}, chemical modulators\textsuperscript{9,33,141,153}, adenovirus\textsuperscript{154}, and episomal vectors\textsuperscript{155–157}. All these methods have proved successful with varying levels of efficiency, as well as safety. For example, using transposons may reduce the risk of oncogene reactivation but activation of transposons themselves has the potential for multiple insertions and deletions to occur, thereby increasing the risk of indel formation\textsuperscript{148,152}. As we continue to understand the steps by which cellular reprogramming occurs, it becomes possible to use alternative and safer methods by which reprogramming can occur.

2.1.3 Somatic cell sources for reprogramming

When reprogramming, there are many factors to consider when selecting the starting somatic cell. The invasiveness, cost, and ease of the technique may limit, or in some cases prevent, patients from donating samples. When creating iPSCs for disease modelling or drug screening, it is essential that the genetic component of the disease remains intact, which is not only a consideration when selecting the reprogramming method but also in cell source selection. Additionally, it has been suggested that the starting cell may even impact the propensity of the cells to form teratomas, which may be even more of a consideration for downstream clinical applications\textsuperscript{158}. 
Initial reprogramming experiments were conducted almost exclusively with fibroblasts and they still remain one of the most commonly used sources of somatic cells\(^{148}\). Fibroblasts can be isolated from patients through a punch biopsy and subsequent culture of the sample. Culturing techniques for fibroblasts are well established, making them relatively easy to culture and expand; however, it can take up to 2-3 weeks for the fibroblasts to be confluent enough for their initial passage from the time of sample collection\(^{159}\). Additionally, because they are isolated from the skin, there is the potential for additional unknown mutations to be present in the cells. Although this is the case for any cell of the adult body, the dermis is particularly susceptible to random mutations due to exposure to UV radiation, which may in turn cause genetic aberrations that are independent of the disease of the patient\(^{160}\). Taken together, the length of time for fibroblast expansion \textit{in vitro} and the increase in UV-mediated mutations makes fibroblasts an unattractive cell type in reprogramming, especially for regenerative medicine applications.

The reprogramming process requires that somatic cells take on the epigenetic, transcriptomic, and metabolomic profile of ESCs. Because of this, many people have also tried to use progenitors or adult stem cells (ASCs) for reprogramming purposes\(^{148}\). These cells maintain many properties of ESCs, such as self-renewal and differentiation, although to a lesser extent. In this way, there would be fewer changes needed to the profiles of progenitors or ASCs, as compared to somatic cells, to revert to a pluripotent state\(^{148}\). Similarly, some groups focused on reprogramming cell types that have endogenous expression of the Yamanaka factors in order to reduce the requirement for exogenous transgene expression. For example, Kim, \textit{et al.} demonstrated in 2009 that neural stem cells could be reprogrammed with only Oct4 as they already have high endogenous expression
of cMyc and Sox2\textsuperscript{161}. Similarly, Zhu, et al. showed that reprogramming efficiency was elevated in keratinocytes which endogenously express both Klf4 and cMyc\textsuperscript{162}. In fact, many groups have reported that the reprogramming efficiency of ASCs and progenitors is higher than that of a bulk population of somatic cells\textsuperscript{161,163,164}. This supports the idea that these cells are more poised to be reprogrammed and has contributed to the notion that reprogramming somatic cells is inefficient because it is actually the very small progenitor/ASC population present in the bulk sample that is being reprogrammed. This idea was proposed by Yamanka’s group in their first demonstration of reprogramming\textsuperscript{17}. They suggested that because the frequency of multipotent stem cells in skin was similar to their overall reprogramming efficiency it was possible that they were targeting this poised population. They did, however, note that they were able to achieve similar efficiency with stromal cells which were less enriched in a stem-like population, thereby casting doubt on their previous hypothesis. Nonetheless, other groups attempted to reprogram stem and progenitor-like populations. In fact, the first demonstrations of reprogramming cells from the hematopoietic system were those that used CD34\textsuperscript{+} progenitors isolated from mobilized peripheral blood\textsuperscript{165}, bone marrow\textsuperscript{166}, or umbilical cord blood\textsuperscript{163}. Although progenitors and ASCs can be reprogrammed, the theory that the overall low efficiency of reprogramming was due to a small progenitor population has been refuted by groups that have shown that it is possible to reprogram terminally differentiated cells like islet cells\textsuperscript{167} and those of the blood system\textsuperscript{164,168–170}. Instead, it is now believed that low reprogramming efficiency can be attributed to the difficulty of overcoming the epigenetic changes that are required during reprogramming, which also explains the higher efficiency rates in more progenitor-like populations\textsuperscript{25,148} (see Chapter 1.1.1).
Although reprogramming progenitors or ASCs may be efficient, these cells can be rare and therefore difficult to isolate from patients. The least invasive way to obtain human somatic cells is from peripheral blood or umbilical cord donation. Samples of non-mobilized peripheral blood are given regularly by patients and contain anywhere from $10^6$ – $10^7$ peripheral blood mononuclear cells (PBMCs) in every 10 mL (data collected through this project). On the other hand, although umbilical cord is a fully non-invasive supply of patient PBMCs and CD34$^+$ progenitors, it is not available for every patient. When trying to isolate the CD34$^+$ progenitors from peripheral blood, a mobilizing agent such as granulocyte-colony stimulating factor is typically given to patients$^{165}$. There is a risk of negative side effects, such as prolonged lethargy, bone pain, headaches, and may not be an option for some patients, including those that are pregnant or breastfeeding. Additionally, the cost and time associated with the isolation, expansion, and purification of CD34$^+$ progenitors decrease the large-scale application of the technique. As such, using a non-mobilized PBMC source would be an ideal source for reprogramming because of the large number of cells that can be obtained from a small sample, the ease of acquisition, as well as the lower chance of having a chromosomal aberration due to the absence of environmental factors that could confound the genetic aspect of the disease in question.

In 2010, three groups simultaneously showed that human PBMCs could be similarly reprogrammed into iPSCs using lentivirus$^{168}$, Sendai virus$^{169}$, or polycistronic vectors$^{171}$ carrying the Yamanaka factors. Working backwards, Loh, et al. and Staerk, et al. both demonstrated that the iPSCs generated came from a T cell origin, whereas Seki began with an isolated fraction of T cells. Although the methods were different, both techniques again refuted the concept that the progenitor population, specifically in the
hematopoietic compartment, is the one being reprogrammed. Additionally, by
demonstrating the reprogramming of a bulk PBMC source, Loh, *et al.* and Staerk, *et al.*
both independently confirmed that isolation and subsequent culture of a specific cell type
within the population is unnecessary for successful reprogramming\textsuperscript{168,171}. In doing this,
they highlighted the potential of PBMCs as a source of somatic cells for reprogramming in
the context of disease modelling and regenerative medicine applications.

\subsection*{2.1.4 Chapter objectives}

Creating patient-specific disease models is the first step in developing more
personalized treatment options for patients. Often, treatments that work for many patients
do not work for others. Although diseases may present clinically in a similar manner, the
etiology may differ thus altering the efficacy of current treatment modalities. Creating
patient-specific models of disease development allows us to investigate the role of their
genetics in disease development in a manner more specific than existing mouse models.
Reprogramming patient samples into iPSCs is an effective method to produce a large
number of target cells with the least inconvenience to the patient. In certain cases, obtaining
a skin biopsy, mobilized peripheral blood, or a large volume of non-mobilized peripheral
blood is an obstacle because of the health of the patient. As such, the goal of this chapter
is to highlight the method of reprogramming a small number of PBMCs isolated from non-
mobilized peripheral blood that I developed in the lab. Using this method, as few as 50,000
PBMCs can be used to generate upwards of 20 iPSC colonies for validation and
maintenance. Using this technique, only small volumes of blood are required from patients for researchers to create and bank a large number of iPSCs for future work.

2.2 MATERIALS AND METHODS

2.2.1 Cell culture

Once collected, PBMCs were cultured in StemPro34 filtered following addition of the supplement, 2mM L-glutamine, 20ng/mL IL-3, 20ng/mL IL-6, 100ng/mL SCF, 100ng/mL Flt-3L (complete PBMC media). iPSCs were cultured in DMEM/F12, 10% KOSR, 10mM NEAA, 2mM L-glutamine, 7mM β-mercaptoethanol, 16μg/mL bFGF (iPSC media) on iMEFs. Alternatively, iPSCs were cultured on Matrigel-coated plates in MEF-CM with 8μg/mL bFGF or mTeSR1 (StemCell Technologies) for RNA or gDNA collection, immunofluorescence, and flow cytometry experiments. HEK cells were cultured in 90% DMEM, 10% FBS, 2mM L-glutamine. For lentiviral production, media was changed to high glucose DMEM, 10% FBS, 2mM L-glutamine, 0.1mM NEAA, 1mM sodium pyruvate (transfection media). All cells were maintained at 37°C and 5% CO₂.

2.2.2 PBMC isolation

10mL of non-mobilized peripheral blood was collected from patients with early-onset coronary artery disease. The blood was kept on ice for a maximum of 2 hours before isolation of the peripheral blood mononuclear cells took place. 10mL of blood was diluted
1:4 in DPBS, 1mM EDTA, 5% FBS (PEF). 8mL of the diluted blood was carefully layered onto 4mL of Ficoll. The tubes were centrifuged at 1500 rpm for 20 min, with acceleration set to 5 and the brake set to 0 on the centrifuge. Following centrifugation, the mononuclear cell layer was carefully removed from each tube into two separate clean tubes. These tubes were centrifuged at 1500 rpm for 5 min (acceleration:5, brake:5). The supernatant was aspirated, and the pellets were resuspended in 10mL cold ammonium chloride. The solutions were kept at 4°C for 5 min and then centrifuged at 1500 rpm for 5 min (acceleration:5, brake:5). The pellets were combined and resuspended in 1-4mL of PEF to count the cells. The isolated PBMCs were frozen down in aliquots of 1 or 2 million cells/vial in 90% FBS, 10% DMSO and kept in liquid nitrogen until future use.

2.2.3 Lentivirus production

Two types of lentivirus were generated for reprogramming purposes – one carrying Oct4/Sox2, and the second with cMyc/Klf4. Lentivirus was produced by transfecting HEK cells with one of the aforementioned vectors (11.5μg) in 1.5mL OptiMEM with 6.5 μg psPax2, 4.5 μg pMD2.6. Separately, 46μL of LTX was added to 1.5mL OptiMEM and left at room temperature for 4 mins. The LTX solution was added dropwise to the vector and incubated at room temperature for 20 min. Media on HEK cells was changed to the transfection media and the DNA:LTX media was added to the flasks and incubated overnight. Media was changed 24 hours later to transfection media and left for 48 hours. The lentivirus was harvested from the supernatant of each flask through ultra-
centrifugation for 2 hours at 25,000 rpm at 4°C. The viral pellet was resuspended in cold DPBS and stored at -80°C until future use.

2.2.4 Lentiviral reprogramming of PBMCs

Lentiviral reprogramming of PBMCs was attempted after 1, 2, and 7 days of culture in complete PBMC media. All the following steps were used for all conditions following the pre-culture period.

100,000 PBMCs were seeded onto Retronectin-coated non-TC 12 well plates in complete PBMC media. 24 hours after seeding, the Oct4/Sox2 and cMyc/Klf4 lentiviruses were added to complete PBMC media with 8μg/mL Polybrene and added to each well of PBMCs. The cells were spin-transduced at 1300 rpm for 90 min at 30°C. 24 hour after transduction, 1mL complete PBMC media was added to each well and left for 48 hours.

48 hours after transduction, PBMCs were transferred onto iMEFs in PBMC media, gradually changing to iPSC media over the next 48 hours. Cells were maintained on iMEFs in iPSC media until colonies appeared up to 2 weeks.

2.2.5 Sendai virus reprogramming of PBMCs

The CytoTune 2.0 kit was purchased from ThermoFisher for reprogramming purposes. The kit is composed of a three-vector system Klf4-Oct4-Sox2 (KOS), cMyc, and Klf4. The kit was initially thawed at 37°C for 30 seconds and then allowed to fully thaw at
room temperature before placing on ice. The contents of the kit were then aliquoted and frozen down for future use.

PBMCs were thawed one or two days prior to the Sendai transduction into complete PBMC media. On the day of transduction, the cells were counted and checked for viability. The volume required to obtain 50,000 or 100,000 cells was added to one well of a 24-well low-attachment plate along with additional complete PBMC media to a final volume of 350μL, with or without 4μg/mL Polybrene. Sendai virus was added to 150μL of complete PBMC media to obtain an MOI of 5, 5, and 3 for KOS, cMyc, and Klf4 respectively. The media with virus was added to the wells to a final volume of 500μL. The plate was sealed and centrifuged at 1500rpm for 90 min at room temperature. Following the spin, an additional 500μL of complete PBMC media was added to each well before placing the plate at 37°C overnight.

24 hours after transduction, the PBMCs were collected into tubes. Each well was gently washed with 500μL of media to ensure all cells were collected. The cells were centrifuged at 200 x g for 10 min to remove additional virus. The supernatant was aspirated, and the cells were resuspended in 500μL of complete PBMC media before placing back in the original wells of the 24-well plate.

48 hours after transduction (day 2), irradiated MEFs were plated in 1 well of a 12-well plate per sample transfected. On day 3, the 500μL of cell suspension was transferred to 1 well of a 12-well plate with irradiated MEFs containing 500μL of complete PBMC media. On day 4, half of the media was removed and was replaced with PBMC media without the cytokines (StemPro34 filtered after addition of the supplement, 2mM L-
glutamine). On day 5, half of the media was again changed to PBMC media without the cytokines. On day 7 onwards, half of the media was changed daily to iPSC media.

Once colonies were large enough (approximately day 15-17), each colony was transferred to 1 well of a 12-well plate coated with irradiated MEFs to maintain clonality of iPSC lines.

2.2.6 Immunofluorescence staining

iPSC lines reprogrammed with Sendai virus were maintained as clonal lines and passaged once every 7 days. At passage 2, a portion of each iPSC clone was passaged into an individual well of a 24-well plate for Tra1-60 staining. After 4 days in culture, the iPSCs were fixed with 4% PFA at room temperature for 10 min. The cells were washed twice with DPBS and then stained with Tra1-60 (R&D) overnight. Cells were visualized the following day and the two most Tra1-60 positive clones were maintained for future experiments.

For Oct4 and Nanog staining, the iPSCs were fixed at passage 15 using 4% PFA. The cells were washed twice with DPBS before permeabilization with methanol. Oct4 and Nanog antibodies (R&D) were added to individual wells overnight, diluted 1:200 and 1:100 in DPBS respectively. The following day, the cells were washed three times with DPBS before adding the secondary antibody (1:1000) at room temperature for 1 hour. The cells were washed again with DPBS before staining with DAPI (300mM) at room temperature for 10 min. The cells were finally washed again before being imaged. Brightness of the
brightfield images was adjusted for better viewing. Merged images were compiled using ImageJ.

2.2.7 Embryoid body differentiation

EB differentiation was performed as previously described\textsuperscript{172}. In brief, iPSCs were passed using 1:3 diluted Accutase for 3 min at 37ºC. The Accutase was carefully removed and replaced with DMEM with 10% KO-SR with 0.44 μL/mL Y-27632 for the first 48 hours. Cells were scraped into rounded clumps using a 5 mL pipette and transferred to a well of an ultra-low attachment plate. Media on the cells was changed every 48 hours. On day 7, the EBs were transferred to a gelatin-coated plate in DMEM + 10% FBS. Media was changed every 48 hours for an additional 7 days. On day 14, cells were scraped up and collected for RNA extraction.

2.2.8 qRT-PCR

iPSCs were collected at passage 13-15 for qRT-PCR purposes for by scraping up the colonies and allowing them to settle before aspirating the media. For EB differentiation, the EB differentiated cells were scraped up and centrifuged before aspirating the supernatant. RNA was extracted (Norgen) and made into cDNA (Bioline) following the protocols provided. Primers used are listed in Table 3.
2.2.9 Flow cytometry

All antibodies used for flow cytometry were purchased from BD Biosciences. Flow cytometry was performed on the LSRII and analysis performed with FlowJo.

Isolated PBMCs were initially analyzed through flow cytometry. PBMCs were collected and centrifuged at 1200 rpm for 5 min. Cells were resuspended in DPBS, 1mM EDTA, 5% FBS (PEF) and filtered through a 35μM filter. The following antibodies from BD Biosciences were used: CD45 (1:100), CD34 (1:200), CD3 (1:200), CD4 (1:100), CD2 (1:100), CD19 (1:100), CD20 (1:200), CD33 (1:100), CD14 (1:500), CD13 (1:500), CD15 (1:100). Cells were left to incubate with antibody for 30 min at room temperature before being washed once with PEF. 7AAD (1:50) was added once the cells were resuspended in PEF prior to running the cells on the LSRII.

iPSCs grown in mTeSR1 were used for flow cytometry experiments. In brief, the cells were singularized with Accutase at 37°C for 5 min and collected for centrifugation. The cells were resuspended in PEF and filtered. Cells were stained with SSEA3/4 (1:100) for 20 min at room temperature. Cells were then washed once with PEF before adding 7AAD (1:50) and running the samples on the MacsQuant.

Data collected from both flow cytometers was analyzed and compiled using FlowJo v10.
2.2.10 iPSC genetic analysis

The hPSC Genetic Analysis Kit was purchased from StemCell Technologies and modified for use in a 96-well format as opposed to the suggested 384-well format. Genomic DNA (gDNA) was isolated from the iPSCs using the QIAmp DNA kit (Qiagen) and was stored at -30°C until use.

Briefly, the gDNA and kit contents were thawed on ice protected from light. 580ng of gDNA and the 2x Master Mix were combined with nuclease free water to a final concentration of 5 ng/μL. The primer-probe sequences were resuspended in 33μL TE buffer and used to create primer-probe mixes with double the volume indicated in the table provided with the kit. 14μL of the DNA sample to wells of the 96-well plate followed by 6μL of the appropriate primer-probe mixes. All samples were done in triplicate. The plate was run on the QuantStudio3 machine by Applied Biosystems following the standard cycling parameters provided with the kit without the addition of ROX. Analysis was done with the online tool provided by StemCell Technologies associated with the kit (https://stemcell.shinyapps.io/psc_genetic_analysis_app/). Briefly, ΔCt was calculated by normalizing each locus from the sample against the internal ch4p control locus (ΔCtX) and for the control sample as well (ΔCtC). These values were used to calculate ΔΔCt (ΔCtX - ΔCtC). Copy number (Cn) was calculated by taking two to the negative exponent of ΔΔCt and multiplying it by two to signify the diploid state (Cn = 2 x 2^-ΔΔCt).
2.2.11 Data Analysis

Data are expressed as mean ± SD. Analysis was performed using t-tests and two-way ANOVAs as indicated with p<0.05 as statistically significant.

2.3 RESULTS

2.3.1 Lentiviral transduction did not successfully reprogram non-mobilized PBMCs

Introducing reprogramming factors through lentivirus is widely used for human fibroblasts, and some hematopoietic cells. Reprogramming of human blood cells with lentivirus has only been accomplished using isolated populations of cells, namely T-cells\textsuperscript{168} or CD34\textsuperscript{+} cells either from cord blood\textsuperscript{163} or mobilized blood\textsuperscript{165}. Reprogramming PBMCs from non-mobilized peripheral blood using lentivirus has not been previously shown. We attempted to reprogram non-mobilized PBMCs using the same method that had been used in the Stem Cell and Cancer Research Institute (SCCRI) to reprogram CD34\textsuperscript{+} cells from cord blood (Figure 1a). The PBMCs were cultured prior to transduction with a combination of two lentiviruses – Oct4/Sox2 and cMyc/Klf4. After 2 weeks in culture on iMEFs, no colonies had appeared. Absence of any Tra1-60\textsuperscript{+} cells confirmed that there were no iPSCs that we had missed through gross examination of the wells (Figure 1b). The same method was attempted multiple times with various PBMC samples with the same results.
To confirm that viability of the PBMCs prior to transduction was not the reason we didn’t see any iPSC colonies form, we tested 3 lengths of pre-culture. Regardless of the culture length prior to transduction, the lentiviral method did not yield any iPSC colonies from the non-mobilized PBMCs (Figure 1c).

2.3.2 Sendai virus successfully reprograms non-mobilized PBMCs

Successful reprogramming of non-mobilized PBMCs without requiring enrichment for a specific cell population has been done with Sendai virus$^{169,173}$. As such, we tried the CytoTune2.0 kit (ThermoFisher) to reprogram our PBMCs. The protocol that came with the kit suggested pre-culturing the PBMCs for 3 days prior to transduction; however, to increase viability and likelihood of success, we cultured for only 1-2 days (Figure 1d). On day 8, small colonies became visible and by day 12, had classic iPSC morphology and stained positive for Tra1-60 (Figure 1e) indicating successful reprogramming of the non-mobilized PBMCs with Sendai virus. This method successfully worked for 15 different PBMC samples (Figure 1g).

Traditional lentiviral reprogramming requires the use of Polybrene to aid in viral entry into the cells. Polybrene (hexadimethrine bromide) is a cationic polymer that increases retroviral and lentiviral transduction efficiencies by neutralizing the charge differential between the viral particles and sialic acid on the cell membrane. Because Sendai virus enters mammalian cells through binding to the sialic acid surface receptor$^{174}$, we wanted to determine whether the addition of Polybrene would increase our yield of PBMCs through Sendai reprogramming. We utilized the same method (Figure 1d) with
and without polybrene. There was a dramatic decrease in the number of PBMC colonies that we were able to obtain when we added polybrene to the viral mixture before adding to the well (Figure 1f), and as such, continued without the addition of Polybrene.

2.3.3 Reduction in starting number of PBMCs does not decrease efficiency with Sendai virus

One of the most common uses for iPSCs is for disease modelling using patient-specific samples. Depending on the disease, the patients may present clinically in acute distress thereby making it impossible to obtain large blood samples for reprogramming purposes. This may also be the case in situations where the disease of the patient limits their ability to donate in other ways, or simply if they find it intrusive to provide large samples. As such, it’s critical to be able to generate iPSCs with limited starting material, especially if additional assays can/must be done on the donated blood sample. To see whether the reprogramming protocol could be used for small sample numbers, we tried both 100,000 and 50,000 PBMCs for reprogramming. The original CytoTune2.0 kit suggests using 300,000 PBMCs/well - therefore we were reducing the number by a factor of 3 and 6 respectively. The same size wells were used for both 100,000 and 50,000 and the cells were all re-plated into 12 well plates (1 well each) coated with iMEFs. When transduced in the presence of Polybrene, we did notice a reduction in the number of colonies; however, in the absence of Polybrene there were >100 colonies in all wells. 100 iPSC colonies from a single donor are more than is needed for research purposes and so we concluded that 50,000 PBMCs were sufficient to obtain iPSCs using Sendai virus.
50,000 PBMCs in the absence of Polybrene at the time of transfection were used for all subsequent experiments

2.3.4 Sendai virus reprogramming of PBMCs is independent of CD34+ population size

In one of the first successful demonstrations of reprogramming hematopoietic cells with the Sendai virus, one group demonstrated that the CD34+ fraction were the only ones to be successfully infected and reprogrammed\textsuperscript{175}. Although in other cases of hematopoietic reprogramming this has not held true\textsuperscript{168,169,171}, we were interested to see whether the number of colonies we were able to achieve was dependent on the size of the CD34+ progenitor population of the PBMC samples. When the blood samples were obtained for PBMC isolation, no mobilization agent was given to the donors; however, small numbers of CD34+ populations can be routinely found in circulation.

We performed flow cytometry on 15 PBMC samples to assess the percentage of CD34+ cells that could be found in the non-mobilized blood samples that were isolated. When we then reprogrammed the same 15 samples, we found that there was no correlation between the CD34+ population and the number of colonies that we generated through Sendai reprogramming (\textbf{Figure 1g}; $R^2 = 0.03608$).
2.3.5 Sendai reprogramming results in bona-fide iPSCs

The colonies we picked from our Sendai transfection were chosen based on Tra1-60 expression and having a similar morphology to hESCs. We then had to confirm that the selected colonies were truly iPSCs. All cells in the iPSC colonies expressed Nanog (Figure 2a, Supplementary Figure 1) and Oct4 (Figure 2b, Supplementary Figure 2). The cells also expressed SSEA3 (Figure 2c, Supplementary Figure 3) as assessed by flow cytometry. At the transcript level, the iPSC colonies expressed a wider panel of pluripotency markers to a similar level as H9 hESCs (Figure 2d, n=1 for H9 hESCs). At this time, there was no sign of Sendai virus as assessed by qRT-PCR (data not shown). Taken together, the gene signature of the reprogrammed colonies corresponded to that of a reprogrammed cell.

The reprogramming process requires that the somatic cell undergo epigenetic and transcriptional changes. It is common that other genetic aberrations can occur simultaneously with the necessary changes to take on the pluripotent phenotype as well as through prolonged in vitro culture. The assay, from StemCell Technologies, showed that for the majority of the iPSCs generated had a copy number of 2 for the tested chromosomal regions (Figure 2e). In two of the iPSC lines, L175P and R947C, a duplication in chromosome 20q was detected. Patient L175P is female but only had a copy number of 1 for the X chromosome suggesting a deletion in that region as well.

Transcriptionally and morphologically, the iPSCs were similar to hESCs; however, pluripotency must also be functionally verified. To do this, we used an in vitro embryoid body (EB) formation assay (Figure 3a). This assay allows us to assess the spontaneous
differentiation of the iPSCs into the three primary germ layers – endoderm, mesoderm, and ectoderm. The EBs were collected and used for qRT-PCR to measure transcript levels of global germ layer markers. In doing this, we found that iPSCs generated through Sendai reprogramming were capable of forming cells of the three germ layers (Figure 3b-h) although not all of the markers were increased in the EB samples compared to the iPSC lines. Certain markers appeared enriched more frequently in the EB samples, such as AFP and MAP2, whereas others showed no difference between the EB and iPSC samples across all lines, such as FOXA2, SOX17, and MSX1.

2.4 DISCUSSION

The ability to reprogram adult somatic cells into iPSCs has transformed the field of biology, providing unprecedented ways to create in vitro human disease models, screen drugs, and pave the way for regenerative and personalized medicines. Here, I outline the method that I employed to create patient-specific iPSC lines from a small number of non-mobilized PBMCs using Sendai virus carrying the Yamanaka factors (Figure 4). The iPSCs that were generated show transcriptional and functional evidence of pluripotency.

In 2010, Loh, et al. reprogrammed PBMCs into iPSCs using lentivirus; however, in my study, lentiviral reprogramming of PBMCs did not yield any iPSCs\textsuperscript{168}. The reason for the discrepancy could be due to the methods that were used. In the 2010 paper, Loh, et al. used a 2-hit approach in order to generate iPSCs\textsuperscript{168}. Here, I tried only a 1-hit lentiviral approach because the viability of the PBMCs following the first hit was already so low that a second hit would not be reasonable. Despite the inability to create iPSCs using lentivirus,
we were successful in creating the lines required using the Sendai virus. When tested with qRT-PCR there was no evidence of any remaining levels of Sendai transcript; however, in 2015, Choi, et al. demonstrated that the transcriptional pattern in iPSCs may still be affected by Sendai after viral loss\textsuperscript{176}. This was not assessed in this study but is an important factor to consider for future work, especially if using the Sendai-generated iPSCs for any downstream clinical or drug-screening applications.

There was no correlation between the reprogramming efficiency and the size of the CD34\textsuperscript{+} population in the samples, contrary to the original report on Sendai virus PBMC reprogramming\textsuperscript{175}. Several groups in the past have suggested that terminally differentiated T cells are the cells that get reprogrammed in bulk PBMC populations\textsuperscript{168,171}, although all have shown the capacity to be reprogrammed to some extent\textsuperscript{164}. In this work, we did not separate any subpopulations of the PBMCs during the reprogramming experiments, so we did not do a targeted reprogramming method as was first done with Sendai virus\textsuperscript{169}. However, it is possible to replicate the work done by Staerk, et al. and Loh, et al. and check what the cell of origin for the iPSCs was\textsuperscript{168,171}. This can be done by retrospectively examining the T cell receptor (TCR) and immunoglobulin (IG) loci of the genome. In T cell development, the TCR locus of the genome is rearranged, whereas in B cell development, the IG locus is. Because these loci are irreversibly changed in the genome, PCR analyses with specifically designed primer sets can determine if the cell of origin for reprogramming was a T cell (TCR rearrangement), a B cell (IG rearrangement) or a myeloid cell (neither TCR or IG rearrangement)\textsuperscript{171}.

One of the advantages to using PBMCs in reprogramming work is the decreased risk of having genetic aberrations unrelated to the patient’s disease because of genetic
factors. In using Sendai virus, we can maintain this because it is a non-integrating method of reprogramming, whereas lentiviral methods require transgene insertion. By using lentivirus on PBMCs, the patient’s genetic landscape may be further altered such that the benefit of using PBMCs is decreased; however, genetic mutations may arise through in vitro culturing of iPSCs. In 2012, Cheng, et al. demonstrated that most of these variants are in line with mitosis rates so although pre-existing mosaicism in somatic cells may account for part of this, long-term culture is a major factor. Some of the most common chromosomal changes that occur in the derivation and culturing of iPSCs can be tested with the Genetic Analysis kit (StemCell Technologies). In using this kit, I was only able to confirm that 3 out of 5 lines generated had no or a minimal chance of having an amplification or deletion in 1 of the tested regions; however, 2 of the lines had a definite duplication in chromosome 20q. This amplification is commonly seen in iPSCs and usually involves a minimal amplification in the centromeric region of the q-arm (StemCell Technologies). This specific region of duplication is not commonly found through typical G-band karyotyping because the resolution is not high enough. The passages at which the iPSCs were tested was not consistent (range from passage 19 to 41) and should have been done routinely to detect when/if these mutations arise which is now more possible with the use of the Genetic Analysis kit. The two iPSCs that had definite duplications were at passages 24 (R947C) and 41 (L175P) whereas R1000Q had no signs of the common abnormalities and was at passage 28. This suggests that although with every replication and passage, the risk of incurring a mutation increases, routine checking of at least the most common chromosomal mutations of iPSCs should be widely implemented at all time points of culturing. This is reinforced by the presence of a deletion in the X chromosome in patient
L175P. Deletions in the X chromosome in iPSCs is common and often includes deletion of the entire chromosome. For groups studying X-linked diseases, this could be of extra importance as it would severely impact their model and the read-out from any assays, again highlighting the importance of routine iPSC genetic analysis. To further analyze these iPSCs and confirm the results seen through this screen, full scale karyotyping should be used to identify any less common chromosomal changes that were not screened by the kit or ones that occur in less than 20-30% of the culture as that is the detection limit of the kit.

iPSCs must be functionally validated on top of the transcriptional analysis that is typically performed. Here, I showed the use of an EB assay to assess tri-lineage differentiation capacity that has been previously used\textsuperscript{172}. To validate this, various markers from each lineage were chosen based on the fact that they have been previously used for this purpose and/or they are considered early markers of that lineage (such as Brachyury). The N819S iPSC line showed increased expression of at least one marker of each line in the EBs compared to the iPSCs, whereas the Healthy iPSCs showed no enrichment in any of the tested markers. The other lines showed increased expression in the EB samples in at least one or more of the tested markers, but further analysis must be done to validate the tri-lineage potential of all lines. In many other studies, an EB Taqman scorecard was used that screened 92 genes encompassing all three germ layers\textsuperscript{172,178,179}. This scorecard improved the ability to detect tri-lineage differentiation capacity as some of the early markers, such as some of those used here including Brachyury, Sox17, FoxA2, and Pax6, are also expressed to a certain level in hPSCs\textsuperscript{179}. The kinetics of the expression of various markers also changes over the course of EB differentiation which may explain the variability in marker expression\textsuperscript{179}. In the study from which the EB protocol was taken, the
authors noted that there was variability across the iPSC lines in their ability to differentiate into all three germ layers based on gene expression of certain markers, but all did express some markers from the three germ layers\textsuperscript{172}. Thus, using a larger number of genes would improve the read out of the EB assay significantly as the genes tested may not have been as widely expressed at the end point. Using only 2-3 markers for each lineage, even though they were general markers for that lineage, limits the cell types that can be identified. Additionally, the gold standard teratoma assay would be ideal to further validate these findings. Through histological analysis of teratomas, it is possible to identify specific mature or progenitor cell types that may be otherwise missed in the method used here. Bisulfite sequencing or ATAC-seq would also be useful to show that the reprogramming process resulted in permanent chromatin remodeling to mimic that of an ESC.

Another advantage to using PBMCs is the ease of sample collection from patients. Drawing non-mobilized blood is a routine procedure that requires little time and is minimally invasive and inconvenient to the donors. In this work, I was able to generate a substantial number of iPSCs from only 50,000 PBMCs. The PBMCs were isolated using the simple and standard Ficoll separation method and were not enriched for any subpopulation. The cells were cultured for only 1-2 days prior to transfection and resulted in visible iPSC colonies within 1-2 weeks of transfection, thereby significantly reducing the amount of time from sample collection to iPSC generation compared to fibroblast reprogramming techniques. In 10 mL of peripheral blood, it is possible to get anywhere from $10^6$ - $10^7$ PBMCs, meaning that on average only $\sim 50\mu$L of blood would be required to obtain a usable number of iPSC colonies from a patient. The remainder of the PBMCs could be banked and used for measuring metabolites, primary analysis on the PBMCs, or
future work thereby increasing the therapeutic avenues from the same original donated sample. Alternatively, even smaller samples could be taken from patients to reduce any stress that the patients may experience during a blood draw. Additionally, by only requiring a small number of cells, creating iPSCs from banked samples where there may only be limited samples is possible. This would be particularly advantageous for reprogramming archived samples from patients with rare diseases. In doing this, larger samples sizes could be generated and therefore improve the power of any experimental analysis, which would allow for more a better biological understanding of rare genetic diseases.

Despite the success of the aforementioned protocol, the use of these cells for therapeutic applications remains uncertain. The use of a transgene free method of reprogramming significantly improves upon the need for integration of oncogenes, where reactivation of these transgenes is of concern; however, a transgene-free approach without the use of oncogenes in general would be ideal. In 2010, Zhu, et al. showed that it was possible to reprogram human somatic cells (keratinocytes, HUVECs, and amniotic fluid derived cells) only using Oct4 from Yamanaka’s original cocktail\textsuperscript{162}. Through the addition of chemicals that activate PDK1 and inhibit histone deacetylases (HDACs) as well as the TGFβ and MAPK/ERK pathways, iPSC colonies could be generated. Although they were successful, this process took anywhere from 5-8 weeks and was extremely inefficient, generating only 4-6 colonies from 1,000,000 seeded keratinocytes\textsuperscript{162}. Generating iPSCs from the adult keratinocytes also required the supplementation of CHIR 99021 and parnate, implying that the adult cell reprogramming process was more inefficient. This protocol requires additional optimization to be more widely employed; however, this work stands
as a useful proof-of-principle that alternatives to the oncogenic Yamanaka factors could be used to improve the clinical outlook of patient-derived iPSCs.

As more work is done to elucidate the stepwise process through which a somatic cell is reprogrammed into an iPSC, it will be possible to use alternatives to the Yamanaka factors. Recently, Biddy, et al. (2018) demonstrated that through sequential cell tagging, it is possible to reconstruct the reprogramming timeline with improved accuracy\textsuperscript{180}. In their work, they did direct lineage reprogramming of MEFs into induced endoderm progenitors; however, there is a clear application of this work in the reprogramming of somatic cells into iPSCs. If this method could be combined with a similar approach as the one used by Mai, et al. more specific steps in the reprogramming process would be elucidated\textsuperscript{147,180}. Using this method could potentially identify upstream regulators of the Yamanaka factors, which could then be used in place of the traditional oncogenic factors. Together with more closely studying the factors present in oocytes that make SCNT possible in a short time frame could improve the clinical outlook of iPSCs and their derivatives.

The protocol presented here demonstrates that a small number of PBMCs isolated from a small sample of non-mobilized peripheral blood requires no enrichment or significant \textit{in vitro} culture conditions to create insertion-free iPSCs in as little as 2 weeks. The iPSCs generated can be used for the creation of \textit{in vitro} disease models or drug-screening platforms.
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Figure 1. Sendai virus efficiently reprograms a small number of PBMCs irrespective of CD34+ content. A lentiviral reprogramming method (a) previously reported to successfully reprogram CD34+ cord blood was used with non-mobilized PBMCs but did not yield any Tra1-60+ colonies (b). Three different pre-transduction culturing lengths were used (c) but none of them improved the efficiency of reprogramming. Instead, the Sendai virus reprogramming method (d) was adopted and successfully reprogrammed the PBMCs as seen through the generation of Tra1-60+ colonies (e). The reprogramming efficiency was improved in the absence of Polybrene and was not dependent on initial PBMC number (f), or percentage of CD34+ cells in the original samples (g; R² = 0.03608). Based on the efficiency we obtained through using 50,000 cells, we determined that across the 56 patient samples collected, the volume needed to generate iPSC colonies is 44.46 µL ± 31.99 µL (h; mean ± SD; dotted line on graph represents average volume).
Figure 2. iPSC colonies generated with Sendai virus are positive for classic pluripotency markers. Immunofluorescence staining was performed on the iPSC colonies for Nanog (a, images from L175P) and Oct4 (b, images from R1000Q) to validate pluripotency. All DAPI stained cells of the colonies appeared positive for both markers (ImageJ was used to merge DAPI and Oct4 or Nanog images for the generation of this figure). Surface expression of SSEA3 was confirmed via flow cytometry (c, plots of the Healthy iPSC line). The expression of common pluripotency markers was similar across the iPSC lines and were comparable to that measured in the H9 ESC line, although the H9 line showed elevated Sox2 and decreased DMNT3B expression compared to the Sendai iPSCs as measured through qRT-PCR (d). Some of the iPSC colonies generated with Sendai showed signs of containing some of the most commonly identified genetic abnormalities in iPSCs as tested with the Genetic Analysis Kit from StemCell Technologies (e). The heat map in this figure shows copy number of the locus tested with 2 indicating no abnormalities. Lines L175P and R1000Q are female and should therefore have a copy number of 2 for chrXp whereas N819S and R947C are male and therefore a copy number of 1 for chrXp is considered normal.
Figure 3. Sendai-derived iPSCs demonstrate functional pluripotency through tri-lineage differentiation. Pluripotency is defined through transcriptional and functional abilities of the cells. To confirm tri-lineage differentiation capacity, an EB assay was performed, where generation of the three germ layers were confirmed through qRT-PCR analysis of common markers (a). With this method, markers of endoderm (b-d), mesoderm (e-f), and ectoderm (g-h) were detected in the EB samples to varying degrees. AFP and MAP2 were enriched in 3 of the iPSC samples showing the highest detection in the EB over iPSC samples; however, some of the markers were also measured in the starting iPSC lines, suggesting further screening is needed to confirm the efficiency of the EB differentiation assay used. (Significance calculated between EB sample and iPSC sample for each marker using two-way ANOVA; *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001)
Figure 4. Method of generating iPSCs with as little as 50 µL of non-mobilized blood using the Sendai virus. From the starting 10 mL of non-mobilized blood, roughly ~50 µL is needed to isolate 50,000 PBMCs, which is sufficient to generate iPSCs within 2 weeks.
Supplementary Figure 1. Immunofluorescence staining of iPSCs for Nanog. Nanog expression was assessed through immunofluorescence for all lines. The Healthy iPSC images were taken of the colonies cultured in mTeSR1 and the remainder (L175P, N819S, R947C, R1000Q) were cultured in MEF-CM. Brightfield images were taken of the colonies, followed by images for the DAPI nuclear stain and Nanog all at the same magnification. ImageJ was used to merge the DAPI and Nanog images to generate this figure.
Supplementary Figure 2. Immunofluorescence staining of iPSCs for Oct4. Nanog expression was assessed through immunofluorescence for all lines. The Healthy iPSC images were taken of the colonies cultured in mTeSR1 and the remainder (L175P, N819S, R947C, R1000Q) were cultured in MEF-CM. Brightfield images were taken of the colonies, followed by images for the DAPI nuclear stain and Oct4 all at the same magnification. ImageJ was used to merge the DAPI and Oct4 images to generate this figure.
Supplementary Figure 3. SSEA3 plots of PBMC-derived iPSCs. iPSCs from all created lines were tested for SSEA3 expression via flow cytometry – Healthy (a), L175P (b), N819S (c), R947C (d), R1000Q (e). Each coloured line represents a separate a replicate from the same iPSC line. The lines showed variable, but positive expression of SSEA3 compared to the unstained control (dotted black line in each histogram). Images were created using FlowJo v10. Values indicate percentage of cells positive for SSEA3 and are represented as mean ± SD.
Table 1. Previously used methods for cellular reprogramming

<table>
<thead>
<tr>
<th>Factors Used</th>
<th>Cell Type Used</th>
<th>Method of Introduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Takahashi Oct4, Sox2, Klf4, cMyc</td>
<td>MEFs</td>
<td>Retrovirus (MMLV-based)</td>
</tr>
<tr>
<td></td>
<td>Human fibroblasts (adult)</td>
<td></td>
</tr>
<tr>
<td>Yu Oct4, Sox2, Nanog, Lin28</td>
<td>Human fibroblasts (fetal &amp; foreskin)</td>
<td>Lentivirus</td>
</tr>
<tr>
<td>Kaji Oct4, Sox2, Klf4, cMyc</td>
<td>MEFs</td>
<td>Linearized 2A-peptide-based polycistronic vector</td>
</tr>
<tr>
<td></td>
<td>Human fibroblasts (fetal)</td>
<td>PiggyBac transposon</td>
</tr>
<tr>
<td>Stadtfeld Oct4, Sox2, Klf4, cMyc</td>
<td>Mouse hepatocytes and fibroblasts</td>
<td>Replication-defective adenovirus (PHIHG-Ad2)</td>
</tr>
<tr>
<td>Zhou Oct4, Sox2, Klf4, cMyc</td>
<td>Human fibroblasts (fetal)</td>
<td>Adenovirus (pShuttle-CMV)</td>
</tr>
<tr>
<td>Fusaki Oct4, Sox2, Klf4, cMyc</td>
<td>Human fibroblasts (fetal &amp; adult)</td>
<td>Sendai virus</td>
</tr>
<tr>
<td>Yu Oct4, Sox2, Klf4, cMyc, Nanog, LIN28, SV40LT</td>
<td>Human fibroblasts (foreskin)</td>
<td>oriP/EBNA1 vector</td>
</tr>
<tr>
<td>Warren</td>
<td>Oct4, Sox2, Klf4, cMyc, LIN28</td>
<td>Human fibroblasts (fetal &amp; foreskin)</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>Zhou</td>
<td>Oct4, Sox2, Klf4, cMyc, VPA</td>
<td>MEFs</td>
</tr>
<tr>
<td>Weltner</td>
<td>Oct4, Sox2, Klf4, cMyc, Lin28, Tp53 shRNA</td>
<td>Human fibroblasts (neonatal, adult)</td>
</tr>
<tr>
<td>Genes</td>
<td>Small Molecules</td>
<td>Pathway Modulators</td>
</tr>
<tr>
<td>-------------</td>
<td>-------------------------------------</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td>Genes</td>
<td>Small Molecules</td>
<td>Pathway Modulators</td>
</tr>
<tr>
<td>Oct4</td>
<td>cMyc</td>
<td>HDAC Inhibitors</td>
</tr>
<tr>
<td>Sox2</td>
<td>Ki61</td>
<td>DNA Methyltransferase Inhibitors</td>
</tr>
<tr>
<td>GATA3-VP16</td>
<td>E-Cadherin</td>
<td></td>
</tr>
<tr>
<td>mir200c/302/369</td>
<td>miR302/367</td>
<td>Pathway Modulators</td>
</tr>
<tr>
<td>Lin28</td>
<td>hTERT</td>
<td></td>
</tr>
<tr>
<td>Nanog</td>
<td>Esrrb</td>
<td></td>
</tr>
<tr>
<td>SV40LT</td>
<td>Sall4</td>
<td></td>
</tr>
<tr>
<td>NKX3-1</td>
<td>Nr5a2</td>
<td></td>
</tr>
<tr>
<td>HDAC Inhibitors</td>
<td>VPA</td>
<td>MEK inhibitors (PDK1 activator)</td>
</tr>
<tr>
<td>DNA Methyltransferase Inhibitors</td>
<td>AZA</td>
<td>GSK3 inhibitors (CHIR990291)</td>
</tr>
<tr>
<td>Pathway Modulators</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MEK inhibitors (PDK1 activator)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GSK3 inhibitors (CHIR990291)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dnmt1 inhibitors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TGFβ inhibitors (616542)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forskolin</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3. qRT-PCR primers

<table>
<thead>
<tr>
<th>Gene</th>
<th>Forward Primer 5’ → 3’</th>
<th>Reverse Primer 5’→3’</th>
</tr>
</thead>
<tbody>
<tr>
<td>hTERT</td>
<td>TGTGCACCAACATCTACAAG</td>
<td>GCCTTCTTGCTTTCAAGGAT</td>
</tr>
<tr>
<td>REX1</td>
<td>TCGCTGAGCTAAACAAATG</td>
<td>CCCTTCTTGAGGTCCCACAC</td>
</tr>
<tr>
<td>SOX2</td>
<td>CCCAGCAGACTTACATG</td>
<td>CCTCCCATTTCCCTCGTTT</td>
</tr>
<tr>
<td>MYC</td>
<td>TGCCTCAAATGGACTTTTGG</td>
<td>GATGGAATTTCTGTGAACCTGC</td>
</tr>
<tr>
<td>KLF4</td>
<td>GATGAACTGACCAGGCACTA</td>
<td>GTGGGTCATATCCACTGTCT</td>
</tr>
<tr>
<td>DNMT3B</td>
<td>ATAAATCTGAGCGTGTGTCT</td>
<td>GGAAACATCTGAAGCCATTT</td>
</tr>
<tr>
<td>SeV</td>
<td>GGATCACTAGGTGTATCGAGC</td>
<td>ACCAGACAGAGTTTAAGAGATGATGTA</td>
</tr>
<tr>
<td>SeV-KOS</td>
<td>ATGCACCGCTACGACGGGCAC</td>
<td>ACCTGCAATCTGATGG</td>
</tr>
<tr>
<td>SeV-Klf4</td>
<td>TTCCTCATGGGAGGCCAAGCG</td>
<td>AATGTATCGAAGGTTGCTCAA</td>
</tr>
<tr>
<td>SeV-Myc</td>
<td>TAACTGACTAGAGTTGCTGTG</td>
<td>TCCACATACAGTCTGGATGTGATG</td>
</tr>
<tr>
<td>GAPDH</td>
<td>TCCCTGAGCTGACGGGAAG</td>
<td>GGAGGAGTGGGTGTGCTGT</td>
</tr>
</tbody>
</table>
CHAPTER 3: EFFICIENT DIFFERENTIATION OF PATIENT-DERIVED iPSCS INTO MATURE ENDOTHELIAL CELLS

PREFACE

This chapter focuses on the creation of an endothelial specific model for use in Chapter 4. The iPSCs used for the differentiation steps are those developed through the methods highlighted in Chapter 2. At the time I joined the lab, there wasn’t an established efficient protocol for endothelial cell differentiation being used in the SCCRI. The protocol I optimized was first published in Stem Cell Reports in 2014 by Lian et al.\textsuperscript{181}. The improved protocol highlighted in this chapter was used for all subsequent differentiation to an endothelial lineage in the lab and is the protocol used to generate the cells in Chapter 4. The information presented in this chapter, in both the introduction (3.1) and the results (3.3) was submitted to Stem Cells and Development as part of a Review paper on the efficiency of current endothelial differentiation protocols. I was responsible for writing the manuscript of the review as well as generating all figures and tables that were also submitted. All of the work shown in this chapter was done by me with the exception of the sorting process which was done by one of Zoya Shapovalova, Minomi Subapanditha, or Hong Liang.
3.1 INTRODUCTION

3.1.1 Role of endothelial cells in tissue homeostasis

Endothelial cells are some of the most abundant cell types, with roughly $10^{12}$ cells in the human body\textsuperscript{182}. Initially, endothelial cells were viewed as having a passive role in organ function by simply allowing for the transport of oxygen, nutrients, and inflammatory cells\textsuperscript{183,184}. Since then, their role in tissue homeostasis has come to be better appreciated. Endothelial cells can also function to guide regeneration and repair of adult tissues both directly as well as through their ability to sustain tissue-resident stem cell populations\textsuperscript{182}.

Endothelial cells line the vessels of the vascular network including large arteries, veins, and capillaries, as well as the vessels of the lymphatic system. The function and morphology of endothelial cells differs from one vessel type to another\textsuperscript{99,185}. During development, endothelial cells arise from mesodermal cells termed angioblasts\textsuperscript{186}. Angioblasts coalesce into the primitive vascular plexus where underlying genetic differences and hemodynamic forces result in the specification of arterial and venous lineages\textsuperscript{187}. Subsequent differentiation of the venous lineage gives rise to the lymphatic vessels. Angiogenic remodelling of the arterial and venous endothelium continues throughout development to generate tissue-specific endothelium that have unique functional capacities required of their niche\textsuperscript{187}.

Endothelial cells of major large arteries have been heavily studied as they have a major role in the development of coronary artery disease – the leading cause of global mortality\textsuperscript{67}. Endothelial cells of arteries are important for transport of nutrients and oxygen
and are also critical for the maintenance of vascular tone and a thromboresistant surface\textsuperscript{188}. Through the production of vasodilators such as prostacyclin (PGI\textsubscript{2}) and nitric oxide (NO), endothelial cells initiate a signal cascade in the neighbouring smooth muscle cells causing them to relax, leading to a decrease in overall blood pressure. In contrast, endothelial cells also produce both angiotensin II and endothelin-I, which are potent vasoconstrictors\textsuperscript{118}. Changes in the ability of endothelial cells to produce either type of vasoactive compound can result in vascular changes. The production of both PGI\textsubscript{2} and NO can be stimulated by shear stress-induced intracellular increases in calcium levels or induction of cyclooxygenase 1 and eNOS\textsuperscript{188,189}. Endothelial produced PGI\textsubscript{2} acts locally on the smooth muscle cells to cause dilation of the blood vessels, whereas NO has a more systemic impact on arterial relaxation\textsuperscript{118}. At the same time, both of these factors reduce platelet aggregation on the endothelium\textsuperscript{188,190}. In cases of endothelial dysfunction, as seen in hypertension and coronary artery disease, the level of NO is significantly impaired. This impairment results in an inability to decrease blood pressure as a result of its impact on smooth muscle cells, as well as a decrease in the thromboresistant feature of the endothelium.

Endothelial cells of capillaries are further specialized based on the tissues in which they reside. For example, the endothelial cells of the blood-brain barrier form a very impermeable layer to protect the brain\textsuperscript{191}, whereas the endothelial cells of the kidneys are more permeable to allow for blood filtration\textsuperscript{192}. The intercellular interactions are not the only tissue-specific change that can be seen in endothelial cells. Morphological differences, such as the presence of specialized fenestrae on the surface of endothelial cells in endocrine organs, also play a critical role in their ability to regulate organ function\textsuperscript{192}. Organotypic endothelial cells also differ in the angiocrine factors that they produce, which are important
for homeostasis of the organ as well as tissue patterning during development or subsequent repair\textsuperscript{182}. The exact mechanism by which further specialization occurs in these cells is not fully understood. It is likely, however, that both extrinsic and intrinsic factors play a role\textsuperscript{182}. Extrinsic biophysical factors, such as shear stress, differ across body tissues and can be sensed by the endothelial cells. The signals are transduced by a mechanosensory complex, which may alter the transcriptional signature and therefore angiocrine factor production and overall morphology of endothelial cells from different sites.

As technology advances, our ability to dissect the specific roles and differences between endothelial cells of various types increases. In this way, our ability to then model and develop these cell types will also increase thereby strengthening and improving current \textit{in vitro} endothelial cell generation protocols.

3.1.2 Role of endothelial cells in disease and methods for studying

Dysfunctional endothelial cells have been linked to several diseases. Their roles in metabolic and genetic disorders, as well as cancers, exemplifies the importance of studying them. In fact, the leading cause of global mortality, cardiovascular disease, is primarily caused by CAD which is ultimately a disease of the arterial wall. Modelling disease states using human endothelial cells requires the use of the correct endothelial subtype for the disease of interest\textsuperscript{182}. This can be accomplished by using \textit{in vivo} systems, which are commonly used and allow researchers to examine the cell in the proper biological context. Studying endothelial cells in this way is extremely helpful but can be limiting if dynamic changes are to be examined because when using animal models, it is typically done post
mortem. In the 1970s, when *in vitro* culturing of endothelial cells became possible, their diverse functions and therefore potential role in disease development, became more apparent. By growing endothelial cells *in vitro*, more precise manipulations to the system can be made such that changes in function or morphology can be better analyzed following either an acute or chronic disruption. However, for many disease types this can be difficult as obtaining the primary cells, as well as maintaining them in culture for long periods, is complex and limits the potential downstream applications due to cell numbers. In terms of *in vitro* modelling, this problem has been mitigated in two ways; through the use of non-primate cell sources, and through alternative sources of human endothelial cells. It is important to note that with all *in vitro* studies, aspects of the environment such as shear stress, are lost and changes in the cell types may occur. For example, when endothelial cells are cultured *in vitro*, they lose their quiescent state and become more activated in terms of replication rate. Nonetheless, the ability to study and culture endothelial cells *in vitro* has been incredibly useful to the field as a whole.

To model arterial diseases, such as atherosclerosis, bovine arterial endothelial cells (BAECs) have often been used. These cells have the characteristic arterial gene signature making them useful for assessing molecular changes associated with risk factors; however, intrinsic differences between bovine and human cells makes translation of the results to a clinical setting difficult.

Similarly, the zebrafish and mouse systems have been a major asset for researchers in the endothelial field. Transgenic mice have been indispensable tools for learning about endothelial specification during development as well as *in vivo* response to disease. This topic, along with the use of other animal models for atherosclerosis
specifically, has been extensively explored by Getz and Reardon, and was summarized Chapter 1.2.3 for CAD specifically. Similar to issues that arise from the use of BAECs, these systems have intrinsic flaws for modelling human diseases that are primarily based on species differences. Size discrepancies between humans and the animals used in research equates to differences in heart rates and blood vessel diameter, therefore changing blood vessel hemodynamics. Hemodynamics are a major environmental factor that impacts endothelial function especially in the context of disease. Using larger animal models such as non-human primates or pigs reduces the variability between the human and model system; however, the cost and ethical considerations in using these animals, particularly for non-human primates, limits their utility in endothelial research. In the endothelial field, like many others, mouse models remain a major contributor to advancing our current knowledge. The murine system is not without fault and differs from human pathophysiology in many cases. This issue is highlighted in the atherosclerotic mouse model systems. For mice to develop significant atherosclerosis spontaneously, they must possess deletions of genes involved in cholesterol metabolism such as apoE or LDLR. Although apoE-/- mice can develop atherosclerotic plaques on a normal chow diet, it is common for them to be placed on a high-fat diet, similar to what is necessary to generate significant plaques in LDLR-/- mice. Although this may recapitulate a small fraction of human disease, it does not allow for the examination of genetic risk factors, which is believed to account for ~40% of disease risk. Mice are also significantly smaller than humans and have an accelerated heart rate and smaller blood vessels, altering the hemodynamic environment. These differences impact the extent to which the information gathered from murine models can be applied to the human system. Thus,
although current non-human mammalian model systems have proven to be extremely useful in endothelial research, human models remain critical to improve disease models and therapeutic screening platforms.

Primary human endothelial cells can be difficult to obtain for disease-specific models, which has made it critical to find alternative sources. A number of human endothelial cell lines including arterial\textsuperscript{210–214}, venous, and microvascular\textsuperscript{215–217} from different tissues, are commercially available and/or can be isolated from patients, making it possible to use a more physiologically relevant endothelial subtype in experiments; however, the use of these has not become widespread in research. Many of these subtypes are difficult to maintain in culture as they undergo de-differentiation \textit{in vitro}\textsuperscript{218} and/or can be difficult to obtain from donors. Although some disease-specific cell lines are available, such as those for types I and II diabetes (Lonza), the etiology of the disease or genetic background of the donors is not well-documented for other commercially available cells. As such, the genetic contribution to disease development would be ignored limiting our understanding of cellular behaviour in that context. To examine endothelial function in human disease, some groups have also used post-mortem or surgical tissue for histological analysis\textsuperscript{219–222}. This analysis provides information on human- and endothelial subtype-specific changes in the context of disease; however, it only provides a static view of the endothelium. Accordingly, an alternative strategy can be the use of well-defined endothelial cell models or patient specific endothelial cells. To this end, human umbilical vein endothelial cells (HUVECs) and blood outgrowth endothelial cells (BOECs) have been commonly used.
The isolation of HUVECs is non-invasive\textsuperscript{223} thereby making them one of the most easily accessible human endothelial cell and has resulted in it becoming the most commonly used human endothelial cell type in research\textsuperscript{195,200,210,224–230}, meaning that their phenotype and assay parameters have been well characterized. There is a limited ability to isolate HUVECs from patients with vascular abnormalities as they would have to be identified in utero and therefore their use in disease modelling often requires transfection if a genetic modification is necessary. As a primary cell, HUVECs are still difficult to transfect with high efficiency but many protocols and cell-specific reagents have been designed to mitigate this including the HUVEC-specific Nucleofection reagents by Lonza\textsuperscript{231}. As such, it is possible to perform knockdowns\textsuperscript{232–234}, over-expression\textsuperscript{233} and recently, CRISPR-mediated gene editing\textsuperscript{235}, on HUVECs to create more accurate disease models in vitro.

As previously mentioned, using the proper endothelial subtype for modelling disease is critical for assessing phenotypic and genetic changes. Using HUVECs to model arterial or lymphatic phenotypes presents an issue as the gene signature between venous, arterial, and lymphatic endothelial cells differ\textsuperscript{99,185}. As with many primary cell types, longevity in vitro is another consideration with the use of HUVECs. They have a limited lifespan and are known to undergo phenotypic drift making it necessary to rely on early-passage data only\textsuperscript{236}. Another issue with the use of HUVECs for modelling endothelial diseases is that HUVECs are from a fetal source and therefore express a more immature genetic signature compared to adult endothelial cells. Assessing adult diseases in a tissue or cell type that carries a fetal signature makes the model incomplete. This is an issue for
in vitro disease modelling that has to be addressed in most fields. To circumvent these issues, some researchers have begun to use blood outgrowth endothelial cells (BOECs).

BOECs can be derived from non-mobilized peripheral blood\textsuperscript{237}. BOECs are circulating endothelial cells, which differ from early endothelial progenitor cells (EPCs); the genetic fingerprint of BOECs is that of an endothelial cell whereas that of the EPC more closely resembles a hematopoietic cell\textsuperscript{236}. Since BOECs can be isolated from adult donors, their genetic signature is that of adult endothelial cells rather than the fetal signature possessed by HUVECs. In fact, BOECs more closely resemble microvascular and large-vessel ECs than other endothelial cell types at the genetic level\textsuperscript{236}. BOECs express the endothelial markers CD31, vascular endothelial growth factor receptor 2 (VEGFR2), CD144, and von Willebrand factor (vWF) making them a useful tool for studying endothelial function in vitro\textsuperscript{226,236–238}. Another advantage to the use of BOECs is that it allows for patient-specific disease modelling in vitro since they can be obtained from patients with endothelial specific diseases\textsuperscript{239}.

The use of BOECs has not become widespread, however, due to a number of disadvantages. One such disadvantage is that BOECs are low in number in circulation making it necessary to obtain large volumes of blood to isolate sufficient BOECs to perform in vitro analysis. Although BOECs have been reported to have a high proliferative capacity despite their late outgrowth, only approximately 0.34 colonies appear per 1 mL of peripheral blood\textsuperscript{236}. This could pose as a problem for patients who present to the clinic and become enrolled in studies at the height of their disease. Typical protocols for isolating BOECs require 50 to 100 mL of peripheral blood resulting in the generation of $10^{19}$ endothelial cells following expansion\textsuperscript{236}. Although this is a large number of cells, the
volume of blood required from patients can be onerous depending on their condition. Additionally, the number of BOEC colonies that are derived per 1 mL of blood is patient-specific. It was found that the number of endothelial outgrowth colonies is decreased in patients with a higher risk of cardiovascular disease, and also, the BOECs isolated from these patients have a higher rate of senescence in vitro. Therefore, for modelling cardiovascular disease from these patients, it would be necessary to obtain additional or larger samples to acquire sufficient BOECs for experimental purposes, which could again be difficult given the condition of the patients.

In order to minimize the dependency on sample abundance for the generation of patient-specific models, and to mitigate the issues associated with the general use of primary cells, researchers have turned to induced pluripotent stem cells (iPSCs) as a source of endothelial cells.

3.1.3 Existing endothelial differentiation protocols and their limitations

Pluripotent stem cells (PSCs) have become an invaluable tool for studying endothelial cells in vitro. The use of PSCs has allowed researchers to better elucidate the molecular cues for endothelial specification during human embryonic development. Moreover, PSCs are an indispensable tool for in vitro studies as they can be continuously used to generate endothelial cells from the same source. Typically, differentiation protocols aim to mimic in vivo development through the timed addition and removal of growth factors and antagonists of the main signalling pathways used in cell specification. For
endothelial cells, many different protocols have been established with varying efficiencies, some of which are outlined in Table 1.

Embryonic stem cells (ESCs), whether human or mouse, typically grow as colonies in a monolayer in vitro. Through the removal of LIF for mESCs or through manual scraping of hESCs, cystic-like structures, termed EBs, are formed. EBs undergo spontaneous differentiation to cells of all three germ layers. Using mESCs, vascular-like channels containing endothelial cells were identified on the surface of EBs, suggesting that the isolation of endothelial cells through EB differentiation was possible. Although this process was first observed through the use of ESCs, iPSCs mimic the results of the hESCs making it possible to perform the same EB differentiation assays with iPSCs.

The identification of endothelial-specific markers was instrumental in developing more sophisticated differentiation protocols (Table 2). Through early EB methods, the isolated vascular cells were typically a more hemogenic endothelium precursor; a subpopulation of CD144+ and CD31+ cells in EBs were associated with hematopoietic commitment. In order to separate endothelial and hematopoietic cells in EBs, a combination of markers and functional outputs from both cell types is required. On day 10 of EB differentiation, a CD45−CD31+/VEGFR2+ population can be isolated. When these cells are cultured in hematopoietic conducive conditions, hematopoietic cells emerge; however, when cultured in endothelial conditions, vWF−AcLDL−eNOS+ cells emerge indicating the presence of mature endothelial cells. This data reinforces the importance of both marker- and function-specific requirements for isolating a population of endothelial cells especially through EB differentiation.
In 1996, Vittet, et al. tracked the expression of endothelial markers across an 11 day EB differentiation protocol and found that endothelial precursors arose starting on day 3. To increase the extent of vascular differentiation in the EBs, Vittet, et al. supplemented the traditional EB protocol with angiogenic growth factors, which increased the final percentage of CD31+ cells. For the first time, this suggested that growth factors could be used to drive EB differentiation towards the generation of more specific endothelial cells rather than allowing for entirely spontaneous differentiation. The length and media used during EB differentiation are additional aspects that various groups have attempted to optimize for endothelial cell specification. In 2002, Levenberg, et al. tracked the expression of endothelial markers over the course of EB differentiation, and found that expression peaked during days 13-15. This allowed them to isolate the cells at that stage and perform functional assessments on them as well as expansion by using endothelial-specific media. In 2007, Ferreira, et al. examined the difference in differentiation when either KO-SR or FBS were used. FBS was found to increase the yield of CD34+ endothelial cells as compared to KO-SR, although efficiencies differed depending on the cell line used. In the same year, another group developed an entirely serum-free protocol to avoid batch differences between lots of serum that may contribute to changes in differentiation efficiency. Mitigating factors that impact differentiation efficiency is an important consideration for the use of iPSCs as a source of endothelial cells for disease modelling.

The nature of EB differentiation allows it to be optimized to increase the yield of endothelial cells; however, it does not produce a pure population of any specific cell type.
Using a monolayer differentiation approach has been the next development in endothelial cell generation and appears to result in a more directed differentiation method.

Similar to the mechanism of EB differentiation, monolayer protocols attempt to mimic in vivo endothelial cell development. The structure of EBs promotes the crosstalk of cells and signalling cascades similar to what is experienced in the developing embryo; however, when the PSCs are plated as a monolayer, the structural cues are lost. To compensate for this, growth factors and antagonists can be added to the differentiation media at discrete time points to mimic development. Although the 3D environment which is more similar to what occurs in vivo, the even distribution and therefore exposure of the monolayer of PSCs to the differentiation media is thought to result in a more homogenous differentiation pathway.

In 2007, Wang, et al. were the first to demonstrate that endothelial differentiation could be accomplished through a 2D monolayer approach. This method resulted in a similar percentage of CD34+ endothelial precursors as the EB method; however, the absolute number of cells that were collected was significantly higher. In creating a serum-free method, this group supplemented their standard differentiation media with angiogenic factors and saw an increase in the percentage of CD34+CD31+ cells, suggesting that the addition of angiogenic factors in a 2D differentiation system increases efficiency.

Accurately mimicking in vivo development requires the addition of both agonists and antagonists of key signalling pathways required for cell specification. In 2010, James, et al. employed a transforming growth factor β (TGFβ) inhibitor, SB431542, to increase the yield of endothelial cells. The cells were grown in suspension with the addition of bone morphogenic protein (BMP), fibroblast growth factor (FGF), and TGFβ pathway
activators. The cells were then switched to an adherent protocol where TGFβ pathway activation is removed and VEGF activation is added\textsuperscript{254}. After 7 days of differentiation, the conditions switch to only include VEGF and FGF stimulation, and TGFβ inhibition with SB431542. The timed inhibition of TGFβ increased the ratio of PSCs:endothelial cells from 1:0.2 to 1:7.4 after the 14-day protocol. Inhibition of TGFβ in this system reduced the maturation of the progenitors and as such, increased the proliferation capacity of the cells thereby increasing the final yield of endothelial cells\textsuperscript{254}. Similarly, in 2014, Sahara, et al. performed a 2 phase differentiation over the course of 6 days\textsuperscript{255}. In the first stage, BMP and Wnt signalling pathways were activated by BMP4 and GSK3β inhibition respectively, both of which were done to direct differentiation towards the mesodermal lineage. The second phase was designed for endothelial specification and thus required the addition of vascular endothelial growth factor (VEGF), placental growth factor (PLGF), and hepatocyte growth factor (HGF), as well as the suppression of Notch through the addition of DAPT, a $\gamma$-secretase inhibitor\textsuperscript{255}. Using this method, 1 PSC generated 2.5 endothelial cells; however, after one week of culture the ratio increased to 1:20 and subsequently 1:140 one week later. Similarly, Patsch, et al. modulated BMP and Wnt signalling to commit the PSCs to mesoderm and then used VEGF and protein kinase A activation by the addition of forskolin to direct the cells to the vascular lineage\textsuperscript{256}. In 2016, Nguyen, et al. performed similar differentiation optimization work to determine if isolation of the cells at different times along with additional pharmacological modulation would impact both the percentage and maturity of the cells\textsuperscript{257}. Their group found that although both isolation protocols produced a similar ratio of PSCs:endothelial cells (1:4.25 for protocol I and 1:5.03 for protocol II), the cells isolated from protocol II had a more mature phenotype than those
isolated from protocol I^{257}. Collectively, this work clearly demonstrates that optimizing differentiation protocols through modulation of the BMP, Wnt, TGFβ, and VEGF pathways in a time-wise manner, more accurately recapitulates *in vivo* development, and can result in more physiologically relevant cells for disease modelling. Additionally, timing of the process can impact the maturity of the resulting cells. These factors are important considerations when selecting a differentiation method to develop an *in vitro* disease model.

Performing *in vitro* differentiation eliminates many of the environmental cues that exist *in vivo* and as such, some groups have examined the impact of changing these factors during differentiation. In 2014, Zhang, *et al.* hypothesized that differentiating PSCs to endothelial cells in a controlled 3D environment would increase the differentiation efficiency^{258}. Unlike EBs where the structure is formed spontaneously and is cystic in nature, Zhang, *et al.* differentiated PSCs on a specified 3D fibrin scaffold patch over 14 days, which included pharmacological modulation of the TGFβ and VEGF pathways as the protocols mentioned above. The use of 3D scaffold increased the efficiency of generating CD31^{+} cells from 5% in a monolayer to about 44%, suggesting that differentiating PSCs in a specified 3D environment can increase efficiency in a significant way^{258}.

An important environmental condition that is often ignored in *in vitro* differentiation protocols is O_{2} levels. Hypoxia increases the production of VEGF, bFGF, platelet-derived growth factor (PDGF) and angiopoietin 1 (ANG1), which promote vascular cell recruitment and differentiation and as such, Tsang *et al.* sought to determine whether lowering O_{2} *in vitro* would result in an increase in differentiation to vascular cells^{259}. The PSCs differentiated under hypoxic conditions (1% O_{2}) had double the amount
of CD31⁺CD144⁺ cells as compared to the normoxic conditions (21% O₂). They determined that hypoxia increased hypoxia inducible factor 1α (HIF1α) and in turn Etv2 expression, which was responsible for the increased endothelial cell differentiation levels²⁵⁹.

Together this data demonstrates that continued optimization of differentiation protocols in the future should entail not only pharmacological modulation but also environmental regulation as well.

The protocols mentioned above differ in many aspects but typically result in the need to isolate the endothelial cells from the differentiation conditions. Methods such as magnetic- or flow-associated cell sorting (MACS or FACS respectively) are employed to harvest a pure endothelial population. These techniques rely on the surface expression of endothelial cell-specific markers (Table 2) to ensure that the resulting population is pure for downstream applications. Subsequent culturing of the isolated cells in endothelial-specific media is used to allow the cells to maintain their cellular identity and to further mature in culture.

As mentioned above, using cells for disease models in vitro requires the use of physiologically relevant cells. For endothelial cells, whether the cells are more venous, arterial, or lymphatic can greatly impact the relevance of the phenotypes to the disease at hand. Many published protocols generate a spectrum of endothelial cells rather than one specific subtype¹⁸¹,²⁵⁴,²⁵⁵. Within these populations of isolated cells, there are often both venous and arterial cells, although lymphatic endothelial cells are rarely reported. The co-existence of arterial and venous endothelial cells in culture are likely due to the mechanisms used to generate them, whereas lymphatic endothelial cells arise from a subset of venous
endothelial cells and require cues from VEGFC, fms related tyrosine kinas 4 (FLT4), and prospero homeobox 1 (PROX1), the key lymphatic transcription factor, to induce their differentiation\textsuperscript{260–262}. Recently, hematopoietically expressed homeobox (HHEX) was found to be the transcriptional regulator of this signalling axis, making it an ideal target for future lymphatic endothelial cell differentiation protocols\textsuperscript{263}.

Endothelial differentiation protocols typically begin with the induction of mesoderm progenitors from the PSCs, and then begin to specify towards endothelial cells through modulation of the TGFβ, VEGF, and Wnt pathways. These pathways are important for the function of both venous and arterial endothelial cells, providing an explanation for the heterogeneous population. To generate one subtype of endothelial cell specifically requires additional work to mimic the specification steps that occur \textit{in vitro}. Notch signalling is an important pathway in vascular development\textsuperscript{264}, and its differential regulation is known to be important for arterio-venous specification\textsuperscript{218,265}. Although it was originally believed that hemodynamic factors contributed to this specification, knockout studies in mice showed that the arterio-venous specification is genetically determined prior to blood flow\textsuperscript{266–270}. As such, further investigating these pathways and modulating them would aid in the creation of a more homogeneous endothelial population. During development, lymphatic endothelial cells are derived from the cardinal vein and subsequently differentiation towards the lymphatic lineage, although much of the signaling pathway remains unknown\textsuperscript{266}. Therefore, furthering this knowledge is the first step to creating a specific lymphatic endothelial differentiation protocol. Creating homogenous endothelial populations is extremely important not only for the improvement of \textit{in vitro}
disease models but also for personalized and regenerative medicine applications that would require endothelial cells with tissue-specific functions\textsuperscript{266}.

Arterial endothelial cells, specifically those of the coronary artery, are arguably the most important endothelial subtype for disease modelling and regenerative medicine purposes because coronary artery disease is the leading cause of cardiovascular-related deaths worldwide. Studying the role of endothelial cells in disease prevention and management will hopefully result in the generation of efficient treatment methods for patients who must manage the disease long-term.

Generating an enriched population of arterial endothelial cells was done in 2017 by tracking arterial endothelial cells from hPSCs using an $EFNB2$-tdTomato and $EPHB4$-GFP reporter line\textsuperscript{218}. The expression of $EFNB2$ and $EphB4$ are higher in arterial endothelial cells and as such, allowed the group to optimize the differentiation protocol to enrich for arterial cells. The reporter line allowed them to determine that VEGF-A, resveratrol (a NOTCH agonist), FGF2, L690 (an IMPase inhibitor), and SB431542 were necessary for arterial over venous specification. Interestingly, insulin, BMP4 and PDGF-BB, which are common in other endothelial differentiation pathways, specifically inhibit arterial endothelial specification although they do not alter pan-endothelial differentiation efficiencies\textsuperscript{218}. This work demonstrates the importance of examining differences in the genetic profiles of endothelial cells in order to best design protocols for the desired subtype. It again underlines the importance of examining the growth factors used in generating a disease model to ensure that the most physiologically relevant model is produced.
3.1.4 Chapter objectives

Endothelial cells underlie the pathology of the most common causes of death worldwide. Not only is CAD the leading cause of mortality, but many individuals live with the disease and side-effects from the medications needed to manage it and prevent further complications. The need to develop more comprehensive preventative and treatment methods necessitates the ability to study human cells in disease states. Using patient-derived iPSCs allows us to generate disease- and cell-specific models to better elucidate the molecular mechanisms underpinning cellular dysfunction. Deriving endothelial cells in vitro is an invaluable tool to the field of regenerative medicine. Not only is the vascularization of organoids and/or tissues grown in vitro necessary for their continued growth, but engineered blood vessels may come to be extremely helpful in the treatment of many diseases. Although many protocols have been published, optimization of these protocols is typically required to account for innate iPSC line differences as well as those imparted by the culture conditions. With this in mind, this chapter highlights the process by which a published protocol was significantly improved on to efficiently generate endothelial cells from PBMC-derived iPSCs.
3.2 MATERIALS AND METHODS

3.2.1 Cell culture

iPSCs were cultured in 90% DMEM/F12, 10% KOSR, 10mM NEAA, 2mM L-glutamine, 7mM β-mercaptoethanol, 16μg/mL bFGF (iPSC media) on iMEFs until a week before differentiation. iPSCs were passaged onto Matrigel coated plates and cultured in MEF-CM with 8μg/mL bFGF. Once isolated, endothelial cells were cultured in EBM2 media (Lonza) on Matrigel- or gelatin-coated plates. HUVECs were purchased from Lonza and cultured in EBM2 media on tissue-culture treated plates. Once confluent, HUVECs were passaged using TrypLE and seeded at a density of 2500 cells/cm².

3.2.2 Differentiation of iPSCs to endothelial cells

iPSCs were differentiated to endothelial cells using a protocol optimized from a previously published group. In brief, iPSCs were singularized with Accutase at 37°C for 5 min. The MEF-CM supplemented with 8ng/mL bFGF and 5μM Y27632. 50,000 cells/cm² were plated on Matrigel-coated plates. Media was changed daily to MEF-CM + 8ng/mL bFGF. On day 0, media was changed to DMEM/F12, 2.5mM L-glutamine, 60μg/mL ascorbic acid (termed LaSR media) supplemented with 6μM CHIR99021 or 0.6μM BIO. 48 hours later, the media was changed to just LaSR for the remaining 3 days before FACS isolation of the CD34⁺ cells. During the optimization phase of this protocol, BMP4 (10-50ng/mL), Activin A (3-10ng/mL), and VEGF-A (10-50ng/mL) were added to
the media in varying concentrations after removal of the CHIR99021 or BIO. CD34+ cells were isolated through FACS and cultured on Matrigel-coated plates in EBM2 media.

3.2.3 Isolation of endothelial cells

Endothelial cells isolated through both protocols were cultured on Matrigel-coated plates in EBM2 (Lonza). On day 5, cells were dissociated with either Accutase for 10 min at 37°C or TrypLE for 3 min at 37°C. Once dissociated, cells for either protocol were centrifuged and resuspended in PEF before filtering through a 35μM filter. Anti-CD144 or anti-CD34 fluorescently conjugated antibodies (both at 1:100 from BD) were added to the cell suspension and incubated on ice for 30 min. Cells were washed once with PEF and filtered again before adding 7AAD (1:50). Cells were collected in EBM2 media and kept on ice until being plated onto Matrigel-coated plates in EBM2.

3.2.4 qRT-PCR

When indicated, cells were activated with 50 ng/mL TNFα for 24 hours prior to cell collection. Endothelial cells were collected for qRT-PCR using TrypLE at 37°C for 3-5 min. The cells were centrifuged at 1350rpm for 5 min and then frozen at -30°C until RNA extraction. RNA was extracted (Norgen) and made into cDNA (Bioline) following the protocols provided. Primers used for qRT-PCR are listed in Table 3.
3.2.5 Flow cytometry

Endothelial cells were disassociated using TrypLE at 37°C for 3-5 min before being centrifuged at 1350 rpm for 5 min. Cells were resuspended in PEF and filtered through a 35μM filter. Antibodies used included CD34 (BD Biosciences, 1:100) and CD31 (BD Biosciences, 1:100). Cells were incubated with antibody at room temperature for 30 min before being washed once with PEF. 7AAD (BD Biosciences) was then added at 1:50. Flow cytometry was performed on the LSRII and analysis was performed with FlowJo v10.

3.2.6 Tube formation assay

Endothelial cells were disassociated with TrypLE at 37°C for 3-5 min and then counted. 50,000 endothelial cells were used per well of a 48-well plate. Each well was pre-coated with Matrigel (diluted 1:2) and left at room temperature for 10 min before being placed at 37°C for 30 min to solidify. 50,000 cells were plated in 250μL of EBM2 total volume and left undisturbed at 37°C for 24 hours before being imaged. Tube formation was quantified based on number of tubes and nodes per 1000 cells plated.

3.2.7 AcLDL uptake assay

Endothelial cells were incubated with 10μg/mL dil-AcLDL (Life Technologies) for 4 hours at 37°C. The cells were washed twice with DPBS and then fixed using 4% PFA at room temperature for 10 min.
3.2.8 Nitric oxide production

Once confluent, endothelial cells were treated with 10μM DAF-FM (Cayman Chemicals) in EBM2 for 1 hour to allow for dye-loading. After 1 hour, the cells were gently washed 2 times with DPBS and incubated with 1mM L-arginine for 5 min. Cells were disassociated with TrypLE and collected. The cells were resuspended in PEF and passed through a 35μM filter before performing flow cytometry to measure mean intensity fluorescence. Flow cytometry was performed on the LSRII and analysis done on FlowJo.

3.2.9 Data Analysis

Immunofluorescence images were compiled using ImageJ. Brightness was adjusted when needed to improve the ability to see the staining in the figures. Data are expressed as mean ± SD. Analysis was performed using t-tests and two-way ANOVAs as indicated with p<0.05 as statistically significant.

3.3 RESULTS

3.3.1 Endothelial cell production with Lian protocol is lower than reported

In the original publication, Lian, et al. reported that this protocol resulted in ~60% of the cells co-expressing CD34 and CD31 on day 5 of the protocol\textsuperscript{181}. Initially, modifications were made to account for media differences – MEF-CM was used rather than
mTeSR1, and L-glutamine rather than GlutaMAX – to use the protocol with the rest of the parameters remaining the same (Figure 1a). The authors of the original manuscript tested two GSK3β antagonists – BIO and CHIR. Similar to their findings, the efficiency of deriving CD34⁺ cells was drastically increased with CHIR over BIO (Figure 1b). This increase was likely in part due to an increase in the viable population at the time of sorting (Figure 1c). In the original report, Lian, et al. reported that they were able to obtain up to ~60% CD34⁺CD31⁺ cells¹⁸¹; however, we were only able to get ~0.1%. Although the yield of endothelial cells was lower than reported, the Lian protocol presented an opportunity for further optimization to increase the yield of endothelial cells.

3.3.3 Optimization of previously published protocols increases yield of endothelial progenitor cells

In our study, the yield of CD34⁺ cells was significantly lower than the reported yield. To improve the efficiency, we set out to optimize the protocol. The published protocol uses GSK3β antagonism to promote mesodermal differentiation. Through their own protocol optimization, they found that the LaSR media was sufficient to promote endothelial specification following 48 hours of GSK3β antagonism. As mentioned earlier, many other protocols used additional growth factors to promote endothelial specification from a mesodermal precursor. Although Lian, et al. did report that no significant difference was seen in their efficiency with the addition of VEGF¹⁸¹, we developed a scheme for optimization based on key regulators of endothelial specification (Figure 2a).
The timing and concentration of growth factors added to the differentiation media varied across each condition to determine the optimal method. The differentiations were carried out in parallel using the same iPSC line, in the same plate, and with the same basal media to rule out any confounding factors. On day 5, flow was performed on the wells to assess the yield of CD34$^+$ cells. All methods tested increased the percentage of 7AAD$^-$ CD34$^+$ cells (Table 4), although we did observe a modest decrease in the viability compared to the original protocol. The addition of Activin A (7 ng/mL), BMP4 (20 ng/mL) and VEGF (25 ng/mL) for 3 days following CHIR treatment resulted in the least amount of cell death and the highest percentage of 7AAD$^-$CD34$^+$ cells, with roughly a 10-fold increase from the original protocol (Figure 2b-c).

3.3.4 Endothelial cells obtained from optimized protocol are more mature

To validate our optimized protocol, we used it to differentiate four iPSC lines derived from PBMCs. When compared to the original protocol, the new protocol consistently resulted in a higher differentiation efficiency, with no significant difference across the iPSC lines tested (Figure 2c).

The protocol indicates that the cells are to be sorted based on CD34 expression. CD34 marks progenitor cells of multiple cell types, including those of smooth muscle and hematopoietic origin. However, the publication by Lian, et al. demonstrates that the CD34$^+$ cells lose their CD34 expression as they gain CD31 over passages in endothelial-specific media$^{181}$. To further test our optimized protocol, we looked at whether the cells sorted on day 5 also expressed the more mature endothelial marker CD31. We repeatedly saw that
when compared to the original protocol, our optimized protocol yielded more cells that co-expressed CD34 and CD31 (Figure 2d), suggesting that the cells are more committed to the endothelial lineage upon sorting than those derived from the original protocol.

3.3.5 Newly established endothelial differentiation protocol produces cells that are functional

Surface marker expression alone is not sufficient to demonstrate functionality or maturity of cells. To confirm that the cells we were isolating through the differentiation protocol were in fact endothelial cells, we performed in vitro functional assays and compared their function to HUVECs, a “gold-standard” for endothelial assays. The iPSC-derived endothelial cells showed that they were able to form tubes, take-up AcLDL, and express vWF and VE-cadherin to a similar extent as HUVECs (Figure 3a-d).

After several passages, the iPSC-derived endothelial cells appeared to lose their CD34 expression, while more cells appeared to gain CD31 expression (Figure 3e), suggesting that as was reported, continuous culture in endothelial conditions promotes further maturation of the endothelial cells.

Two main functions of endothelial cells in vivo are their ability to produce vasoactive compounds and maintain an anti-adhesive barrier during basal conditions but respond adequately in times of inflammation to allow for proper tissue repair. These functions were tested in the iPSC-derived endothelial cells through a NO production assay and through measuring adhesion marker expression. The iPSC-derived endothelial cells produced NO to a similar extent as HUVECs (Figure 3f). Under both conditions, the
expression of VCAM and ICAM in the iPSC-derived endothelial cells was similar to that of HUVECs (2-way ANOVA, not significant; p>0.05) and both cell types follow the increase in VCAM and ICAM transcript expression following TNFα treatment 
(\textbf{Figures 3g-h}, t-test; *p=0.029, **p=0.008628, ***p=0.000697) although the increase in ICAM for the iPSC-endothelial cells did not reach significance (p=0.06).

Taken together, the \textit{in vitro} functional assays suggest that the optimized protocol developed from the original protocol by Lian, \textit{et al.} produced functionally mature endothelial cells that are comparable to HUVECs.

\section*{3.4 DISCUSSION AND FUTURE DIRECTIONS}

The role that endothelial cells play in disease development as well as in tissue repair and regeneration distinguishes them as a cell type of high interest in drug discovery and regenerative medicine applications. Efficiently deriving these cells from hPSCs is therefore of utmost importance. Here, I’ve presented an optimization method that could be applied to any published protocol in order to improve the efficiency of endothelial cell generation. The protocol that I generated increased the yield of endothelial cells up to 10-fold from the original protocol when used in our culture system, and the resulting iPSC-derived endothelial cells were more mature in surface marker expression than their counterparts derived from the original protocol. Generating endothelial cells that were more mature at the time of sorting will ultimately decrease the time in which the cells need to be cultured before they could be used for downstream applications. This is beneficial from a time and financial perspective, but also, like any other somatic cell, the chance of mutation and
senescence of the endothelial cells increases with extended passaging. By developing a differentiation protocol that produces more mature endothelial cells at the same time point as the original, we have decreased the chance for multiple mutations as less expansion is needed to acquire enough mature cells for assays.

Compared to HUVECs, the iPSC-derived endothelial cells generated from this protocol are functional as measured through the assays tested. For a long time, HUVECs have been considered the gold standard for in vitro endothelial assays. Their utility for disease modelling and regenerative medicine applications is limited, as previously mentioned; however, their ease of isolation and culturing maintain them as a useful tool for verifying the function of in vitro derived endothelial cells.

Many in vitro differentiation methods aim to mimic the in vivo developmental path for generating that cell type. For endothelial cells specifically, mesodermal specification is therefore often the initial step in protocols. Here, GSK3β antagonism through the use of CHIR directs the cells to a mesoderm progenitor. From there, Activin A and BMP4 act together to induce specification towards a more hemangioblast-like progenitor population\textsuperscript{250,271,272}. The hemangioblast population in vivo is believed to be the source of both endothelial and hematopoietic cells for the developing embryo. To push this population towards a more endothelial-like cell, VEGF is also used in the differentiation cocktail. Through the addition of these growth factors to the original protocol provided by Lian, et al. we are guiding the mesodermal cells towards a hemangioblast population and from there, endothelial specification.

Many factors can impact the differentiation efficiency of hPSCs towards a certain lineage. Some iPSC lines have an increased ability to form cells of one germ layer over the
other, for reasons that are still not well known but are likely a result of epigenetic
differences between iPSC lines. Because of this, often researchers will move forward with
lines that generate larger numbers of their desired cell. This could then impact the reported
levels of differentiation, which may not be achievable with all iPSC lines. The protocol I
developed here worked to similar extents in all iPSC lines tested, none of which were
preferentially chosen for this ability.

The protocol outlined here for differentiating the iPSCs to endothelial cells was an
improvement from the original protocol but was not 100% efficient. The marker used to
isolate the cells, CD34, is also expressed on multiple cell types which suggests that even
by isolating the CD34\(^+\) cells, they may not all be endothelial precursors. This is especially
ture for the protocol used here as the publication by Lian, et al. highlighted the bipotent
capacity of the CD34\(^+\) cells\(^{181}\). Culturing the isolated cells in endothelial-specific media
was the method that we used as per the published protocol’s to further push the isolated
progenitors towards the endothelial lineage. This method worked as seen through the
CD31/CD34 flow that we performed; however, it was not done for each round of
differentiation at every passage. This means that the population of cells may have been
heterogeneous at times which may have impacted the read out of the assays. Using a
combination of markers, such as CD34 and CD31 or other endothelial-specific markers
such as CD144 at the time of isolation may partially mitigate this issue. Further
optimization of the protocol may be done by increasing the time prior to isolation in the
presence of a TGF\(\beta\) inhibitor, such as SB431542. Inhibition of the TGF\(\beta\) pathway promotes
endothelial proliferation and has been used by other groups to a similar end\(^{254}\). By
combining the methods used by other groups to expand the size and number of a mature
endothelial population prior to isolation with the optimized protocol here, a more homogeneous and mature endothelial population can be isolated. Additionally, a thorough time course analysis on the cells following isolation should be performed to better understand the maturation process that occurs \textit{in vitro}. In doing this, additional factors that may be required to promote overall maturation, and in turn result in a more homogeneous cell population can be identified and adopted in culturing techniques.

The trends that we observed with the HUVECs were mimicked by the iPSC-derived endothelial cells; however, the reaction to inflammatory stimuli, as seen through changes to adhesion marker transcript levels, was not as robust. For ICAM specifically, although there was a noticeable increase, it did not reach significance likely because half of the replicates showed no real change in expression. This inconsistency is something that should be addressed in future work. In this work, TNF$\alpha$ stimulation was done for 24 hours$^{213}$; however, the transcript levels of both ICAM and VCAM peak at different times (12 hours and 6 hours respectively), although they have been shown to persist for $\sim$72 hours$^{273}$. As such, a more robust reaction could be caught following a shorter length of stimulation. The variation in marker expression may also be in part due to a heterogeneous endothelial cell subtype population as they respond differently to the same stimuli in terms of their expression of adhesion markers$^{273}$. Testing additional adhesion markers, such as those of the selectin family, or additionally testing cytokine production following stimulation would also provide additional metrics whereby the cells could be compared. Overall, by adopting a more endothelial-specific isolation strategy, as mentioned above, and adding other TNF$\alpha$-mediated responses would allow a more thorough comparison of the cells.
As the field moves toward more clinical applications, using clearly defined media is important. At the time of this protocol generation, mTeSR1 was not widely used in the field. As such, modifying the protocol to accommodate for iPSC culture conditions (growing on iMEFs), meant that using MEF-CM allowed us to improve viability upon differentiation initiation without having to condition the cells to grow in mTeSR1. Applying the optimized protocol to iPSCs culture in mTeSR1 may also result in higher levels of CD34⁺ cell generation making this protocol applicable to more defined culture conditions as well.

To fully appreciate which disease model systems these iPSC-derived endothelial cells should be used for, additional analysis should be conducted. Although the surface marker expression does indicate that these cells have committed to the endothelial lineage and they are functionally mature, more analysis should be done. Performing single cell RNA sequencing on these cells would allow us to identify which endothelial subtype most of the cells belong to and therefore, what diseases they would be best suited to model. The distribution of endothelial subtype generation by differentiation protocols varies greatly and usually results in generation of both venous and arterial subtypes. In this case, the original publication of the protocol did not investigate the expression of subtype-specific markers and neither did we. By identifying the endothelial subtype(s) present in the cells generated through differentiation, we may be able to better understand the discrepancies between the iPSC-derived endothelial cell phenotypes and those seen by the HUVECs. Because HUVECs are venous in nature, using an additional primary endothelial line that represents another subtype, such as a human arterial line, may strengthen the validation of the endothelial cells as well as act as an additional control. This could be especially useful.
for situations where the exact subtype distribution is unknown, as well as for further confirmation that one subtype was generated over the other if a more directed differentiation protocol is utilized. In the same way that Zhang, et al. used a reporter assay to determine the requirements for arterial specification, a similar method could be used for venous or lymphatic endothelial cells as well and be used to supplement protocols to better guide differentiation to one specific lineage$^{218}$. As a whole, more effort should also be made to distinguish endothelial subtypes by their tissue of origin. By examining the transcriptomic profile of endothelial cells from different tissues in the body we may be able to understand how their final stages of specification occur and mimic this process \textit{in vitro}. This would not only present huge opportunities for disease modelling and drug screening platforms, but the advancement in tissue repair and organ regeneration applications would be unprecedented. For endothelial cells specifically, it has been demonstrated that those generated through \textit{in vitro} differentiation of iPSCs have a similar immune response to those from a primary graft$^{274}$. Although more work needs to be done to determine the specifics of this process$^{24}$, this work serves as an important proof of principle that endothelial allogenic grafts are feasible thus further highlighting the importance in generating more specialized differentiation protocols.

Blood vessels are comprised of several cell types that are all necessary for proper function. One of the major limitations of the method developed here, as well as in many published protocols, is the culturing of endothelial cells alone. \textit{In vivo}, endothelial cells are one of the few cell types that do exist essentially only as a monolayer. In this respect, culturing them \textit{in vitro} in a 2D system doesn’t alter their normal configuration; however, developing more 3D models for disease modelling is important. Recently, Wimmer, et al.
(2019) showed a method to create blood vessel organoids\textsuperscript{132}. These organoids are composed of both endothelial cells and supportive pericytes. The organoids were transplanted into mice and used to study diabetic vasculopathy. In this system, not only are the endothelial cells in a more realistic configuration on their own, but having the interaction with pericytes makes the system significantly more clinically relevant\textsuperscript{132}. Adopting this technique for other model systems is the next step in making \textit{in vitro} work more translatable.

Researchers interested in many other cell types have also adopted the organoid method for making their systems more biologically relevant. At the moment, a huge limitation in this field is the vascularization of organoids which ultimately limits their size and utility for fully recapitulating human organ function. Taking advantage of information that could be gathered from single cell RNA sequencing of developing endothelial cells, compared to primary endothelial cells from certain tissues, we could ultimately drive their generation. Incorporating the tissue-specific endothelial cells into an organoid system could improve their function and further the regenerative medicine field as a whole.
Figure 1. Using CHIR over BIO for GSK3β antagonism improves yield of CD34+ cells and viability. The method used by Lian, et al. to differentiate iPSCs to endothelial cells was adopted in our lab by substituting the use of mTeSR1 for MEF-CM (a). In testing which GSK3β antagonist to use to induce mesoderm differentiation, we saw an increase in both CD34+ cell production (b) and viability (c) with the use of CHIR 99021 over BIO and was therefore used for all subsequent experiments.
Figure 2. Addition of common endothelial growth factors improves differentiation efficiency and expression of mature endothelial markers by day 5. The original protocol presented by Lian, *et al.* was optimized through the addition of BMP4, Activin A, and VEGF-A at different concentrations and for different time periods during the differentiation process (a). The optimized protocol (a, in green), dramatically increased the yield of CD34^+^ cells by day 5 (b) and worked consistently across multiple iPSC lines tested, with no difference between the lines (c, n.s. p>0.05). CD34 marks an endothelial progenitor population, while CD31 expression is found on more mature endothelial cells. With the optimized protocol, the CD31^+^CD34^+^ population was more than 10-fold higher than the original protocol (d, value represents mean ± SD).
Figure 3. Endothelial cells generated with new optimized protocol are functionally mature. To confirm functional competence, iPSC-derived endothelial cells were compared to HUVECs for functional assays. The iPSC-derived endothelial cells were able to form tube networks (a), take up AcLDL (b), and expressed vWF (c) and VE-Cadherin (d) to a similar extent as HUVECs. As the iPSC-derived endothelial cells remained in culture, the cells were found to mostly express CD31 and not the progenitor marker CD34 (e). The iPSC-derived endothelial cells were also able to produce NO at a similar level as HUVECs as measured through the use of DAF-FM (f). The iPSC-derived endothelial cells also responded similarly to HUVECs (no difference between samples, 2-way ANOVA p>0.05) in response to the inflammatory cytokine TNFα in their ability to upregulate the adhesion markers VCAM (f, t-test; ***p=0.000697, **p=0.008629) and ICAM (g, t-test; *p=0.029, n.s p=0.06).
### Table 1. Summary of reported endothelial differentiation protocols efficiencies

<table>
<thead>
<tr>
<th>Source of PSCs</th>
<th>2D or 3D</th>
<th>Length of Protocol</th>
<th>Reported Efficiency</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>mESCs</td>
<td>3D</td>
<td>11 days</td>
<td>73% ± 3% CD31⁺</td>
<td>Vittet, et al. 186</td>
</tr>
<tr>
<td>Mesenchymal stem cells</td>
<td>3D</td>
<td>7 days</td>
<td>Not specified</td>
<td>Oswald, et al. 275</td>
</tr>
<tr>
<td>hESCs</td>
<td>3D</td>
<td>13 days</td>
<td>78.3% CD31⁺</td>
<td>Levenberg, et al. 250</td>
</tr>
<tr>
<td>hESCs</td>
<td>3D</td>
<td>10 days</td>
<td>Not specified</td>
<td>Wang, et al. 248</td>
</tr>
<tr>
<td>hESCs</td>
<td>3D</td>
<td>10 days</td>
<td>10-15% CD34⁺</td>
<td>Ferreira, et al. 251</td>
</tr>
<tr>
<td>hESCs</td>
<td>2D</td>
<td>10 days</td>
<td>9.6% CD34⁺</td>
<td>Wang, et al. 253</td>
</tr>
<tr>
<td>hESCs</td>
<td>Human iPSCs</td>
<td>2D</td>
<td>8 days</td>
<td>~3 – 6% CD31⁺CD43⁻</td>
</tr>
<tr>
<td>hESCs</td>
<td>Human iPSCs</td>
<td>3D + 2D</td>
<td>14 days</td>
<td>2 – 6% CD31⁺</td>
</tr>
<tr>
<td>Human iPSCs</td>
<td>3D</td>
<td>10 days</td>
<td>14 – 22% CD31⁺CD144⁺</td>
<td>Adams, et al. 88</td>
</tr>
<tr>
<td>hESCs</td>
<td>Human iPSCs</td>
<td>2D</td>
<td>8 days</td>
<td>58% CD34⁺</td>
</tr>
<tr>
<td>hESCs</td>
<td>Human iPSCs</td>
<td>2D</td>
<td>6 days</td>
<td>64% CD31⁺CD144⁺</td>
</tr>
<tr>
<td>Human iPSCs</td>
<td>3D</td>
<td>14 days</td>
<td>44% CD31⁺</td>
<td>Zhang, et al. 258</td>
</tr>
<tr>
<td>hESCs</td>
<td>Human iPSCs</td>
<td>2D</td>
<td>5 days</td>
<td>~88 – 93% CD31⁺</td>
</tr>
<tr>
<td>hESCs</td>
<td>Human iPSCs</td>
<td>2D</td>
<td>6 days</td>
<td>~61 – 88% CD144⁺</td>
</tr>
<tr>
<td></td>
<td>2D</td>
<td>7 days</td>
<td>62% VEGFR2⁺CD31⁺CD144⁺</td>
<td>Nguyen, et al.²⁵⁷</td>
</tr>
<tr>
<td>----</td>
<td>------</td>
<td>--------</td>
<td>------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>hESCs</td>
<td>2D</td>
<td>8 days</td>
<td>38% CD31⁺CD144⁺</td>
<td>Tsang, et al.²⁵⁹</td>
</tr>
<tr>
<td>mESCS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hESCs</td>
<td>2D</td>
<td>6 days</td>
<td>95.5% CD31⁺CD144⁺</td>
<td>Zhang, et al.²¹⁸</td>
</tr>
<tr>
<td>Human iPSCs</td>
<td>2D</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Endothelial-specific markers used for isolating and validating* function of hPSC-derived endothelial cells

<table>
<thead>
<tr>
<th>Platelet Endothelial Cell Adhesion Molecule 1 (PECAM1) CD31</th>
<th>Surface marker</th>
<th>Intercellular junction component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vascular Endothelial Cadherin (VE-Cad) CD144</td>
<td>Surface marker</td>
<td>Intercellular junction component</td>
</tr>
<tr>
<td>CD34</td>
<td>Surface marker</td>
<td>Expressed on endothelial progenitors</td>
</tr>
<tr>
<td>Vascular Endothelial Growth Factor Receptor 2 (VEGFR2) KDR Flk-1</td>
<td>Surface marker</td>
<td>Receptor for VEGF-A</td>
</tr>
<tr>
<td>von Willebrand Factor (vWF)</td>
<td>Surface marker</td>
<td>Glycoprotein produced and stored in Weibel-Palade bodies of mature endothelial cells</td>
</tr>
<tr>
<td>Dil-Ac-LDL</td>
<td>Uptake requirement</td>
<td>Scavenger receptor pathway uptake of AcLDL is restricted to macrophages and endothelial cells</td>
</tr>
</tbody>
</table>

*The thick border separates those used for isolating and validating from those used strictly for validation.
Table 3. qRT-PCR primers

<table>
<thead>
<tr>
<th>Gene</th>
<th>Forward Primer 5’ → 3’</th>
<th>Reverse Primer 5’→3’</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAPDH</td>
<td>TCCCTGAGCTGAACGGGAAG</td>
<td>GGAGGAGTGGGTGTCGCTGT</td>
</tr>
<tr>
<td>VCAM</td>
<td>GTCTCCAATCTGAGCAGCAA</td>
<td>TGGGAAAAACAGAAAAAGAGGTG</td>
</tr>
<tr>
<td>ICAM</td>
<td>AGGGTAAGGTCTTGCCCAC</td>
<td>TGCTATTCAAAACTGCCCTGA</td>
</tr>
</tbody>
</table>
Table 4. Optimization of Lian, et al.\textsuperscript{181} protocol parameters and output

<table>
<thead>
<tr>
<th>Condition</th>
<th>7AAD(^-) (%)</th>
<th>7AAD(\text{CD34}^+) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original protocol</td>
<td>97.0</td>
<td>1.97</td>
</tr>
<tr>
<td>d0 - d5: low BMP4, low Activin A, low VEGF</td>
<td>75.0</td>
<td>6.62</td>
</tr>
<tr>
<td>d0 - d5: med BMP4, med Activin A, med VEGF</td>
<td>66.1</td>
<td>13.5</td>
</tr>
<tr>
<td>d0 - d5: high BMP4, high Activin A, high VEGF</td>
<td>71.7</td>
<td>17.1</td>
</tr>
<tr>
<td>d1 – d5: low BMP4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d2 – d4: low Activin A</td>
<td>75.2</td>
<td>5.02</td>
</tr>
<tr>
<td>d2 – d5: low VEGF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d1 – d5: high BMP4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d2 – d4: high Activin A</td>
<td>73.8</td>
<td>14.4</td>
</tr>
<tr>
<td>d2 – d5: high VEGF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d1 – d2: med BMP4, med Activin A, med VEGF</td>
<td>78.3</td>
<td>7.15</td>
</tr>
<tr>
<td>d3 – d5: med BMP4, med Activin A, med VEGF</td>
<td>83.9</td>
<td>27.7</td>
</tr>
<tr>
<td>d0 – d5: low BMP4, low VEGF</td>
<td>77.0</td>
<td>14.8</td>
</tr>
<tr>
<td>d0 – d5: med BMP4, med VEGF</td>
<td>77.7</td>
<td>17.8</td>
</tr>
<tr>
<td>d0 – d5: high BMP4, high VEGF</td>
<td>82.6</td>
<td>10.2</td>
</tr>
</tbody>
</table>

\*Concentrations used can be found in Chapter 3.2 Materials and Methods.
CHAPTER 4: RARE DHX34 VARIANTS ALTER ENDOTHELIAL FUNCTION IN THE CONTEXT OF EARLY-ONSET CORONARY ARTERY DISEASE

PREFACE

This chapter focuses on the work I’ve done to elucidate the role of DHX34 in endothelial cells and how this translates to rare variants identified in patients enrolled in the DECODE study. The idea for the project was generated by Dr. Guillaume Paré and although the work done in this chapter was primarily generated by me, it would not have been possible without the collaboration with the Paré lab. The exome sequencing data was analyzed by Ricky Lali. The western blots and analysis were done by myself and Shreya Jain. The iPSCs used are those that were generated and validated with methods shown in Chapter 2. The endothelial cells were generated with the protocol highlighted in Chapter 3. Some of the endothelial-specific methods used in this chapter have been previously outlined in Chapter 3 as well but for ease of read, they have been repeated in this chapter’s Materials and Methods (4.2) section. The bar graphs in this chapter display all individual replicates within the graphs. For the qRT-PCR and tube formation data, all replicates shown are the mean of 3 technical replicates. This is also true for the data shown in the scratch assay, although individual replicate points are not shown in those graphs. For all assays, each replicate was derived from the same iPSC line but through a different round of differentiation.
4.1 INTRODUCTION

4.1.1 Role of endothelial cells in coronary artery disease development

Coronary artery disease (CAD) is a complex disease that develops slowly over several decades through the concerted effort of many cell types (covered in Chapter 1.2.1). The individual role of the cell types in CAD development has been elucidated through both in vivo and in vitro work. The endothelium, the innermost section of the arterial wall, is involved in all stages of CAD development\textsuperscript{82,190}. Initial work to demonstrate its general importance in CAD development was done by showing that endothelial denudation in coronary vessels is associated with advanced atherosclerotic lesion formation in pigs\textsuperscript{278}, and further, endothelial damage and loss is a common feature of human CAD\textsuperscript{129}. Since then, many groups have illustrated the role that proper endothelial function plays in all stages of CAD development from priming an area for plaque development to the rupture of the plaque.

Endothelial cells can “prime” an area of the arterial network for CAD development\textsuperscript{279}. Human CAD tends to develop in specific areas of the arteries, specifically those of disturbed blood flow. This nonlaminar flow is detected by the endothelial cells through a mechanosensory complex comprised of CD31, CD144, and vascular endothelial growth factor receptor 2 (VEGFR2)\textsuperscript{280}. The force of the blood flow is detected by CD31, which signals through CD144 to VEGFR2, ultimately activating phosphoinositide 3-kinase (PI3K). This signal transduction results in the phosphorylation of the inhibitor of Nf-κB, IκBa, and thereby allowing for the translocation of the p65 and p50 subunits of Nf-κB to
the nucleus\textsuperscript{86,280}. Once in the nucleus, these subunits activate the transcription of pro-atherogenic genes such as the adhesion markers ICAM and VCAM, and cytokines such as IL-6, and several matrix metalloproteinases (MMPs)\textsuperscript{87}. In 2000, Hajra, \textit{et al.} showed that in mice, the endothelium of areas subjected to disturbed flow had an increase in the extent of nuclear p65 and phosphorylated I\kappa B\textalpha compared to those in areas of laminar flow\textsuperscript{281}. In areas that are at a lower risk for plaque development, the Nf-\kappa B pathway is downregulated once they are acclimatized to the flow; however, this is not what appears to happen in atheroprone regions of the vasculature. In this way, the endothelium dictates the probability of plaque development by “priming” a certain area with nuclear Nf-\kappa B accumulation.

During initiation of CAD, the endothelium is the first to experience functional and phenotypic changes. Endothelial dysfunction is a hallmark of CAD development and is characterized by an increase in endothelial permeability, and a decrease in nitric oxide (NO) bioavailability\textsuperscript{79,82}. The decrease in NO levels can be a result of a number of factors including uncoupling of endothelial nitric oxide synthase (eNOS), and/or an increase in reactive oxygen species (ROS)\textsuperscript{80,84,85,282}. In healthy patients, an influx of acetylcholine, which is an activator of eNOS, results in arterial dilation; however, this is lost in CAD patients because of endothelial dysfunction\textsuperscript{82}. NO is the most potent vasodilator, but it also has an important role in inhibiting Nf-\kappa B signaling\textsuperscript{81}. With the reduction of NO, there is a concomitant increase in nuclear Nf-\kappa B. The influx of p65 to the nucleus results in endothelial activation as characterized by the increased level of adhesion marker expression and cytokine production\textsuperscript{84,283}. The combined effect of endothelial dysfunction and activation is the recruitment of circulating leukocytes to an area that is more adhesive and permeable to the cells thereby increasing the risk of CAD development. In primed
endothelial cells, this response may occur more rapidly as Nf-κB can already be found to some extent in the nucleus.

The upregulation of inflammatory genes by Nf-κB in the endothelium can be interpreted as a normal response to injury and to a certain extent is self-regulating. Nf-κB not only regulates the transcription of pro-atherogenic genes, but also those that oppose the process such as IL-10 and tissue inhibitors of MMPs (TIMP-1)\textsuperscript{87}. It also increases transcription of IκBa to create a negative feedback loop and prevent continuous Nf-κB signaling\textsuperscript{81}. In CAD, the injury that the endothelium experiences, whether through environmental or genetic factors, is chronic. In these cases, even though inhibitors of Nf-κB signaling may also be transcribed, the initial response is sustained and allows for the development of an atherosclerotic plaque.

As the plaque grows and CAD develops, the endothelium continues to play an important role. As the disease progresses, neovessels comprised almost exclusively of endothelial cells, appear within the plaque\textsuperscript{79}. These newly formed microvessels support the persistent influx of inflammatory cells to the sub-endothelium allowing for continued growth of the plaques\textsuperscript{83}. The microvessels further destabilize the plaque as they lack supportive cells such as pericytes and are therefore susceptible to leakage and subsequent hemorrhage\textsuperscript{94}.

Plaque rupture as a result of the loss of the fibrous cap is responsible for 55-65\% of acute clinical symptoms in CAD patients\textsuperscript{96}. An atherosclerotic plaque tends to rupture in areas that are less stable – typically those that have a higher macrophage content and a weaker fibrous cap\textsuperscript{77,90}. When the plaque ruptures, the prothrombotic core is exposed to the circulating blood resulting in the formation of a thrombus. When the thrombus is large
enough, this can partially or fully occlude the artery and prevent adequate blood flow to
the myocardium. Clinically, this can manifest as an acute coronary syndrome (ACS) which
includes non-ST elevated myocardial infarction (NSTEMI), ST-elevated myocardial
infarction (STEMI), or sudden cardiac death\textsuperscript{97}. The cap, composed primarily of smooth
muscle cells, lies directly below the endothelium. The smooth muscle cells of the cap
produce an extracellular matrix (ECM) composed of collagen, proteoglycans, elastin, and
glycoproteins\textsuperscript{77}. This ECM can be degraded and remodelled, in part by endothelial cells,
through the activity of MMPs and TIMPs. One particular MMP produced by endothelial
cells is MMP-14. MMP-14 activates MMP-2, which degrades type IV collagen, thereby
contributing to the weakening of the fibrous cap and rendering the plaque more susceptible
to rupture\textsuperscript{97}. In normal conditions, the activity of MMPs can be regulated through TIMPs;
however, in susceptible plaques, the balance of the two is disrupted, thereby promoting
more degradation of the ECM and weakening the cap.

The second most common cause of clinical manifestation of CAD is erosion of the
endothelium. Approximately 20-25\% of terminal thrombosis events occur as a result of a
denuded endothelium\textsuperscript{94,96}. Endothelial cells grow as a monolayer and as such are strictly
regulated by contact inhibition. In normal vessel homeostasis, when endothelial cells are
wounded or removed from the vessel wall, the cells closest to the wound stretch to fill the
gap and then replicate to re-establish the endothelial barrier. In cases such as CAD where
injury occurs chronically in the same area, after so many replications the endothelial cells
reach a point of senescence. At this point, they are no longer capable of replicating to re-
establish the monolayer. Although the cells farther from the wound itself may be capable
of performing this function, however, due to contact inhibition they are not able to reach
the area which becomes denuded of the endothelium\textsuperscript{79,110}. If this occurs in CAD, the subendothelial ECM produced by smooth muscle cells is exposed to the circulation. The ECM, which is rich in collagen and acts as an ideal location for platelet adhesion, along with high amounts of tissue factor produced and sequestered in the inner core can initiate the coagulation cascade and result in thrombus formation\textsuperscript{105,129}. The correlation between the integrity of the endothelium and clinical symptom severity emphasizes the importance of endothelial cells in the late stages of the disease.

In many cases, the aforementioned changes to the endothelium are thought to be a result of the classic environmental risk factors associated with increased CAD risk, namely smoking, hypertension, hypercholesterolemia, obesity, and diabetes. Cigarette smoke produces a large amount of ROS throughout the body\textsuperscript{119}. In the endothelium, the ROS can contribute to a decrease in NO, which as mentioned above, is a major component of endothelial dysfunction. Hypertension can further disrupt blood flow in areas that are atheroprone, thus initiating the pro-atherogenic signal cascade through the endothelial mechanosensory complex\textsuperscript{102}. Hypercholesterolemia, obesity, and diabetes all act in part by increasing the relative abundance of LDL and triglycerides in circulation\textsuperscript{102,284}. High amounts of LDL can enter the arterial wall through the endothelium where it can be modified to oxidized LDL (oxLDL). OxLDL can contribute to the production of ROS and uncoupling of eNOS, thereby resulting in endothelial dysfunction and again, if chronic, can result in the formation of an atherosclerotic plaque\textsuperscript{82}.

In the development of CAD, the normal function of the endothelium is disrupted. Typically, the endothelium serves as a non-adhesive barrier to the underlying vessel wall. However, with the upregulation of adhesion markers, cytokines, and procoagulant tissue
factor, the endothelium is transformed into a surface that allows for leukocyte attachment. As these changes in endothelial phenotype persist, they can also result in irregularities in endothelial organization and morphology in areas overlying the plaque, which negatively impacts barrier function\textsuperscript{82}. Because of disrupted NO production, not only is the endothelium more adhesive, but the normal vasodilatory role of endothelial cells is also decreased. This results in a more constricted blood vessel, thereby impacting blood flow to the myocardium.

When taken together, it is clear that the endothelium plays a pivotal role in all areas of CAD progression. As such, it should be considered as a therapeutic target in disease prevention and treatment throughout all stages of CAD development. Because of the potential differences in the specific functions of endothelial cells across species and blood vessel types, it is imperative that we develop and utilize human endothelial models that most accurately replicate the \textit{in vivo} environment of CAD development.

\textit{4.1.2 Genetic component of coronary artery disease}

Epidemiological studies have long identified the important role of genetics in CAD development. In 1951, Gertler, Gran, and White were the first to note that an individual had an increased risk for having a myocardial infarction (MI), a common clinical symptom of CAD, if there was parental history of the condition\textsuperscript{285}. Twin and familial studies of CAD were the first genetic studies to be conducted and were instrumental in determining that CAD heritability is \textasciitilde40-50\%\textsuperscript{286}. In 2007, four independent groups identified the first specific locus to contribute to this heritability through GWAS\textsuperscript{287-290}. The 9p21 locus was
found to be associated with an increased risk for CAD with MI, and still remains the locus that confers the largest increase in risk for the first MI event associated with CAD\textsuperscript{114}. Despite its importance in CAD predisposition, it was only recently that this risk locus was found to control a wide number of genes that predispose vascular smooth muscle cells to pro-atherogenic phenotypes\textsuperscript{291}. Since the identification of the 9p21 risk locus, four large genome wide analysis studies (GWAS) consortia (CARDIoGRAM, MIGen, C4D Genetics, and UK BioBank) were formed and have been successful in identifying 163 loci which independently increase CAD risk\textsuperscript{114}.

Most of the knowledge gathered on the genetic susceptibility factors for CAD has come from GWAS and meta-analyses of these studies. The patients used in these studies vary in disease severity and age; however, the resulting information has been pivotal in expanding our understanding of the overall disease etiology. GWAS analysis typically uses parameters that enrich for common variants, i.e. those with a minor allele frequency (MAF) of >5%, because they are believed to account for the majority of heritable risk for complex diseases\textsuperscript{292}. This idea was first proposed in 1970 by Morton, \textit{et al}. who suggested that the majority of diseases caused by multiple genes are due to the small effect of many genes, and only a small number of cases are due to single genes with large effects\textsuperscript{293}. This idea has been put into practice by calculating a polygenic risk score (PRS). A weighted PRS can be determined by summing the number of risk alleles that one individual carries, weighted by the impact of the particular variant\textsuperscript{114}. Multiple groups have shown the potential PRS has to stratify CAD patients based on their risk\textsuperscript{294–300}. In 2018, Theriault, \textit{et al}. showed that a high PRS based on 182 single nucleotide polymorphisms (SNPs) from the CARDIoGRAMplusC4D Consortium was correlated with an elevated risk of CAD\textsuperscript{294}. 
In fact, in their sampling of an extreme population (males ≤40 and females ≤45), 1 in 53 had a PRS corresponding to an increase in risk similar to that of familial hypercholesterolemia (FH) patients. This rate is higher than the incidence of FH, highlighting the large role genetics play in the young CAD cohort\textsuperscript{294}. In the same year, Khera, \textit{et al.} performed a similar analysis whereby the PRS for CAD patients ≤55 was calculated\textsuperscript{295}. Similarly, their work showed that high PRS scores were associated with a drastic increase in CAD risk. In this study, they dissected their results for each racial group tested and although all showed a similar correlation, the highest increase in risk was estimated for those of white European descent\textsuperscript{295}. Similarly, Hajek, \textit{et al.} found that a 46-SNP PRS for patients enrolled in the Multi-Ethnic Study of Atherosclerosis (MESA) was significantly associated with a cardiac event in white males, but not females\textsuperscript{296}. Both of these latter studies suggest that while PRS may help to identify populations that may benefit the most from preventative treatments, the current library of SNPs may not be predictive for all populations. To rectify this difference, the field as a whole should strive to include a more diverse population of individuals in subsequent sequencing initiatives. As it stands, European Caucasians represent the largest group of sequenced individuals which biases the available genomic information\textsuperscript{295}. Increasing the available data for other ethnic groups will provide a means by which a similar analysis can be conducted based on SNPs.

Many identified risk alleles have benefited the scientific community’s understanding of the disease despite the fact that the majority of identified SNPs (~75%) have been in non-coding promoter/enhancer regions of the genome\textsuperscript{114}. These loci have been annotated by the Encyclopedia of DNA Elements (ENCODE) project based on the proximity; however, it has been estimated that only ~27% of these SNPs actually interact
with the nearest gene promoter. This suggests that the genes listed may not be those that are actually associated with the elevated risk. In 2017, Gupta, et al. used fine mapping of the 6p24 risk locus, which confers an increased risk for vascular diseases including CAD, to identify the causal gene. This risk locus was annotated as being the phosphatase and actin regulatory protein 1 (PHACTR1) based on proximity because the prominent risk variants lie within the 3rd intron of PHACTR1. Despite this, the causal gene at this locus had not been definitively proven to be PHACTR1. Their group identified the SNP in the locus with the strongest association with CAD/MI and introduced it into healthy iPSCs using CRISPR/Cas9. The edited iPSCs were subsequently differentiated to endothelial cells, as vascular-specific effects were predicted to be associated with the SNPs as assessed by data provided by unbiased phenome-wide association studies. Through their work, they noted that the identified SNP is a distal regulator of endothelin-1, which is located 600 kb upstream of PHACTR1. Although numerous other groups had previously confirmed the association of the risk locus and PHACTR1 expression, the work done by Gupta, et al. suggests that the SNP in question increased susceptibility to CAD through modulating endothelin-1 function, not PHACTR1 expression. This study highlights the complexity of elucidating the mechanism through which non-coding variants work and underscores the possibility that in many cases, the genes that have been associated with the variants may not actually be those that impact disease progression. There is more work to be done to fully elucidate the causal role of the SNPs identified through GWAS.

Despite the amount of work that remains to be done, the information gathered thus far has already greatly impacted our understanding and treatment of CAD. The importance of regulating LDL and total cholesterol in preventing CAD, as seen through FH-
variants and those in LDL-C, has been elucidated by the effectiveness of statins as preventative and therapeutic medications. Currently, there are a number of clinical trials for more targeted therapies against identified causal genes such as \textit{APOC3}, and \textit{ANGPLT3}\textsuperscript{303}. Although therapies may originate through the identification of specific variants or risk factors possessed by a subset of the population, they do not have to be limited to those that carry the variants, as is seen in statin use\textsuperscript{113,114}. In this way, by furthering our understanding of a small subset of CAD risk loci, we stand to identify novel therapeutics that would benefit the CAD patient cohort as a whole, regardless of the variant penetrance.

\textit{4.1.3 DECODE project}

Identifying the genetic target of the SNPs identified by GWAS is one of the major hurdles associated with the workflow required to elucidate their mechanism of action. One method used to identify risk variants that have a better-defined causal gene is through exome sequencing. The exome is the protein-coding region of the genome and therefore, the gene impacted by the variant is well-defined. Even though the exome only comprises \textasciitilde1.5\% of the human genome, it is predicted to contain 85\% of all disease-causing mutations thus highlighting its importance\textsuperscript{304}. \textit{In silico} protein-predictive software can be helpful in predicting the impact of identified variants on protein structure and function but performing direct biological analysis on samples would allow for a more definitive output.

CAD GWAS have an upper age limit for patient enrollment, based on the principle that at an earlier age of onset, it is unlikely that the exposure to environmental factors has
been sufficient to induce disease phenotypes. This idea can be expanded to identify more deleterious variants by conducting extreme phenotype sampling (EPS), whereby individuals with a more extreme disease phenotype are recruited. Selecting patients through EPS enriches for causative variants\textsuperscript{305,306}. GWAS with large sample sizes can identify low-frequency (MAF<0.1\%) variants; however, they typically identify SNPs that are common (MAF >5\%)\textsuperscript{114}. Although similar variants can be identified through EPS, because the disease phenotype is more severe in these patients, it is likely that rare variants that confer a larger risk per allele can be identified.

The Genetic Determinants of Early-Onset Coronary Artery Disease (DECODE) study aims to combine both exome sequencing with EPS to identify rare, causative variants for early-onset coronary artery disease (EOCAD). Previous studies have shown that heritability of CAD is \~50\%; however, for EOCAD the heritability has been estimated to be >60\% therefore exceeding the contribution of environmental risk factors\textsuperscript{72}. As was mentioned above, a PRS based on common SNPs is much higher in EOCAD patients as compared to the general population\textsuperscript{294} underscoring the impact that genetic variants have on this cohort. This population stands as an ideal tool to elucidate risk variants for CAD development in general, especially those that confer a larger risk per allele. These variants were identified and screened by Dr. Paré’s group and then used as the basis for further analysis through the use of patient-derived iPSCs to assess biological impact in the context of disease development.

Patients were enrolled in the DECODE study Hamilton Health Sciences Heart Investigation Unit and Lipid Clinic if they met the inclusion criteria:
1. Angiographically proven CAD with at least 70% stenosis in one coronary vessel at <40 years for male or <45 for females

2. Absence of co-morbidities including chronic kidney disease, type I diabetes mellitus, insulin-dependent type II diabetes mellitus, chronic hepatitis, HIV, vasculitis, systemic autoimmune disease, and/or chronic use of amphetamines or steroids

Patients that were successfully enrolled in the study provided peripheral blood samples for exome sequencing analysis, macrophage analysis, and biological assays as done through the use of iPSCs. The results of macrophage analysis are not discussed here. The exome sequencing analysis will be briefly covered below as it pertains to the biological work with iPSCs, which is the focus of this work.

4.1.4 Nonsense-mediated mRNA decay in cell biology and disease

Nonsense-mediated mRNA decay (NMD) is an evolutionarily conserved pathway originally believed to strictly degrade mRNAs that contain a premature termination codon (PTC). Through its regulation of PTC-containing mRNAs, NMD safeguards cells by preventing the translation of partially functional proteins that may impair normal cellular function. Approximately one third of all disease-causing genetic mutations result in the introduction of PTC, thereby targeting them for NMD (Table 1). A prime example of the role of NMD in disease pathology is ß-thalassemia where patients harbour mutations in the ß-globin gene that result in the production of truncated ß-globin chains. If produced, the truncated ß-globin chains form toxic precipitations that result in the clinical
symptoms associated with β-thalassemia. In patients with the NMD-sensitive mutation, the PTC-containing transcript is degraded through NMD thereby preventing the production of truncated β-globin and therefore the aggregation of the dysfunctional protein\textsuperscript{309}. Patients with this form of β-thalassemia tend to have milder symptoms than those with the NMD-insensitive mutation. Individuals that are heterozygous for these variants are typically asymptomatic because the unaffected allele can compensate for the truncated β-globin that is degraded through NMD\textsuperscript{309}. The role of NMD in disease pathophysiology can also be seen in other cases where disease severity is impacted by the location of the PTC in the transcript (Table 1). The location of the PTC may impact the severity of the disease as it may impact the extent to which the protein is partially translated due to delays in initiating NMD thereby altering the phenotype. This is further evidenced by data that shows that preventing NMD activity may reduce a patient’s symptoms by allowing for partial activity of the protein as is a current area of research for cystic fibrosis therapy\textsuperscript{308}. In cystic fibrosis, some of the most common mutations result in a PTC in the cystic fibrosis transmembrane conductance receptor (CFTR) gene. By preventing NMD activity, the shortened CFTR transcript is translated and although it is not fully formed, in this case, partial restoration of the function is sufficient to alleviate symptoms in some patients\textsuperscript{308}.

It was traditionally thought that NMD only regulated transcripts with PTCs; however, it is now widely accepted that NMD can regulate 3-20\% of all naturally occurring cellular transcripts\textsuperscript{308,310,311}. The mechanism by which the transcripts are identified for degradation is still largely unknown although it may in part be based on structural elements of transcripts such as a long 3’ untranslated region (UTR)\textsuperscript{312}. NMD may also regulate the level of splice variants as alternative splicing of certain genes may result in the inclusion
of a PTC, thereby marking it for degradation through NMD. Together, this highlights the important function of NMD in transcriptional regulation.

There are multiple branches of NMD that differ on their dependence on the Up-Frameshift Suppressor (UPF) proteins, but all identified pathways ultimately result in the phosphorylation of UPF1. The full mechanism by which mRNAs are funnelled through different NMD pathways has not been elucidated but likely relies in part on the feature that targets it for degradation, i.e. PTC or 3’UTR. The most heavily studied pathway of NMD is initiated by the presence of a PTC that is recognized during the initiation round of translation (Figure 1). In mammalian translation, the ribosome pauses when it reaches a termination codon. The codon is recognized as a PTC because of the existence of an exon-junction complex (EJC) located 50-55 nucleotides downstream of the termination codon. EJCs are deposited during post-transcriptional mRNA processing and their presence downstream of a stop codon suggests that there are additional exons following the stop, demarcating it as a PTC. When the ribosome pauses, the eukaryotic release factors eRF1 and eRF3 are recruited. If the termination codon is not premature, eRF1 and eRF3 interact with the poly(A) tail binding proteins signaling the termination of translation. If it is a PTC, or there is a long 3’UTR, eRF1 and eRF3 are unable to bind to the poly(A) tail and instead recruit UPF1, DHX34, and the SMG1 complex (SMG1, SMG8, SMG9). These proteins form the transient SURF complex (SMG1, UPF1, eRF1/3), which is bound to the stalled ribosome at the PTC. Once the SURF complex is formed, DHX34 catalyzes the hydrolysis of ATP to ADP, resulting in a conformational change that allows the ribosome, along with eRF1 and eRF3, to disassociate from the mRNA at the PTC. This new conformation, known as the DECID complex, favours
the phosphorylation of UPF1 by SMG1 with DHX34 acting as a scaffold for this pivotal step of NMD\textsuperscript{318}. Once UPF1 is phosphorylated, DHX34 disassociates from the complex. Phosphorylated UPF1 inhibits further translation of the mRNA and recruits SMG5, SMG6, and SMG7 to the mRNA. SMG6 is an endonuclease and cleaves near the PTC, creating an unstable intermediate lacking either a 5’cap or 3’ poly(A) tail, making it susceptible to exonucleases\textsuperscript{314}. The SMG5-SMG7 complex is associated with the recruitment of deadenylase and decapping complexes such as CCR4-NOT and DCP2/DCP1α. SMG5 and SMG6 also recruit phosphatase 2a to the NMD complex to dephosphorylate and recycle UPF1, thus regulating the extent of NMD occurring in the cell\textsuperscript{314}.

NMD is a tightly regulated cellular process and the disruption of this regulation has the potential to result in disease. In the mouse system, deletion of UPF1 is embryonic lethal suggesting it has a crucial role in development\textsuperscript{319}. However, UPF1 also functions in maintaining telomere length which likely plays a larger role in the embryonic lethality of this knockout over its role in NMD\textsuperscript{308}. UPF3b is involved in certain NMD pathways as a means to connect the EJC with the DECI\textsubscript{D} complex. It has been demonstrated that UPF3b and its paralog UPF3a have antagonistic functions whereby UPF3b activates NMD and UPF3a inhibits the process\textsuperscript{320}, which is important during developmental processes such as differentiation of stem cells into somatic cells\textsuperscript{310}. Interestingly, variants in UPF3b have been associated with mental retardation and a number of psychiatric disorders\textsuperscript{321}, again demonstrating the importance of proper NMD function in developmental pathways. As mentioned above, SMG6 functions in the degradation aspect of NMD as compared to UPF1 and UPF3b which play a larger role in identifying the mRNA for degradation\textsuperscript{312}. SNPs associated with SMG6 were identified through GWAS to increase risk of CAD.
development. The exact mechanism through which the identified SNPs in SMG6 impact the progression of CAD or whether they alter SMG6 or another gene entirely, remains unknown. Nonetheless, the fact that variants in all stages of NMD have the potential to increase disease risk highlights the impact of this pathway in normal cellular function and disease prevention.

4.1.5 Chapter objectives

The role of NMD in CAD development has been suggested through the identification of SNPs in SMG6 through GWAS; however, no cellular biology has been conducted to confirm this association. Through exome sequencing, Dr. Paré’s lab has identified novel, rare variants present in proteins similarly involved in the NMD pathway. These rare variants are present in a more severe form of CAD and as such, it is possible that these changes have resulted in a more exaggerated cellular phenotype. By studying these variants we can determine the potential impact of NMD dysregulation in certain cellular compartments associated with CAD development. Specifically, because CAD is a disease of the arterial wall and the endothelium acts as the initial deterrent to plaque development, studying the role of NMD in the initial phase of the disease would contribute to the overall understanding of EOCAD etiology.

Animal models have been used extensively to model CAD and have contributed substantially to our knowledge of the disease; however, their utility in therapeutic discoveries is limited due to biological differences. To mitigate these differences, I used a system for creating an in vitro human model of EOCAD. DHX34 variants were enriched...
in the EOCAD cohort and were selected for follow-up through the biological assays. In this chapter, I first examined the impact of reducing DHX34 in HUVECs through the use of a knockout cell pool generated by Synthego. I then used iPSCs derived from patients (Chapter 2) with rare variants present in DHX34 to determine whether they may result in changes in the endothelial compartment such that CAD may progress at a more accelerated rate. We used endothelial cells differentiated from the iPSCs (Chapter 3) to model the endothelium of the patients in question along with a number of biological and molecular assays to elucidate any differences in functionality.

4.2 MATERIALS AND METHODS

4.2.1 Cell culture

All iPSCs were maintained on iMEFs in media composed of DMEM/F12, 10% KO-SR, 10mM NEAA, 2mM L-glutamine, and 7mM β-mercaptoethanol, supplemented with 16ng/mL bFGF added fresh. iPSCs were passaged every 6-7 days by manual picking. Endothelial cells were maintained on Matrigel-coated plates in EBM2 media (Lonza) and passaged once confluent at a ratio of 1:3. DHX34 and UPF1 HUVEC KO pools were purchased from Synthego and were maintained in EBM2 media (Lonza) in tissue-culture treated plates. When confluent, they were also passed at a ratio of 1:3 or 1:4. When indicated, both iPSC-derived endothelial cells and HUVECs were treated with 50 ng/mL TNFα for 24 hours. THP1 cells (ATCC) were cultured in RMP1 1640 with 10% FBS with passaging occurring every 5-6 days at a ratio of 1:5.
4.2.2 Differentiating iPSCs into endothelial cells

After passage 10, iPSCs were used for differentiation towards an endothelial lineage using a modified version of the protocol published by Lian, et al., as outlined in Chapter 3. Briefly, prior to differentiation, iPSCs were passaged onto Matrigel-coated plates in MEF-CM supplemented with 8ng/mL bFGF. Once confluent, the cells were singularized with Accutase at 37°C for 5 min. MEF-CM supplemented with 8ng/mL bFGF and 5μM Y-27632 was added to the wells before seeding the cells in 12-well plates coated with Matrigel at a density of 50,000 cells/cm² (day -3). The cells were then cultured for two additional days in MEF-CM supplemented with 8ng/mL bFGF. On day 0, the media was changed to the DMEM/F12, 2.5mM L-glutamine, and 60μg/mL ascorbic acid (LaSR media) supplemented with 6μM CHIR. 48 hours later, the media was changed to LaSR supplemented with 7ng/mL Activin A, 20ng/mL BMP4, and 25ng/mL VEGF-A. Half of the media was changed every 24 hours for 3 days.

4.2.3 Isolation and growth of endothelial cells

On day 5 of differentiation, CD34⁺ cells were isolated using FACS. The cells were disassociated using TrypLE Express at 37°C for 3 min. The TrypLE was neutralized using DPBS, 1mM EDTA, 5% FBS (PEF). The cells were centrifuged at 1350 rpm for 3 min and resuspended in PEF prior to filtering through a 35μm cell strainers (Falcon Corning). The cells were stained with CD34 APC (BD Biosciences, 1:100) for 30 min on ice. The cells were washed once with PEF before the addition of 7AAD (BD Biosciences, 1:50). CD34⁺
cells were collected in EBM2 media (Lonza) and subsequently cultured on Matrigel-coated plates in EBM2 media.

**4.2.4 qRT-PCR**

Endothelial cells were collected for qRT-PCR using TrypLE at 37°C for 3-5 min. The cells were centrifuged at 1350rpm for 5 min and then frozen at -30°C until RNA extraction. RNA was extracted (Norgen) and made into cDNA (Bioline) following the protocols provided. Primers used for qRT-PCR are listed in Table 2.

**4.2.5 Western blot**

Proteins from endothelial cell lysates were run on an 8% SDS-PAGE gel at 100V for 30 min followed by 130V for 1 hour before being transferred onto a PVDF membrane. Membranes were blocked in TBST (50mM Tris-HCl pH 7.4, 150mM NaCl, 0.1% Tween-20) with either 5% skim-milk powder or 5% BSA at room temperature for 1 hour. Primary antibodies were added to 2.5% skim-milk powder in TBST and added to the membranes to incubate overnight at 4°C. Membranes were washed 3 times for 5 min each with TBST and then incubated at room temperature with horseradish-peroxidase-conjugated antibodies for 1 hour (polyclonal rabbit anti-mouse IgG H&L conjugated to HRP Abcam cat. 97046; polyclonal goat ant-rabbit IgG H&L conjugated to HRP Abcam cat. 6721). Membranes were then washed again 3 times for 5 min with TBST. Band intensity was detected with
chemiluminescence using the ImageLab software of the ChemiDoc MP (Bio Rad). All antibodies used and their concentrations are listed in Table 3.

4.2.6 Tube formation assay

Endothelial cells were disassociated with TrypLE at 37°C for 3-5 min and then counted. 50,000 endothelial cells were used per well of a 48-well plate. Each well was pre-coated with concentrated Matrigel and left at room temperature for 10 min before being placed at 37°C for 30 min to solidify. 50,000 cells were plated in 250μL of EBM2 per well and left undisturbed at 37°C for 24 hours before being imaged. Whole well images were taken and images were manually stitched together. Tube formation was quantified based on number of tubes per 1000 cells plated.

4.2.7 THP1 adhesion assay

Endothelial cells were seeded on Matrigel-coated plates and allowed to reach ~80% confluence in a 48 well plate. 500,000 THP1 cells were incubated with 10μM Calcein-AM (Abcam) or 300μM DAPI in 1mL of IMDM with 10% FBS for 1 hour at 37°C. Dye loading of the THP1 cells was stopped with the addition of 1mL cold IMDM with 10% FBS. Cells were centrifuged at 1500 rpm for 5 min and resuspended at 1 x 10^6 cells/mL. 1 x 10^4 to each well. The plate was placed at 37°C on a shaking incubator for 1 hour. Cells were gently washed twice to remove non-adherent THP1 cells with DPBS and then imaged. Adherent THP1 cells were counted using ImageJ.
4.2.7 Scratch assay

All scratch assays were done in 12 well Matrigel-coated plates in triplicate. Endothelial cells were cultured until 100% confluent. A scratch was made using a 5mL serological pipette down the centre of the well. The scratch was imaged at 3 locations/well at the time of the scratch, 8 hours, 12 hours, and 24 hours post-scratch in the same locations. The cells were kept at 37°C, 5% CO₂ in between images. Average scratch width was taken across the three images per/well and migration was assessed as the percentage of the scratch that remained at each time point.

4.2.8 Nitric oxide production

Once confluent, endothelial cells were treated with 10μM DAF-FM (Cayman Chemicals) in EBM2 for 1 hour to allow for dye-loading. After 1 hour, the cells were gently washed 2 times with DPBS and incubated with 1mM L-arginine for 5 min. Cells were disassociated with TrypLE and collected. The cells were resuspended in PEF and passed through a 35μM filter before performing flow cytometry to measure mean intensity fluorescence. Flow cytometry was performed on the LSRII and analysis done on FlowJo.

4.2.9 Data Analysis

Data are expressed as mean ± SD. Analysis was performed using t-tests and two-way ANOVAs as indicated with p<0.05 as statistically significant.
4.3 RESULTS

4.3.1 Reducing DHX34 in HUVECs alters tube formation and migration capacity

It was only recently that DHX34’s role in NMD was identified. DHX34 was shown to be recruited to the SURF complex during the initial phase of NMD\textsuperscript{317}. In this complex, DHX34 hydrolyzes ATP to promote reconfiguration into the DECID complex (Figure 2a), where it acts as a scaffold to allow for the SMG1-mediated phosphorylation of UPF1\textsuperscript{318}. Since then, very little work has been done to elucidate how DHX34 may function in different arms of the pathway, and what its function, outside of NMD, in various cell types may be. To elucidate its specific role in endothelial cells, we ordered knockout (KO) cell pools from Synthego for both DHX34 and UPF1. The latter was ordered to serve as a control for inhibiting all NMD functions so that NMD-independent functions of DHX34 may be better identified.

The KO cell lines provided displayed no gross morphological differences from the wildtype (WT) HUVECS (Figure 2b) although the UPF1 KO cells did display slower growth compared to the other lines. The KO pools were generated with CRISPR/Cas9 and Synthego reported high levels of editing efficiency as confirmed through sequencing (Supplementary Figure 1-2). However, when DHX34 mRNA expression was measured in the three lines, there was only a slight decrease in mRNA expression in the DHX34 KO line (Figure 2c, p=0.0528) and no significant difference in the DHX34 protein expression as measured through western blot analysis (Figure 2d). Interestingly however, there was a
significant increase in the DHX34 mRNA level in the UPF1 line as compared to the WT control (Figure 2c, *p=0.0145).

We also measured the mRNA expression of UPF1 through qRT-PCR in the WT, DHX34 KO and UPF1 KO. Again, there was only a slight but insignificant decrease in the UPF1 KO pool (p=0.1912), but a significant decrease in the DHX34 KO sample (Figure 2e, ** p=0.0072).

As a means to determine if either of these lines had a difference in the NMD efficiency as a result of the gene editing, we measured phosphorylated UPF1 through western blot but saw no difference between the KO lines and the WT control (Figure 2f). Despite the fact that no differences in phosphorylated UPF1 could be detected, there was significantly less mRNA of the known NMD targets SMG1 (Figure 2g, *p=0.0182, **p=0.0095) as well as ATF3 and GADD45B (Figure 2h, *p<0.05, **p=0.0012, ***p=0.0006) in both the DHX34 KO and UPF1 KO compared to WT thereby suggesting an alteration in NMD activity.

Although the lines did not display a reduction at the protein level for DHX34, the significant changes at the mRNA level in DHX34 and UPF1 for the UPF1 KO pool and DHX34 KO pool respectively, as well as the changes in NMD targets, were the reason we decided to further test the lines functionally.
4.3.2 HUVEC KO cell pools have decreased migration and increased leukocyte adhesion

Tube formation is an in vitro assay that can be used to assess angiogenic capacity of endothelial cells. Angiogenesis is an extremely important function of endothelial cells and plays a role in CAD with the formation of microvessels in the developing plaque. In vitro, when endothelial cells are plated on an extracellular matrix such as Matrigel, they spontaneously form vessel-like structures. All of the HUVEC lines purchased from Synthego maintained their tube formation capacity (Figure 3a). When the number of tubes per well was quantified, we noted a significant increase in the DHX34 KO wells as compared to the WT (Figure 3b, *p=0.0179), but no difference in the UPF1 KO pool (p=0.1483) suggesting increased angiogenic capacity of the DHX34 KO pool.

Migration of endothelial cells also plays a role in blood vessel formation and in the maintenance of the endothelial barrier of an existing vessel. When the cells are confluent, a scratch can be made in the monolayer and the closure of the gap of cells over 24 hours is quantified as a proxy for migration (Figure 3c). We did this with the three HUVEC lines and quantified the percentage of the original scratch remaining at 0 hours, 8 hours, 12 hours, and 24 hours. The UPF1 KO pool showed decreased migration as the percentage of the scratch remaining was significantly greater all time points tested when compared to the WT (Figure 3d, *p<0.05). The DHX34 KO pool showed no difference to the WT line at early timepoints, but at 24 hours, a significantly larger portion of the original scratch remained when compared to WT (Figure 3d, **p=0.0071), thus suggesting the changes in DHX34 and UPF1 expression may impact the migratory capacity of endothelial cells.
The basal state of the endothelium is such that it is not adhesive to circulating leukocytes. This changes under inflammatory conditions, such as those promoted by TNFα, where the expression of the adhesion markers VCAM and ICAM increases due to Nf-κB activation. In all of the HUVEC lines, the transcript levels of VCAM increased significantly following TNFα treatment (Figure 3e; **p<0.01) with no difference between the lines themselves. For ICAM levels, there was an increase following TNFα treatment in the WT and DHX34 KO pool (Figure 3f; *p<0.05) but not in the UPF1 KO pool. Interestingly, the ICAM transcript levels in the TNFα-treated DHX34 KO pool was significantly greater than in the wildtype TNFα-treated sample (Figure 3f; **p=0.01).

Both VCAM and ICAM play a role in monocyte adhesion to the endothelium. As such, the function of these adhesion markers was tested with the THP1 adhesion assay. THP1 cells are monocytes and can therefore bind to the adhesion markers expressed on endothelial cells. Under basal conditions, the endothelium maintains an anti-adhesive phenotype, which alters in an inflammatory environment such as the one under which CAD develops. By dye-loading the THP1 cells with Calcein-AM, we can measure the number of adherent THP1 cells in the presence of endothelial cells under both basal conditions and when activated with TNFα (Figure 3g). For each line, the addition of TNFα resulted in an increase in the number of adherent THP1 cells (Figure 3h, *p<0.05), although the increase did not reach significance for the DHX34 KO pool (p=0.056). Under TNFα-activated conditions, there were significantly more adherent THP1 cells on the DHX34 KO monolayer as compared to the WT monolayer (Figure 3h; *p=0.0291), with no difference in the number of adherent THP1 cells between the DHX34 KO and UPF1 KO lines. Taken
together, this suggests that the UPF1 KO and DHX34 KO pools have altered adhesive properties. The more advanced phenotype seen in the DHX34 KO over the UPF1 KO pool suggests a difference in target genes in the presence of DHX34 and/or a potential NMD-independent role for DHX34.

4.3.3 DHX34 KO and UPF1 KO pools have decreased NO production but no changes in eNOS

NO is the most potent vasodilator and is constitutively produced by eNOS in endothelial cells. NO production can be measured in vitro through the use of 4-amino-5-methylamino-2',7'-difluorescein (DAF-FM) diacetate. DAF-FM diacetate can passively cross the cell membranes and once inside the cell, becomes de-esterified to DAF-FM, which is very weakly fluorescent. The fluorescence increases significantly (~160-fold) once it reacts with NO. The change in fluorescence can be detected and quantified via flow cytometry. When we measured basal NO production in the HUVEC KO pools, we noticed a distinct loss of the more strongly positive population (NO\textsuperscript{high}) in the DHX34 KO pool (Figure 4a). There was not only a difference in the NO\textsuperscript{+} population, but also a decrease in the percentage of NO\textsuperscript{+} cells in both the DHX34 KO and UPF1 KO pool compared to WT (Figure 4b, **p<0.01). We then quantified the mean intensity fluorescence of the NO\textsuperscript{+} population which showed no difference at the basal level between lines (Figure 4c) suggesting that the cells that were producing NO, were doing so to the same extent.

Because CAD occurs under inflammatory conditions, we tested whether NO production was impacted by TNF\textalpha stimulation. Interestingly, the production of NO in
response to TNFα was opposite in the DHX34 KO pool when compared to both the WT and UPF1 KO pool (Supplementary Figure 4). In the WT and UPF1 KO pool TNFα-stimulated samples, both the NO\textsuperscript{high} and NO\textsuperscript{low} populations persisted; however, there was a decrease in the median fluorescence intensity because of the shift towards the NO\textsuperscript{low} population which was significant in the WT line (Figure 4c *p=0.039; and Supplementary Figure 4). In contrast, following TNFα stimulation, a NO\textsuperscript{high} population appeared in the DHX34 KO pool, resulting in an increase in the median fluorescence intensity (n.s, p=0.088), which was significantly higher than what was measured in the WT (##p=0.001) and UPF1 KO (##p=0.0042) lines upon TNFα treatment (Figure 4c).

To determine if this was a result in a difference in eNOS, we measured the levels of both the transcript and protein. When analyzed through qRT-PCR (Figure 4d) there was no difference in eNOS transcript levels in the WT, DHX34 KO or UPF1 KO cells in either the basal or TNFα-stimulated state, and all three lines showed significant decrease in eNOS after TNFα treatment (Figure 4d, *p<0.05, **p=0.008). When activated, eNOS becomes phosphorylated on several residues including Ser1177. As such, we measured the level of phosphorylated eNOS in relation to total eNOS (Figure 3e-f) but noticed no significant difference across the samples (Figure 3g, p>0.05) suggesting differences in eNOS transcript and/or activation are not responsible for the decreased number of NO-producing cells in the DHX34 KO and UPF1 KO pools.

eNOS is not the only protein that can produce NO as there are both inducible and neuronal nitric oxide synthases (iNOS and nNOS respectively). nNOS is not largely expressed outside of neurons but iNOS is expressed across multiple cell types. We
measured iNOS mRNA transcript levels through qRT-PCR in the HUVECs and saw that the basal transcript level in both the DHX34 KO and UPF1 KO pools was significantly lower than in the wildtype cells (Figure 4h, ***p=0.0004 and **p=0.0043), which may be able, in part, to explain the discrepancy in NO production across the three HUVEC lines.

4.3.4 Identification of DHX34 variants in EOCAD patients

Using knockout HUVEC cell pools suggested that DHX34 may play a role in aspects of endothelial function that are impacted during CAD development. As part of the DECODE study, patients with EOCAD provide blood samples that are used for exome sequencing. Through this effort, novel rare variants in DHX34 were identified in 4 patients (Table 4).

At the time of the identification of the DHX34 variants, 55 patients had been enrolled in the DECODE study; 40 were male (age 35.6 ± 3.9) and 15 were female (age 39.7 ± 4.1). Exome sequencing was performed at the Genetics and Molecular Epidemiology Laboratory at the David Braley Cardiac, Vascular and Stroke Research Institute using the Ion Proton™ and Ion S5XL™ platforms (Life Technologies). Three levels of quality control (sex check, ethnicity check, and genotypic concordance) were used for the outputs before analysis was done to identify variants that were enriched in the DECODE population (Figure 5a). The identified variants were characterized based on allele frequency, amino acid change, predicted disruptiveness, and conservation across the cohort. DHX34 was identified through an additive model of analysis of the exome sequencing data with nominal association (p=0.007). Four unique variants were identified
in separate patients. Of the four, two were male and two were female with average ages representing the general DECODE population (37.5 ± 0.5 and 38.5 ± 6.5 respectively). The identified variants were individually validated through Sanger sequencing (Figure 5b) using primers listed in Table 5 and were predicted to be damaging through PolyPhen2 and SIFT (data not shown) based on the resulting amino acid change.

The identified variants are found in three separate domains of DHX34; the recombinase A (RecA)1-like domain, the oligonucleotide/oligosaccharide binding (OB) domain, and the C-terminal domain (CTD) (Figure 5c). Although not well defined, the RecA1 region contains the ATP hydrolysis and putative RNA-binding domains. The OB domain was found to contain sequences that regulate the ability of DHX34 to bind to UPF1 in the unphosphorylated form, whereas the CTD has been shown to be necessary for binding to SMG1. Due to the unique functions of each domain, impact of the variants on DHX34 function were assessed separately compared to the control sample.

4.3.5 DHX34 variants alter differentiation of iPSCs

PBMCs isolated from the patients were used to reprogram iPSCs using the Sendai virus. There was no difference in the reprogramming efficiencies of any of the patient samples when compared to the healthy control (Figure 6a; n=2 and p>0.05 for all). In the generated iPSCs, there was lower DHX34 mRNA expression in all lines compared to the healthy iPSC control except for the N819S line (Figure 6b, *p<0.05).

NMD has been previously shown to impact the differentiation of hPSCs; however, when the iPSCs were functionally validated through an embryoid body assay,
there was no difference in their ability to form cells of the three lineages compared to the healthy iPSCs (Figure 6c; p>0.05 for all). Interestingly, when a more targeted approach was used for differentiating the iPSCs to endothelial cells, the N819S iPSCs had a reduced efficiency compared to the healthy iPSCs whereas the R1000Q line had an increased efficiency (Figure 6d, *p<0.05).

The R1000Q iPSCs had no growth defects, and no obvious morphological differences to the other iPSC lines. Despite the increased endothelial differentiation capacity, the resulting endothelial cells grew extremely slowly. After sorting, the cells grew normally for 1-2 passages and then appeared to reach a point of senescence as they could no longer be expanded. As such, the data from this patient’s endothelial cells will not appear in the sections to follow.

4.3.6 Patient iPSC-derived endothelial cells have decreased DHX34 protein but no apparent changes in NMD

To determine if the DHX34 variants impacted the patient endothelial cells in a similar way to what was seen in the HUVEC KO pools, the iPSCs were differentiated to endothelial cells as per the protocol in Chapter 3. In the endothelial cells, there was no difference in DHX34 mRNA expression in any of the patient lines as compared to the healthy endothelial cells (Figure 7a, p>0.05 for all), unlike what was seen at the iPSC level. However, all patient endothelial cells had significantly less DHX34 protein compared to the healthy cells (Figure 7b, *p=0.014, **p<0.01), suggesting the variants did impact either the translation or stability of the protein.
Again, we wanted to examine if the difference in DHX34 impacted NMD in the iPSC-derived endothelial cells. We measured UPF1 mRNA in the cells as it is itself regulated by NMD but noticed no difference across the samples (Figure 7e, p>0.05 for all). Since DHX34 was found to play a role in regulating UPF1 phosphorylation, we wanted to see if the decreased DHX34 protein levels in our patient samples impacted the level of phosphorylation of UPF1. We measured phosphorylated UPF1 through western blot analysis and noticed no significant differences between the healthy control and patient lines (Figure 7d).

To further examine the impact on NMD, we looked at SMG1 mRNA levels as it is another NMD factor known to be regulated by the process itself. Again, we saw no difference between the samples and the healthy control (Figure 7e, p>0.05 for all). This was also the case when we examined the levels of ATF3 and GADD45B, two other known targets of NMD (Figure 7f, p>0.05 for all). As such, although the variants did appear to impact the extent of DHX34 protein expression in endothelial cells, NMD was not impacted as a result.

4.3.7 DHX34 variants impact migration and adhesion of endothelial cells

The process of NMD was not impacted in the endothelial cells generated from the patient iPSCs. However, we wanted to determine if the decrease in DHX34 protein expression impacts endothelial function in a similar way to what we saw in the HUVECs. The endothelial cells themselves did not appear to have any morphological differences
when grown in a monolayer (Figure 8a). They were all capable of forming tube-like structures with no significant differences across the samples (Figure 8b-c).

We assessed migration with the same scratch assay that was performed with the HUVECs (Figure 3c). When the migration was quantified, we detected significantly impaired migration in the L175P and N819S endothelial cells at the early time points compared to the healthy endothelial cells (Figure 8d, 8 hours and 12 hours *p<0.05). By the 24-hour timepoint, this difference was no longer significant.

Because of the role of inflammatory cytokines in regulating adhesion marker expression in CAD development, we measured the level of VCAM and ICAM mRNA in the patient-specific endothelial cells. The VCAM mRNA expression level increased in all samples following TNFα treatment (Figure 8e, *p<0.05, ***p=0.000253). Interestingly, the VCAM mRNA expression following TNFα stimulation in the N819S and R947C endothelial cells was significantly elevated compared to the control (Figure 8e, ##p=0.0043, ###p=0.0001). There was again an increase in ICAM levels following TNFα treatment, although the increase was only significant for the R947C sample (Figure 8f, *p=0.04) with no difference across the samples under either basal or TNFα–stimulated conditions.

We again employed the THP1 adhesion assay to assess if the differences in adhesion marker expression at the mRNA level resulted in functional changes in leukocyte adhesion to the endothelium. For all samples, we saw a slight increase in the number of adherent THP1 cells following TNFα treatment (Figure 8g), although it did not reach significance for any of the samples (Figure 8h). However, the number of adherent cells under the inflammatory condition was elevated in both the L175P (*p=0.0227) and the
N819S cells (n.s p=0.0508) compared to the control, suggesting that the endothelium may be more adhesive for leukocytes in the presence of the DHX34 variants.

4.3.8 DHX34 variants alter NO production in endothelial cells

As was mentioned before, NO is an important signaling molecule in endothelial cells and is a hallmark of endothelial dysfunction. When we measured NO production through DAF-FM addition in the patient endothelial cells, we noticed no obvious differences in the population distribution of NO$^+$ cells by flow cytometry (Figure 9a) which was quantified as the percentage of NO$^+$ cells from each sample (Figure 9b, p>0.05 for all). However, when further examined, there was a significant increase in the mean intensity fluorescence of the NO$^+$ populations from the L175P and N819S samples compared to the healthy endothelial cells (Figure 9c, *p=0.041, **p=0.0091). Similar to what we did with the HUVECs, we also measured NO production following treatment with TNF$\alpha$ (Supplementary Figure 3) but none of the samples showed a significant shift in NO production under the inflammatory conditions (Figure 9c, p>0.05 for all).

We then moved to examine whether the difference in the basal mean intensity fluorescence could be explained by differences in eNOS. We detected no difference between the eNOS mRNA level between our samples and the healthy endothelial cells (Figure 9c, p>0.05 for all), nor in the level of phosphorylated eNOS (Figure 9d, p>0.05 for all). The antibody for total eNOS did not work with these samples and as such, only phosphorylated eNOS was measured. In the HUVECs, there was a detectable difference in iNOS mRNA in the KO pools but this trend was not seen in our patient endothelial cells as
there was no difference between the DHX34 variant endothelial cells and the control (Figure 9e). Therefore, the increased mean intensity fluorescence observed in the L175P and N819S endothelial cells is a result of differences outside of eNOS and iNOS production.

4.4 DISCUSSION AND FUTURE DIRECTIONS

NMD plays an important role in disease development by regulating the level of PTC-containing transcripts; however, dysregulation of NMD proteins themselves has only been found to result in clinical symptoms in the context of UPF3b. In this work, I’ve demonstrated for the first time that manipulating DHX34, a member of the NMD pathway, can alter endothelial function by decreasing migration, increasing adhesiveness of the cells, and altering NO production.

To date, very little work has been published on DHX34. Its role in NMD was identified in 2014 and more closely examined in 2016 where it was found to catalyze the SMG1-mediated phosphorylation of UPF1, thereby activating NMD. In this work, we used KO HUVEC pools from Synthego in an attempt to determine how reducing endogenous expression of both DHX34 and UPF1 could impact endothelial cell function specifically. The UPF1 KO pool was used to assess the difference between reducing DHX34 specifically and reducing the activity of NMD more globally as UPF1 is necessary for NMD. The KO pools were generated with CRISPR/Cas9 editing techniques and were validated by Synthego through sequencing (Supplementary Figure 1-2). The results suggest that the UPF1 KO worked to a greater extent than the DHX34 KO as per the r^2
value calculated from the discordance analysis. Although there were no significant morphological differences, a reduced growth rate of the UFP1 KO pool was noted by both myself and Synthego which has been reported to be an impact of NMD inhibition\textsuperscript{325}. Despite the fact that Synthego reported that the editing had been successful, when we tested the level of expression at both the protein and mRNA level, we only noted a slight (but insignificant) decrease in DHX34 mRNA and no change at the protein level. One replicate of the DHX34 KO sample had a much higher expression than the other two while the WT cells had much more variable DHX34 expression. Because of this high level of variability, it is not possible to actually determine whether the KO worked and therefore, the western blot analysis should be repeated. The variability could be due to the fact that the cells were a KO pool rather than a clonally isolated and expanded KO cell. As was indicated in the analysis provided by Synthego, the KO score was between 50 for the DHX34 line and 42 for the UPF1 line suggesting that the many of the indels they detected did not result in a frameshift. As such, further work should be done with a clonally isolated KO line to validate the reported results.

Despite the lack of obvious decrease in the desired protein expression of both KO pools, the UPF1 KO had a significant increase in DHX34 mRNA whereas the DHX34 KO had a significant decrease in UPF1 mRNA. Both of these lines also had significantly reduced mRNA expression of SMG1, ATF3, and GADD45B, all of which are known targets of NMD\textsuperscript{310,312}. This result was contrary to what was expected in the UPF1 KO line, as NMD should have been fully inhibited and therefore resulted in an increase in the expression of the targets. This was seen in previous work by Hug, et al. where the knockdown of UPF1 in HEK293T cells led to an increase in these transcripts as measured
through microarray. However, when they knocked down DHX34 with the same system, there was only an increase in SMG1 levels, suggesting alternative pathways of regulation. Moreover, because of the role NMD has on regulating naturally occurring transcripts in a cell-specific manner, it is possible that in HUVECs, the role of UPF1 and DHX34 in regulating these transcripts is different than in HEK293T cells. It is also possible that NMD inhibition occurred, as indicated by the decreased growth rate of the UPF1 KO pools, and as such overall transcription was decreased in these cells resulting in lower mRNA levels. Therefore, using an NMD complementation assay that has been used by multiple groups to determine its activity would be helpful. The reporter consists of the T-cell receptor β minigene containing a PTC and another reporter without the PTC, thus allowing for the activity of NMD to be directly assessed by comparing the levels of the WT and PTC-containing transcript levels. This would eliminate any differences based on transcription rates of the cells.

Through functional assays, it was clear that the editing process had an impact on endothelial phenotype in the HUVECs. Both KO pools showed reduced levels of migration, which was more consistent in the UPF1 KO pool than the DHX34 KO pool, although this pattern was the reverse for the adhesion assays. The difference in phenotypic severity between the DHX34 KO and UPF1 KO pools again highlights the possibility that DHX34 may have a role outside of NMD in endothelial cells. The elevated ICAM in the DHX34 KO pool following TNFα treatment is likely the cause of the elevated THP1 adhesion under the same conditions as there was no difference in the VCAM level compared to either the WT or UPF1 KO. Both VCAM and ICAM are under the transcriptional control of Nf-κB, which is in part regulated through NO inhibition.
However, under the conditions used here, NO signaling is not likely responsible for the differences in adhesion marker expression and function. There was no difference in the eNOS mRNA levels or phosphorylation status across the samples, reinforcing this idea. To further confirm this, additional western blots should be done to determine whether the other eNOS regulation sites differ. Here, we performed a western blot for the activating phosphorylation mark on Ser1177; however, eNOS can also be phosphorylated on Thr459, which decreases activation\[282\]. By analyzing all of these, together with total eNOS protein level, a more decisive conclusion can be made as to whether eNOS plays a role in the altered NO production in the DHX34 KO pool.

Although there didn’t appear to be a difference in basal eNOS expression to explain the reduced NO\(^+\) population in the DHX34 KO pool, there was a significant decrease in the iNOS mRNA. eNOS constitutively produces NO in endothelial cells but iNOS is the highest output isoform of the three NOSs and contributes to the endothelial production of NO under certain conditions such as in the presence of ROS\[328\]. Therefore, although the lower iNOS mRNA may explain the decrease in total NO\(^+\) cells under basal conditions, more work must be done to determine if iNOS protein expression is also altered and how, or if, this changes under inflammatory conditions. This would also be important to clarify a potentially contrasting relationship between ATF3 and iNOS in endothelial cells and in macrophages. In 2015, Jung, et al. reported that in macrophages, a reduction in ATF3 led to the activation of Nf-κB and thereby an increase in NO through enhancement of iNOS\[329\]. This relationship appears to be different in the HUVEC system used here. We noted a significant reduction in both ATF3 mRNA and iNOS mRNA, as well as a decreased number of NO\(^+\) cells under basal conditions in the KO pools compared to WT. This
discrepancy again highlights the importance of studying NMD target regulation in a cell-specific context in order to better understand how manipulation of NMD may impact observed phenotypes.

Using the HUVEC KO pool system provided some insight into the potential role of DHX34 in endothelial cells; however, the system itself was not ideal. The extent of knockout that we could measure was not significant despite the sequencing results. This could be in part due to the fact if the editing conferred a disadvantage to the cells, the WT cells in the pool could take over. Additionally, because HUVECs are a primary cell line, the length of in vitro culture must be considered when using them for experimentation. As such, it is ideal to use primary HUVECs at a low passage number, but the KO cell pools provided from Synthego were at passage 7. Using the cells for multiple assays at higher passages could change the readout based on the changes that the cells undergo after repeated divisions. It is also possible that off-target effects that were not identified were incurred through the editing process and may have impacted the phenotype of the cells. Additionally, although the KO system is extremely useful for elucidating the function of a protein, naturally occurring knockouts in DHX34 have not been reported. In order to further elucidate the role of DHX34 in endothelial cells and its potential role in disease, we examined the impact of DHX34 variants found in EOCAD patients in endothelial cells using iPSCs.

NMD has been previously shown to have a role in regulating pluripotency and differentiation of pluripotent stem cells. Findings reported in 2014 by Lou, et al. placed NMD as an important pathway in stem cell maintenance. Their findings suggest that UPF1 plays an important role in establishing and maintaining pluripotency through
regulation of SMAD7 as well as through the degradation of transcripts that oppose proliferation and the undifferentiated state. In our patient-derived iPSC lines, we did not detect any difference in the reprogramming efficiency of the DHX34 variant samples when compared to the healthy control, suggesting that re-establishing the pluripotency network was not impacted by these variants. There was a difference in the targeted differentiation capacity of two of the patient lines, N819S and R1000Q; however, no differences were noted from the EB assay results. This is not surprising as the samples were collected from adults with no known congenital disorders and therefore, none of these variants could have caused embryonic lethality or significant congenital deformities. Despite this, it is possible that small differences in lineage, or even cell specific, preferences could be detected if a larger number of genes had been used to screen the EB assay (covered in Chapter 2.4). Expanding these findings would be interesting and could contribute to the current model whereby NMD inhibition is necessary to regulate differentiation.

All of the patient samples used in this work had unique variants that fell in different domains of DHX34. The RecA1 domain, where L175P is found, has not been explicitly studied. This domain harbours the ATP hydrolysis domain and could therefore theoretically play a role in the conversion of the SURF complex to the DECID complex through impacting ATP hydrolysis by DHX34. The OB domain, in which both the N819S and R947C variants lie, was found to impact the binding of DHX34 to UPF1 by Melero, et al. In their work, removing the OB domain led to increased DHX34-UPF1 interaction, but its specific impact on NMD was not determined. The R1000Q variant is located in the CTD, which is necessary for SMG1 binding and therefore for UPF1 phosphorylation. When this domain was deleted, Melero, et al. saw a reduction in both phosphorylated UPF1
levels and in NMD activity, suggesting that the domain is vital for this process to continue\(^{318}\). The iPSCs harbouring the R1000Q variant had no growth defects and had increased differentiation efficiency towards an endothelial lineage; however, the endothelial cells had noticeable problems expanding and were therefore not able to be used for this study. To determine if this was a result of the R1000Q variant itself, creating an isogenic iPSC line and differentiating it towards an endothelial lineage would be crucial.

Unlike the iPSCs, the patient endothelial cells did not show any decrease in the extent of DHX34 mRNA expression; however, the level of DHX34 protein was significantly lower than what was measured in the control. This suggests that the patient variants do not impact transcription of DHX34 or stability of the mRNA but rather translation of the transcript or protein stability. Additional work, however, is needed to determine which of these processes is responsible for the decrease. Despite the decreased DHX34 protein, no impact on NMD was detected in the endothelial cells. Performing an immunoprecipitation (IP) assay on these endothelial cells would be necessary to fully determine if and how they are impacting binding to UPF1 and/or SMG1. This would be especially interesting to see if the variants located in the OB domain impact DHX34 binding to UPF1 and how that may impact its phosphorylation. At this time, we have not found any evidence that the variants impact the binding of DHX34 to UPF1; however, performing an IP along with measuring phosphorylated UPF1 in relation to total UPF1 is a necessary future direction for this work.

The patients had no significant changes in their tube formation capacity, which was not unexpected since serious vascular abnormalities detected by a loss of tube formation function would have caused additional clinical symptoms at a younger age. Although the
lines did form tubes, they were not as adept at it as the HUVECs. This could be a result of the maturity of the cells at the time of tube formation. Angiogenesis is initiated in vivo through a number of ways including in response to elevated VEGF. As such, the addition of VEGF to the media during the tube formation assay will promote maximal angiogenesis\textsuperscript{330}, but this method was not used in this work. Performing the same assays with the addition of VEGF may help to increase tube formation of all lines and allow for better analysis of any potential differences across the lines.

From this work it is clear that the DHX34 variants impact components of the anti-atherogenic profile of endothelial cells. Maintenance of the anti-adhesive endothelial barrier is extremely important in the prevention of CAD. Here we show that the migration of the patient endothelial cells is reduced when compared to the healthy control, suggesting that they are slower to respond to an initial injury than their healthy counterpart. In the context of CAD development, this would equate to prolonged periods where the vessel is denuded of the endothelium, therefore rendering the vessel more susceptible to migrating LDL and leukocytes, as well as thrombus formation. Under inflammatory conditions, the patients also displayed elevated VCAM expression as well as elevated leukocyte adhesion, which has been suggested to have an important role in early stages of CAD development\textsuperscript{331}. Although the increase in adhesion marker expression is part of the normal response to injury and is necessary in times of acute injury, excessive expression of adhesion markers and leukocyte adhesion are more likely to cause CAD development at an accelerated rate. Additional work is required to determine the full mechanism of this process as not all patients that had elevated adhesion marker mRNA levels also had increased THP1 adhesion. Examining additional adhesion markers such as those in the selectin family may
help to explain this discrepancy. Cytokine production is another important aspect of endothelial activation that contributes to leukocyte migration and adhesion to the site of injury. Measuring cytokine production by the patient endothelial cells, such as MCP-1 and IL-8, through enzyme-linked immunosorbent assay (ELISA) is necessary. In terms of leukocyte adhesion, examining the impact that the DHX34 variants in patient monocytes have on this process as well is important. Similar to what has been previously done by Hu, et al.\textsuperscript{332}, the same adhesion assay shown here could be performed with patient monocytes collected upon enrolment. Using the patient cells on a healthy endothelial monolayer and vice versa would allow us to better dissect the contribution of both cell types to the process that occurs in vivo.

A decrease in NO bioavailability is the hallmark of endothelial dysfunction but in our patient cells, we saw an increase in the production of NO compared to the control. This was seen in the absence of any differences in eNOS or iNOS mRNA levels or eNOS phosphorylation on the Ser1177 residue. Unfortunately, the total eNOS antibody used with the HUVEC samples did not work well with the patient samples and so, further optimization must be done to confirm the extent of eNOS phosphorylation with respect to total eNOS. Additionally, measuring iNOS protein levels should be done, especially as it is produces higher levels of NO than eNOS\textsuperscript{328} and could therefore be playing a role in the elevated NO levels in our patients.

The relationship between NO and the adhesion marker expression program that we saw in the patients is another aspect that needs further investigation. NO acts as an inhibitor of Nf-κB in the endothelium which means that when NO bioavailability decreases, the Nf-κB subunits translocate to the nucleus and increase transcription of genes, such as those for
adhesion markers\textsuperscript{86}, however, there was no decrease in basal adhesion marker expression despite increased NO in the patient samples. On the other hand, TNF\(\alpha\) treatment on its own also results in the translocation of the p65 subunit of Nf-\(\kappa\)B to the nucleus\textsuperscript{86}, resulting in increases in VCAM and ICAM mRNA as was seen here. Measuring Nf-\(\kappa\)B activity by measuring the nuclear versus cytoplasmic p65 fraction under basal conditions is therefore necessary to better understand the impact of the elevated NO levels on downstream pathways.

In both the HUVEC KO pools and the patient-derived endothelial cells, we saw a distinct impact on migration rate and leukocyte adhesion. These findings suggest a novel role for DHX34 in maintaining endothelial functions important for CAD prevention. The difference in NMD activity as measured by target transcript expression, could be a result of alternate NMD pathways being induced in the absence of DHX34. Because various NMD pathways differentially depend on certain proteins\textsuperscript{333,334}, it is possible that another pathway not reliant on DHX34 was able to compensate in the patient cells. In the HUVECs, we saw what appeared to be an overactive NMD phenotype, although the lower transcript levels may be related to the decreased growth rate as a result of NMD inhibition as mentioned above. Overall, performing larger scale RNA sequencing and/or using an NMD complementation reporter would provide a better assessment of NMD function in both the patient endothelial cells and the HUVEC KO pools.

The disparate results seen between the HUVECs and the iPSC-derived endothelial cells could partially be a result of differences in endothelial subtype. As mentioned in Chapter 3.4, further analysis on the iPSC-derived endothelial cells is necessary to determine which subtype they are most similar to. If the patient iPSCs are closer to arterial
than to venous endothelial cells, some of the variance associated with NO signaling and potentially cell-specific NMD functions could be attributed to these differences.

Despite the fact that the mechanism remains elusive, this work demonstrates that mutations in *DHX34*, impacted NO signaling in a potentially NMD- and UPF1-independent manner. Alterations in NO occur *in vivo* through multiple ways including the uncoupling of eNOS, whereby the protein level remains unchanged, but the output of NO is decreased, or by activating iNOS which produces higher amounts of NO. Therefore, performing additional analysis on ROS levels and iNOS activity in these cells could help explain the observed phenotypes.

Despite the differences we noted in endothelial function, it is important to consider the fact that CAD development requires the cooperation of many cellular subtypes. Therefore, differentiating the iPSCs generated for this study towards other lineages that also contribute to CAD development, such as smooth muscle cells, monocytes, and macrophages, would be extremely important in elucidating the overall role of DHX34 in EOCAD development.

Future work on elucidating the mechanism at play here should also focus on the use of additional controls. For a disease such as CAD that is prevalent and polygenic, the use of multiple healthy control lines becomes extremely important. The patient iPSC lines and the endothelial cells derived from them were compared to an iPSC line derived from PBMCs from one healthy control. Deriving similar iPSC lines from familial controls or other unaffected controls will clarify the significance of the results reported here and aid in reducing the variability associated with other genetic variants present in the patients.
With CRISPR/Cas9 technology, it is now possible to create isogenic iPSC lines. Despite the methods that have been developed to promote homology-directed repair\textsuperscript{335–338}, which is required to induce specific point mutations, insertions, or deletions, the efficiency of this process is still quite low. Nonetheless, the utility of isogenic iPSC lines in studies such as these is immeasurable. In the patients used for this study alone, multiple rare variants that were enriched in the EOCAD population were identified through exome sequencing. Therefore, it is possible that the contribution of the DHX34 variant to the observed phenotype is less than what we perceive. Although the work with the HUVEC KO pools supports the conclusion that DHX34 does impact endothelial function, creating isogenic iPSC lines is currently the gold-standard to determine genetic contribution to an observed phenotype. By inserting the specific DHX34 variants into an iPSC line derived from unaffected individual and differentiating it as was done here, we can more definitively determine how that specific variant contributes to the phenotype while negating the impact of other factors in the genetic background. To further validate the findings, we could also correct the variant in the patient line to return the DHX34 gene to the wildtype state. In performing the same analysis as was done here with endothelial cells from the corrected isogenic iPSC line in conjunction with the mutated isogenic iPSC line, a definitive conclusion on the contribution of a specific DHX34 variant on endothelial function could be drawn. Once created, the isogenic lines could also then be used for differentiation towards other cell types as previously mentioned, so that the role of DHX34 in other aspects of CAD development could be ascertained.

The work presented here demonstrates for the first time that DHX34 has an important role in modulating endothelial function associated with CAD development,
namely migration and leukocyte adhesion. This work demonstrates the utility in using patient-derived cell lines for elucidating the impact of novel variants in disease development. With follow-up from the future studies suggested here to elucidate the mechanism, the novel role of DHX34 in maintaining anti-atherogenic endothelial function could be seen as a potential therapeutic target for CAD patients.
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Figure 1. Nonsense-mediated decay recognition of PTC-containing mRNA transcript.

During translation, the ribosome pauses when it reaches a termination codon and recruits eRF1 and eRF3 to the stalled ribosome. When the termination codon is premature, eRF1 and eRF3 cannot bind to proteins in the poly(A) tail and as a result, recruit UPF1, DHX34, and the SMG1 complex (SMG1, SMG8, SMG9), forming the SURF complex. At this point, DHX34 hydrolyzes ATP to ADP resulting in the release of the ribosome and the elongation factors from the transcript and reconfiguring the proteins to the DECID complex. In this conformation, DHX34 acts as a scaffolding protein to promote the phosphorylation of UPF1 by SMG1. Once UPF1 is phosphorylated, DHX34 disassociates from the transcript and NMD is activated. Exo- and endonucleases are recruited to phosphorylated UPF1 and act on the mRNA transcript. The exo- and endonucleases also recruit phosphatases, such as phosphatase 2a which dephosphorylates UPF1. Dephosphorylating UPF1 acts to both recycle UPF1 and to limit the extent of NMD. Image adapted from Hug, et al. 2014\textsuperscript{324}.
Figure 2. DHX34 and UPF1 KO pools do not have altered levels of DHX34 protein or UPF1 phosphorylation or despite differences in mRNA expression. It was recently demonstrated that DHX34 acts as a scaffolding protein to allow for the SMG-mediated phosphorylation of UPF1, a critical step in NMD activation (a, figure adapted from Hug, et al. 2014^324). KO pools of both DHX34 and UPF1 were purchased from Synthego. The
cells displayed no gross morphological differences when grown in a monolayer (b). The cells were tested for mRNA expression of DHX34 and while the reported DHX34 KO had only a slight decrease in DHX34 mRNA (p=0.0528), the UPF1 KO had significantly greater DHX34 mRNA compared to the control (c, t-test; *p=0.0145). Protein levels were tested using western blot with β-Actin as the loading control (predicted molecular weight: DHX34 – 128 kDa, β-Actin – 42 kDa). This showed no difference in DHX34 protein expression across the samples (d). When UPF1 mRNA expression was assessed, the reported UPF1 KO showed no difference (p=0.1912); however, the DHX34 KO pool did (e, t-test; **p=0.0072). When NMD status was checked in these cultures by probing for phosphorylated UPF1 (predicted molecular weight p-UPF1 – 125 kDa), no difference was detected (f). NMD activity was also measured by detecting mRNA levels of known targets including SMG1 (g, t-test; *p=0.0182, **p=0.0095), ATF3, and GADD45B (h, 2-way ANOVA; *p<0.05, **p=0.0012, ***p=0.0006) which were all lowered in the KO pools.
Figure 3. Knocking out NMD components in HUVECs alters normal endothelial function. All HUVEC lines were capable of forming tubes (a) with the DHX34 KO line having an increased number of total tubes compared to the wildtype (b, t-test; *p=0.0179). A scratch assay was used to measure migration over an area denuded of the monolayer (c) over 24 hours. The UPF1 KO line had consistently slower migration rate at every time point measured (d, 2-way ANOVA; *p<0.05) whereas there was no difference between wildtype and DHX34 KO until 24 hours (2-way ANOVA; **p=0.0071). VCAM levels in all lines increased significantly (e, 2-way ANOVA; **p<0.005) following TNFα treatment with no difference between the lines. ICAM levels also increased significantly in all but the UPF1 KO line following TNFα treatment (f, t-tests; *p<0.05). The ICAM mRNA level in the TNFα-treated DHX34 KO line was significantly greater than what was measured in the wildtype line (f, t-test; ## p=0.01). The function of the adhesion markers was measured through the THP1 adhesion assay where adhered fluorescently labelled THP1 monocytes were visualized (g) and then quantified (h). Following TNFα treatment, all lines showed an increase in adherent THP1 cells, although not significant in the DHX34 KO line (h, *p<0.05, n.s p=0.056). Again, the number of adherent THP1 cells in the TNFα-treated DHX34 KO line was significantly greater than what was measured in the wildtype line (h, #p=0.0291).
Figure 4. Altered NO signalling in DHX34 KO HUVECs is not a result of differences in eNOS. NO production was measured in HUVECs through the addition of DAF-FM to the culture media and quantified with flow cytometry. There were two distinct populations in both the WT and UPF1 KO lines, whereas only one in the DHX34 KO pool (a). When the percentage of NO$^+$ cells was quantified, there was a significant decrease in the DHX34 KO pool as well as the UPF1 KO pool compared to the WT line (b, t-test; **p<0.01). When the median intensity fluorescence of the NO$^+$ cells was measured, there was no difference between the lines (c). Following TNF$\alpha$ treatment, the median intensity fluorescence decreased in the WT but did not change across the other samples (c, t-test; *p=0.039). However, the median intensity fluorescence in the TNF$\alpha$-treated DHX34 KO line was significantly greater than in the wildtype and UPF1 KO pool (c, ## p<0.01). There was no difference across the samples in eNOS mRNA levels under either basal or TNF$\alpha$-treated conditions with all samples showing significantly less eNOS mRNA when treated with TNF$\alpha$ (d; *p<0.05, **p=0.008). Western blot analysis was performed for total eNOS (e) and for phosphorylated eNOS (f, predicted molecular weight: eNOS – 140 kDa, ß-Actin – 42 kDa). There was no difference in phosphorylated eNOS with respect to total eNOS across the samples (g). There were however significantly lower levels of iNOS in both the DHX34 KO and UPF1 KO pools compared to the wildtype under basal conditions (h; 2-way ANOVA, **p=0.0043, ***p=0.0004).
Figure 5. Identification of rare variants in DHX34 in the DECODE study. Exome sequencing and subsequent analysis was performed on patient samples collected from the DECODE cohort by Ricky Lali from Dr. Paré’s lab (a). This resulted in the identification of four novel rare variants present in DHX34; L175P, N819S, R947C, and R1000Q. All of the patients were heterozygous for the different point mutations as validated through Sanger sequencing (b). The four variants are located in three different domains of the DHX34 protein (c).
Figure 6. Rare variants lower DHX34 mRNA levels in iPSCs without impacting differentiation capacity. Patient samples along with a healthy PBMC control purchased from StemCell Technologies were reprogrammed to iPSCs using the same protocol with no difference in the reprogramming efficiency (a). In the iPSCs, DHX34 mRNA levels were lower in the patient lines, with the exception of the N819S line (b, t-test *p<0.05). When the iPSCs were used in an EB assay, no differentiation bias was noted as there was no difference in any marker between the samples (c, p>0.05 for all). When the iPSCs were used in a directed differentiation protocol towards endothelial cells, the N819S line showed a reduction whereas the R1000Q line showed increased efficiency compared to the healthy line (d, t-test; *p<0.05).
Figure 7. Rare variants in DHX34 decrease DHX34 protein levels without impacting NMD in endothelial cells. Patient-specific endothelial cells generated from iPSCs were used to test if the variants impacted DHX34 and NMD. Through qRT-PCR, no difference was detected in the level of DHX34 (a), but there was a significant decrease in protein levels as assessed by western blot (b, predicted molecular weight: DHX34 – 128 kDa, β-Actin – 42 kDa,t-test; *p=0.014, **p<0.01). DHX34 is known to interact with UPF1, which itself is regulated by NMD. No changes were measured in the UPF1 mRNA levels in the patients (c), or in phosphorylated UPF1 (d, predicted molecular weight p-UPF1 – 125 kDa). The NMD factor SMG1 is also known to be regulated through the pathway itself, although no differences in expression of its mRNA (e) or two other known NMD targets – ATF3 and GADD45B (f), were detected between the patient samples and the healthy control.
Figure 8. Patient endothelial cells with DHX34 variants have decreased migratory but increased adhesive capacities. The endothelial cells derived from patient iPSCs showed no major morphological differences when compared to those from the healthy iPSCs (a). The patient samples showed no significant differences in their tube formation capacity (b-c). Migration was assessed through a scratch assay, where both the N819S and L175P endothelial cells showed delayed migration in the first 12 hours when compared to the healthy endothelial cells (d, *p<0.05). mRNA expression of VCAM increased in all samples following TNFα treatment (e, t-test; *p<0.05, ***p=0.00253) but the extent of VCAM mRNA expression in the N819S and R947C samples after treatment was greater than what was seen in the control (e, 2-way ANOVA; ###p=0.0001, ##p=0.0043). A similar trend was seen for ICAM although no significant increase in expression was measured within samples following TNFα treatment except in R947C (f, 2-way ANOVA; *p=0.044). The function of the adhesion markers was measured through the THP1 adhesion assay, where adherent fluorescently-labelled THP1 monocytes were visualized (g) and then quantified (h). There was no significant increase in adherent THP1 following TNFα treatment, although the number of THP1 cells that adhered to the TNFα-treated L175P cells was significantly greater than what was measured in the presence of the healthy endothelial cells (h, *p=0.0227).
Figure 9. Differences in NO production of patient-endothelial cells is not a result of differences in eNOS. DAF-FM was used to measure NO production in patient iPSC-derived endothelial cells by adding it to the culture media and then quantifying with flow cytometry (a). There was no difference between the patient samples and healthy control when the percentage of NO\(^+\) cells was measured (b); however, the mean intensity fluorescence was elevated in both the L175P and N819S endothelial cells under basal conditions (c, t-test; *p=0.041 **p=0.0091). No differences were noticed within the samples due to TNF\(\alpha\) treatment (p>0.05). There was also no difference between the patient samples and the control with respect to eNOS mRNA levels (c) or phosphorylation status (d, predicted molecular weight: p-eNOS – 140 kDa, β-Actin – 42 kDa, t-test; p>0.05, R947C only has n=1 at this time) or in the iNOS mRNA levels (e) between the patient samples and the control (t-test; p>0.05).
### Analysis of DHX34+47359970

**Contributions**

<table>
<thead>
<tr>
<th>Status</th>
<th>Guide Target</th>
<th>RAM Sequence</th>
<th>ICE</th>
<th>r²</th>
<th>a-KD-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Succeeded</td>
<td>GGGTGGCCACATCAAATACC</td>
<td>TGG</td>
<td>60</td>
<td>0.71</td>
<td>50</td>
</tr>
</tbody>
</table>

**b.** Distribution of indel sizes.

**c.** Comparison of read coverage between control and edited samples.

**d.** Sequence comparison between edited and control samples.
**Supplementary Figure 1. Synthego analysis of the DHX34 KO pool.** Synthego used CRISPR/Cas9 to induce indel formation in DHX34 such that the gene would be knocked out. The KO score of 50 (a) is the proportion of indels that indicate a frameshift or are >21bp in length, assuming they all fall within the coding region. The knockout process was validated on their end through analyzing the indels. The indel plot (b) shows the inferred distribution of indels in the entire population of genome along with the percentage of genomes that contain it. The discordance plot (c) shows the level of alignment per base between the wildtype and the edited sample, where the inference window represents the area around the cut site. The $r^2$ value of 0.71 represents how well the proposed indel distribution fits with the sequencing results. They also performed sanger sequencing (d) that showed mixed base calls in the edited sample as a result of the indel formation. Image taken from the Synthego ICE analysis page (https://ice.synthego.com/#/analyze/results/a5mpwcf66t9gsjru).
**Supplementary Figure 2. Synthego analysis of the UPF1 KO pool.** Synthego used CRISPR/Cas9 to induce indel formation in UPF1 such that the gene would be knocked out. The KO score of 42 (a) is the proportion of indels that indicate a frameshift or are >21bp in length, assuming they all fall within the coding region. The knockout process was validated on their end through analyzing the indels. The indel plot (b) shows the inferred distribution of indels in the entire population of genome along with the percentage of genomes that contain it. The discordance plot (c) shows the level of alignment per base between the wildtype and the edited sample, where the inference window represents the area around the cut site. The r² value of 0.95 represents how well the proposed indel distribution fits with the sequencing results. They also performed sanger sequencing (d) that showed mixed base calls in the edited sample as a result of the indel formation. Image taken from the Synthego ICE analysis page (https://ice.synthego.com/#/analyze/results/972n6bybrhhfh72q).
Supplementary Figure 3. Treatment with TNFα results in altered NMD signalling in the DHX34 KO pool. NO production was detected with DAF-FM and quantified using flow cytometry. The cells were measured at both basal (dotted line in each) and following treatment with TNFα for 24 hours (solid line in each). In the WT cells, treatment with TNFα resulted in a general decrease in NO as can be seen through a shift in the peaks towards the NOlow population (a). A similar trend was noted in the UPF1 KO pool, although not as dramatic (b). In the DHX34 KO pool, TNFα treatment resulted in the production of two distinct NO+ populations and a general shift towards the NOhigh population (c), opposite to what was observed in the other samples.
Supplementary Figure 4. NO production in patient-derived endothelial cells increases following TNFα treatment. NO production was measured in patient-derived endothelial cells using DAF-FM under basal (dotted line in each plot) and TNFα-stimulated (solid lines in each plot) conditions. In all samples, there was a slight shift towards higher NO production under inflammatory conditions.
Supplementary Figure 5. Western blots with HUVEC KO pool samples. Full images of western blots performed with HUVEC protein lysates for DHX34 (a), p-UPF1 (b), e-NOS (c) and p-eNOS (d), with β-Actin as the loading control for all blots (lower band). The Kaleidoscope ladder (BioRad) was used. No alterations were made to the image other than to merge the ladder and the protein blots as they were taken with different settings.
Supplementary Figure 6. DHX34 western blots with iPSC-derived endothelial cells.

Full images of western blots performed with iPSC-derived endothelial cells for DHX34 with β-Actin used as the loading control (lower band). The Kaleidoscope ladder (BioRad) was used. No alterations were made to the image other than to merge the ladder and the protein blots as they were taken with different settings. Wells are labelled with the samples loaded into the lanes. Those marked with * were from a second iPSC line derived from the patient whose data was not used for additional assays or the data was considered an outlier through outlier analysis.
Supplementary Figure 7. Phosphorylated UPF1 western blots with iPSC-derived endothelial cells. Full images of western blots performed with iPSC-derived endothelial cells for phosphorylated UPF1 (p-UPF1) with β-Actin used as the loading control (lower band). The Kaleidoscope ladder (BioRad) was used. No alterations were made to the image other than to merge the ladder and the protein blots as they were taken with different settings. Wells are labelled with the samples loaded into the lanes. Those marked with * were from a second iPSC line derived from the patient whose data was not used for additional assays or the data was considered an outlier through outlier analysis.
Supplementary Figure 8. Phosphorylated eNOS western blots with iPSC-derived endothelial cells. Full images of western blots performed with iPSC-derived endothelial cells for phosphorylated eNOS (p-eNOS) with β-Actin used as the loading control (lower band). The Kaleidoscope ladder (BioRad) was used. No alterations were made to the image other than to merge the ladder and the protein blots as they were taken with different settings. Wells are labelled with the samples loaded into the lanes. Those marked with * were from a second iPSC line derived from the patient whose data was not used for additional assays or the data was considered an outlier through outlier analysis.
Table 1. Association of NMD with disease

<table>
<thead>
<tr>
<th>Gene</th>
<th>Affected cells</th>
<th>Mutation type</th>
<th>Associated Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>ß-globin (<em>HBB</em>)</td>
<td>Erythrocytes</td>
<td>5’ PTC</td>
<td>ß-thalassemia major</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3’ PTC</td>
<td>ß-thalassemia intermedia</td>
</tr>
<tr>
<td>von Willebrand factor (<em>vWF</em>)</td>
<td>Platelets and</td>
<td>5’ PTC</td>
<td>Type 3 von Willebrand disease</td>
</tr>
<tr>
<td></td>
<td>Endothelial</td>
<td>3’ PTC</td>
<td>Type 2A 3 von Willebrand disease</td>
</tr>
<tr>
<td></td>
<td>cells</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myelin protein zero (<em>MPN</em>)</td>
<td>Schwann cells</td>
<td>5’ PTC</td>
<td>Charcot-Marie-Tooth disease</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3’ PTC</td>
<td>Congenital hypomyelinating neuropathy</td>
</tr>
<tr>
<td>Survival motor neuron gene (<em>SMN1</em>)</td>
<td>Motor neurons</td>
<td>5’ PTC</td>
<td>Spinal muscular atrophy type III</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3’ PTC</td>
<td>Spinal muscular atrophy type I</td>
</tr>
<tr>
<td>Cystic fibrosis transmembrane</td>
<td>Epithelial cells</td>
<td>5’ PTC</td>
<td>Cystic fibrosis (severe)</td>
</tr>
<tr>
<td>conductance regulator (<em>CFTR</em>)</td>
<td></td>
<td>3’ PTC</td>
<td>Cystic fibrosis (mild)</td>
</tr>
<tr>
<td>UPF3b*</td>
<td>Neurons</td>
<td>Loss-of-function mutations</td>
<td>Intellectual disability, autism, schizophrenia, attention-deficit hyperactivity disorder</td>
</tr>
</tbody>
</table>

Adapted from Bhuvangiri et al.\textsuperscript{308}

\textsuperscript{*} Not a target of NMD but a protein involved in the pathway itself
### Table 2. qRT-PCR primers

<table>
<thead>
<tr>
<th>Gene</th>
<th>Forward Primer 5’ → 3’</th>
<th>Reverse Primer 5’→3’</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAPDH</td>
<td>TCCCTGAGCTGAACGGGAAG</td>
<td>GGAGGAGTGGGTGTGCTG</td>
</tr>
<tr>
<td>VCAM</td>
<td>GTCTCCAAATCTGAGCAGCAA</td>
<td>TGGGAAAAAACAGA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AAAGAGGTG</td>
</tr>
<tr>
<td>ICAM</td>
<td>AGGGTAAGGTCTTGGCCAC</td>
<td>TGCTATTCAAACCTGCCCTGA</td>
</tr>
<tr>
<td>NOS1</td>
<td>TCTCCTCTACTCTGACTCC</td>
<td>TTGTGGACATTGGATAGACC</td>
</tr>
<tr>
<td>NOS2</td>
<td>TCTTGGTCAAGCTGTGCTC</td>
<td>CATTGCAAACGTACTGGTC</td>
</tr>
<tr>
<td>NOS3</td>
<td>AGGAACCTGTGTGACCCCTCA</td>
<td>CGAGGTTGGTCGGGGGTATCC</td>
</tr>
<tr>
<td>DHX34</td>
<td>ACATGGAGCCCCAGGATCA</td>
<td>GAAACCGCCATCTCTACCT</td>
</tr>
<tr>
<td>ATF3</td>
<td>ACTTCCGAGGCAGAGACCTG</td>
<td>GGCCAGACAAACAGCCC</td>
</tr>
<tr>
<td>GADD45B</td>
<td>AGACAGGACCCCCGAAGCT</td>
<td>GGGCTTGAGTCAGTCGCTCCGT</td>
</tr>
<tr>
<td>UPF1</td>
<td>ATGAGCTGGAGCCGTCGACGCCCAG</td>
<td>ATACTGGGACAGCCCCGTC</td>
</tr>
<tr>
<td></td>
<td>CTCGCAG</td>
<td>ACCCCGCCATG</td>
</tr>
<tr>
<td>SMG1</td>
<td>CATCAGCCGACCCCAGATCTT</td>
<td>GTTGCACTCCATAAGAGGA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AGAA</td>
</tr>
</tbody>
</table>
Table 3. Western blot antibodies

<table>
<thead>
<tr>
<th>Protein</th>
<th>Species</th>
<th>Concentration</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHX34</td>
<td>Rabbit</td>
<td>1:500</td>
<td>Abcam (cat. 94989)</td>
</tr>
<tr>
<td>P-UPF1 (Ser1127)</td>
<td>Rabbit</td>
<td>1:1,000</td>
<td>Santa Cruz Biotechnology (cat. 166092)</td>
</tr>
<tr>
<td>eNOS</td>
<td>Mouse</td>
<td>1:500</td>
<td>BD Biosciences (cat. 610296)</td>
</tr>
<tr>
<td>P-eNOS (Ser1177)</td>
<td>Rabbit</td>
<td>1:250</td>
<td>Millipore Sigma (cat. 07-428-1)</td>
</tr>
<tr>
<td>β-actin</td>
<td>Mouse</td>
<td>1:10,000</td>
<td>Abcam (cat. 8224)</td>
</tr>
</tbody>
</table>

Table 4. Clinical presentation of patients

<table>
<thead>
<tr>
<th>Patient</th>
<th>Sex</th>
<th>Age of disease-onset</th>
<th># of vessels affected</th>
</tr>
</thead>
<tbody>
<tr>
<td>L175P</td>
<td>Female</td>
<td>32</td>
<td>1</td>
</tr>
<tr>
<td>N819S</td>
<td>Male</td>
<td>37</td>
<td>2</td>
</tr>
<tr>
<td>R947C</td>
<td>Male</td>
<td>38</td>
<td>3</td>
</tr>
<tr>
<td>R1000Q</td>
<td>Female</td>
<td>45</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5. Sanger Sequencing Primers

<table>
<thead>
<tr>
<th>Variant</th>
<th>Forward Primer 5’ → 3’</th>
<th>Reverse Primer 5’ → 3’</th>
</tr>
</thead>
<tbody>
<tr>
<td>L175P</td>
<td>CCTGTTGCACTACCTGGACT</td>
<td>TGCACGCCACATGACTGAA</td>
</tr>
<tr>
<td>N819S</td>
<td>CTGCCAGCTCAGCCCAG</td>
<td>GGTTCGTGTTGGAGGACA</td>
</tr>
<tr>
<td>R947C</td>
<td>TCTGCCCCCTCTCTTCAGT</td>
<td>GTGGAGTGAATGGGAAGCCA</td>
</tr>
<tr>
<td>R1000Q</td>
<td>GATGGGGGGTGTTATCAGG</td>
<td>CCGTGAGGCAGTTGTAGGTG</td>
</tr>
</tbody>
</table>
CHAPTER 5: CONCLUSIONS & FUTURE DIRECTIONS

5.1 Patient-specific models as a means to better study the genetic component of disease etiology and treatment

The development of iPSC technology has created unprecedented opportunities for the disease modelling field. iPSCs generated from patients harbour the same genetic mutations as their source and therefore stand as an indispensable tool for elucidating the genetic contribution to many diseases. In this work, I’ve shown that with only a small number of PBMCs, iPSCs can be generated using the non-integrative Sendai virus. The patient-specific iPSCs can be differentiated towards the cell types of interest so that the mechanism through which specific mutations impact that cell type can be determined in vitro.

Reprogramming of human somatic cells using the Yamanaka factors has been performed for over a decade, but one concern that remains is the use of proto-oncogenes, such as cMyc and Klf4, in the reprogramming cocktail. Their role in promoting proliferation and self-renewal are important for reprogramming processes; however, the potential for these factors to be reactivated in the terminally differentiated cells remains a limitation to their clinical applications. Using non-integrative approaches, such as the Sendai virus, reduces this risk substantially as there are no additional copies of the genes in the genome. Additionally, in the case of the Sendai virus, the virus itself is replication deficient, therefore the reprogramming factors get diluted over the initial passages, resulting in the lack of exogenous source of reprogramming factors after several
weeks\textsuperscript{175,339,340}. However, this method still remains imperfect as some groups have shown evidence that the Sendai virus impacts the iPSCs even after it cannot be detected in the cells\textsuperscript{176}.

Improving somatic cell reprogramming with non-integrative methods with genes that harbour no oncogenic potential will significantly improve their clinical potential in the future. Applying the method Mai, \textit{et al.} used for Oct4 to the other Yamanaka factors may help to identify novel pathways or protein interactors that could be used in place of current reprogramming factors to the same end\textsuperscript{147}. Although human SCNT is not possible in Canada\textsuperscript{15}, studying the mechanism through which it occurs in the mouse system could provide new insights to the process. Reprogramming with SCNT occurs very quickly (<22 hours) with factors that exist in the oocytes\textsuperscript{133}. Identifying the factors that are involved in SCNT reprogramming may identify alternative factors that could be used for somatic cell reprogramming in other contexts.

Another major consideration for the use of iPSCs in disease modelling is their ability to be differentiated efficiently into the cell type of interest. Many differentiation protocols exist with varying effectiveness, which are partially a result of an inconsistent standard for reporting on differentiation efficiency. In this work, I’ve shown a corrected method to optimize and improve upon a previously published endothelial differentiation protocol which in my hands, did not work as it had been reported. The optimized protocol worked well and allowed for the subsequent experiments to be performed; however, more work should be done to better characterize the subtype of endothelial cells that were generated. The cells were used to model CAD, which typically develops under conditions that promote arterial endothelial cell dysfunction, and therefore, using arterial endothelial
cells specifically would improve the model. For many cell types, endothelial cells included, there are multiple differences in phenotype and specialized functions across the subtypes based on the tissue and site of origin. Recently, more protocols have been developed that focus on these differences to create a more specific and homogeneous population\textsuperscript{218,341}. When disease modelling, these differences are important to consider as they likely play an important role in the overall clinical manifestations of the disease and as such, should not be overlooked when designing \textit{in vitro} disease models. As the field moves forward, using more efficient differentiation protocols that include stages for specialization towards a specific subtype and applying them to 3D organoid systems will greatly improve not only the \textit{in vitro} models, but is also a critical step when considering future regenerative medicine applications\textsuperscript{132}.

5.2 Role of DHX34 in endothelial functions associated with early-onset coronary artery disease

NMD plays an important role in regulating the translation of cellular transcripts, particularly those with a PTC. Through limiting the production of PTC-containing transcripts, NMD protects cells from the accumulation of aberrant proteins. NMD has a role in regulating the translation of a large number of naturally occurring transcripts as well, positioning it as an important component of regular cellular function.

In 2014, Hug, \textit{et al.} provided evidence that DHX34 plays an important role in the process of NMD by promoting the transition from the SURF complex to the DECID complex, thereby resulting in NMD activation\textsuperscript{317}. Two years later, Melero, \textit{et al.} showed
that in the DECID complex, DHX34 acts as a scaffolding protein to further NMD activation by supporting the SMG1-mediated phosphorylation of UPF1. These two publications support the importance of DHX34 in the NMD pathway; however, the reliance of the multiple independent NMD pathways on DHX34 remains unknown. Additionally, although NMD is known to regulate a number of naturally occurring transcripts, very little has been done in the way of identifying these transcripts across multiple cell types. Considering the various pathways and their reliance on different NMD factors, elucidating the cell-specific differences in NMD is an important step to appreciate the role this process plays in both normal and diseased states.

In this work, I used knockout HUVEC cell pools generated by Synthego along with patient iPSC-derived endothelial cells to better understand the role of DHX34 in endothelial cells and the impact it may have on endothelial function associated with EOCAD. Although the impact on the tested NMD targets was inconclusive, there were clear functional ramifications from altering DHX34. Functionally, both the knockout cells and the patient-derived endothelial cells differed from the controls in migration, NO signaling, and monocyte adhesion, all of which are important aspects of maintaining an anti-atherosclerotic environment in vivo. The minimal measured impact on NMD targets in the patient cells along with the more severe functional phenotypes observed suggest that in endothelial cells, DHX34 could have an important role in endothelial function. Investigating whether this involves regulating pro-atherogenic transcripts is an important future direction of this work. Because of the minimal work that has been done on DHX34 itself, it is important to also consider that the observed changes in phenotype could also be a result of an NMD-independent function of DHX34.
Further work is required to fully understand the mechanisms through which the observed phenotypic changes occurred. The polygenic nature of CAD is an important consideration in this study and as such, the contribution of multiple variants that the selected patients harbour should not be ignored as potential contributor to the observed phenotype. The creation of isogenic iPSC lines using CRISPR/Cas9 would be the ideal way to dissect the specific role of the variants in the observed phenotypes. Considering the availability of the patient samples, both introducing the variants into an unaffected control line as well as correcting the variants in the patient lines would provide a definitive answer to this question. With the creation of the iPSC lines, it would also be possible to test the potential role of DHX34 in additional cellular compartments that are involved in CAD development.

The DHX34 variants were in part selected because of the pre-existing association of SMG6 SNPs with an increase CAD risk$^{322}$. As has been mentioned previously, the exact mechanism through which the vast majority of SNPs identified by GWAS impact disease risk remains unknown. Using the platform shown in this work, in combination with the methods used by Gupta, et al.$^{302}$ and Lo Sardo, et al.$^{291}$ future studies could be done to better understand whether the SNPs associated with SMG6 do in fact impact NMD processes and/or whether they result in similarly altered endothelial function as was shown here.
5.3 Significance and future directions

Through this work, I have uncovered a previously unknown role of DHX34 in endothelial function and a potential impact on CAD development. Through the use of patient-specific iPSC lines generated from PBMCs with the Sendai virus, an endothelial model was generated which allowed for the investigation of DHX34’s role in endothelial function. The impact on key anti-atherosclerotic functions of the endothelial cells suggests an important role of this protein in CAD prevention and highlights the importance of continuing work on this aspect of disease development.

Further work needs to be done to fully understand the mechanism by which these observed changes occur. Through the creation of additional healthy iPSC lines, as well as isogenic lines with the use of CRISPR/Cas9 for the specific DHX34 variants, a better idea of the mechanism will emerge. Furthermore, the use of a differentiation protocol that generates a homogeneous arterial endothelial cell population will greatly benefit this work and greatly advance the current work.

Despite the additional studies that are required to elucidate an exact mechanism and further our understanding of NMD’s role in CAD, the work done here stands as an important starting point for future work. Elucidating the role of DHX34, and NMD as a whole, in CAD development could allow for the identification of a novel pathway that could potentially be targeted as a means to prevent and/or treat CAD, a leading cause of global mortality.
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