Pointcloud scan selection for indoor floor plan generation
POINTCLOUD SCAN SELECTION FOR INDOOR FLOOR PLAN GENERATION

By Cristian FRINCU, B.Eng

A Thesis Submitted to the School of Graduate Studies in the Partial Fulfillment of the Requirements for the Degree Masters of Science

McMaster University © Copyright by Cristian FRINCU April 24, 2019
McMaster University

Masters of Science (2019)

Hamilton, Ontario (Department of Computing and Software)

TITLE: Pointcloud scan selection for indoor floor plan generation

AUTHOR: Cristian Frincu (McMaster University)

SUPERVISOR: Dr. Rong Zheng

NUMBER OF PAGES: xi, 49
Abstract

Building Information Models (BIM) are becoming a standard in the construction industry for storing information about buildings and assets. Automatically creating BIMs has attracted a lot of attention, as it has great potential to improve efficient resource management. A detailed description of the building can decrease the cost of management, heating and cooling, and restoration. For pre-existing structures design documents are typically outdated or unavailable, making BIMs challenging to acquire.

The field of indoor floor plan creation has grown in recent years due to advancements in LIDAR technology. However, LIDARs create millions of points per scan, making it computationally expensive to process all of them. In order to properly create a floor it is imperative to acquire a sufficient number of scans to visualize the whole building, while simultaneously minimizing the number of scans for computational reasons. We propose a method for selecting a subset of the scans, as well as a method for clustering points into lines to be used for floor plan extraction. Our method works by clustering nearby points, creating a convex hull around them, and selecting scans based on the most area covered by the union of the hulls. The point clustering splits the pointcloud into potential lines by projecting each point along its surface normal, clustering points from the same line together. Those improvements allow for the efficient generation of floor plans for large buildings.
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Chapter 1

Introduction

Having a document describing the built stages a building has gone through, as well as the materials used and the building schedule, is a way of lowering the costs for further repairs. Building Information Model (BIM)s are becoming a standard in the construction industry for storing information about buildings and assets. Automatically creating BIMs has attracted a lot of attention, as it has great potential to improve efficient resource management. A detailed description of the building can decrease the cost of management, heating and cooling, and restoration. For pre-existing structures design documents are typically outdated or unavailable, making BIMs challenging to acquire.

Modern distance measuring technology is making the task of constructing a floor plan more feasible but it comes with its own challenges. One of the challenges introduced by the new technology is the great amount of data produced by those devices. In this thesis we examine methods of keeping a subset of data produced, with the goal of lowering the amount of storage and computation required.
1.1 Building information models

Semantically meaningful 3D models are becoming used more often in the Architecture Engineering and Construction (AEC) domain. The use of such models affect all stages of construction, starting from the design phase, to construction and following through to maintenance and repairs. These models, are generally known as BIMs. Depending on the available data, and the standard to which they comply, BIMs usually contain the 3D design drawings, costs, schedules, material characteristics, electrical, plumbing and Heating Ventilation Air Conditioning (HVAC) designs as well an many other specifications which are relevant to the construction and maintenance of the building. BIMs gained acceptance in the construction and engineering community since they have the potential to provide great cost reductions and productivity improvements. Producing BIMs at design phase is a pretty straight forward process, and with the digitization of the design files, it is becoming common practice, in some cases it is a requirement for the building commissioning. Some structures such as historical buildings do not have any BIM, so efforts are made to manually create those designs, also typically called as-built BIMs.

The aim of an as-built BIM is to reflect the state of a building in its as-built conditions, typically many years after the initial construction completed. This is a much more challenging problem since a lot of the required information is not visible, documents are mission or outdated, and most of the required information is not easily observable (for example pipes or electrical wiring). Due to its complexity and rigor, creating an as-built BIMs is a very demanding manual endeavor. With the increase in technology, particularly Light Detection And Ranging (LIDAR) systems, a lot of effort is put into automating the process of creating as-built BIM.

In [31] the authors divide the process of creating an as-built BIM into two major steps: data collection, and data modeling. In the first step enough data to properly
define the building is collected, typically with a hand-held Red Green Blue Distance (RGBD) camera or LIDAR. Laser scanners produce a set of points which are distributed in the 3D space, so each point will have associated with it a location and in the case of RGBD, a color as well. Each scan produces millions of points, distributed around the room where the scan was made. For the rest of the thesis, those points will be referred to as a scan. Although the scans are arranged in the shape of the room, they do not provide any meaningful semantic information by themselves. Typically this information needs to be extracted from the scans, with the use of heuristics that can describe the area in terms of objects which are meaningful to the AEC industry, such as locations of walls, doors, windows, and furniture.

In the second step, the raw scans are modeled into a semantically rich BIM model. Current tools require human intervention, making them expensive and are often prone to error. Automatic methods for construction of a BIM from a scan is researched intensively with varying degrees of success regarding accuracy, efficiency and autonomy. There are several challenges in the extraction of the semantics from scans. Some of the challenges arise due to the different shapes rooms can have, artifacts that can be considered clutter and should be ignored, the complex and unorthodox geometries of some buildings, and the potential of unobserved areas. All those issues are compounded by the large file sizes collected by the cameras, which topically consist of millions of points. The semantics of interested when looking at a building are the definition of the object, such as the dimensions, relationships and properties [7].

As indicated in [31], there are no methods which provide a meaningful BIM and are also fully automatic. Most automatic approaches have limited ability, and are only able to produce a small portion of what would be required to create a BIM up to the accepted standard. Most research is at the stage where planar surfaces and their relationships can be determined. Some approaches can determine volumetric objects as well as their
relationships but this is limited, mostly because a comprehensive data collection of the building is not possible, leading to unobserved areas, or unknown properties of objects. The second dimension is the level of details available in the BIM, this is limited by the abilities of the scanning devices, and the computational complexity from the increase in the collected data set.

To address the issues of complexity due to the size of the data, this thesis focuses on a method of selecting a subset of scans with minimal impair to the final output.

1.2 Light Detection and Ranging (LIDAR)

LIDARs are an active device used to measure distance where light pulses are emitted and the reflected pulses are measured. The difference in return time and wavelength can be used to infer the distance traveled by the ray with high accuracy. By taking multiple measurements a three-dimensional representation of the scene can be made. Due to the high accuracy, LIDARs are often used to make high-resolution geographical maps, typically from airborne platforms. There is an increased demand in cheaper LIDAR technology, due to the recent advances in self-driving cars and autonomous robots which heavily rely on it to navigate. The availability of affordable LIDARs is opening up the possibility for small and medium companies to use this technology as part of their construction process as well. The resolution and accuracy of LIDAR systems range, typically depending on the price. The range of vision is typically anywhere from 1m all the way to 120m, and the accuracy is typically within centimeters, depending on the distance of the measurement. The number of measurement points in each scan also varies, they can range from a single measurement all the way to millions of points.
1.3 Challenges and Contributions

Although automatic floor plan creation is becoming more feasible due to the price of LI-DARS dropping, it is far from being a fully automatic system. A fully automatic system still faces many challenges when tested outside of the lab. The first challenge when implementing an automatic mapping system is the data collection. In our experiments we are using a rover to collect data, but every minute of data collected requires about 1GB of storage. For a large building, which might take hours to collect data everywhere, the approach requiring to store all data and analyzing it becomes unfeasible. We propose a method of scan selection which is able to select a subset of those scans, without a major hindrance to the final map produced.

The second challenge is the presence of clutter and furniture in a building. Most algorithms presented in literature typically assume straight walls, which will usually fail if there are any ornaments near the wall, or if a curvature is present. While it is unlikely to find an algorithm which will be able to handle all cases, and be robust to clutter, in Section 3.4 we present an addition to the popular RANSAC algorithm which addresses some of those issues.

The contribution of this thesis is a method of laser scan selection for the purpose of floor plan creation and a method for wall detection from noisy laser scans. The proposed algorithms have been tested on synthetics and real world data. The results are analyzed based on multiple metrics depending on the source of the data set.

By informatively selecting a subset of the scans, our experiments show a 10 times reduction in the number of scans required for the walls extraction algorithm, in comparison to using the whole data set.
The rest of the thesis is organized as follows, in Chapter 2, we investigate and summarize related work, in Chapter 3 we provide a high level overview of the suggested solution. In Chapter 4 we provide details about the implementation, including the software and hardware used. In Chapter 5 we introduce the experiments we conducted as well as the results observed, and finally in Chapter 6 we summarize the work and discuss future work.
Chapter 2

Related work

Building information models are becoming an accepted standard in the construction industry. Building modeling has been attracting attention since computer aided design became available. Research and industrial application have been limited due to the high cost of Light Detection And Ranging (LIDAR) and accurate cameras. With the advent of self driving cars and advances in robotics, cameras are becoming more readily available, which leads to many different solutions for floor plan extraction to be available, but none are close to being fully automatic. Automatic Building Information Model (BIM) creation is typically broken down into the following steps: Data collection, data reprocessing, and BIM modeling. Comprehensive surveys of the state of automatic BIM creation are the following [31, 34, 18].

Research can be classified by the complexity of objects being identified, the relationships between them, and the level of details extracted from the data. Further approaches are segmented by the technology used to collect the data. Typically laser scanning is required to collect enough data to make the solution practical, tape measures or even Red Green Blue (RGB) cameras tend to result in maps too coarse to create a usable result. Laser scanners collect millions of points with millimeter to centimeter accuracy, making them the ideal candidate for this problem. Computational challenges often arise
from the size of the data set, making it important to pick a scan location which properly represents the room shape.

In order to improve computation time, most algorithms use local heuristics, by breaking the scan up into smaller parts, and analyzing them individually. Typically the scans are segmented and then different parametric shapes are fit to the scan data.

### 2.1 Floor plan extraction

Detecting the floor plan is one of the first steps in creating a building model. Detecting the walls is typically the first step. There are many approaches but most of them take advantage of some heuristics which can separate walls from other objects. The authors in [10] take advantage of the orthogonality between the floor and walls. The authors in [38] find all the planes present in the pointcloud scan, and create a coarse description by looking at the planes in the principal directions. The detection of planar surfaces is not enough to make higher level inferences, such as the volumes and area of specific rooms, to make those inferences, typically the relationship between the planar surfaces is required. In [37] the relationship between planes was described using a graph, higher order configurations, such as rooms, could be recognized by performing sub graph matching. In certain cases, the floor plan is composed of straight walls as well as curved ones, [39] in those cases planar surfaces and quadratics are detected then classified. Other planar extraction algorithms include [20] where an energy minimization approach is used to select a small number of models to describe the whole data set, [26] takes advantage of surface normal and merging similar planes based on orientation and distance.
2.2 Relationship between objects

Finding the relationship between objects in a building is an important step in the creation of a BIM model, having relationship between different objects is critical when modeling pipes, valves or electrical circuits. Spatial relationships are also important for maintenance in order to specify the room where certain objects could be found, and helping with navigation to certain rooms. Spatial relationships can also provide contextual information and assist in object recognition, as shown in [28]. As described in [34] there are three relevant categories of spatial relationships, namely: aggregation, topological and directional relationships. Aggregation relationships identify if different objects are part of each other, such as two different walls being part of the same room, those relationships are typically modeled using a tree based representation [12]. Topological relationships are used to connect different parts of the building together, such as the joint between planes, or keeping track if a certain objects is inside or outside a room. Directional relationships indicate how objects are related to each other spatially, for example room 1 is to the right of room 2. An automatic approach for topological information deduction is presented in [27]. The approach presented works on a 3D CAD model, this approach would not be directly applicable to BIM inference from laser scans since a 3D model would be the end goal of a scan-to-BIM algorithm. In [25] the component geometry and relationships between them is used to identify features, and allow for queries to be performed.

2.3 Clutter segmentation

Often the building is cluttered with objects which are not considered to be part of the building structure itself. The clutter needs to be identified, and removed from the data set. The occlusions created by the clutter will leave areas behind them where no
measurements can be made of. Depending on the application, sometimes those gaps need to be filled. One method presented in [6, 40] is to identify another region that matches the occluded region and substitute data. In cases where many scans are taken, it can be assumed the missing data from one scan will be sampled by another scan [13]. The authors of [2] explicitly model occlusions and label it accordingly, in their experiments on average only 50% of the wall area is scanned.

2.4 Room segmentation

Typically the end goal of the process is to be able to derive higher level information from the data. Such information is typically related to the labeling of the different rooms, such as identifying the living room, kitchen, or bathroom. In order to make those semantically meaningful spaces, first the building needs to be segmented into rooms.

The method presented by [29] is making full use of the location of where the camera was placed when the scan was taken. The walls can have a specific room label, which corresponds to the scan which identified the wall. Any walls which do not separate two different room labels can be considered an artifact due to noise and be removed. This approach is not very computationally efficient since an energy minimization problem needs to be solved, but the computation can be paralleled easily. The approach proposed by [3] suggests identifying the rooms is a detection problem rather then a segmentation one. This approach uses methods popular in the signal processing field, a density histogram is created of the the empty space inside a room and with the walls. This density histogram signal is convoluted with a bank of peak-gap-peak pattern filters. This approach is computationally efficient and was demonstrated to work well in buildings with areas up to $6000m^2$. 
Chapter 3

Solution Approach

3.1 System architecture

The system proposed by this thesis can be divided into several distinct steps. The first step is the acquisition of the scan pointcloud data, and its registration in the global coordinate system. Due to the size of the input data, an informative subset from all the pointclouds is selected. Using the subset of pointclouds, walls are extracted. In the case where a simulator is used to synthesize pointcloud data, walls can be extracted from the ground truth model which allows for an analytic estimation of the error in the algorithm. A more detailed description of the approach can be found in 3.1. The rest of this chapter will go into further detail about each stage.

3.2 Data collection, registration and pre-processing

Data collection is the method in which pointcloud data is collected from the building where a floor plan is to be constructed. The pointcloud is created by a Light Detection And Ranging (LIDAR), which works based on time of flight of emitted light.
3.2.1 Data Collection

Data is collected using a LIDAR mounted on a rover. Typically it is not necessary to have the LIDAR mounted on a robot, it can also be a human carrying the LIDAR around the desired building. The advantage of having it mounted on a rover is that all scans are taken from the same height above the ground. This makes it easier to fuse the multiple scans together as explained in Section 3.2.2.
3.2.2 Registration

The coordinates of the points are in reference to the LIDAR at the time the scan was taken. In most cases in order to cover a building multiple scans are needed to be merged together. The goal of the merging process (known as point cloud registration) is to find a transformation between the coordinate systems of all the scans, such that all the point coordinates are in reference to a single global origin point.

The goal is to find a set of translation and rotation values which will minimize the least square error measure between two sets of points. This process is usually formulated as an optimization problem. Typically known as Iterative Closest Point (ICP)[5].

A simple algorithm is a point-to-point match [1], this is where every single point between two scan is attempted to be matched, by applying the rigid transformation described by $T(\theta, x, y)$.

$$
T(\theta, x, y) = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) & 0 & x \\
\sin(\theta) & \cos(\theta) & 0 & y \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix},
$$

Given a target pointcloud $P$ and a source pointcloud $Q$, we wish to find a correspondence $K = (p, q)$ for every $p \in P$ and $q \in Q$, we wish to minimize:

$$
C(T) = \sum_{p,q \in K} ||p - Tq||^2
$$

The goal of the algorithm is to minimize $C(T)$ by altering $T$. By finding an optimal value of $T$, this transformation, would bring the source pointcloud $Q$ in the global
coordinate frame of $P$.

In some circumstances, if more information about the distribution of the points in the pointcloud is known, such as knowing certain features are present, more efficient algorithms can be utilized. For example [8] planes can be extracted and used to find the transformation matrix.

### 3.3 Subset selection

A LIDAR will make million of measurements with precision up to 10 millimeters for every single scan taken of an indoor space. To perform any computationally intensive operations on this data is time consuming and inefficient if all the data is used.

Fortunately, a lot of the data produced by scanners is redundant, and can be discarded without loss of accuracy in the final analysis. Measuring the density of a pointcloud and trying to reduce it locally is typically a hard problem since there are no agreed upon measurements of pointcloud density [16]. Some techniques which act on the pointcloud include down sampling the pointcloud, by randomly discarding some of the points present, making the total data set smaller.

For most work [29, 24] regarding floor plan extraction, the pointcloud acquisition step and registration is assumed to be done by a professional and is not considered as part of their algorithm pipeline. Our goal is to create an automated approach where the human intervention is not required for the data collection, as this would allow for continuous monitoring of the building process as it is taking place. In our work we collect our data from a moving rover (see Section 4.2.1), and the scans are made at a rate of about 10Hz. This scanning technique leads to a large amount of data being collected, a lot of which is redundant.
We develop a method of scan selection which is meant to reduce the amount of overlap while still maintaining enough information to be able to extract the walls and floor plan.

### 3.3.1 Problem definition

The input to the problem is a set list of pairwise distinct scans $S = (s_0, ..., s_n)$. The desired output of the problem is $A \subseteq S$, of carnality $k$ where $I(A)$ is maximized. The utility $I(A)$ is a measurement of the accuracy of the floor plan created when the scans in $A$ are analyzed.

Currently there is no way to directly evaluate the function $I(\cdot)$. The utility of a scan would depend on many factors, including the algorithm which is used to extract the floor plan, the assumptions it makes, and any other heuristics and parameters it uses. In order to evaluate the utility function $I(\cdot)$ we use as a surrogate function the area covered by the scans. The intuition behind this approach is explained in subsection 3.3.2.

### 3.3.2 Solution details

Our solution to the subset selection problem is to use a greedy approach with a heuristic based on the area covered. We start with an empty set of scans $A = \emptyset$, and we greedily add scans until $|A| = k$. During each iteration the scan which increases the utility $I(A)$ the most is added to $A$.

The intuition behind the algorithm relies on the idea of area coverage. Since many scans cover the same area, this is a good metric for reducing the amount of overlap. Due to the distribution of the points in a scan along the walls, and the presence of outliers,
computing a single convex hull, and calculating the area of the hull will give a result which is overconfident in the area covered.

Our contribution includes a segmentation step for the scan, making the area metric a better estimation of the utility of the scan. The idea behind the subset selection is to be able to have the scans sorted by their informativeness and then select just a subset of those scans, and apply the floor plan extraction algorithm in decreasing order, starting with the most informative.

The overall algorithm design is based on calculating a convex hull for a scan, and then using those multiple hulls to cover as much of the area as possible. The convex hull area is extremely sensitive to outliers. For our application outliers are described by any points which cannot reliably be used for floor plan extraction. This can be the case where the density of the points in a certain area is too low to make any reliable measurements. Due to the way in which the LIDAR measurements propagate, outliers of this sort are inevitable. Outliers will cause the covered area to be overestimated, leading to potentially erroneous scan selections. We solve this problem by first clustering the points in each scan, computing the convex hull on each cluster, and then performing an
union of the hulls. The resultant hull is a much better approximation of the hull.

\textbf{input} : S, A list of scans

\textbf{output}: S*, An ordered list of scans based on informativeness

\[\text{hulls} = \text{cluster}\_\text{and}\_\text{hull}(S)\]

\[S^* = [\text{argmax}(\text{hulls.area})] ; \quad // \text{the hull with the maximum area is selected first}\]

\[\text{hulls}^* = [\text{hulls}[\text{argmax}(\text{hulls.area})]]\]

\[S = S/S^*\]

\[\text{hulls} = \text{hulls}/\text{argmax}(\text{hulls.area})\]

\textbf{for} \(i \leftarrow 0\) \textbf{to} \(|\text{hulls}|\) \textbf{do}

\textbf{for} \(j \leftarrow 0\) \textbf{to} \(|\text{hulls}|\) \textbf{do}

\[\text{potential\_area} = \text{hulls}^* \cup \text{hulls}[j].\text{area}\]

\textbf{if} \(\text{potential\_area} > \text{area}\ \textbf{then}\)

\[\text{area} = \text{potential\_area}\]

\[\text{index} = j\]

\textbf{end}

\[S^* = S^* \cup S[\text{index}]\]

\[\text{hulls}^* = \text{hulls}^* \cup \text{hulls}[\text{index}]\]

\textbf{end}

\textbf{return} \(S^*\)

\textbf{Algorithm 1:} Hull selection

\textbf{input} : S, A list of scans

\textbf{output}: H, A list of lists of hull objects, each corresponding to a scan

\textbf{foreach} \(s \in S\) \textbf{do}

\[C = \text{KMeans}(s)\]

\textbf{foreach} \(c \in C\) \textbf{do}

\[\text{hulls} = \text{hulls} \cup \text{convex\_hull}(c)\]

\textbf{end}

\[H = H \cup \text{hulls}\]

\textbf{end}

\textbf{return} \(H\)

\textbf{Algorithm 2:} cluster\_and\_hull()
The advantage of using the proposed clustering hull algorithm is exemplified in Figures 3.2a and Figure 3.2b. In this example a convex hull is being placed around a set of points which are arranged in a similar distribution that would be characteristic of a LIDAR scan in an indoor space. By fitting a convex hull on all the points (Fig. 3.2a), this leads to an overestimation of area covered, since no measurements made in the center of the image. By increasing the number of clusters in which the scan is split, in this example to 2 clusters, a better estimation of the covered area is obtained (Fig. 3.2b). This intuition has been validated by experiments as explained in Section 5.
3.4 RANSAC clustering

The run time of RANSAC will be variable depending on the number of points in the cloud and how many are required to represent a line. This behaviour leads to sporadic run times and multiple walls will be found for the same plane in the pointcloud. For this reason we came up with a method of first segmenting the scans into multiple clusters each containing the points for roughly one wall. For a flat wall, the surface normal of all the points on a wall will be pointing in the same direction. We took advantage of this, and use the vector of the surface normal to project all the points along it. When the points are projected along the normal, the points from each wall will cluster roughly in the same location. Using Mean Shift [14], the number projected pointcloud is segmented into multiple clusters, each one corresponding to a single wall. On each cluster a single run on RANSAC algorithm is ran, finding a single model describing the wall.

A clustering step is shown in Figure 3.3, where the points for two perpendicular walls are being projected along the dimension corresponding to the biggest surface normal, to another axis. The projected points can now be clustered (shown by two red ovals). The points in each cluster correspond to a wall. To get the equation coefficients describing the
3.5 Scan registration

The points measured by the LIDAR mounted on the rover are in the coordinate frame of the LIDAR itself. In order for a floor plan to be made, the multiple scans need to be in a global coordinate frame among all the scans.

Open source libraries have been used to manipulate the point clouds, and apply the transformation to merge them. Open3D [41] has been used to perform the point cloud registration. There are several methods of performing the registration, if there are only two point clouds, and there is a lot of overlap between the clouds, a point-to-point ICP can be performed. This is fairly fast, as the transformation is only performed on a single cloud. If there are multiple point clouds that are required to be merged, a multiway algorithm can be used [9]. The multiway registration will keep a single point cloud as a reference point, and the rest of the point clouds will all get some transformation applied to them, in order to minimize the error across the set of all input scans.

An area of about 350 m$^2$ composed of four long hallways, took the rover about 5 minutes to collect the laser scans. The sampling rate is about 10 Hz leading to about 5000 laser scans. The travel speed of the rover is dynamic depending on the amount of free space, but on average is about 0.3 m/s. The pose of the rover is estimated by the Adaptive Monte Carlo Localization (AMCL) at a rate of 10 Hz and this data is stored as well. Each laser scan and AMCL estimates pose are tagged with the time when the measurement was taken. Typically the two measurements are not synchronized.
Optimizing multiple scans to fit together is typically a very time consuming operation. Instead because the pose approximation from the AMCL is fairly accurate, we sequentially align scans based on that pose estimate. Due to the large sampling rate, in comparison with the speed of the rover, a large amount of overlap is expected between sequential scans. Due to the redundancy of information in the scans, and if registration is not successful, some scans are dropped. **Fitness** is a measure of the overlapping area, in our experiments the scans were registered, and if a scan did not have a mean **fitness** higher than 0.99 with the previous 5 scans, that scan was rejected, indicating the optimization was not successful.

The registration procedure can be summarized by the following steps:

1. Linearly interpolate the poses reported by AMCL at each laser scan time stamp
2. Retain only every 5\(^{th}\) scan
3. Apply the pose transformation from AMCL to the scans
4. If the mean **fitness** between the frame, and the previous 5 is less then 0.96, then drop the scan
5. Sequentially register every two pointclouds
6. If the mean **fitness** between the frame, and the previous 5 is less then 0.99, then drop the scan

**Algorithm 3:** Registration summary

During one of our experiments, after running Algorithm 3, only about 2\% of the scans were retained. This still left about 115 scans to be analyzed and a floor plan to be extracted.
Chapter 4

Implementation

The system is composed of multiple systems working together in order to collect, analyze it and determine the usefulness of the proposed algorithm. Simulation has been used in order to be able to obtain accurate ground truth measurements of the building, a rover equipped with a Light Detection And Ranging (LIDAR) has also been used in order to collect data from a real world environment.

4.1 Simulation

The first step in the collection of the LIDAR simulation data is to create a 3-Dimensional (3D) Computer Aided Design (CAD) model of an indoor location. The model is of a resolution and size similar to what would be expected in a large building in real world, windows and doors are represented by empty space in the model. During simulation, the LIDAR rays will pass through the empty spaces, the real world experiments show some of LIDAR rays will be reflected back when they hit glass, leading to some discrepancy between simulation and real world when analyzing areas near windows.

The 3D CAD model of the building is made in Autodesk Inventor [4]. After the 3D model is created, a .stl file which is then imported into BlenSor [17]. BlenSor is a
simulation software used to create realistic simulations of LIDAR and Kinect sensors, for the purpose of offline simulation. BlenSor is able to simulate measurement errors in the LIDAR as well, the values chosen were consistent with what would be expected for a modern LIDAR, Gaussian noise with 1cm standard deviation. We take advantage of the ability to automatically register the multiple pointclouds in the same coordinate frame, this allows us to forgo the registration step for synthetic data.

Multiple scanning locations are selected in the model, and each scan is saved as a .pcd file, along with the location where the scan was taken.

4.2 Data collection

There are many ways to collect the training data. Typically the requirement is to have an adequate coverage of the building. In previous work measurements were made by a human operator. Our goal is to automate the processing pipeline for floor plan creation. In order to do so, we collect the data with a rover platform. In the following sections the software and hardware sections of the platform will be described.

4.2.1 Rover Platform Hardware

The rover is equipped with a LIDAR to perform the localization and mapping. An off-the-shelf laptop is installed on top of the rover where the algorithms are run, and where the sensors are connected to.

The robotic platform is an implementation based on the kit sold by Parallax inc., the kit is named Arlo Complete Robot System. The assembled rover is about 10 inches tall and 18 inches in diameter. The robot is capable of carrying up to 20 pounds and can travel up to 0.75 m/s. The rover is equipped with two 12VDC lead acid batteries which
are used to power two DC motors each equipped with a 36-position disk quadrature encoders resolving to 144 discrete ticks per tire revolution. The rover is equipped with 6 sonars as a safety mechanism in case an obstacle jumps in front of the rover or a faulty navigation command is sent from the navigation algorithm.

The robotic platform is designed in a modular fashion where tasks are segregated on different computing devices based on the computation required and the response time required.

The main components on the system are the Microcontroller (MC) which is connected with the sonar sensors, and motor controller. The laptop is used for its large computation power to run the Simultaneous Localization and Mapping (SLAM) algorithm and the navigation. A diagram of the system overview can be seen in Figure 4.1.
4.2.2 Rover Platform Software

The MC has been programmed in a proprietary version of C. The laptop is communicating with the MC over Universal Serial Bus (USB), sending the current pose and the desired pose to the MC. The MC is responsible of navigating between the two poses and communicating back to the laptop when it has reached the pose.

The laptop is running Robot Operating System (ROS), an open source software used to manage and integrate different packages in a unified robot. There are two main components for which ROS is responsible for, the **SLAM** and **navigation**. The SLAM algorithm is using the a LIDAR to create a map in conjecture with the wheel encoder readings. The navigation algorithm used is part of the **move_base**. The navigation algorithm will output a viable path in a map if the location of the robot is known, and the final destination is indicated.

Sometimes the location of the robot is not known, but a map is available from a previous mapping run. In cases like this, it is valuable to take advantage of the already existing map. In order to do this, just the localization needs to be perform, and the mapping is not necessary anymore. ROS provides a localization library **Adaptive Monte Carlo Localization** which is a particle filter used to track the position of the robot given an already fabricated map.

During our experiments an initial run of the rover is performed in the desired area, and a map is created. The system is afterwards run in the localization mode, where Adaptive Monte Carlo Localization is used to keep track of the rover. During the second scan, the raw laser scan measurements are recorded in a **.bag** file. The location, as indicated by Adaptive Monte Carlo Localization (AMCL) is recorded as well. Those locations are used as an initial estimation when registering the pointclouds, as described in Section 3.5.
4.3 Software

For the implementation of the algorithms presented we used the Python 3 programming language (Python Software Foundation, https://www.python.org/). To aid with the manipulation of the pointclouds and to extract lines using Random Sample Consensus (RANSAC), the PCL(Point cloud library) library was used [33], along with the python binding python-PCL (http://strawlab.github.io/python-pcl/). Mathematical manipulation on is done using the help of Numpy [30], Pandas [23], and scipy [21]. In order to open the open .pcd files, at times it was convenient to use the functions present in pypcd library (https://pypi.org/project/pypcd/).

In order to open the .stl files and extract the ground truth locations of the walls, numpy-stl was a useful library (https://pypi.org/project/numpy-stl/). The computation of the convex hull and KMeans was performed using open source libraries [15, 32].

Development was performed in the Jupyter notebooks [22] and graphics and graphs have been rendered using Matplotlib [19].

All computations have been run on a 2017 MacBook Pro with a 3.1GHz Intel Core i5 processor and 16GB of memory.
Chapter 5

Evaluation

During our experiments we evaluate the benefit of selecting a subset of the scans in a certain order as opposed to selecting them randomly or in sequential order as they have been collected. We believe the data provided by the scans have a submodular property, and being able to select the most informative subset will provide a significant computation speedup with minimal loss in the final output.

There is currently no well accepted method of measuring the accuracy of the walls extracted, yet we require a metric in order to make any suggestions when the diminishing returns of the scan selection become too great, and it becomes redundant to analyze another scan.

5.1 Metrics

Even when the ground truth synthesized data from simulation is available, calculating the error between the inferred walls and the ground truth is still a challenging problem. Some of those challenges and the solutions we proposed will be presented in this section.
An ideal metric for the measurement of error between the inferred walls and the ground truth would be to match the inferred wall with the walls from the ground truth, and then measure by how much they deviate. In an ideal scenario where the output of the algorithm would provide exactly the same number of walls as the ground truth, and the inferred walls were roughly in the same location, then that would be a feasible metric. Unfortunately the walls are for each scan individually, leading to the case where multiple walls are inferred for the same wall. While this would not cause a problem for the creation of a floor plan, it would cause problems when trying to compute a metric with those walls.

A potential metric would be to use an optimization technique and match the inferred wall candidates to the ground truth ones. Given the noisy nature of the wall extraction algorithm, special care would need to be taken since the optimal of such an algorithm could provide an error which is smaller than the actual error.

Those errors would get emphasized especially when multiple walls are inferred for the same ground truth wall. For this reason we have settled for transforming the walls into a bitmap, and use the bitmap to calculate Correct match, False positive and False negative.

Our goal is to determine a subset of all the scans to use instead of performing computations on the whole data set. The metrics are general enough that any other wall extraction algorithm could be put in place, and as long as the complexity of the algorithm is dependent on the number of scans, the results would still be relevant.

Simulated data is created by making a Computer Aided Design (CAD) model of an indoor floor plan, and then the area is sampled in the same way a Light Detection And Ranging (LIDAR) would behave in that environment. For the simulated data we have the ability to extract the ground truth locations of the walls. This allows us to
analytically measure of how well the algorithm is performing.

Due to the way the data is collected, sometimes multiple walls are present for the same location, leading to an overlap, and also some walls although they are present in the CAD model of the building in simulation, they are never visible from the point of view of the LIDAR. This leads to a situation where there is no one-to-one match between the ground truth walls and the inferred ones. We resort to a binary comparison between the inferred walls and the ground truth walls.

A map of equal size and resolution is created for the inferred and ground truth walls. The map is binary, so multiple walls in the same location will not be counted as multiple errors. If there is one or more wall present, a value of 1 is placed that that location, and if no walls are present, a 0 is placed in the bitmap.

Once the ground truth $B_{GT}$ and inferred $B_{I}$ maps are created, they can be used to calculate an error map as follows:

$$B_{E} = B_{I} - B_{GT}$$

The error map $B_{E}$ is an matrix with the values $[-1, 0, 1]$. The following are calculated:

$$FalseNegative = \frac{1}{|B_{E}|} \sum_{i=1}^{|B_{E}|} [B_{E_i} = -1]$$

$$CorrectMatch = \frac{1}{|B_{E}|} \sum_{i=1}^{|B_{E}|} [B_{E_i} = 0]$$

$$FalsePositive = \frac{1}{|B_{E}|} \sum_{i=1}^{|B_{E}|} [B_{E_i} = 1]$$

The number of occurrences of each value in the error map is an indication of the
performance of the wall extraction algorithm. During our experiments we use the metrics to compare different sequences of choosing the scans, so the size of the bitmap is consistent. The number of occurrences is normalized by the total area of the map.

In Figure 5.1 the inferred wall bitmap (in red) is overlaid on a bitmap of the ground truth wall (in blue). Walls which are present in the ground truth bitmap, but are not extracted by the algorithm (false negative) are shown in blue. Walls which are present in both bitmaps, corresponds to correct matches, and in order to be visible, they are shown in purple in the figure. Artifacts which are extracted by the algorithm but they are not present in the ground truth model (false positive), are shown in red. In order to calculate the metrics for an algorithm the number of bits with each value is summed up and divided by the total area of the bitmap.

**Figure 5.1:** Overlay of the inferred bitmap and the ground truth bitmap
5.2 Synthetic data

Working with data generated using a simulation has the benefit of having a model where the exact location of the walls can be extracted from. As explained in section 4, the simulation model is a 3-Dimensional (3D) CAD model. Although in the model itself there is no strict definition of what a wall is, the model can be designed in such a way that taking a vertical slice of that model will be the equivalent of getting a floor plan.

By having the ground truth floor plan, we can compute Correct match, False positive and False negative, see section 5.1 for more information. This information allows us to make an informed decision when processing and extracting data from more scans provides insufficient incentive.

![Figure 5.2: Ground Truth floor plan with the location of the scans indicated by yellow markers. The endpoints of planes, such as doors and windows are shown by red markers.](image)

Figure 5.2: Ground Truth floor plan with the location of the scans indicated by yellow markers. The endpoints of planes, such as doors and windows are shown by red markers.
The ground truth floor plan of the synthetic data can be seen in Figure 5.3. This floor plan is supposed to be similar in shape to the real data set. Since there was limited accessibility when collecting the data in the real data set, no scans were taken inside the rooms. The synthetic model was sampled extensively inside and outside the rooms. The path along which it was sampled is supposed to imitate the path traveled by a rover with a LIDAR. The sampling rate for the synthetic data is slightly lower than the sampling rate of the real world data. About 150 scans have been collected over this area. In comparison for a similar area in the rover collected about 4000 scans. As described in the registration Algorithm 3, a large portion of the scans will be dropped due during the scan registration phase and the pre-processing. The number of the scans left over is about 130. The scans from the simulation are already registered in a global frame, making the comparison roughly equivalent.
Four methods of subset selection have been compared on the synthetic data set. Choosing scans based on the increase in total area covered using the convex hull, based on the area covered using the clustering hull method introduced in Section 3.3, randomly picking scans, and sequentially as they have been collected. As it can be seen in Figure 5.4, the sequential method is performing the poorest. Where the other three perform more similarly.

Figure 5.5 provides a visual comparison between two different orders in which the scans can be analyzed. In the first figure the scans are analyzed in the order they were collected, and the order suggested by our algorithm.
were made. In the second graph the scans are analyzed in the order suggested by our algorithm. As it can be observed by using just a small number of the total scans (15 out of 273) an almost complete floor plan can be extracted. This ability to use just a subset of the scans allows for scalability of the algorithm to larger buildings.

The random scan selection is uniformly choosing scans from all the possible ones. This approach is not taking in consideration the location where the scans were taken. During our simulation all the scans were taken at different locations, in a real world data collection, there are often areas which are sampled more often. This is usually the case when the rover has to go around obstacles or pass through narrow doorways (as highlighted in Figure 5.9). Depending on the severity of the phenomena, this would harm the performance of the random selection, but it would not affect the performance of the area based algorithms.

The following graph shows the area covered by convex hull area, and the cluster area.

![Figure 5.6: Convergence of area covered. 99% area covered indicated in the plot.](image)

As it would be expected, by using the convex hull as an area metric will be an
overestimation of the actual usable scan area. By first clustering small parts of the scan, and then using the union of the smaller convex hulls, it will give a more accurate description of the actual area. Quick convergence in this case is not a desirable trait for the algorithm. Once the algorithm believes it covers roughly the whole area, the scan sequence after that point will not be very informative, as each new scan provides very little increase in the area covered.

A slower convergence allows the algorithm to make informed decisions for a larger number of scans. The accuracy of the area estimation in the Cluster area algorithm can be adjusted by changing the number of clusters in KMean function in Algorithm 1. Depending on the area, and the equipment used to make the measurements different number of clusters would be used. As shown in Figure 5.7 using the Area metric will reach 99% area covered after about 10 scans, and the Cluster area metric after about 17 scans.

As it can be see in Figure 5.7 as the number of clusters is increased, the value of the area covered is lower even as the number of scans is increase.

![Convergence as number of clusters changes](image)

**Figure 5.7:** Relationship between area cover and number of clusters
As the number of clusters is increased, the computation time also increases. Depending on the algorithm used to extract walls, the optimal number of clusters could be identified to minimize the total computation time. Some proposed wall extraction algorithms proposed in literature are very computationally intensive, making it beneficial to start with as few scans as possible.

5.3 Wall extraction

Extracting walls from a pointcloud is typically a problem of detecting and segmenting multiple planes. Algorithms for plane extraction required robustness to outliers. One of the most popular algorithms is Random Sample Consensus (RANSAC), introduced in [11]. RANSAC uses a sampling technique where candidate solutions are generated using the least number of samples. The number of samples is slowly increased while updating the candidate solutions. The RANSAC algorithm can be summarized as:

1. Select a subset of the samples, considered a hypothetical inlier.
2. Generate candidate model parameters for the hypothetical inlier set.
3. Test the hypothetical outliers against the proposed models. Outliers which are well predicted by the model, are considered part of the consensus set.
4. If the consensus set is above a certain size, the model is considered adequate, otherwise step 1-3 is repeated until the consensus set it large enough.

Algorithm 4: RANSAC

Several extensions have been made to the RANSAC algorithm including sampling based on maximum likelihood [36] and importance sampling [35] among many others.

Each time a line extraction algorithm is run on a point cloud, a set of inliers and the parameters of a single line is returned. This proved to be an issue in the case where floor plans are to be extracted, because each scan contains multiple planes. A typical approach is to remove the set of inliers from the whole point cloud, and run the algorithm
again, until the number of points left is lower than the threshold required for another line to be found. Based on our experiments using this approach we found multiple wall candidates for each wall in the point cloud scan.

5.4 Real data

During the set of experiments utilizing real data, we are not able to come up with a ground truth model of the walls to compare our inferred walls with, as we have with the synthetic version of the experiments.

<table>
<thead>
<tr>
<th>Step</th>
<th>Time</th>
<th># scans at end of step</th>
<th>Data size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data collection</td>
<td>6min</td>
<td>6070</td>
<td>4.83 GB</td>
</tr>
<tr>
<td>Selecting continuous scans</td>
<td>6 min 29s</td>
<td>130</td>
<td>11.5 MB</td>
</tr>
<tr>
<td>Registration optimization</td>
<td>40s</td>
<td>90</td>
<td>6.9 MB</td>
</tr>
<tr>
<td>Hull creation</td>
<td>10s</td>
<td>90</td>
<td>6.9 MB</td>
</tr>
<tr>
<td>Cluster Subset selection</td>
<td>4.5s</td>
<td>15</td>
<td>1.6 MB</td>
</tr>
</tbody>
</table>

Table 5.1: Computation time required for each step

For our real data test bed we are using a rover to collect the data on a portion of the second floor of Information Technology Building (ITB) at McMaster University. The time for each of the steps of the process can be found in Table 5.1. The computation time required to process the ’Cluster Subset selection’ can be quite lengthy due to the polynomial nature of the hull union algorithm. As it can be observed in Figure 5.7, depending on the number of clusters, the area stops increasing, as more scans are added. This allows us to stop the computation after a desired amount of scans have been selected. For this experiment we chose 10 clusters and chose a subset of 15 scans. The
Figure 5.8: Time required to compute the subset selection for different number of scans.

Computational time required as the number of scans increases can be observed in Figure 5.8.
Figure 5.9: Registered scans along with the location of each scan. Darker blue indicates more scans at that location. Areas with many scans are circled.

We are also comparing two different methods to extract the walls from the scans. We are looking at comparing an implementation of RANSAC as described in Algorithm 4, with the clustering method described in Section 3.4. In Figure ?? we can see the difference in computation time for different scans. In Figure ?? the cumulative number of walls extracted, and in Figure ?? the number of walls extracted is shown.
Figure 5.10: Time comparison and Cumulative number of walls extracted

As it can be observed in Figure 5.10, RANSAC and the clustering RANSAC algorithm proposed in Section 3.4 are compared in terms of computation time, and number of walls extracted.

RANSAC, described in Algorithm 4, extracts multiple walls from each scan by converging on a line, removing it from the data set, and afterward looking for another one. This iterative process is bounded by a minimum number of points required to be in the point cloud, so the computation time will be quite sporadic, depending on the size of the point cloud. The clustering RANSAC will only iterate depending on the number of clusters found, which is not dependent on the size of the point cloud.

The clustering RANSAC is more restrained towards inferring a wall, leading to less overall walls detected. This can be observed by looking at the overall result of the extracted walls superimposed on the real data in Figure 5.11.
The lower number of walls extracted is typically desirable since the computational time for the wall filtering step and step where relationships are found between walls, grows with the number of walls.

In Figure 5.11 the walls extracted after just the first 15 scans have been used. This can be contrasted with the results shown in Figure 5.12 where all the scans have been used. As it can be observed, the performance of the Cluster RANSAC and regular RANSAC are similar although just a fraction of the scans are utilized in the former case.
Figure 5.12: Walls extracted superimposed on real data, by using all 90 available scans.
Chapter 6

Conclusion and Future work

In this thesis, we proposed a method of selecting a subset of scans for the purpose of a floor plan creation. Experiments have been conducted using simulated data, as well as real world data. Multiple metrics are presented for each dataset, based on the available data. We also proposed a method of extracting multiple lines from a single noisy scan. While the experiments show promising results in reducing the number of scans required, there are nevertheless limitations to this approach. Currently the quality of the data is measured by the area coverage, other metrics regarding the data should also be considered, such as the point density. Furthermore the loop between the line extraction and scan selection should be closed, such that the confidence of the line extraction should guide the selection of the scans. Also the current method of choosing scans works offline after a whole data set was collected, literature shows there are algorithms which work on real time data, a different approach would need to be taken to select scans in real time. To compare the proposed algorithmic changes, more robust error metrics for the inferred walls should be implemented.
Bibliography

[1] Icp registration.


BIBLIOGRAPHY


[31] Viorica Pătrăucean, Iro Armeni, Mohammad Nahangi, Jamie Yeung, Ioannis


[38] Tomás Werner and Andrew Zisserman. New techniques for automated architectural

