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Abstract

In this thesis we introduce a new quantity which we call the dynamic fidelity susceptibility
(DFS). We show that it is relevant to out-of-equilibrium dynamics in many-particle quan-
tum systems, taking the problem of an impurity in a Bosonic Josephson junction, and the
transverse field Ising model, as examples. Both of these systems feature quantum phase
transitions in their ground states and understanding the dynamics near such critical points
is currently an active area of research. In particular, sweeping a system through a quan-
tum critical point at finite speed leads to non-adiabatic dynamics. A simple theoretical tool
for describing such a scenario is the celebrated Kibble-Zurek theory which predicts that the
number of excitations is related to the speed of sweep via the phase transition’s critical ex-
ponents at equilibrium. Another theoretical tool, useful in describing the static properties of
quantum phase transitions, is the fidelity susceptibility. Our DFS generalizes the concept of
fidelity susceptibility to nonequilibrium dynamics, reproducing its results in the static limit,
whilst also displaying universal scaling properties, akin to those found in Kibble-Zurek the-
ory, in the non-adiabatic regime. Furthermore, we show that the DFS is the same quantity as
the time-dependent quantum Fisher information which provides a measure of multi-partite
entanglement, as well as being closely related to out-of-time-order correlators (OTOCs).
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Chapter 1

Introduction

The study of dynamics is one of the fundamental cornerstones in physics as it relates an
objects motion in time to its energy (Hamiltonian). This is typically done by constructing a
model to describe that energy and then solving the equations of motion governing that en-
ergy. In quantum mechanics many of the equations of motion (Schrödinger equation, Master
equations, ect. . . ) do not encapsulate all of the possible physical phenomena that could be
considered in a model. As an example, by introducing a time dependence in a parameter
within a constructed model, we are describing how changing this parameter in time can af-
fect the outcome of these dynamics. From a classical perspective, including time dependence
into the Hamiltonian violates the conservation of energy meaning some transfer of energy is
not accurately modeled. Yet Hamiltons equations do not change their form with respect to
this time dependence. The same can be said for quantum mechanics as variation in the quan-
tum action (Feynman path integral) still arrives at the canonical time dependent Schrödinger
equation regardless of how time dependence is introduced into the Hamiltonian. Part of the
goal in explicitly including a time dependence into the Hamiltonian, is to accurately model
the outcome of an experimenter changing a parameter in time. In this thesis, we will focus
on the dynamics of quantum phase transitions which are typically treated by considering an
explicit time dependence in the driving parameter.

Phase transitions are fundamental changes in the state of matter for a system of particles
dependent on an order parameter and the temperature of that system [1]. Continuous sec-
ond order quantum phase transitions (QPT’s) are often recognized as a macroscopic change
in the ground state of a system where quantum fluctuations dominate over thermal fluctua-
tions [2]. When a system is undergoing a QPT, the quantum critical point (QCP) corresponds
to a diverging correlation length which is characterized by critical exponents. These critical
exponents are allocated to a notion of universality meaning they do not depend on the mi-
croscopic details of the system, rather they are determined through the universality class of
the transition which is determined by inherent symmetries in the model, dimensionality, and
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the range of interactions [3].

In equilibrium, universality has been one of the resounding successes of modern physics
and it is utilized as a powerful tool for understanding classical [4] and quantum [2] phase
transitions. For QCP’s, the divergence in the correlation length is usually connected to a van-
ishing energy scale in the quantum system. One theoretical method for finding QCP’s within
quantum systems is through the fidelity susceptibility of the ground state. The fidelity sus-
ceptibility is the second order derivative of the quantum fidelity with respect to the driving
parameter and it measures the sensitivity of the ground state of the system to changes in the
driving parameter. The strength of the fidelity susceptibility is that it doesn’t require an a
priori knowledge of the local order parameter in order to determine a QCP [5, 6, 7, 8]. It has
also been useful in determining finite size scaling effects along with intimate connections to
quantum information [9, 10]. Through our new quantity called dynamic fidelity suscepti-
bility (DFS), we explore similar concepts to those studied using the fidelity susceptibility in
many-body quantum systems, but where they are driven out-of-equilibrium.

The DFS is defined as the second order derivative with respect to time of the overlap
of the wavefunction with itself an infinitesimal time later. It is analytically equivalent to
the zero temperature quantum Fisher information which is measure of multipartite entan-
glement [11]. Given the nature of susceptibilities, the DFS measures the sensitivity of the
system to fluctuations in time. Unlike the standard fidelity susceptibility , which fundamen-
tally assumes adiabaticity (the system is always in the ground state), the DFS allows us to
us to examine truly non-equilibrium systems. Within the context of closed quantum sys-
tems initially prepared in the ground state with a time dependent driving parameter, we
show the DFS has universal properties, and it is equivalent to the fidelity susceptibility in
the adiabatic limit. To make the discussion concrete, we base our discussion on the Bosonic
Josephson Junction coupled to an impurity atom model, along with the transverse field Ising
model.

Out-of-equilibrium quantum dynamics has been a field of intense experimental [12, 13,
14, 15] and theoretical [16, 17, 18, 19] interest over the past couple decades [3]. Focusing on
closed interacting models, the dynamics near quantum phase transitions can display uni-
versality [20]. One of the simplest situations is to consider a linear time dependence in the
driving parameter reminiscent of the Landau-Zener problem [21]. When the order parameter
is reformulated as a monotonically increasing function of time, the Kibble-Zurek mechanism
provides an intuitive theoretical prediction towards calculating the critical exponents based
on the rate at which the order parameter is changed [16, 17].

Adiabatic perturbation theory provides a mathematical framework for describing the
universal dynamics provided one is close to the adiabatic regime [22]. However, for long
and infinite range interacting models, determining critical exponents is challenging [23, 24,
25, 26], particularly when the system is driven out-of-equilibrium [27, 28, 29, 30]. We calcu-
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late the time dependent dynamics of a Bosonic Josephson Junction coupled to an impurity
atom (BJJ-I) and notice that the Kibble-Zurek universality breaks down for the density of
defects. This is due to the inherent infinite range (all to all) interactions in the model [29]. By
looking at the DFS when the BJJ-I system evolves from its many-body ground state under
a linear time dependence, we directly observe universal dynamics and a connection to the
zero temperature quantum Fisher information (QFI).

For pure states, the QFI is equivalent to the variance of an observable. In general, the
QFI is a measure which quantifies how accurately a parameter can be estimated from the
knowledge of a quantum state in an experiment [31, 32]. Astonishingly, universality in the
QFI close to quantum critical points has recently been established in the equilibrium context
for finite sized systems from measures of multipartite entanglement [32]. Multipartite entan-
glement about quantum critical points through the QFI has been a subject of much interest
[33, 11, 34]. Within the Schrödinger picture, we find the DFS is exactly equivalent to the vari-
ance of the time dependent Hamiltonian thus providing a connection between multipartite
entanglement and DFS. In the Interaction picture, the DFS can be represented as an Out-of-
time ordered correlator (OTOC) [35, 36, 37] with similarities to Fidelity Out-of-time ordered
correlators (FOTOC) [38].

OTOCs have been shown to feature an exponential growth for fast scramblers such as
black holes [39, 37], and have provided a means for experimentally measuring many-body
echoes [40, 41]. However, due to the decaying nature of OTOC’s, experimentally differen-
tiating between scrambling and decoherence is difficult in general for complex many-body
systems [40]. When DFS is evaluated in the Interaction picture, we show that it can be rep-
resented as an OTOC indicating a connection between OTOC’s and the QFI for pure states.
This provides a promising result towards computationally evaluating OTOC’s for driven
quantum systems out-of-equilibrium.

1.1 Classical Phase Transitions

Within physics, we describe matter by analyzing it as a system of particles. Statistical me-
chanics has provided an accurate approach towards modeling how these systems of parti-
cles behave without knowing the individual properties for each particle within the system.
In particular, one of the triumphs from this theory is in the concept of universality which
predicts that changes in the state of matter (otherwise known as a phase transition) are not
dependent on the microscopic details of the system. Instead they are determined by the
dimensionality, range of interactions, and inherent symmetries in the model describing the
system [1]. In particular, a specific set of exponents can be used to classify these phase tran-
sitions. Remarkably, many vastly different systems can share these particular exponents
meaning they belong to the same universality class.

3



M.SC. THESIS - M. RICHARDS; MCMASTER UNIVERSITY - PHYSICS AND ASTRONOMY

Within this section, we discuss how classical systems undergoing a phase transition can
be described with Landau theory. Using this formalism, we discuss how universality arises
at a critical point in which the systems changes its state of matter. Finally, this concept is
shown to hold far away from the critical point through the scaling hypothesis. Each of these
topics is taken with particular attention to the magnetic susceptibility in order to provide
further fundamental understanding behind susceptibilities. Much of the context in this sec-
tion is taken from textbooks in statistical mechanics and is used to establish the concept of
universality and finding critical exponents. The main textbook is Mehran Kardars textbook
“Statistical Physics of Fields” [1] and the interested reader can look further into this topic
there.

1.1.1 Landau Theory of Classical Phase Transitions

When a system undergoes a drastic change at some critical temperature (Tc) due to some
externally controlled variable, this is known as a Classical Phase Transition (CPT) [42]. For
many classical systems, Landau’s theory has had remarkable success in describing CPT’s. It
is a phenomenological theory based on the idea of expanding the free energy (f ) as a power
series in the order parameter (m) [43]

f(m,T ) = f0(T ) + f1(T )m+ f2(T )m2 +O(m3). (1.1)

The coefficients fi(T ) for i ∈ N0 are also dependent on the underlying parameters governing
the Hamiltonian. In general, this order parameter must be small (m << 1) on one side of the
CPT and zero on the other, thus distinguishing between an ordered and disordered phase
for the system.

For second order phase transitions, the order parameter changes continuously from zero
starting at the critical temperature. This means that the free energy should be an even func-
tion (f(m) = f(−m)) since m ∈ R. So the free energy can be expressed in even powers of the
order parameter (up to the fifth order)

f(m,T ) = am2 +
1

2
bm4 +O(m6), (1.2)

where a and b are parameters, and f0 is removed for simplicity. By assuming b > 0, we
are ensuring that there are local minima in the free energy for various values of m. An
illustration of how this Landau free energy looks is given in Fig. (1.1).

To a first order approximation in temperature, we can write a in the form of a(T ) =

ao(T − Tc), where a > 0 means f(m,T ) has one local minima at m = 0, and a < 0 means
f(m,T ) has two local minima which are symmetric about m 6= 0. It should be noted that
T = Tc implies a(T = Tc) = 0. By minimizing Eq. (1.2), we are finding the solution to the
system when it is at equilibrium and we are describing the properties of the phase transition
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Figure 1.1: Illustration of Eq. (1.2) for various values of a and b = 1. As temperature de-
creases, the system gradually goes from one local minima at m = 0 to two local minima
symmetric about m = 0. If the system were to start in equilibrium with T > Tc and then
slowly decrease in temperature, it would go from a stable equilibrium at m = 0 to an unsta-
ble equilibrium.

through the order parameter about the critical temperature. Fortunately, we can solve the
order parameter at equilibrium analytically for Eq. (1.2) and the answer is

m(T ) =

0 T > Tc,

±
√

ao(Tc−T )
b T < Tc.

(1.3)

Even though we have a solution to how this system will behave in the thermodynamic limit,
we have omitted a very important physical phenomena, fluctuations. We can see how promi-
nent these fluctuations would be by considering what would happen if we started the system
when a > 0 and then drove it to a < 0. Initially, it would remain in its equilibrium at m = 0,
but a small change in m would drive the system to one of the minima.

If we consider spatial variations in the order parameter (m(r)) where r represents a spa-
tial degree of freedom, we can account for the energy cost of spatial fluctuations by including
a ∇m(r) term into Eq. (1.2). This turns the Landau free energy into

f(m, a, b)→ f(m(r), a, b) =
s

2
(∇m(r))2 + am2 +

1

2
bm4, (1.4)
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with some scalar value s. Solving this free energy can be quite intensive since we would
need to integrate over all space to find the total energy of the system. Fortunately, we can
take into account these fluctuations with a more convenient measure.

1.1.2 Universality and Critical Exponents

We can take into account spatial fluctuations near the critical point, by quantifying how
prominent these fluctuations are through the correlation function. This correlation function
describes how microscopic variables at different positions are related. We define the correla-
tion function (G(r)) in terms of the assumed order parameter density (m(r)) as

G(r) =< m(r)m(0) > − < m(r) >< m(0) >, & M =
〈∫

ddrm(r)
〉
, (1.5)

where <> denotes ensemble average, and d is the dimensionality of the system.
Let’s suppose that about the critical point, (i.e. T = Tc) any thermodynamic variable

can be written in terms of a regular part which remains finite, plus a singular part that may
diverge or have diverging derivatives [44]. Under this supposition, the singular part of the
correlation function can be written in the Ornstein-Zernike form as

G(r)→ r2−d−ηe
− r
ξ where, ξ ∼

∣∣∣T − Tc
Tc

∣∣∣−ν . (1.6)

The ∼ here means “has a singular part proportional to” [44] and can analytically be inter-
preted as “asymptotically equal”.

Here, ξ is known as the correlation length while ν and η are known as critical exponents.
The correlation length ξ determines the length at which spatially separated correlations de-
velop as a function of temperature (T ) [1]. Notice how the correlation length diverges when
T approaches Tc, indicating a phase transition in the thermodynamic limit (N → ∞). This
divergence is characterized specifically by the critical exponent ν.

Inherently, a divergence in the correlation length implies singularities for other thermo-
dynamic functions which can be characterized by particular critical exponents [1]. Some of
these singular relations are illustrated in Table 1.1. Remarkably, many systems will behave
similarly about critical points and share critical exponents even though their microscopic de-
tails are drastically different. This concept is known as universality and systems that share
the same critical exponents are said to be in the same universality class. It is important to
note that the critical exponents do not have to be the same on both sides of the critical tem-
perature as is shown in Eq. (1.3) where m ∼ (Tc − T )

1
2 when T < Tc and m ∼ 0 when

T ≥ Tc.
We can illustrate universality for thermodynamic functions, by explicitly looking at the

free energy of a second order phase transition with an external field of h coupled linearly to
the system. The free energy is given as

6
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Thermodynamic Function Critical Exponent Singular Relation
Heat Capacity C(T ) α C(T ) ∼ |T − Tc|−α

Order Parameter m(T ) β m(T ) ∼ (Tc − T )β

Susceptibility χ γ χ ∼ |T − Tc|−γ

Correlation Function G(r) η G(r) ∼ r2−d−η

Correlation Length ξ ν ξ ∼ |T − Tc|−ν

Table 1.1: Table of various thermodynamic functions that can experience scaling behaviour
governed by the critical exponent. Inherently, the microscopic details of the model don’t
determine the critical exponents, rather they are determined by symmetries in the model,
dimensionality (d), and the range of interactions within the model.

f(m; ao, b, T, h) = ao(T − Tc)m2 +
b

2
m4 − hm, (1.7)

where a(T ) = ao(T − Tc) and ao is a constant. By having the free energy in this form, we are
assuming the order parameter m is constant in space since there is no ∇m(r) dependence.
Minimizing this free energy and solving for h yields

h = 2am+ 2bm3. (1.8)

This is the value of h in which the system is in equilibrium.
As an example of universality, the longitudinal susceptibility is defined as χ−1

l = limh→0
dh
dm

[1]. Longitudinal susceptibility is often attributed to magnetic systems where the order pa-
rameter is defined as the magnetization separating ferromagnetic and anti-ferromagnetic
phases, and the external field is a magnetic field. It describes the change in magnetization
with response to a field perpendicular to it [1]. By substituting in the solution for magneti-
zation found in Eq. (1.3) into the definition of susceptibility, we arrive at

χl(T ) =

 1
2|T−Tc| T > Tc,

1
4|T−Tc| T < Tc.

(1.9)

Longitudinal susceptibility is shown in Fig. (1.2). For Longitudinal susceptibility, the critical
exponent is the same on each side of the critical temperature Tc. There is however a factor of
2 difference between each side.

1.1.3 Homogeneity & the Scaling Hypothesis

Given that various thermodynamic quantities are interconnected, the critical exponents must
be dependent of one another [1]. In the vicinity of a critical point, many of the more compli-
cated critical exponents can be directly explained by a few independent exponents. We will

7
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T

χ
(T
)

T=Tc

Figure 1.2: Longitudinal susceptibility (χ = limh→0
dm
dh ) from Eq. (1.9) for various values

of T with ao = b = 1. Longitudinal susceptibility is defined as a strictly positive value for
different values of T . The critical exponent of susceptibility is given by γ = 1 for systems
satisfying a free energy in the form of Eq. (1.7).

demonstrate this through the scaling hypothesis which takes a closer look around the criti-
cal point of the phase transition and looks at how various thermodynamic quantities change
under a change in the correlation length [44].

One of the key assumptions for the correlation length is that it is a homogeneous function
[1]. A function g(x1, x2, · · · ) is homogeneous of degree n if it can be written as

g(λx1, λx2, · · · ) = λng(x1, x2, · · · ), (1.10)

for any rescaling factor λ. With an appropriate choice in λ, one of the arguments can be
removed. As an example, consider the case where λ = 1

x1
for a homogeneous function

g(x1, x2, · · · ). This gives

g(x1, x2, · · · ) = xn1g(1,
x2

x1
, · · · ) = xn1φ(

x2

x1
, · · · ) (1.11)

which is an equivalent way to think of homogeneity for some function φ [45].
In particular this can be shown when considering the singular part of the free energy de-

fined in Eq. (1.7). For simplicity, lets rewrite a(T )
b = λ and present Eq. (1.8) in a homogenous

form as

8
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h(λ,m) = 2|λ|
3
2

[(
m

|λ|
1
2

)
+

(
m

|λ|
1
2

)3]
. (1.12)

By rearranging for the order parameter, it must be in a the form of

m = |λ|
1
2 g1

( h

|λ|
3
2

)
, (1.13)

for some function g1.

Applying the same approach to the Landau free energy given in Eq. (1.7) we arrive at

f(λ,m, h) = |λ|2
[(

m

|λ|
1
2

)2

+

(
m

|λ|
1
2

)4

−

(
h

|λ|
3
2

)(
m

|λ|
1
2

)]
. (1.14)

=⇒ f(λ,m, h) = fr(λ,m, h) + fs(λ, h), where fs(λ, h) = λ2g2

(
h

|λ|
3
2

)
, (1.15)

for some function g2. In this process we have split the free energy f into a regular part fr
which remains finite as T → Tc and a singular part fs which diverges in that limit. By
choosing the value of λ = a(T )

b and factoring out by a specific value, we have reduced the
dependence of the free energy from three variables to two and as such eliminating the de-
pendence on the order parameter [46].

In general, the homogeneity assumption means that the singular part of the free energy
for any system takes this same form [1]

fsing(λ, h) = |λ|2−αgf
( h

|λ|∆
)
. (1.16)

The critical exponents α and ∆ are the critical exponent for the heat capacity and what is
called the “Gap exponent” respectively. Their values are solely dependant on the nature of
the critical point [1]. Another implication of the homogeneity assumption, is that each critical
exponent can be obtained directly from two independent exponents (e.g, α and ∆) [1]. As an
example we can see how the susceptibility depends on α and ∆ by plugging Eq. (1.16) into
the definition of susceptibility giving

χ(λ, h) = lim
h→0

∂m

∂h
∼ lim

h→0

∂2fsing
∂h2

∼ |λ|2−α−2∆ =⇒ γ = 2∆− 2 + α. (1.17)

There are many other relations comparing critical exponents to one another. Some of these
are

9
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α+ 2β + γ = 2 (Rushbrooke’s identity), (1.18)

δ − 1 =
γ

β
(Widom’s identity), (1.19)

2− α = dν (Josephson’s identity). (1.20)

When the homogeneity assumption is applied to the free energy it says very little about
the behaviour of correlation functions about a critical point which are key quantities in un-
derstanding how fluctuations affect a system. Instead of assuming the free energy has to be
homogeneous, we can describe fluctuations through the scaling hypothesis which proposes
two conditions. One is that the the correlation length ξ is a homogeneous function, i.e.

ξ(λ, h) ∼ |λ|−νg
( h

|λ|∆
)
. (1.21)

The other condition is that close to criticality, the correlation length is the most important
length scale for the system and it is solely responsible for singular contributions to thermo-
dynamic quantities [1]. Josephson’s identity Eq. (1.20) relates the critical exponent for the
correlation length ν with other critical exponents and it is a direct consequence of the scal-
ing hypothesis. Eq. (1.20) is known as a hyperscaling relation and any theory of critical
behaviour must account for this relation in low dimensions and its breakdown for d > 4

[1]. Another consequence of the scaling hypothesis is that the free energy is homogeneous
as well.

1.1.4 Finite Size Scaling

In reality, the thermodynamic limit is an approximation (a very good one) to our understand-
ing of how collections of particles behave with one another. As an example, the definition of
a phase transition prohibits any singularities for systems with finite sizes. Implicitly, a finite
system size means that the dimensions of the system have to be finite as well. This is most
adamant in experiments when the number of particles (N ) can directly affect the results and
numerical simulations since relevant parameters have to take on finite values. We can un-
derstand the scaling properties for systems of finite size (not in the thermodynamic limit) by
applying the finite size scaling hypothesis.

The finite size scaling hypothesis states: in finite systems close to a critical point, the
dominant length scales are the correlation length (ξ) and the finite geometry of the system
characterized by the length (L) [47]. If we consider the case of h = 0, we expect finite size
effects to dominate when L << ξ(λ, 0) ∼ λ−ν since the correlation length can not exceed the
system size [46]. If we also assume homogeneity, we can rewrite the correlation length as
scaling function in the form of [47]
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ξ(λ, L) = cξ(c
1
ν λ, cL−1). (1.22)

This tells us that the inverse length is another variable that is scaled. By choosing a value of
c = L we arrive at

ξ(λ, L) = Lφ(L
1
ν λ) (1.23)

Within the limit L → ∞, the correlation length should behave similarly to its form in the
thermodynamic limit meaning limx→∞ φ(x) ∼ |x|−ν since ξ(λ, 0) ∼ |λ|−ν from Eq. (1.21).
In the other limit of λ → 0 and L = finite, the correlation length is cut off by the system
size meaning ξ ∼ L or limx→0 φ(x) ∼ consant. From here we can see how the susceptibility
depends on the systems length L near a critical point by noting χ ∼ ξ

γ
ν giving [47]

χ ∼ L
γ
ν φ̃(L

1
ν (T − Tc)), (1.24)

where φ̃ is a different scaling function.

1.2 Equilibrium Quantum Phase Transitions

Thermodynamics was originally formulated within the context of equilibrium and has been
well establish experimentally and theoretically. In general, systems that experience a macro-
scopic phase transition are not in a true state of equilibrium since there has to be a difference
in some external parameter driving the phase transition. However, as long as the change
in these external parameters is small, the system can be well approximated to be in equi-
librium. This tells us that the previously derived laws on universality and scaling can be
applied experimentally.

From here, we move the discussion to quantum systems which undergo a macroscopic
change in the ground state where temperature is approximated to be zero. Experimentally
speaking, reaching zero temperature is impossible but very close to T = 0 is in fact possi-
ble. By understanding critical phenomena about T = 0, we can work outward to see the
underlying thermodynamic and dynamic properties of the system [2].

In this section, we discuss how second order quantum phase transitions are formulated
and the underlying physics driving these transitions. Next we discuss how fidelity suscepti-
bility can be used to detect the presence of a quantum critical point and their context within
the study of quantum phase transitions (QPT). Finally, we discuss how the quantum Fisher
information is used as a measurable quantity to detect criticality and how it is related to
multipartite entanglement.
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1.2.1 Quantum Phase Transitions

Second order QPT’s are defined under Hamiltonians Ĥ(g) of the form Ĥ(g) = Ĥo + gĤ1

where g is a dimensionless coupling [2]. g is often referred to as the driving or control pa-
rameter for the system. Analogously to the classical case, we define a critical value for the
driving parameter denoted by “gc” which is often called the quantum critical point (QCP).
The QCP denotes a point at which the energy scale between the ground state and first excited
state vanishes. A summary of this is given by Fig. 1.3. In Fig. 1.3 (a) the point g = gc hap-
pens at an actual level-crossing where the excited states energy becomes the ground states
energy or vice versa. In general, the lowest eigenvalues will behave similarly to the illus-
tration shown in Figure 1.3 (b). Here there is an energy gap (denoted ∆E) between the first
excited state and the ground state.

This energy gap (∆E) arises due to non commuting terms in the Hamiltonian. Since
the temperature is taken to be zero, these non commuting components generate quantum
fluctuations which dominate any thermal fluctuations. As the driving parameter reaches
the QCP, the energy levels split from one another indicating the point at which quantum

Figure 1.3: Illustration of the low energy eigenvalues (E) for Ĥ(g) = Ĥo+ gĤ1 where g is the
driving parameter. Figure (a) represents an “actual level-crossing” which can happen in the
system when [Ĥo, Ĥ1] = 0 and Ĥo, Ĥ1 are independent of g. Figure (b) describes the more
general case of an “avoided level-crossing” where [Ĥo, Ĥ1] 6= 0 which ultimately leads to a
gap between the excited state and the ground state denoted by ∆E. This figure was taken
from Subir Sachdev’s “Quantum Phase Transitions” [2]
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fluctuations are most prominent. Mathematically we can express these quantum fluctuations
in terms of scaling functions and critical exponents about the QCP. In particular, the energy
gap ∆E corresponds to a diverging correlation length governed by the dynamical critical
exponent z in the form of

∆E ∼ ξ−z (1.25)

We can write the singular part of the correlation length diverging as

ξ−1 ∼ Λ|g − gc|ν =⇒ ∆E ∼ J |g − gc|zν , (1.26)

where J represents an energy scale for the characteristic microscopic coupling, and Λ is an
inverse length scale [2].

In order to understand Eq. (1.26), we can define a correlation time scale (ξt) which is
intimately related to the correlation length through the dynamical critical exponent z. This
correlation time scale is defined through an on site correlation function which can be explic-
itly written for spin models as [48]

G(t, t′) = 〈σ(r, t)σ(r, t′)〉 − 〈σ(r, t)〉〈σ(r, t′)〉 =⇒ ξt ∼ ξz. (1.27)

Physically, this correlation time scale can be related to the inverse of a characteristic fre-
quency in the form of ωc ∼ 1

ξt
which comes from the scaling law for ∆E ∝ ~ωc ∼ |g − gc|νz .

Intuitively, we can regard ∆E as an energy gap between lower level energy eigenvalues. It
should be noted that ∆E is analogous to the Landau free energy in classical systems but
applied to quantum systems.

1.2.2 Fidelity Susceptibility Applied to QPT’s

Fidelity is defined as the overlap between an input and output state in quantum information
theory [6]. In quantum physics, this overlap is defined as the transition amplitude from one
state to another [6]. In general the fidelity for mixed states (ρ̂, ρ̂′) is

F (ρ̂, ρ̂′) = Tr(

√
ρ̂

1
2 ρ̂′ρ̂

1
2 ) and for pure states of (ρ̂, ρ̂′) is F (φ, φ′) = | < φ|φ′ > |. (1.28)

Fidelity is purely a geometric quantity of a quantum state. As an example, consider a QPT
induced by the level crossing of the ground state. Two states very close to the quantum
critical point (QCP) but on opposite sides would have a fidelity of zero while two states far
away from the critical point on one side of the QCP would have a fidelity approaching one.
This simplicity allows for it’s use without any knowledge of the system or the QPT [49].

If we consider a system defined as Ĥ(g) = Ĥo+gĤ1, its eigenstates can be found through
the Schrödinger equation as
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Ĥ|En(g)〉 = En(g)|En(g)〉, (1.29)

where En(g) are the eigenenergies set to an increasing order E0 < E1 < . . . , and |En(g)〉
are the eigenstates forming an orthogonal complete basis. Within the context of QPT’s the
fidelity looks at how the ground state (n = 0 case) of the many-body system changes with
an infinitesimal change in the driving parameter (δg). This is explicitly written as

F (g) = |〈E0(g)|E0(g + δg)〉|. (1.30)

By Taylor expanding the ground state fidelity (Eq. 1.30) about δg = 0, we arrive at a more
interesting form of the fidelity which formulates the overlap as a differentiable function in
parameter space [6]. This is given by

F (g)2 = |〈E0(g)|E0(g + δg)〉|2 ≈ 1 + δg
(〈
E0(g)

∣∣∣∂E0(g)

∂g

〉
+
〈∂E0(g)

∂g

∣∣∣E0(g)
〉)

+ (δg)2
(

〈∂E0(g)

∂g

∣∣∣E0(g)
〉〈
E0(g)

∣∣∣∂E0(g)

∂g

〉
+

1

2
(
〈
E0(g)

∣∣∣∂2E0(g)

∂g2

〉
+
〈∂2E0(g)

∂g2

∣∣∣E0(g)
〉

)
)
.

(1.31)

Due to normalization we require ∂
∂g (〈E0(g)|E0(g)〉) = 0, and properties of the fidelity tell us

F (g) ≤ 1. This inherently means that the term multiplying δg is identically zero. Using the
normalization condition we can express the second order derivatives in F (g)2 in terms of
first order derivatives as

d2

dg2

(
〈E0(g)|E0(g)〉

)
= 0 =⇒

〈d2E0(g)

dg2

∣∣∣E0(g)
〉

+
〈
E0(g)

∣∣∣d2E0(g)

dg2

〉
= −2

〈dE0(g)

dg

∣∣∣dE0(g)

dg

〉
.

(1.32)
So

F (g) ≈ 1− (δg)2

2
χF where (1.33)

χF (g) =
〈∂E0(g)

∂g

∣∣∣∂E0(g)

∂g

〉
−
〈∂E0(g)

∂g

∣∣∣E0(g)
〉〈
E0(g)

∣∣∣∂E0(g)

∂g

〉
. (1.34)

χF (g) is also known as the fidelity susceptibility.

Although this form is general for the fidelity susceptibility, there is a much more ap-
proachable form for second order QPT’s in a perturbative form. Starting from the defi-
nition of fidelity susceptibility given in Eq. (1.34), we can use the completeness relation∑

n |En〉〈En| = 1 to get
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χf (g) =
∑
n

〈∂E0(g)

∂g

∣∣∣En(g)
〉〈
En(g)

∣∣∣∂E0(g)

∂g

〉
−
∣∣∣〈∂E0(g)

∂g

∣∣∣E0(g)
〉∣∣∣2

=
∑
n 6=0

∣∣∣〈∂En(g)

∂g

∣∣∣E0(g)
〉∣∣∣2. (1.35)

From here, we can use the known result from perturbation theory of

〈En(g)|ĤI |E0(g)〉 = 〈En(g)|∂Ĥ
∂g
|E0(g)〉 = (E0 − En)

〈
En(g)

∣∣∣∂E0(g)

∂g

〉
. (1.36)

This gives the final result of

χF (g) =
∑
n6=0

|〈En(g)|∂Ĥ∂g |E0(g)〉|2

|En(g)− E0(g)|2
. (1.37)

By definition, fidelity susceptibility is the second order derivative of the ground state fidelity
in a system. It can be thought of as a measure of the sensitivity on the ground state from the
driving parameter.

Remarkably, if we focus on how fidelity susceptibility behaves about the QCP, we can
arrive at various critical exponents through a scaling analysis. However there are two im-
portant properties that hold for the fidelity susceptibility which are worth noting. The first is
that, if Ĥ is gapped and Ĥ1 behaves like a single particle, then χF is an intensive quantity [6].
Second, if the system is gapped, then χF shares the same dependence on system size as the
2nd order derivative of the ground state [6]. In general, this means that Fidelity Susceptibiliy
can either have a similar dependence on system size as energy, or it can have some other
dependence on system size.

We can find how the system scales in each case by applying finite size scaling laws [7]
and evaluating at the critical point respectively to get

χF (λ) ∼

L
2
ν
−d ξ(g) >> L,

|g − gc|dν−2 ξ(g) << L.
(1.38)

Here d is the dimension of the system, L is the length of the system, ξ(g) is the correlation
length, and gc is the critical point [50]. It should be noted that this scaling relation doesn’t
hold for all systems, particularly in the thermodynamic limit [50]. Overall the advantage that
fidelity susceptibility has compared to Landau’s theory of phase transitions, is that it doesn’t
require an a priori knowledge of the order parameter to detect the QPT. All it requires is a
knowledge on the eigenstates of the system which can usually be found through numerical
diagonalization. Alternatively, fidelity susceptibility can also represent a universal function
(Y ) in the form of
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χF (λmax, L)− χF (λ, L)

χF (λ, L)
= Y (L

1
ν (λ− λmax)), (1.39)

where λmax is the local maximum of fidelity susceptibility.
For convenience later on, it is important define the notion of a generalized fidelity sus-

ceptibility (χm(λ)) [51] given as

χm(g) =
1

Ld

∑
n6=0

〈En(g)|∂Ĥ∂g |E0(g)〉
(En(g)− E0(g))m

. (1.40)

When m = 2, we arrive at the regular fidelity susceptibility. If we evaluate this at the crit-
ical point g = gc we can see how it will scale since the scaling dimension should follow
dim[χm] = dim[χf ]− z(m− 2) [22]. It should be noted that the dimensionality of the fidelity
susceptibility can be observed from Eq. (1.38) and it is given as dim[χf ] = d− 2

ν .

1.2.3 Zero Temperature Quantum Fisher Information

Quantum entanglement is a fundamental concept within quantum mechanics and it is a piv-
otal phenomena within quantum technologies. Recently, multipartite entanglement has been
used to detect quantum phases and phase transitions theoretically [32] and experimentally
[52, 53] through measurements of the ground state quantum Fisher information (QFI) [54]
about a QCP. In a typical quantum experiment, many of the parameters during the experi-
ment are unknown and are usually measured before and after the experiment [55]. The QFI
quantifies the maximal precision in which a parameter q can be estimated from a state ρ̂ [32]
before and after the experiment.

For systems at zero temperature and pure states in the form of ρ̂ = |φ〉〈φ|, the QFI (FQ) is
given as [32]

FQ = 4Var[Ô] = 4(〈φ|ÔÔ|φ〉 − 〈φ|Ô|φ〉2), (1.41)

where Ô is a Hermitian operator associated with q. In simple terms, the QFI quantifies how
distinguishable ρ̂ is from its unitary evolved form ρ̂′ under Ô. For an infinitesimal q with a
mean value of 0, this is given as ρ̂′ = e−iÔqρ̂eiÔq [32].

We can see how the QFI directly relates to measuring multipartite entanglement by con-
sidering a local generator in the form of Ô =

∑N
l=1 Ôl which has a spectrum of unit width. If

ρ̂ describes an entangled state of N particles and the QFI satisfies

fQ =
FQ
N

> m (1.42)

for m as some divisor of N , then ρ̂ is m + 1-partite entangled [32]. Importantly, for a large
but finite system, the scaling of the QFI at zero temperature about a QCP can be represented
as a scaling function given by
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fQ(L−1, h) =
4Var[

∑N
l=1 Ôl]

N
= λd−2∆αφQ(λL−1, λ

1
ν h) (1.43)

where ∆α is the scaling dimension of Ôl, and the variance is taken with respect to the ground
state.

It is important to note that the scaling of the zero temperature QFI is very similar to the
scaling of the geometric tensor which is the fidelity susceptibility for a high-dimensional pa-
rameter space [56]. The QFI has also been observed experimentally in many-body quantum
systems [57] making it a meaningful measurement. In the next section, we will see how
QPT’s behave when there is an explicit time dependence, in other words, when the system
is driven out-of-equilibrium.

1.3 Out-of-Equilibrium Quantum Phase Transitions

From here we are going to restrict the condition that the system will remain in equilibrium
during a phase transition. Instead we will focus on the dynamics of these phase transitions
and how they can be modeled with an explicitly time dependent Hamiltonian. We do this
by introducing the time dependence into the driving parameter which is modeling how an
experimenter changes the driving parameter in time. We will also assume that the evolu-
tion remains unitary throughout the evolution meaning this is applied to closed quantum
systems.

This whole discussion of driving out of equilibrium is taken with respect to the adiabatic
theorem. In particular, we will be looking at how a quantum phase transition behaves when
the control parameter is explicitly written as a linear function of time modeled by the rate of
how fast it is changing. When this change is adiabatic (the rate of change is small), the system
is effectively in equilibrium. In reality, a system is never truly adiabatic when crossing a
quantum critical point since it corresponds to a diverging correlation time. Remarkably there
are universal scaling laws dependent on the rate at which the driving parameter changes in
what is known as Kibble-Zurek scaling. Finally, we will discuss how adiabatic perturbation
theory is applied to the dynamics of quantum phase transitions and how it can accurately
describe the behaviour from finite size effects.

1.3.1 Quantum Quenching and the Adiabatic Theorem

Within the context of quantum phase transitions (QPT’s), quantum quenches are defined as
a process in which a system is prepared in the eigenstate of one closed system Ĥo and is
allowed to evolve in time under another system Ĥo + Ĥ1 [58]. For sudden quenches, this
evolution occurs instantaneously at a specific time. In contrast to a sudden quench is a slow
quench where the system changes in a slow continuous manner (close to adiabatic) from
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Ĥo to Ĥo + Ĥ1. Quantum quenching is a very rich subject in many-body physics and has
applications to many different fields such as thermalization [59, 60], and adiabatic quantum
computation [61].

Throughout this thesis, we focus on slow quantum quenches (otherwise known as a driv-
ing protocol) initially prepared in the local ground state of a system, which pass through a
quantum critical point (QCP) at zero temperature. For second order QPT’s, the Hamiltonian
for a many-body quantum system can be represented as Ĥ(g) = Ĥo + gĤ1. The change in
the driving parameter (g) in a slow quench can be represented as a monotonically increasing
function of time in the form of g(t) = vtr

r! where v determines the rate of change. When r = 1

we will refer to v as the quench speed or the driving speed. For simplicity, we are working
with closed systems in the Schrödinger picture ensuring the dynamics are unitary through-
out the evolution. The dynamics are governed by the time dependent Schrödinger equation
given by

~
∂|ψ(t)〉
∂t

= −iĤ(g(t))|ψ(t)〉. (1.44)

We can apply any initial condition to Eq. (1.44) that we wish, but the simplest way to study
the dynamics of quantum phase transitions is to set the initial wavefunction to the ground
state in the form of |ψ(to)〉 = |E0(go)〉. Here, go is the initial parameter value in which the
quench starts, and |E0(go)〉 is the ground state of the system. It is important to note that
this is an initial value problem meaning it is heavily dependent on the choice of the initial
condition.

In general, many-body quantum systems usually depend on a plethora of parameters,
making solving for the dynamics challenging. The adiabatic theorem is a powerful tool in
understanding how these dynamics behave. It states: “if parameters are varied slowly with
time, then the energy eigenvalues should just follow the values one gets as the parameters
themselves change” [62]. This assumption is at the heart of how quantum systems evolve
through a QCP and can be best understood in the context of the Landau-Zener problem [21].
From time dependent perturbation theory, we can also arrive at an adiabatic condition from
the adiabatic theorem given by [62]

1

~
>>

max[|〈Em(t)|dĤ(t)
dt |E0(t)〉]

min[|Em(t)− E0(t)|2]
, (1.45)

where |Em(t)〉 is the mth eigenstate of Ĥ . This can be expressed in a more convenient dimen-
sional form by taking Em(t) − E0(t) = ∆ and noting 〈Em(t)|dĤ(t)

dt |E0(t)〉 ∼ ∂∆
∂t which gives

[63]

~
∂∆

∂t
<< ∆2. (1.46)
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This is the condition for which a system will remain adiabatic and when ~∂∆
∂t ∼ ∆2, the sys-

tems is no longer adiabatic (non-adiabatic). In reality, the assumption of adiabaticity is often
taken for granted [62] where many-body systems are always assumed to be in equilibrium.
By explicitly modeling how far away the system is from equilibrium by including a time
dependence, we can accurately model the dynamics of a QPT through the rate at which the
driving parameter changes.

1.3.2 Kibble-Zurek Scaling

As a system is driven across a QCP, the dynamics will always fail to be adiabatic as the corre-
lation time scale (otherwise known as the characteristic time scale) will always diverge close
to a QCP [64]. Ultimately, this results in defects (or excitations) being generated in the final
state which have universal power laws dependent on the rate of quenching. This is what we
refer to as universal dynamics, and even though the system is driven out of equilibrium, this
scaling is dependent on critical exponents defined in equilibrium [64]. These scaling laws
are known as Kibble-Zurek scaling and have origins through Kibble within cosmology [65].
It was later pointed out that these scaling laws could be applied to continuous phase transi-
tions in condensed matter systems by Zurek [66, 67]. From there, this has been generalized
to the quantum case by Zurek, Dorner, and Zoller [16] and Polkovnikov [63].

To understand Kibble-Zurek scaling in the context of driven (time dependent) many-
body QPT’s, we need to apply the adiabatic theorem. The adiabatic condition (Eq. 1.45)
tells us that if the gap between the ground state and first excited state is smaller than the
rate at which the driving parameter is varied, than there will be excitations generated [64].
Far away from the QCP, the system will generally evolve adiabatically, but very close to a
QCP, the characteristic time scale diverges (1/∆) and the system can no longer follow the
change in the Hamiltonian leading to non-adiabatic defects. The time at which the system
transitions from an adiabatic state to a non adiabatic state (t̂) known as the freeze out time is
measured directly from the critical point. As the wavefunction approaches the critical point,
it freezes as a result of the diverging correlation time and falls out of equilibrium. We can
determine how t̂ depends on the quench speed by invoking the non adiabatic condition [63]

∂∆

∂t
∼ ∆2, (1.47)

while setting ~ = 1.
As an example, we will show how the scaling laws form for a linear quench i.e. λ =

g − gc = vt with a quench speed v. Using the non adiabatic condition and by assuming the
freeze out time happens exactly when the system ceases to be adiabatic, we arrive at

∂∆

∂t
∼ ∆2 &

1

ξt

∣∣∣
t̂
∼ ∆

∣∣∣
t̂
∼ |g − gc|νz = (vt̂)νz =⇒ t̂ ∼ v−

νz
νz+1 . (1.48)
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This is the Kibble-Zurek assumption and it is illustrated in Fig. 1.4 where the divergence of
the relaxation time (characteristic time scale) is associated with a QCP.

We can express this in terms of a measurable quantity, the density of defects by noting
the relation between the correlation length and the characteristic time scale (Eq. 1.27). By
assuming there is one defect per unit domain, we can write the density of defects (n) to be

n ∼ 1

ξd
∼ 1

ξ
d
z
t

∼ v
dν
νz+1 . (1.49)

For a quantum quench starting in the local ground state, the density of defects is defined as
the probability the system is not in the instantaneous ground state (|E0(λ(t))〉) i.e.

n = 1− |〈ψ(t)|E0(λ(t))〉|2. (1.50)

This also happens to be the excitation probability (Pex), thus providing a simple form to-
wards calculating the density of defects numerically with a linear quench prepared in the
ground state. It should be noted that there is another observable quantity called the residual
heat Q which is defined and scales as

Figure 1.4: Illustration of the Kibble-Zurek machanism where the relaxation time is the char-
acteristic time scale (ξt) and the QCP happens at time zero. In the adiabatic regimes (t > |t̂|),
the wave function evolves adiabatically. Within the impulse regime (t < |t̂|), the system does
not evolve and the wavefunction remains in the same state [68], thus loosing track of the
instantaneous ground state [64]. This figure was taken from “Quantum Phase Transitions in
Transverse Field Spin Models” by Amit Dutta [64]
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Q = 〈ψ(t)|Ĥ(t)|ψ(t)〉 − 〈E0(λ(t))|Ĥ(t)|E0(λ(t))〉 ∼ v
(d+z)ν
νz+1 . (1.51)

Alternatively, if we consider a non-linear quench in the form of λ(t) = vtr

r! , their are

appropriate scaling laws for the density of defects in the form of n ∼ v
dν

νzr+1 and for the

residual heat as Q ∼ v
(d+z)ν
νzr+1 . Of more interest to us, one may ask how Kibble-Zurek scaling

behaves for finite system sizes. If the system size is finite meaning there is a finite linear
dimension of L, then the energy gap at the QCP is also a finite value. This means that
it is possible to remain adiabatic as a wavefunction passes through the QCP. For a linear
quench, any quench speed that is slower than v∗ ∼ 1/L

1
ν

+z can achieve a perfectly adiabatic
transition for a finite system size [64]. This identity can be found through applications of
adiabatic perturbation theory which we will discuss next.

1.3.3 Adiabatic Perturbation Theory

When looking at the dynamics of quantum phase transitions, the Kibble-Zurek mechanism
(adiabatic-impulse approximation) would lie at the heart of the process, while adiabatic per-
turbation theory would be the machinery of it. The overarching goal in this section is to de-
rive an expression for the excitation probability to the leading order in v for a linear quench
[22]. This procedure can be generalized to non-linear quenches but we work with the linear
case for simplicity.

For a Hamiltonian in the form of Ĥ = Ĥo + λ(t)ĤI , our goal is is to approximately solve
the time-dependent Schrödinger equation given by Eq. (1.44). Given λ(t) = vt lies between
λo and λf , we can write the time dependent wavefunction in the instantaneous eigenbasis as

|ψ(t)〉 =
∑
n

αn(t)e−iθn(t)|En(t)〉, where θn(t) =

∫ t

to

En(τ)dτ. (1.52)

Here En(t) is the nth instantaneous eigenvalue for |En(t)〉 eigenstate. Due to the time depen-
dence in the control parameter, there is an implicit time dependence on the eigenvalues and
the eigenvectors. Substituting Eq. (1.52) into Eq. (1.44) and multiplying by 〈Em(t)| gives

α̇n(t) = −
∑
m

αm(t)〈En(t)| ∂
∂t
|Em(t)〉ei(θn(t)−θm(t)). (1.53)

We can rewrite Eq. (1.53) in an integral form to get

αn(t) = −
∫ t

to

dt′
∑
m

αm(t′)〈En(t′)| ∂
∂t′
|Em(t′)〉ei(θn(t′)−θm(t′)). (1.54)

Since λ(t) is a monotonic function of time, we can change variables from t to λ(t) giving
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αn(λ) = −
∫ λ

λo

dλ′
∑
m

αm(λ′)〈En(λ′)| ∂
∂λ′
|Em(λ′)〉ei(θn(λ′)−θm(λ′)), (1.55)

where

θn(λ) =

∫ λ

λo

dλ′
En(λ′)

λ̇′
. (1.56)

Upon careful examination of equations 1.54 and 1.55, we see there is a systematic ex-
pansion into the many-body excited states. For a linear quench, we are interested in the
adiabatic limit which would suppress any transitions into these excited state [22]. We can
also suppress these transitions by limiting the size of the integral domain (|λf − λo|). To the
first order in time dependent perturbation theory, only the diagonal terms would survive
(m = n) leading to the emergence of a Berry phase given by [22]

Φn(t) = −i
∫ t

to

dt′〈En(t′)| ∂
∂t′
|En(t′)〉 = −i

∫ λ(t)

λo

dλ′〈En(λ′)| ∂
∂λ′
|En(λ′)〉. (1.57)

This implies that an(t) ≈ an(0)e−iΦn(t). For real Hamiltonians, the Berry phase vanishes
which are specifically the cases we are considering in this thesis.

Now we will actually apply adiabatic perturbation theory by computing the wavefunc-
tion up to a first order correction in λ̇. Assuming the system is initially prepared in the
ground state of n = 0, we get that α0(0) = 1 and αn(0) = 0 for all n 6= 0 [64]. So to leading
order in λ̇, only one term survives with m = 0 changing equations (1.54) and (1.55) into [22]

αn(t) ≈ −
∫ t

to

dt′〈En(t′)| ∂
∂t′
|E0(t′)〉ei(θn(t′)−θ0(t′)), (1.58)

αn(λ) ≈ −
∫ λ

λo

dλ′〈En(λ′)| ∂
∂λ′
|E0(λ′)〉ei(θn(λ′)−θ0(λ′)). (1.59)

The transition probability from state 0 to state n is defined as |αn(λf )|2. We can explicitly
find this first through integration by parts leading to

αn(tf ) ≈ i
〈En(t)| ∂∂t |E0(t)〉
En(t)− E0(t)

ei(θn(t′)−θ0(t′))
∣∣∣tf
to

+

∫ tf

to

dt′
ei(θn(t′)−θ0(t′))

i(En(t′)− E0(t′))

∂

∂t′
(
〈En(t′)| ∂

∂t′
|E0(t′)〉

)
.

(1.60)

From time dependent perturbation theory we can simplify this in terms of the Hamiltonian
(Ĥ = Ĥo + λ(t)ĤI ) by
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〈En(t)| ∂
∂t
|E0(t)〉 = −

〈En(t)|∂Ĥ∂t |E0(t)〉
En(t)− E0(t)

= −λ̇〈En(t)|ĤI |E0(t)〉
En(t)− E0(t)

. (1.61)

Using this identity, the second term in Eq. (1.60) drops out to the leading order in λ̇ for a
linear quench λ = vt. This means that the excitation probability (Pex) can be written as

Pex =
∑
n6=0

|αn(λf )|2 ≈
∑
n6=0

v2

∣∣∣∣∣〈En(λ)| ∂∂λ |E0(λ)〉
En(λ)− E0(λ)

∣∣∣∣∣
λf

λo

∣∣∣∣∣
2

(1.62)

= v2Ld(χ4(λf )− χ4(λo)) (1.63)

−
∑
n 6=0

2v2Ld
〈En(λ)| ∂∂λ |E0(λ)〉
En(λ)− E0(λ))

∣∣∣∣∣
λ=λo

〈En(λ)| ∂∂λ |E0(λ)〉
En(λ)− E0(λ)

∣∣∣∣∣
λ=λf

Cos[∆θn,0], (1.64)

where χ4(λ) is the generalized susceptibility given in Eq. 1.40 to the fourth order, and
∆θn,0 = θn(λf ) − θ0(λf ) − θn(λo) + θ0(λo). If there are many eigenstates within the system,
the fast oscillating term in Eq. (1.64) will average out to be zero [22].

In the case of a linear quench starting off in the ground state far from the critical point,
and ending at the QCP (λ = 0) we can determine the finite size scaling through dimensional-
ity arguments. It should be noted that the initial generalized fidelity is identically zero at the
start of the quench given it is sufficiently far from the QCP. From the scaling laws for fidelity
susceptibility given in Eq. (1.38) we can apply the relation dim[χ4] = dim[χf ]−2z = d− 2

ν−2z

when d < 2
ν + 2z [22]. This divergence leads to the finite size scaling of the excitation proba-

bility given as

Pex(v) = v2Ldχ4(0) ∼ v2L
2
ν

+2z. (1.65)

For velocities more adiabatic than v∗ ∼ L−
1
ν
−z (i.e. v < v∗), the wavefunction becomes

a perfectly adiabatic transition and the excitation probability looses universality meaning
Pex ∼ v2 [28].

It should be noted that within the thermodynamic limit, there is no such thing as a per-
fectly adiabatic transition since there isn’t a finite gap size for the system to pass through.
This analysis can be applied to any non-linear quench in a synonymous manner. Adiabatic
perturbation theory can also be used to explicitly solve for the density of defects in a sys-
tem but we will not discuss it here. The interested reader may refer to the paper “Universal
Dynamics Near Quantum Critical Points” by Gritsev and Polkovnikov [22].
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Chapter 2

Dynamic Fidelity Susceptibility

This chapter focuses on the main analytic results found within the thesis. We introduce a
new quantity called dynamic fidelity susceptibility which generalizes the concept of fidelity
susceptibility to the nonequilibrium dynamics. From its definition and the time dependent
Schrödinger equation, we find it is analytically equivalent to the zero temperature quantum
Fisher information. We demonstrate the convergence of DFS to the fidelity susceptibility for
linear time dependent Hamiltonians in the adiabatic limit. Lastly, we will discuss the con-
nection between DFS and fidelity out-of-time correlators (FOTOC’s) [38] in the Interaction
picture. The goal of this thesis is to motivate the usefulness of dynamic fidelity susceptibility
and its possible applications to driven quantum systems.

2.1 Dynamic Fidelity susceptibility (DFS) & the zero temperature
Quantum Fisher Information

We define the dynamic fidelity F (t) as

F (t) = |〈ψ(t)|ψ(t+ δt)〉|, (2.1)

where δt is an infinitesimal step in time for the wavefunction governed by Eq. (1.44). When
compared to the quantum fidelity (Eq. 1.30) this is a more general form for dynamic systems
and it can be directly related to the quantum fidelity by the appropriate driving protocol. By
applying a Taylor expansion for small δt we can write |ψ(t+ δt)〉 as

|ψ(t+ δt)〉 = |ψ(t)〉+ δt|∂ψ(t)

∂t
〉+

δt2

2
|∂

2ψ(t)

∂t2
〉+ . . . (2.2)

Removing terms of order (δt)3 and plugging it into the dynamic fidelity squared, we get
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F (t)2 ≈ 1 + δt(〈ψ(t)|∂ψ(t)

∂t
〉+ 〈∂ψ(t)

∂t
|ψ(t)〉+

(δt)2

2

(
2〈∂ψ(t)

∂t
|ψ(t)〉〈ψ(t)|∂ψ(t)

∂t
〉

+ (〈ψ(t)|∂
2ψ(t)

∂t2
〉+ 〈∂

2ψ(t)

∂t2
|ψ(t)〉)

)
.

(2.3)

Due to normalization, we require ∂
∂t(〈ψ(t)|ψ(t)〉) = 0, and properties of the dynamic fidelity

tell us F (t) ≤ 1. The normalization condition automatically indicates that the term which is
linear in δt is zero. Using the normalization condition again, we can write the second order
derivatives in time as

〈d
2ψ(t)

dt2
|ψ(t)〉+ 〈ψ(t)|d

2ψ(t)

dt2
〉 = −2〈dψ(t)

dt
|dψ(t)

dt
〉. (2.4)

From here, we define the dynamic fidelity susceptibility (DFS) labeled χDF (t) by

F (t)2 ≈ 1− (δt)2

2
χDF (t) (2.5)

where,

χDF (t) = 2〈∂ψ(t)

∂t
|∂ψ(t)

∂t
〉 − 2〈∂ψ(t)

∂t
|ψ(t)〉〈ψ(t)|∂ψ(t)

∂t
〉, (2.6)

= 2
1− |〈ψ(t)|ψ(t+ δt)〉|2

(δt)2
. (2.7)

The DFS is analogous to the fidelity susceptibility except the time dependent state |ψ(t)〉
replaces the ground state and time t replaces the driving parameter g.

We can write this in terms of the Hamiltonian since the equation of motion for |ψ(t)〉 is
the time dependent Schrödinger equation

χDF (t) = 2[〈ψ(t)|Ĥ(t)Ĥ(t)|ψ(t)〉 − |〈ψ(t)|Ĥ(t)|ψ(t)〉|2]. (2.8)

Writing this in terms of a short hand notation,

χDF (t) = 2(〈Ĥ2(t)〉 − (〈Ĥ(t)〉)2) = 2(Var[Ĥ(t)]). (2.9)

We thus arrive at the zero temperature quantum Fisher information (QFI) for pure states [31].
The QFI in a dynamic perspective, classifies how precise interferometric measurements can
be made on the wavefunction while witnessing multipartite entanglement [38, 54]. Interest-
ingly, fidelity susceptibility is often interpreted as a purely geometric quantity [56], which
implies there might be an analogous geometric interpretation for χDF (t). It also hints at the
notion of describing dynamic multipartite entanglement [57, 54] through a geometric repre-
sentation.
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2.1.1 Dynamic Fidelity Susceptibility in the adiabatic limit for a linear quench

The result given for the DFS in Eq. (2.9) is completely independent of what type of quenching
scheme is used. If we consider a driven quantum system undergoing a quantum phase
transition (QPT) by introducing a linear time dependence in the driving parameter λ(t) = vt,
we observe an intuitive result in the adiabatic limit (v → 0) which is written as

lim
v→0

1

v2
χDF (t) = χF (λ = vt), =⇒ χDF (t) ∼ v2χf (λ). (2.10)

Eq. (2.10) provides the connection between DFS and fidelity susceptibility in the static (adi-
abatic) limit.

In order to derive this result, we start from the differential form for dynamic fidelity
susceptibility (χDF (t)) i.e.

χDF (t) =
〈∂ψ(t)

∂t

∣∣∣∂ψ(t)

∂t

〉
− |
〈∂ψ(t)

∂t

∣∣∣ψ(t)
〉
|2. (2.11)

We can write |ψ(t)〉 in the instantaneous eigenbasis as

|ψ(t)〉 =
∑
n

αn(t)e−iθn(t)|En(t)〉, (2.12)

where

θn(t) =

∫ t

to

En(t′)dt′. (2.13)

Differentiating Eq. (2.12) and taking the overlap with |ψ(t)〉 gives

〈
ψ(t)

∣∣∣∂ψ(t)

∂t

〉
=
(∑

m

α∗m(t)eiθm(t)〈Em(t)|
)[∑

n

e−iθn(t)
(dαn(t)

dt
|En(t)〉 (2.14)

− iαn(t)
dθn(t)

dt
|En(t)〉+ αn(t)

∣∣∣∂En(t)

∂t

〉)]
(2.15)

=
∑
n

(
α∗n(t)

dαn(t)

dt
− i|αn(t)|2dθn(t)

dt

)
(2.16)

+
∑
m

∑
n

α∗m(t)ei(θm(t)−θn(t))αn(t)〈Em(t)| ∂
∂t
|En(t)〉. (2.17)

The time dependent Schrödinger equation then tells us

dαn(t)

dt
= −

∑
m

αm(t)〈En(t)| ∂
∂t
|Em(t)〉e−i(θm(t)−θn(t)). (2.18)

Plugging this into the left most term of Eq. (2.17) gives

〈
ψ(t)

∣∣∣∂ψ(t)

∂t

〉
= −i

∑
n

|αn(t)|2dθn(t)

dt
. (2.19)
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Next we want to calculate the left hand term in Eq. (2.11). This is shown as

〈∂ψ(t)

∂t

∣∣∣∂ψ(t)

∂t

〉
=
[∑

m

eiθm(t)
(dα∗m(t)

dt
〈Em(t)| − iα∗m(t)

dθm(t)

dt
〈Em(t)|+ α∗m(t)

〈∂Em(t)

∂t

∣∣∣)]
[∑

n

e−iθn(t)
(dαn(t)

dt
|En(t)〉 − iαn(t)

dθn(t)

dt
|En(t)〉+ αn(t)

∣∣∣∂En(t)

∂t

〉)]
=
∑
m

(∑
n

ei(θm(t)−θn(t))
(
δn,m

[dα∗m(t)

dt

dαn(t)

dt
− idα

∗
m(t)

dt
αn(t)

dθn(t)

dt

+ iα∗m(t)
dαn(t)

dt

dθn(t)

dt
+ α∗m(t)αn(t)

dθm(t)

dt

dθn(t)

dt

]
+
〈
Em(t)

∣∣∣∂En(t)

∂t

〉[dα∗m(t)

dt
αn(t) + iα∗m(t)αn(t)(

dθm(t)

dt
+
dθm(t)

dt
)

− α∗m(t)
dαn(t)

dt

]
− α∗m(t)αn(t)

〈∂Em(t)

∂t

∣∣∣∂En(t)

∂t

〉))
.

(2.20)

Note, we can rewrite 〈∂Em(t)
∂t |En(t)〉 = −〈Em(t)|∂En(t)

∂t 〉 giving us this result. The simplest
approach from here would be to take the limit v → 0 and analyze how αn(t) and dαn(t)

dt

behave in this limit. These quantities are explicitly calculated within the framework of adia-
batic perturbation theory for a quantum quench starting in the ground state with a driving
parameter which linearly depends on time [22] (i.e. λ = vt). Given |ψ(to)〉 = |E0(to)〉, this
implies α0(to) = 1, & αi(to) = 0, ∀ i 6= 0. Taking the integral for both sides of Eq. (2.18) and
integrating by parts gives

αn(t) ≈ −
∫ t

to
dt′〈En(t′)|∂E0(t′)

∂t′
〉ei(θn(t′)−θ0(t′))

= i
〈En(t′)|∂E0(t′)

∂t′ 〉
En(t)− Eo(t)

ei(θn(t′)−θ0(t′))
∣∣∣t
to
.

Given 〈En(t)|∂E0(t)

∂t
〉 = −v 〈En(t)|ĤI |Eo(t)〉

En(t)− E0(t)
for Ĥ = Ĥo + vtĤI

=⇒ αn(t) ∼ v. Likewise
dαn(t)

dt
∼ v2.

(2.21)

In the limit that v → 0 we can remove everything of order v3 which reduces Eq. (2.11) to

lim
v→0

χDF (t) =
∑
n

∣∣∣〈En(t)|∂Eo(t)∂t 〉
En(t)− E0(t)

∣∣∣2(En(t)− E0(t))2
∣∣∣t
to

+O(v3)

≈ v2
∑
n

|〈En(t)|ĤI |Eo(t)〉|2

(En(t)− E0(t))2

∣∣∣t
to

= v2(χF (λ)− χF (λo)).

Thus lim
v→0

1

v2
χDF (t) ≈ χF (λ) up to O(v3).

(2.22)
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Time evolution Heisenberg (subscript H) Interaction (subscript I) Schrodinger (subscript S)
State Ket N.A V̂I(t) Ĥ(t)

Observables Ĥ(t) Ĥo N.A

Table 2.1: Summary of the Interaction picture, the Schrödinger picture, and Heisenberg
picture, for time dependent Hamiltonians Ĥ(t) = Ĥo + V̂ (t). It is important to under-
stand that all these pictures here represent coordinate transformations which can conve-
niently model the time dependence in the Hamiltonian. Note: V̂I(t) = eiĤotV̂ (t)e−iĤot and
|ψ(t)〉I = eiĤot|ψ(t)〉S

Remarkably, we arrive at the result we would expect in the adiabatic limit. This tells us
that there is an interesting connection between DFS and fidelity susceptibility along with a
direct way of analyzing how multipartite entanglement in the dynamic perspective can relate
to equilibrium critical exponents for a quantum critical point. This is one of the principle
results of this thesis and we numerically verify this in Section 2.2 for the transverse field
Ising model and in Section 3.1.4 for the Bosonic Josephson Junction coupled to an impurity
atom.

2.1.2 Dynamic Fidelity Susceptibility in the Interaction picture

In this thesis, we represent time dependent Hamiltonians in the form of Ĥ(t) = Ĥo +

V̂ (t) where the time dependent part is explicitly separated from the non time dependent
form. In the celebrated Interaction picture or Dirac picture, operators evolve in a Heisen-
berg way under Ĥo and state vectors evolve in a Schrödinger way under V̂I(t) where V̂I(t) =

eiĤotV̂ (t)e−iĤot. As a brief review, the Interaction picture can be summarized in Table 2.1.
Following a similar derivation for DFS, we can arrive at an interaction picture DFS (χDF,I(t))
given as

χDF,I(t) = 2Var[V̂I(t)]I , (2.23)

where the I subscript denotes the Interaction picture.
We can find the equivalent form for χDF,I(t) in the Schrödinger picture by consider it as

the second derivative of the dynamic fidelity in the Interaction picture i.e.

|〈ψ(t)|ψ(t+ δt)〉I |2 ≈ 1− (δt)2

2
χDF,I(t). (2.24)

Explicitly writing out this Fidelity in the Schrödinger picture gives

|〈ψ(t)|ψ(t+ δt)〉I |2 = |〈ψ(t)|Se−iĤoteiĤo(t+δt)|ψ(t+ δt)〉S |2

= |〈ψ(t)|SeiĤoδt|ψ(t+ δt)〉S |2.
(2.25)
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This is because |ψ(t)〉I = eiĤot|ψ(t)〉S . Expanding the exponential and |ψ(t+ δt)〉 for δt << 1

up to order δt2 gives

|〈ψ(t)|ψ(t+ δt)〉I |2 ≈
∣∣∣〈ψ(t)|S

(
1 + iδtĤo −

(δt)2

2
Ĥ2
o

)
(
|ψ(t)〉S + δt

∂|ψ(t)〉S
∂t

+
δt2

2

∂2|ψ(t)〉S
∂t2

)∣∣∣2
=
(
〈ψ(t)|S + δt

∂〈ψ(t)|S
∂t

+
δt2

2

∂2〈ψ(t)|S
∂t2

)(
1− iδtĤo −

(δt)2

2
Ĥ2
o

)
|ψ(t)|〉S

〈ψ(t)|S
(

1 + iδtĤo −
(δt)2

2
Ĥ2
o

)(
|ψ(t)〉S + δt

∂|ψ(t)〉S
∂t

+
δt2

2

∂2|ψ(t)〉S
∂t2

)
= 1 +

(δt)2

2

(
2(〈ĤoĤ(t)〉+ 〈Ĥ(t)Ĥo〉 − 〈Ĥ(t)2〉 − 〈Ĥ2

o 〉 − (〈Ĥ(t)〉 − 〈Ĥo〉)2)
)
.

(2.26)

Here I use the convention that 〈· · · 〉 = 〈ψ(t)|S · · · |ψ(t)〉S . We can simplify this by noting that

Var[Ĥ(t)− Ĥo] = −〈ĤoĤ(t)〉 − 〈Ĥ(t)Ĥo〉+ 〈Ĥ(t)2〉+ 〈Ĥ2
o 〉+ (〈Ĥ(t)〉 − 〈Ĥo〉)2, (2.27)

=⇒ χDF,I(t) = 2Var[Ĥ(t)− Ĥo]. (2.28)

Thus the established relation between the Interaction picture and the Schrödinger picture for
the DFS is

χDF,I(t) = 2(Var[V̂I(t)])I = 2(Var[Ĥ(t)− Ĥo]S), (2.29)

where the S subscript denotes the Schrödinger picture. Within the Interaction picture, χDF,I(t)
can also be recast in the form of an out-of-time ordered correlator (OTOC) [35, 36, 37] for
small perturbations in δt << 1.

2.1.3 Dynamic Fidelity Susceptibility and Out-of-Time Ordered Correlators

Out-of-time ordered correlators (OTOCs) f(t) are defined as

f(t) = 〈Ŵ †(t)X̂Ŵ (t)X̂〉, s.t. Ŵ (t) = eiĤtŴe−iĤt, (2.30)

where Ĥ is a quantum many-body Hamiltonian, and Ŵ & X̂ are two initially commuting
and unitary operators [38]. OTOCs have been found to directly calculate the scrambling
within a system. Quantum scrambling is “the dispersal of local information into many-
body quantum entanglements and correlations distributed throughout the entire system”
[40]. This scrambling phenomena has been found to show exponential divergence which is
reminiscent of classical chaos in the form of

1− Re{F (t)} ∼ eλQt, (2.31)
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where λQ is a quantum Lyapunov exponent that serves as a proxy for quantum chaos [38].
A specific type of OTOC called the Fidelity out-of-time ordered correlator (FOTOC) has

provided a connection between scrambling and entanglement [38]. They are expressed in
the form of

FG(t, δφ) = 〈ψ(0)|Ŵ †G(t)ρ̂(0)ŴG(t)ρ̂(0)|ψ(0)〉where ŴG = eiδφĜ, (2.32)

for a Hermitian operator Ĝ. It is important to note that the key difference between a FOTOC
and an OTOC is that a FOTOC specifically projects onto the initial state of the system by
setting X̂ = ρ̂(0). For sufficiently small perturbations (δφ << 1) and pure states, the FOTOC
reduces to [69]

1−FG ≈ δφ2(〈ψ(0)|Ĝ2(t)|ψ(0)〉 − 〈ψ(0)|Ĝ(t)|ψ(0)〉2), (2.33)

in the Heisenberg picture. FOTOC’s have been applied to the Dicke model [70] showing
theoretical connections between scrambling, volume-law Rényi entropy (RE), and thermal-
ization [38]. By considering the operator Ĝ = V̂ (t) and projecting onto the density matrix
for a pure state ρ̂(t) = |ψ(t)〉〈ψ(t)| instead of the initial density matrix ρ̂(0) = |ψ(0)〉〈ψ(0)|,
χDF,I(t) is directly equivalent to the FOTOC in the Interaction picture.

A FOTOC evaluated in the Interaction picture (FG,I(t, δφ)) can be explicitly written (from
the definition provided by [38]) in the form of

FG,I(t, δφ) = |〈ψ(0)|eiĤoteiδφĜe−iĤot|ψ(0)〉|2. (2.34)

For a many-body time dependent Hamiltonian of the form Ĥ(t) = Ĥo + V̂ (t), lets consider
the case where Ĝ = V̂ (t) and δφ = δt << 1.

Ĝ = V̂ (t) & δφ = δt << 1 =⇒ FV (t),I(t, δt) = |〈ψ(0)|eiĤoteiδtV̂ (t)e−iĤot|ψ(0)〉|2.

FV (t),I(t, δt) = |〈ψ(0)|eiĤoteiδtV̂ (t)e−iĤot|ψ(0)〉|2.

= |〈ψ(0)|eiĤot(1 + i(δt)V̂ (t)− (δt)2(V̂ (t))2 +O(δt3))e−iĤot|ψ(0)〉|2

≈ (〈ψ(0)|eiĤot(1 + i(δt)V̂ (t)− (δt)2(V̂ (t))2)e−iĤot|ψ(0)〉)

(〈ψ(0)|eiĤot(1− i(δt)V̂ (t)− (δt)2(V̂ (t))2)e−iĤot|ψ(0)〉).

(2.35)

So by directly evaluating the FOTOC from the standard definition given in [38], we get

1−FV (t),I(t, δt) ≈ (δt)2
(
〈ψ(0)|eiĤotV̂ (t)2e−iĤot|ψ(0)〉 − (〈ψ(0)|eiĤotV̂ (t)e−iĤot|ψ(0)〉)2

)
.

(2.36)
This expression is very close to χDF,I(t) since eiĤotV̂ (t)e−iĤot = V̂I(t). However, the average
is taken with respect to the initial state instead of the final state.
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When FOTOCs were first defined [38], they were established in the Heisenberg picture,
within the context of a sudden quench where an interaction term is added instantaneously
at some time i.e.

Ĥsudden quench =

ĤO t < 0,

ĤO + ĤI t > 0.
(2.37)

If we are defining this in all generality for an explicit time dependence within the system, it
no longer makes sense to take the average with the initial state. Instead, lets consider taking
the average with respect to the final wave function which has evolved under the Interaction
picture, i.e.

FV (t),I(t, δt) = 〈ψ(t)|IeiĤote−iδtV̂ (t)e−iĤot|ψ(0)〉〈ψ(0)|eiĤoteiδtV̂ (t)e−iĤot|ψ(0)〉〈ψ(0)|ψ(t)〉I .
(2.38)

Next if we assume that X̂ = ρ̂(t) = |ψ(t)〉〈ψ(t)|I (X̂ is the operator in which we are projecting
the correlation onto) for a pure state, we can follow a similar derivation to that provided in
Equation 2.35 to arrive at

1−FV (t),I(t, δt) ≈ (δt)2
(
〈ψ(t)|I V̂I(t)2|ψ(t)〉I − (〈ψ(t)|I V̂I(t)|ψ(t)〉I)2

)
. (2.39)

The final result is

2
(1−FV (t),I(t, δt))

(δt)2
≈ 2Var[V̂I(t)] ≈ χDF,I(t) = 2

(1− |〈ψ(t)|ψ(t+ δt)〉I |2)

(δt)2
. (2.40)

We can therefore conclude that dynamic fidelity susceptibility takes the form of an OTOC
given as

χDF,I(t) = 2
(1− 〈ψ(t)|IŴ †V (t)(t, δt)ρ̂

†(t)ŴV (t)(t, δt)ρ̂(t)|ψ(t)〉I)
δt2

(2.41)

where ŴV (t, δt) = eiδtV̂ (t), ŴV (t)(t, δt) = eiĤotŴV e
−iĤot, and ρ̂(t) = |ψ(t)〉I〈ψ(t)|I . The

condition for this to be an OTOC [35] is that ŴV (t, δt) and ρ̂(t) are initially commuting and
are both unitary operators.

2.2 Application to the Transverse Field Ising model

Sachdev describes the transverse field Ising model as a quintessential system towards under-
standing QPT’s [2]. Here we test some of our theories out for the one dimensional Transverse
Field Ising model in the form of
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Ĥ(g) = −
L∑
i=1

(Sxi S
x
i+1 + gSzi ), where Sj =

~
2
σj , (2.42)

with periodic boundary conditions for L spins. Within the thermodynamic limit of L → ∞,
there are two critical points associated with |g| = ±1

2 between a ferromagnetic phase when
|g| < 1

2 and two paramagnetic phases when |g| > 1
2 [2].

Here we assume a linear quench in the form of

g(t) = 1− vt, (2.43)

which starts deep in the paramagnetic phase at t → −∞, and v is the driving speed for the
driving parameter. The critical exponents for this model are well known to be z = ν = 1 from
the Kibble-Zurek mechanism [17] and are explicitly solved from space-time renormalization
procedures [71]. The analytic solution for the wavefunction under this driving protocol can
be decomposed into a set of Landau-Zener excitation probabilities where the wavefunction
factorizes into a direct product of states with zero or two fermions [22]. Here we show
the results for dynamic fidelity susceptibility by numerically solving the time-dependent
Schrödinger equation through an explicit RK4 algorithm in order to avoid outlying assump-
tions. It should be noted that the quench of 1− vt is chosen instead of 1

2 − vt so that the the
initial value for time to = 1−go

v is further from the critical point, providing a more accurate
numeric result since the time-dependent Schrödinger equation is solved as an initial value
problem. Unfortunately, it also means that non-adiabatic speeds are less accurate since the
initial time is closer to the critical point for those speeds.

By analyzing Fig. (2.1), we can see that there is data collapse between dynamic fidelity
susceptibility and fidelity susceptibility for adiabatic quench speeds. The quantum Fisher
information also behaves identically to the dynamic fidelity susceptibility (DFS). We take a
closer look at this by analyzing Fig. (2.2) and see that there is indeed convergence to the
static case. These are intuitive results one would expect when generalizing the fidelity sus-
ceptibility as the DFS for a driven quantum system. It naturally lends one to consider look-
ing at dynamic fidelity susceptibility in the field of out-of-equilibrium dynamics for QPT’s.
Unfortunately, many of the other results for DFS when applied to this model are not well
established enough to consider in this thesis.
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Figure 2.1: This figure is evaluated for the Transverse Field Ising model for L = 6 spins.
Each line represents a separate quench velocity for the driving parameter g(t) governed by
Eq. (2.43). a) Dynamic fidelity susceptibility χDF (t)/v2 with respect to the driving parameter
g(t). We calculate χDF (t) directly from F (t) by Eq. (2.7) with δt = 0.01. b) The zero tempera-
ture quantum Fisher information 2Var[Ĥ(t)]/v2 is calculated directly from the time evolved
wavefunction |ψ(t)〉 and is plotted as a function of the driving parameter g. Notice how the
slower speeds are consistent with the results given by Eq. (2.10) indicating data collapse to
the static case. The critical point occurs at gc = 0.5 and the reason why the maximum of the
fidelity susceptibility isn’t exactly equal to the critical point is due to finite size effects.
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Figure 2.2: Numerically evaluating the QFI Var[Ĥ(tc)]
v2

for the Transverse Field Ising model
with L = 6 spins. When this is compared to values of v, we can see a convergence to the
appropriate value of χF (Wc) indicated in Eq. (2.10). As the driving speeds become more
adiabatic, the QFI fluctuates about the appropriate value for fidelity susceptibility indicating
convergence.
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Chapter 3

Dynamics of a Bosonic Josephson
Junction coupled to an impurity atom

3.1 A Bosonic Josephson Junction coupled to an impurity atom

One of the original motivations for the work done during the M.Sc degree has been to look at
the universal dynamics of the Bosonic Josephson Junction (BJJ) coupled to an impurity atom.
The goal was to find a connection between a macroscopic Schrödinger cat state that emerges
in the ground state and the critical exponents arising from the Quantum Phase Transition
(QPT) in this model. Although there is a connection, due to the long-range interactions [72],
measuring the density of defects does not lead to reliable scaling laws [28, 29]. Importantly,
the scaling form is heavily dependent on when the quench ends which is fairly different
compared to short-range interacting models [17]. While we were discovering this phenom-
ena in the system, we also started looking at dynamic fidelity susceptibility (DFS) and found
it has unique previously undiscovered phenomena.

From here we are going to apply the previously established theory for the DFS to the
Bosonic Josephson Junction (BJJ) coupled to an impurity atom. This can be realized as a two-
mode BEC-impurity double well system as illustrated in Figure 3.1. This system is closely
related to the Dicke model [70], and is a relevant toy model towards further understanding
the many-body effects associated with impurities [73, 72]. It experiences a second order QPT
[74] in the ground state with critical exponents that can be extrapolated through the fidelity
susceptibility [75]. DFS is shown to obey the adiabatic laws derived in Eq. (1.45) along with
the direct connection to the quantum Fisher information (QFI). Remarkably, the DFS appears
to exhibit numeric scaling laws dependent on the rate the driving parameter is changed
for the BJJ-impurity model and hint at how DFS can be used to measure criticality in the
dynamics of long-ranging interacting systems. The range in which these scaling laws happen
lies when the system is non adiabatic meaning there is an interesting extension between DFS
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Figure 3.1: Representation of the Bosonic Josephson Junction coupled to an impurity atom
as a two-mode BEC-impurity double well model. The blue dots represent the Bosons and
the red dot represents the impurity.

and fidelity susceptibility. We also apply some of the results found for DFS in the Interaction
picture to this model and find that many of the analytic results for DFS in the Interacton
picture are numericaly verified.

3.1.1 Quantum many-body Hamiltonian

The simplest many-body Hamiltonian for the BJJ-impurity double well system is the single
band two-site Bose-Hubbard model coupled with an impurity atom [74]. In the tight binding
approximation, there is a direct mapping between the infinite range Ising model which has
all-to-all interactions [72]. The impurity has a separate Hilbert space to the Bosons and being
a single particle, its statistics do not matter. In all generality, this system is explicitly written
as

Ĥ = U∆n̂2 − JB̂ − JaÂ+ 2W∆n̂∆m̂

+ ∆ε∆n̂+ ∆εa∆m̂.
(3.1)

Here the number difference operator for the impurity atom is given by ∆m̂ =
â†RâR−â

†
LâL

2 =
M̂R−M̂L

2 which gives the difference in occupation between the right and left well for the
impurity atom. Likewise, the equivalent number difference operator for the Bosons is given

by ∆n̂ =
b̂†Rb̂R−b̂

†
Lb̂L

2 = N̂R−N̂L
2 . Subscripts of R and L denote the respective operator or

parameter being in the right or left well respectively. The eigenvalues of the operators are
∆n ∈ [−N2 , N2 ] where N ∈ N is the total number of Bosons N = NR + NL, and ∆m = ±1

2

38



M.SC. THESIS - M. RICHARDS; MCMASTER UNIVERSITY - PHYSICS AND ASTRONOMY

where M = MR +ML = 1. Similarly, the hopping operators for the impurity and Bosons are
respectively given as Â = â†LâR + â†RâL and B̂ = b̂†Lb̂R + b̂†Rb̂L.

The particle interaction parameters in this Hamiltonian are U and W which are the in-
trawell interaction energies between two Bosons and between a Boson impurity respectively.
J is the Bosonic hopping energy and ∆ε is the difference in zero-point single particle energies
between the two wells. Likewise, Ja and ∆εa are the equivalent quantities for the impurity.
We will refer to ∆ε and ∆εa as the “tilt” within the system.

3.1.2 Equilibrium properties

The ground state of the system |E0(W ) > becomes a macroscopic superposition as the cou-
pling energyW approaches relatively large values. These values are cited to be atW ≈ 100U ,
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Figure 3.2: This figure is evaluated for a system size of N = 100 Bosons. It compares the
amplitude of the ground state energy |ψo| to the position of the Bosons (∆n) at J = Ja and
∆ε = ∆εa = 0 for a fixed impurity position ∆m̂ = ±1

2 . As the interaction energy between
the Bosons and the impurity increases (W ), what we see is that the ground state approaches
an extreme superposition in the form of the NOON state given in Eq. (3.2).
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J = Ja = 0.001U , and ∆ε = 0 [72]. When the Bosons are self interacting (U 6= 0), the
Schrödinger cat state appears to form at large values of W . Removing the self interacting
term in Eq. 3.1 still leads to the ground state approaching a macroscopic superposition of the
form

lim
W→∞

|E0(W ) >∝ |∆n = N/2,∆m = −1/2 > +|∆n = −N/2,∆m = 1/2 > . (3.2)

Eq. (3.2) is only shown as a proportionality compared to a normalized cat state because there
are a finite number of particles. These results are shown in Figure 3.2 where the ground state
explicitly turns into two separate Gaussians for large W .

In order to gain insight into the universal dynamics of the ground state QPT within the
BJJ-impurity model, the differences in zero point energy or tilts for the system (∆ε, ∆εa)
are set to zero. Likewise, the Boson’s self interaction term (U ) is set to 0. Experimentally,
this self interaction can be removed by inducing a Feshbach scattering resonance using a
magnetic field [76]. The effects we are interested in are not meaningfully altered by this
term [72]. Previous work has shown that a second order Z2 spontaneous symmetry breaking
QPT occurs in the ground state of the system as a function of W . This only occurs when
both the tilts are set to zero since introducing them would break the Z2 symmetry in the
system [74, 75]. It was found that the critical value for this QPT occurs at Wc = 2

√
JJa. For

values of W < Wc the Bosons and impurity occupy each well equally (〈∆n̂〉 = 〈∆m̂〉 = 0)
whereas above Wc, it becomes energetically favorable for the Bosons to occupy one well and
the impurity the other [75].

Next, all the energies are scaling in terms of the hopping energy for the Bosons (J) and
for simplicity we set the impurity’s hopping energy (Ja) to be equal to J . This provides a
standard relative energy scale for each parameter. Finally, we scale all the terms involving
Bosons by N effectively treating the Bosons and impurity’s energy on the same scale. In par-
ticular, this stops these terms dominating the impurity hopping term in the thermodynamics
limit N →∞. All of these things turn Eq. (3.1) into

Ĥ = − 1

N
B̂ − Â+ 2

W

NJ
∆n̂∆m̂. (3.3)

The presence of a QPT is shown in Figure 3.3 by plotting the fidelity susceptibility for
the BJJ-impurity model as a function of W . Through the fidelity susceptibility, the critical
exponents of ν = 3

2 , z = 1 [75] have been found numerically from the finite size scaling laws
for fidelity susceptibility in Eqs. (1.38 and 1.39). The dimensionality is determined to be
d = 1 since we are representing this scaling in Fock space.
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Figure 3.3: Fidelity susceptibility as defined in Eq. (1.37) is plotted for the BJJ-impurity model
given in Eq. (3.3). The maximum of the fidelity susceptibility tends towards the critical
value denoted by the vertical black line, as the system size increases. Each curve represents
a different number of BosonsN which is effectively the system size. This is a clear indication
of a QPT about the critical value Wc = 2J , where we set J = Ja. The inset of the graph
shows in detail the fidelity susceptibility for N = 10. This indicates the fidelity susceptibility
retains the same behaviour about a new maximum value regardless of system size.

3.1.3 Universal Dynamics

Given the Hamiltonian written in Eq. (3.3), we consider a linear quench scheme starting in
the local ground state. We treat the repulsive interaction energy between the Bosons and
impurity (W ) as the driving parameter

W (t) = vt, where t ∈ [
Wo

v
,
Wf

v
] = [to, tf ], (3.4)

withWo = 0 andWf = 4J . v is known as the the drive speed in the system and it determines
how fast the driving parameter is changed. These initial and final values are chosen to be far
away from the critical point (Wc = 2J) for a sufficiently “slow” drive speed (v). The value of
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Figure 3.4: The overlap P0(t) = |〈ψ(t)|E0(vt)〉|2 between the exact time evolved state and
the instantaneous ground state is evaluated for a system size of N = 50 Bosons. P0(t) is
the probability that the time dependent wave function will be in the local ground state at
the equivalent value for the driving parameter W (t) = vt. For adiabatic processes, there is
very little response to the QPT which is reflected in the smallest driving speeds. Conversely,
when the drive speed is large, the system does not remain in the ground state.

Wo = 0 is physically significant in that the system is starting off in the ground state with no
interactions and then it is driven to some final state with Boson-impurity interactions. The
initial state is taken to be the ground state of Eq. (3.3) at Wo = 0 in the form of |ψ(t0 = 0)〉 =

|E0(W0 = 0)〉. The exact final state is solved numerically with an explicit RK4 algorithm
for the time dependent Schrödinger equation with the time dependent driving parameter
expressed in Eq. (3.4). The explicit coupled ODE’s are given in Appendix A. For sufficiently
adiabatic evolution, the wave function should remain in the ground state. We find that this is
indeed the case at “slower” driving speeds as shown in Fig 3.4. Conversely, there is less of a
response to the ground state QPT at “fast” driving speeds and the evolution is non-adiabatic.

Through adiabatic perturbation theory, finite size effects can be shown to dominate when
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quench velocities are slower than v∗ and universality saturates to an exponential value of 2

[22]. This is due to the finite system size causing a perfectly adiabatic transition about the
QCP. The value of v∗ = 1/L

1
ν

+z is analytically derived in Section 1.3.3, along with the scaling
of the excitation probability Pex = 1−|〈ψ(t)|E0(vt)〉|2 saturating to a value of 2 for sufficiently
slow drive speeds.

In Figure 3.5 we plot the scaling of the density of defects (nex(t) = Pex(t) = 1−|〈ψ(t)|E0(vt)〉|2)
with respect to the drive speed normalized by system size. Given critical exponents of ν =

3/2, z = d = 1, the KZ scaling law given in Eq. (1.49) becomes nex(tc = Wc
v ) ∼ v

dν
νz+1 = v

3
5 .
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Figure 3.5: Density of defects evaluated at the critical time nex(tc) = 1 − |〈ψ(tc)|E0(vtc)〉|2

compared to the driving speed scaled with system size v
N on a logarithmic scale for the

BJJ-impurity model. Each curve represents a different number of Bosons N . Long range in-
teractions, and finite size scaling effects contribute to a break down in the predicted Kibble-
Zurek scaling laws. There is however a specific range in which Kibble-Zurek scaling can be
achieved numerically. This scaling belongs to driving velocities (v) that are in the range of
v∗ ∼ N−

1
ν
−z < v < vfast. It is expected that Kibble-Zurek scaling will hold in the thermody-

namics limit for systems with all-to-all interactions [29].
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Figure 3.6: Density of defects evaluated at the critical time nex(tc) = 1 − |〈ψ(tc)|E0(vtc)〉|2

compared to the driving speed v on a logarithmic scale for the BJJ-impurity model with
N = 100 Bosons. We break down the dynamics of the QPT into three regions. The first
region called the adiabatic region (left of the black dashed line) occurs when the driving
speed is on the order of v∗ ∼ N−

1
ν
−z which for this model is v∗ ∼ N−

5
3 . In the adiabatic

region the density of defects is expected to loose universality and saturates to nex(tc) ∼ v2

which is given by the red line. The second region is called the non-adiabatic region (between
the black and magenta dashed lines) where Kibble-Zurek scaling is supposed to hold in the
non-adiabatic regime. For this model, the Kibble-Zurek scaling is expected to be nex(tc) ∼ v

3
5

which is presented by the green line. The final third region is called the far from equilibrium
region (to the right of the magenta line) where all universality is expected to break down as
the wavefunction no longer has any memory of the local ground state. The value of vfast is
arbitrarily chosen to fit the graph.
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We find this accidentally holds when the quench ends at the critical point for specific driving
speeds within a range of 1 >> v > v∗. Therefore, it seems that in the thermodynamic limit
N → ∞, this system will follow Kibble-Zurek scaling laws within a bigger range of driving
speeds [29, 30]. However, this scaling requires the driving speeds be slow enough that the
system isn’t too far from equilibrium. Indeed, Figure 3.5 shows that the KZ scaling law does
not hold for all adiabatic velocities due finite size effects [22].

Similar results have been obtained for the Lipkin-Meshkov-Glick (LMG) model [29] which
belongs to the Dicke model universality class [70]. Like our model, the LMG model features
all-to-all interactions. A key result from lookng at the universal dynamics of the LMG model,
is that the KZ universality is heavily dependent on when the quench ends for these similar
all-to-all models [29]. In contrast to short range interacting models, these universal dynamics
are drastically different in that they theoretically do not depend on when the quench ends.

Indeed, analysis of the ferromagnetic spinor atomic Bose-Einstein condensate by Xue et.
al. [28] breaks down the dynamics of the QPT into three distinct regions. They do this by
categorizing where universality at the critical time tc = λc

v (for some driving parameter λ)
occurs in the system:

• Region 1 which is called the adiabatic region is for velocities of v < v∗. In this case the
density of defects becomes non-universal and saturates to 2, i.e. nex(tc) ∼ v2.

• Region 2 called the non-adiabatic region is for velocities of v∗ < v < vfast. Here we
arrive at the universal Kibble Zurek scaling nex(tc) ∼ v

dν
νz+1 .

• Region 3 being the far from equilibrium region where vfast < v. For this, the drive
speed is to fast and the density of defects saturates rapidly loosing features of univer-
sality.

We compare this analysis to our system in Figure 3.6 and find identical results. Recently,
other work on the long range transverse field Ising model with power law interactions 1

rα

where α ∈ [0, 1) has found that the KZ scaling laws can exist for an experimentally realizable
number of particles [30]. However, these scaling laws do break down when the interactions
become infinite.

3.1.4 Dynamic Fidelity Susceptibility applied to a Bosonic Josephson Junction
coupled to an impurity atom

There is an intimate relationship between the dynamic fidelity susceptibility (DFS) and fi-
delity susceptibility (FS) in the adiabatic limit through Eq. (2.10). This relationship is nu-
merically shown in Figure 3.7 (a.) through the BJJ-impurity model following the quench
scheme given in Eq. 3.4. In particular, there is exact convergence with dynamic fidelity sus-
ceptibility and FS in the adiabatic limit which is the intuitive result expected. Remarkably,
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the exact same results are found for the zero temperature quantum fisher information (QFI)
within the adiabatic limit and this is represented in Figure 3.7 (b.). Inherently this means
that multipartite entanglement has a connection to the equilibrium properties of QPTs in the
adiabatic limit. The connection between the QFI and multipartite entanglement is illustrated
in Section 1.2.3. One of the key strengths in recognizing the connection between QFI and
DFS is that it provides a general result for analyzing multipartite entanglement under a slow
quench driven out of equilibrium.

We further explore the exact convergence of the QFI in Figure 3.8 by analyzing its depen-
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Figure 3.7: This figure looks at the connection between dynamic fidelity susceptibility and
the quantum fisher information in the adiabatic limit. We analyze this connection through
the Bosonic Josephson Junction with an impurity atom coupled to it given a system size of
N = 10 Bosons. Each line represents a separate driving speed for the driving parameter
W governed by Eq. (3.4). a) Dynamic fidelity susceptibility χDF (t)/v2 with respect to the
driving parameter W . We calculate χDF (t) directly from F (t) by Eq. (2.7) with δt = 0.001.
b) Zero temperature quantum Fisher information 2Var[Ĥ(t)]/v2 as a function of the driving
parameter W . The variance is taken with respect to the time evolved wavefunction. Notice
how the slower speeds are consistent with the results given by Eq. (2.10) indicating data
collapse to the fidelity susceptibility.
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Figure 3.8: Convergence of the quantum Fisher information (QFI) Var[Ĥ(t)]/v2 in the BJJ-
impurity model for system sizes of N = 100 evaluated at the critical point. The inset shows
this convergence to the Fidelity Susceptibility at N = 10 evaluated at the critical point. It
appears that for adiabatic driving speeds, the QFI fluctuates about the appropriate value for
fidelity susceptibility indicating convergence. It should be noted that for the N = 100 case,
the driving speeds used are too fast to reflect these fluctuations but are expected to behave
similarly for slower speeds. If we wanted to check for slower speeds with larger system sizes,
we would need to implement parallel programming in the numerical solution to reproduce
results in a reasonable time.

dence on the driving speed at the critical value of Wc = 2J for the BJJ-impurity model. It
appears that the numerical results initially overshoot the expected convergent value at very
small v forN = 100 Bosons. We postulate this is due to neglecting higher order perturbations
in v for the derivation of Eq. (2.10). However, by considering a smaller number of Bosons
N = 10, we observe that the QFI appears to fluctuate about the appropriate limiting value of
χF (Wc)/2. We expect this to occur for larger system sizes with slower speeds. Unfortunately,
this requires an implementation of parallel programming to produces results in a reasonable
time.

Following the quench scheme outlined in Eq. (3.4) we consider treating the DFS as a
scaling quantity with velocity in Figure 3.9. Remarkably, when DFS is evaluated at the cor-

47



M.SC. THESIS - M. RICHARDS; MCMASTER UNIVERSITY - PHYSICS AND ASTRONOMY

10 8 6 4 2 0
ln(v)

10

8

6

4

2

0

2

4

ln
(V

ar
[H

(t
m

a
x
)]

/v
2 )

N = 100
N = 200

1.57929 ln(v), r2 = 0.99
1.59954 ln(v), r2 = 0.99

Figure 3.9: Out-of-equilibrium scaling laws for the QFI by a linear quench given in Eq.
(3.4), for the BJJ-impurity model about the values of Wmax = tmax

v = 2.197J, 2.125J for
N = 100, 200 respectively. The values considered within the linear regression lie in the non-
adiabatic regime, where Kibble-Zurek scaling is expected to hold for this model. The r2 is
the coefficient of determination, indicating how accurate the linear regression is in properly
modeling the data. The slope of the scaling laws seem to converge to the value of 1.6 indi-
cating a possible data collapse in the thermodynamic limit. It is important to note that the
scaling for this model occurs in the non-adiabatic regime where the Kibble-Zurek scaling is
expected to hold for the density of defects as presented in Figure 3.6. Remarkably, the nu-
merical scaling appears to be quite pronounced in this region. Not only does this provide
insight into how DFS can be extended beyond its connection to regular fidelity susceptibility,
it also indicates that the DFS or the QFI is a relevant measure towards understanding univer-
sal dynamics in long-range interacting models. This scaling depends heavily on when the
quench ends (tmax) for this system. It would be interesting to see how DFS behaves for other
short range models!
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responding maximum value of W for the fidelity susceptibility Wmax, we find a clear scal-
ing law about the driving speed. Interestingly, this scaling lies in the non-adiabatic regime,
specifically where Kibble-Zurek scaling breaks down for infinite range models [28, 29]. This
means that DFS goes beyond regular fidelity susceptibility and can accurately model phe-
nomena that is non-adiabatic. Hopefully this provides a promising avenue towards probing
the dynamics of quantum phase transitions.

Regardless, when the QFI is interpreted as the DFS, it can be used as a measure for look-
ing at universal dynamics of slow quenches for infinite range models. Analogously, within
the adiabatic limit, the DFS or the QFI can be written as a universal function about Wmax

given by Figure 3.10 in a similar manner to Eq. (1.39). This indicates that there has to be a
connection between the out-of-equilibrium dynamics observed in Figure 3.9 and the equilib-
rium critical exponents found for this system in the adiabatic limit.

4 2 0 2 4
N2

3v(t tmax)

2
0
2
4
6
8

10

D F
(vt

m
ax

)
D F
(vt

)
D F
(vt

)

static
dynamic

0.5 0.0 0.5
0.00

0.05

0.10

Figure 3.10: Dynamic fidelity susceptibility is numerically evaluated as the QFI and it is
presented as a universal finite size scaling function about the maximum value of fidelity
susceptibility in the BJJ-impurity model (which has a critical exponent of ν = 3

2 ) at N = 100

and v = 2.395×10−5. The static line indicates the case where Eq. (1.39) is explicitly evaluated
and the dynamic line is the equivalent form given by (χDF (vtmax) − χDF (vt))/χDF (vt). For a
sufficiently slow driving speed, the QFI exactly matches the fidelity susceptibilities finite size
scaling relation given by Eq. (1.39) indicating universal behaviour dependent on the driving
parameter W in the adiabatic limit. This could possibly hint at describing any dynamic
universal scaling laws for DFS in terms of the equilibrium critical exponents.
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3.1.5 Dynamic Fidelity Susceptibility in the Interaction Picture for a Bosonic
Josephson Junction coupled to an impurity atom

In this section, we numerically explore some of the relations found in Chapter 2 for dynamic
fidelity susceptibility (DFS) in the Interaction picture by applying them to the BJJ-impurity
model. Looking at the dynamics for this time dependent system, we start off in the ground
state at W = 0 (|ψ(0)〉 = |E0(0)〉) and follow the same quench scheme outlines in Eq. (3.4).
The time dependent wave functions for the Schrödinger picture (|ψ(t)〉S) and the Interaction
picture (|ψ(t)〉I ) are determined by their respective equations of motions. These are

∂|ψ(t)〉I
∂t

= −iV̂I(t)|ψ(t)〉I &
∂|ψ(t)〉S

∂t
= −iĤ(t)|ψ(t)〉S , (3.5)

for a Hamiltonian in the form of Ĥ(t) = Ĥo + V̂ (t). Within the Interaction picture V̂I(t) =

eiĤotV̂ (t)e−iĤot.
It is important to notice that any state ket can be transformed from the Schrödinger pic-

ture to the Interaction picture via |ψ(t)〉I = eiĤot|ψ(t)〉S . This means that the density of

1 2 3 4
W(t)

0.5

1.0

1.5

Magnitude

2(Var[VI(t)]I)

χD
F,I(t)

2(Var[H(t)-Ho]S)

Figure 3.11: Numerically evaluating χDF,I(t) directly through the dynamic fidelity in the In-
teraction picture (Eq. 2.24) along with the QFI in the Interaction picture 2Var[V̂I(t)]I (Eq.
2.29) and the QFI in the Schrödinger picture Var[Ĥ − Ĥo]S (Eq. 2.28) for the BJJ-impurity
system at N = 10, and v = 0.01. Each of these lines overlap with one another concluding
that the QFI in the Interaction picture is equivalent to its Schrödinger picture form, along
with the DFS in the Interaction picture.
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defects (nex(t) = Pex(t) = 1 − |〈ψ(t)|E0(vt)〉|2) should be the same in both pictures. Using
this model to directly calculate Eq. (2.24) through the dynamic fidelity |〈ψ(t)|Iψ(t + δt)〉I |,
we can see how the analytic relations give by (Eqs. 2.29 and 2.28) compare in Figure 3.11.
Numerically, the results seem identical to the analytic results derived and show consistency
between the expressions written in the Schrödinger picture and the Interaction picture. This
means that any connections found within the Schrödinger picture can be extended to the
Interaction picture through simple relations!

Finally, we express DFS for this model in its FOTOC equivalent given by Eq. (2.41) in
Figure 3.12. Additionally we plot out the traditional FOTOC given by Eq. (2.36) to compare
and contrast directly. What we see is that the assumptions are necessary to arrive at the final
result given by Eq. (2.40). This equivalence provides a way to interpret how OTOCs behave
for systems within the context of slow driving protocols. Due to the numeric difficulty in
calculating OTOCs directly [38], this could provide a new avenue towards numerically cal-
culating OTOCs in a similar manner. Optimistically, this equivalence could lead to a possible
connection between quantum scrambling and the dynamics of QPT’s [77, 78].
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Figure 3.12: Dynamic fidelity susceptibility (DFS) is evaluated through the dynamic fidelity
|〈ψ(t)|Iψ(t + δt)〉I | by Eq. (2.24) and it is compared to the FOTOC (|〈ψ(0)|IŴ †G(t)|ψ(0)〉I |2

where WV (t)(t, δt) = eiδtV̂ (t)) from Eq. (2.32) along with the OTOC represented form for

DFS (2 (1−|〈ψ(t)|IŴ †G(t)|ψ(t)〉I |2)

(δt)2
) as illustrated in Eq. (2.41). The results in this graph are for the

BJJ-impurity system when it is evaluated at N = 10, and v = 0.01 (an adiabatic speed for
N = 10) for a linear driving protocol defined by Eq. (3.4). This figure shows how DFS is
extended from the traditional FOTOC as defined in Eq. (2.36) and how it is written as an
OTOC since the green and yellow lines are directly overlapping. This connection provides a
clear description to the behaviour of OTOC’s in a slow driving protocol! Further exploration
of this concept could describe possible connections between the dynamics of OTOC’s and
the dynamics of QPT’s [77, 78]
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Chapter 4

Future work

Given the intimate relationship between generalized fidelity susceptibility and the excitation
probability, writing dynamic fidelity susceptibility (DFS) in an equivalent generalized form
could lead to a direct connection between DFS and the density of defects [79]. DFS can be
applied to quantum quenches starting in different many-body eigenstates to explore excited
state quantum phase transitions [80]. Dynamic fidelity can be expanded up to higher order
terms for the velocity or the wavefunction. Considering a non-linear time dependence could
provide a general connection between DFS and fidelity susceptibility in the adiabatic limit.
Further exploration on the connection between the dynamics of QPT’s and OTOC’s through
DFS could be fruitfull [77, 78]. It would be interesting to see how DFS behaves for systems
of other universality classes. One important application for this work would be in the field
of quantum computation. The errors that accumulate within an adiabatic quantum compu-
tation process can be described by the density of defects about a quantum critical point [81].
Ultimately, deriving an analytic scaling laws for DFS would show how it can directly probe
universal dynamics and why it would be the natural quantity to consider in the field of out-
of-equilibrium dynamics. Having an appropriate scaling law for DFS about a QCP could
provide the context for describing the accumulation of errors when measuring multipartite
entanglement. These are just a few of the possibly limitless applications that DFS can have!
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Chapter 5

Conclusion

Dynamic fidelity susceptibility (DFS) has been shown to be a unique quantity for time evolv-
ing closed quantum systems that connects concepts between multipartite entanglement (QFI),
scrambling (OTOC’s), and universal dynamics. Thinking about DFS as an equivalent quan-
tity to the QFI provides a unique approach to understanding the universal dynamics of quan-
tum phase transitions. Just as the density of defects is often regarded as a measure of scalable
errors within adiabatic quantum computation [81], DFS provides a means towards numeri-
cally understanding errors accumulated in quamtum comptuation by measuring multipar-
tite entanglement (QFI) under a linear slow quench [82]. Within the adiabatic limit, there
are interesting parallels between DFS and fidelity susceptibility creating expected outcomes
with experimental measurements of the QFI. Remarkably, these results are found for a fairly
complicated system (the BJJ-impurity model) with a linear time dependent control param-
eter and they have provided insight into possible numeric scaling laws that can hold for
long-range interacting models. Some of the derived properties have also been shown for the
transverse field Ising model. Overall, DFS is shown to be a promising new quantity within
the field of out-of-equilibrium quantum dynamics and could have potential applications into
quantum computation and cold-atom physics.
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Appendix A

Solving the BJJ-impurity time
dependent dynamics numerically

We start by writing the Hamiltonian in terms of its individual matrix elements as

< ∆m′,∆n′|Ĥ|∆m,∆n >=
(

2
W

JN
∆n∆m+

∆ε

JN
∆n+

∆εa

J
∆m

)
δ∆n′,∆nδ∆m′,∆m

− 1

2N

√
(N + 2∆n)(N − 2∆n+ 2)δ∆n′,∆n−1δ∆m′,∆m

− 1

2N

√
(N + 2∆n+ 2)(N − 2∆n)δ∆n′,∆n+1δ∆m′,∆m

−J
a

2J

√
(M + 2∆m)(M − 2∆m+ 2)δ∆n′,∆nδ∆m′,∆m−1

−J
a

2J

√
(M + 2∆m+ 2)(M − 2∆m)δ∆n′,∆nδ∆m′,∆m+1,

(A.1)

where each of the coefficients in front of the Kroenecker delta’s are represented as

Q∆m(∆n) =
(

2
W

JN
∆n∆m+

∆ε

JN
∆n+

∆εa

J
∆m

)
F−1(∆n) = − 1

2N

√
(N + 2∆n)(N − 2∆n+ 2)

F+1(∆n) = − 1

2N

√
(N + 2∆n+ 2)(N − 2∆n)

G−1(∆m) = −J
a

2J

√
(M + 2∆m)(M − 2∆m+ 2)

G+1(∆m) = −J
a

2J

√
(M + 2∆m+ 2)(M − 2∆m).

(A.2)

Notice how each term does not depend on N meaning they are numerically reasonable to
calculate.

The next step is to solve the wavefunction through the Schrödinger equation. An impor-
tant thing to note is that we are assuming the system starts in the ground state |E0(0) > and
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it passes through the critical point Wc = 2
√
JJa. With the transformation described in Eq.

(3.3), the critical point looses its dependence on N . Thus, the wavefunction in the Fock basis
is

|ψ(t) >=

N
2∑

∆n=−N
2

M
2∑

∆m=−M
2

a∆n,∆m(t)|∆n,∆m > . (A.3)

When we are solving the Schrödinger equation, the range in which time occurs needs to
be taken into account. For a linear quench scheme given by W = vt, time needs to change
based on the appropriate quench speeds. If W ∈ [Wmin,Wmax], then t ∈ [ tminv , tmaxv ] which
tells us that the amount of time needed to solve the Schrödinger equation changes drastically.
Regardless, the Schrödinger equation is written as

i
d|ψ(t) >

dt
= Ĥ(vt)|ψ(t) > . (A.4)

Writing this out explicitly with Eq. (A.3) and the notation brought up from Eq. (A.2) gives

∑
∆n,∆m

a′∆n,∆m(t)|∆n,∆m >= −i
( ∑

∆n,∆m

Q∆m(∆n)a∆n,∆m(t)|∆n,∆m >

+ F+1(∆n)a∆n,∆m(t)|∆n− 1,∆m >

+ F−1(∆n)a∆n,∆m(t)|∆n+ 1,∆m >

− Ja

J
(a∆n,∆m(t)|∆n,∆m+ 1 > +a∆n,∆m(t)|∆n,∆m− 1 >)

)
.

(A.5)

Here, the prime denotes the time derivative. It should be noted that the terms defined
through G±1(∆m) are equal to −J

a

J in the Hamiltonian. From here, we can see what each
term is equal to

a′∆n,∆m(t) = −i
(
a∆n,∆m(t)Q∆m(∆n) + F+1(∆n+ 1)a∆n+1,∆m(t)

+ F−1(∆n− 1)a∆n−1,∆m(t)− Ja

J
(a∆n,∆m+1(t) + a∆n,∆m−1(t))

)
.

(A.6)

These are the equations being solved for each of the coefficients of the wavefunction. As
we can see, they are highly coupled with one another but fortunately have a limited time
dependence. So when we are actually solving these coupled ODE’s, we have to note the
range in which time occurs. Given that the initial condition is |ψ0(to = 0) >= |E0(W = 0) >,
we can solve Eq. (A.6).
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temperature. Scientific reports, 8(1):15663, 2018.

[34] Gabriele De Chiara and Anna Sanpera. Genuine quantum correlations in quantum
many-body systems: a review of recent progress. Reports on Progress in Physics,
81(7):074002, 2018.

[35] Brian Swingle, Gregory Bentsen, Monika Schleier-Smith, and Patrick Hayden. Measur-
ing the scrambling of quantum information. Physical Review A, 94(4):040302, 2016.

[36] Pavan Hosur, Xiao-Liang Qi, Daniel A Roberts, and Beni Yoshida. Chaos in quantum
channels. Journal of High Energy Physics, 2016(2):4, 2016.

[37] Stephen H Shenker and Douglas Stanford. Black holes and the butterfly effect. Journal
of High Energy Physics, 2014(3):67, 2014.

61



M.SC. THESIS - M. RICHARDS; MCMASTER UNIVERSITY - PHYSICS AND ASTRONOMY

[38] RJ Lewis-Swan, A Safavi-Naini, JJ Bollinger, and AM Rey. Unifying scrambling, ther-
malization and entanglement through measurement of fidelity out-of-time-order corre-
lators in the dicke model. Nature communications, 10(1):1581, 2019.

[39] Juan Maldacena, Stephen H Shenker, and Douglas Stanford. A bound on chaos. Journal
of High Energy Physics, 2016(8):106, 2016.

[40] Kevin A Landsman, Caroline Figgatt, Thomas Schuster, Norbert M Linke, Beni Yoshida,
Norman Y Yao, and Christopher Monroe. Verified quantum information scrambling.
Nature, 567(7746):61, 2019.
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[77] Ceren B Dağ, Kai Sun, and L-M Duan. Detection of quantum phases via out-of-time-
order correlators. arXiv preprint arXiv:1902.05041, 2019.

[78] Bo-Bo Wei, Gaoyong Sun, and Myung-Joong Hwang. Dynamical scaling laws of out-
of-time-ordered correlators. arXiv preprint arXiv:1906.00533, 2019.

[79] Victor Mukherjee and Amit Dutta. Fidelity susceptibility and general quench near an
anisotropic quantum critical point. Physical Review B, 83(21):214302, 2011.

64



M.SC. THESIS - M. RICHARDS; MCMASTER UNIVERSITY - PHYSICS AND ASTRONOMY

[80] MA Caprio, P Cejnar, and F Iachello. Excited state quantum phase transitions in many-
body systems. Annals of Physics, 323(5):1106–1135, 2008.

[81] Bartłomiej Gardas, Jacek Dziarmaga, Wojciech H Zurek, and Michael Zwolak. Defects
in quantum computers. Scientific reports, 8(1):4539, 2018.

[82] K Wright, KM Beck, S Debnath, JM Amini, Y Nam, N Grzesiak, J-S Chen, NC Pisenti,
M Chmielewski, C Collins, et al. Benchmarking an 11-qubit quantum computer. arXiv
preprint arXiv:1903.08181, 2019.

65


	Introduction
	Classical Phase Transitions
	Landau Theory of Classical Phase Transitions
	Universality and Critical Exponents
	Homogeneity & the Scaling Hypothesis
	Finite Size Scaling

	Equilibrium Quantum Phase Transitions
	Quantum Phase Transitions
	Fidelity Susceptibility Applied to QPT's 
	Zero Temperature Quantum Fisher Information 

	Out-of-Equilibrium Quantum Phase Transitions
	Quantum Quenching and the Adiabatic Theorem
	Kibble-Zurek Scaling
	Adiabatic Perturbation Theory 


	Dynamic Fidelity Susceptibility 
	Dynamic Fidelity susceptibility (DFS) & the zero temperature Quantum Fisher Information
	Dynamic Fidelity Susceptibility in the adiabatic limit for a linear quench
	Dynamic Fidelity Susceptibility in the Interaction picture
	Dynamic Fidelity Susceptibility and Out-of-Time Ordered Correlators 

	Application to the Transverse Field Ising model 

	Dynamics of a Bosonic Josephson Junction coupled to an impurity atom
	A Bosonic Josephson Junction coupled to an impurity atom
	Quantum many-body Hamiltonian
	Equilibrium properties
	Universal Dynamics
	Dynamic Fidelity Susceptibility applied to a Bosonic Josephson Junction coupled to an impurity atom 
	Dynamic Fidelity Susceptibility in the Interaction Picture for a Bosonic Josephson Junction coupled to an impurity atom


	Future work
	Conclusion
	Solving the BJJ-impurity time dependent dynamics numerically 

