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Abstract

In the simple form, a communication system includes a transmitter and a receiver. In the transmitter, it transforms the one hot vector message to produce a transmitted signal. In general, the transmitter demands restrictions on the transmitted signal. The channel is defined by the conditional probability distribution function. On receiving of the transmitted signal with noise, the receiver appears to apply the transformation to generate the estimate of one hot vector message. We can regard this simplest communication system as a specific case of autoencoder from a deep learning perspective. In our case, autoencoder used to learn the representations of the one hot vector which are robust to the noise channel and can be recovered at the receiver with the smallest probability of error.

Our task is to make some improvements on the autoencoder systems. We propose different schemes depending on the different cases. We propose a method based on optimization of softmax and introduce the $L_{1/2}$ regularization in MSE loss function for SISO case and MIMO case, separately. The simulation shows that both our optimized softmax function method and $L_{1/2}$ regularization loss function have a better performance than the original neural network framework.
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Notation and Abbreviations

Notation

\( W \) Matrices are denoted by boldface characters with uppercase

\( \|x\| \) The Euclidean norm of \( x \)

\( w_{ij} \) The \((i, j)\)-element of \( W \)

\( \nabla \) The gradient operator

\( \mathbb{R} \) The sets of real numbers

Abbreviations

AI Artificial Intelligence

NN Neural Network

CNN Convolutional Neural Networks

ML Machine Learning

DL Deep Learning
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SISO</td>
<td>Single Input and Single Output</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple Input and Multiple Output</td>
</tr>
<tr>
<td>CSI</td>
<td>Channel State Information</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Artificial intelligence (AI) has lately witnessed an explosion in global interest. The interest is according to the reality that AI allows computers to study from experience, summarise their acts, and execute tasks that are usually associated with human intelligence. The general public is very familiar with some AI applications, for instance, won masters in chess and fingerprint identifications. Other technologies are less well known to people, like detecting fraud, finding features in big quantities of information, and controlling complicated manufacturing procedures. All these technologies are according to the same principles from deep learning.

Neural network is a part of the AI field. One of the dominant kinds of Neural Networks (NN) used for a multi-dimensional signal processing is deep learning. The word deep generally relates to networks ranging from a “few” to more convolutional layers, and deep learning applies to method for training data to learn their functional parameters automatically using statistics representative of a particular issue area of interest [1]. Deep learning currently uses in a wide range of applications, which all have the same aim of automatically learning characters from data sets and generalizing
their reactions to situations not happen in the training process. Finally, the learned characteristics can be used to distinguish the kinds of signals that are supposed to be processed by Neural network.

The basic building blocks of a communication system includes a transmitter, a channel and a receiver. Although the process seems straightforward, many complications arise especially in the physical layer and there are diminishing results in terms of performance in this layer. The machine learning and deep learning approaches have shown significant improvements in performance in domains such as Computer Vision where it is impossible to arrive at a robust solution due to the inconsistency and unpredictability of inputs (as in case of handwritten digit recognition) [2, 3]. This might also be true in some cases in the field of the communications where some complex scenarios are difficult to be described in mathematical models. So, the concepts of Deep Learning (DL) can be applied to this domain as long as the communication models do not sufficiently capture the real effects. The transmitter, channel, and receiver are represented as a NN which can be regarded as an Autoencoder. The performance of such a system is comparable to the current transmitter-receiver system which means that the same performance can be obtained using the neural networks and they can be used to replace the highly complicated architectures of the present-day systems [4].
1.1 Potential of Deep Learning in Communication Systems

There are some explanations for why DL might obtain better performance than current communications algorithms.

First, most communication methods for signal processing have strong statistical and information theory foundations. Generally, the mathematical models are linear and stationary. However, there are some imperfections and non-linearities [5] in the practical systems. A system based on DL does not require a mathematically controllable model.

Next, NNs are universal approximators [6] and the latest research has demonstrated that Algorithmic learning with Recurrent Neural Networks [7] which is called Turing-complete [8] has a notable capacity. Since the implementation of NNs on simultaneous architectures can be extremely parallel and simply applied with small precision data types [9], it is a proof that learned algorithms can be calculated more quickly and have reduced energy costs than the manually “programmed” competitors.

Last, the architectures with large amount of parallel processing are highly energy effective and capable of impressive computing performance when they are fully exploited by concurrent algorithms [10].

1.2 MIMO Communications

In recent years, MIMO wireless systems are commonly used in 4G cellular network systems and local area network systems to boost throughput and bandwidth by exploiting the channel’s multi-path features. It is possible to improve data in different
channel circumstances by encoding data across multiple antenna components which use spatial diversity or range of multiplexing or throughput. Typical MIMO communication models are split into two classifications [11], open-loop (without the transmitter’s Channel State Information (CSI) data) and closed-loop (with the transmitter’s CSI fed back from the receiver). These MIMO systems depend on rigid encoding-beamforming and decoding systems acquired analytically and are not known to be accurate in general. In addition, closed-loop spatial multiplexing methods depend on CSI and channel prediction and transmitting this data to the transmitter results in prediction and feedback (i.e. quantization) mistakes that further complicate the ability for these schemes to achieve optimality.

Machine Learning (ML) applications have been suggested to be incorporated into communication systems in latest years. Authors in [12] suggest using the Vector Support Machines (SVM) to allow the classification of machine learning to determine coding scheme and modulation. Authors in [13] introduce a blind detection structure that conducts information symbol detection in a receiver without knowing the CSI. These methods use ML as an extra functional unit to accomplish a specific task in conventional communications.

Recent study in machine learning for SISO channel [4] shows that by studying the scheme in the training process, autoencoders can achieve the results by existing near-optimal baseline modulation and coding schemes.

1.3 Main Contributions

In this thesis, we keep using autoencoders in SISO and MIMO systems, and our principle achievements are as follows:
In SISO systems, we propose a method which transforms the softmax activation function to an optimization problem and then find the optimal solution. Through the experiment, our method gets the better results of BER in binary case than the baseline.

We know that $L_{1/2}$ regularization has a perfect performance in signal recovery. Therefore, we introduce the $L_{1/2}$ regularization into the MSE loss function as the penalty term in our training process. Through the simulation, our MSE loss function with $L_{1/2}$ regularization has better performance than the baseline method.
Chapter 2

Preliminaries

In this section, we will discuss the principle of Convolutional Neural Networks (CNN) and introduce $L_{1/2}$ regularization in our loss function.

2.1 Convolutional Neural Networks

Using computers for automatic image recognition can be traced back to about fifty years ago. Between mid 1950s and early 1960s, the problem of learning machines [14] received a significant attention in machine learning field. During that period, it was found that, when trained with linearly independent data sets, the perceptrons (i.e. the basic computer units) could converge to one solution in a finite iterations. This solution is based on the hyper-plane which could correctly separate data classes in feature hyperspace. However, basic perceptrons are not adequate for accomplishing practical tasks. Authors in [15] attempt to develop perceptron itself by combining multiple layers of devices lacked effective training algorithms. With the development
of *backpropagation* [16], the aforementioned state of the art changes. Backpropagation is a method of training neural network, which consists of several layers of perceptron-like units. In the context of what we now call deep CNN [17], backpropagation was first applied to two-dimensional signals in 1989. In the next 20 years, similar efforts was still at a relatively low level. Fortunately, there has been a rapid development in neural networks [18, 19] since the publication of the 2012 Imagenet Challenge showed the power of deep CNN. In recent years, CNN is the preferred method to solve complex image recognition and signal processing tasks.

Machine pattern recognition includes four basic steps: acquisition, preprocessing, feature extraction and classification. Acquisition is about generating the original input patterns (e.g. the original signals). The tasks of preprocessing are about something like noise reduction and geometric correction. Classification is the process of assigning the input patterns to one of the predefined classes. Feature extraction is about computing attributes and it is the fundamental for distinguishing patterns. It requires extensive engineering to define and proof a set of appropriate characters for a given case. This is the most difficult problem to solve. CNN provides an alternative method for automatically feature learning by using large sample databases (i.e. training sets).

The problem is to determine an approach based on CNN for automatically extracting characters from a big training sets and deploy these characters to correctly recognize images from both the training sets and test sets. CNNs are presently being effectively implemented in a variety of other fields, including speech recognition and handling of natural language [20].

A CNN structure includes convolution, activation, and pooling layers. The data
after CNN framework is then transmitted into a fully connected neural network (FCN) with the aim of mapping a number of 2-D characteristics for each input database into a class label. Fundamental to this method is the ability to use training samples to study functional coefficients in all layers. We deploy propagation algorithm to adjust the weights (also known as parameters) in each network layers by doing the loop operation to the training data.

2.1.1 Fully Connected Neural Networks

A Fully connected neural network with J layers explains a mapping \( f(r_0; \alpha) : \mathbb{R}^{N_0} \mapsto \mathbb{R}^{N_J} \) of an input vector \( r_0 \in \mathbb{R}^{N_0} \) to an output vector \( r_J \in \mathbb{R}^{N_J} \) via J iterations:

\[
r_j = f_j(r_{j-1}; \alpha_j), \quad j = 1, \ldots, J
\]

(2.1.1)

where \( f_j(r_{-1}; \alpha_j) : \mathbb{R}^{N_{j-1}} \mapsto \mathbb{R}^{N_j} \) is the mapping on the \( j \)th layer. The mapping relies on the output vector \( r_{j-1} \) from the earlier layer as well as a series of parameters \( \alpha_j \). We define \( \alpha = \alpha_1, \ldots, \alpha_J \) to represent the sets of parameters in the each layer of all J layers. The \( j \)th layer named dense layer or fully-connected layer if \( f_j(r_{j-1}; \alpha_j) \) can be written as this form

\[
f_j(r_{j-1}; \alpha_j) = h(W_j r_{j-1} + b_j)
\]

(2.1.2)

where \( W_j \in \mathbb{R}^{N_j \times N_{j-1}}, b_j \in \mathbb{R}^{N_j} \), and \( h(\cdot) \) is the activation function. The parameters in the dense layer are \( \alpha_j = \{W, b\} \). Table 2.1 shows a few of layer types with mapping functions and parameters. All J layers with random mappings produce a new random mapping. For instance, the noise layer involves adding a zero mean and
variance matrix $\beta I_{N_j-1}$ Gaussian noise to the input. Therefore, different output will be generated each time with the same input. The activation function $h(\cdot)$ in (2.1.2) is a non-linear function. Without this non-linearity, heaping multiple layers on top of each other would have no advantages. The activation function is commonly applied to each entry of its input vector individually. Table 2.2 lists some frequently used activation functions. In general, NNs using labeled data to train, i.e., a pair of input and output vectors $(r_{0,k}, r^*_J,k), k = 1, ..., K$, where $r^*_J,k$ is the target output of NN when $r_{0,k}$ is the input. In the training process, our aim is to attain the minimized loss

$$L(\alpha) = \frac{1}{K} \sum_{k=1}^{K} l(r^*_J,k, r_{J,k}) \quad (2.1.3)$$

where $l(u, v) : \mathbb{R}^{N_J} \times \mathbb{R}^{N_J} \mapsto \mathbb{R}$ is the loss function, $r_{J,k}$ is the prediction of the NN when input is $r_{0,k}$. Table 2.3 shows some relevant loss functions. The most common algorithm for finding suitable sets of coefficients is the stochastic gradient descent method (SGD), which begins with some initial random values of $\alpha = \alpha_0$ and then iteratively modify $\alpha$ as

$$\alpha_{t+1} = \alpha_t - \gamma \nabla \tilde{L}(\alpha_t) \quad (2.1.4)$$

where $\gamma$ is the learning step. When $K$ is large, $\tilde{L}(\alpha_t)$ is the result of the loss function that calculated from a random small size of batch of the training sets $K_t \subset 1, 2, ..., K$ in each training epoch, i.e.,

$$\tilde{L}(\alpha) = \frac{1}{K_t} \sum_{k=1}^{K_t} l(r^*_J,k, r_{J,k}). \quad (2.1.5)$$
### Table 2.1: A list of layer types

<table>
<thead>
<tr>
<th>Name</th>
<th>( f(x; \alpha) )</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dense</td>
<td>( h(W \cdot x + b) )</td>
<td>( W, b )</td>
</tr>
<tr>
<td>Noise</td>
<td>( x + \eta )</td>
<td>None</td>
</tr>
<tr>
<td>Normalization</td>
<td>( \frac{x}{\sqrt{E</td>
<td>x</td>
</tr>
</tbody>
</table>

### Table 2.2: A list of activation functions

<table>
<thead>
<tr>
<th>Name</th>
<th>Function ( [h(z_i)] )</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>( z_i )</td>
<td>((-\infty, \infty))</td>
</tr>
<tr>
<td>ReLU [21]</td>
<td>( \max(0, z_i) )</td>
<td>([0, \infty))</td>
</tr>
<tr>
<td>Softmax</td>
<td>( \frac{e^{z_i}}{\sum_1^1 e^{z_j}} )</td>
<td>((0, 1))</td>
</tr>
<tr>
<td>sigmoid</td>
<td>( \frac{1}{1 + e^{-z_i}} )</td>
<td>((0, 1))</td>
</tr>
<tr>
<td>tanh</td>
<td>( \tanh(z_i) )</td>
<td>((-1, 1))</td>
</tr>
</tbody>
</table>

### Table 2.3: A list of loss functions

<table>
<thead>
<tr>
<th>Name</th>
<th>( l(y, \hat{y}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>( |y - \hat{y}|_2^2 )</td>
</tr>
<tr>
<td>Categorical cross-entropy</td>
<td>(- \sum_i y_i log(\hat{y}_i))</td>
</tr>
</tbody>
</table>
Using the small size of $K_t$, the calculation complexity will be reduced compared with whole samples $K$. One thing needs to mention is that some of SGD algorithms can modify the learning step dynamically to promote the convergence [22]. In our experiment, we choose the Adam [23] for the optimizer method to update the parameters.
2.2 L 1/2 Regularization

The sparsity problems in past years have got a lot of attention, with the aim of finding a sparse solution to a representation. The sparsity problem can be defined as: given an $M \times N$ matrix $H$, and an operation to generate $y$ such as

$$y = Hx + \eta$$

where $\eta$ is the noise. Our task is to estimate $x$ from $y$ when $x$ is the sparsest (i.e., $x$ has the lowest non-zero elements). Then the problem can be formed as

$$\min_{x \in \mathbb{R}^N} \|x\|_0 \quad s.t. \quad y = Hx + \eta$$

where $\|x\|_0$ is the number of nonzero elements in $x$, normally called $L_0$ norm. Sparsity issues can often be converted into the following problem called the regularization of $L_0$:

$$\min_{x \in \mathbb{R}^N} \left\{ \|y - Hx\|_2^2 + \lambda \|x\|_0 \right\}$$

where $\|\cdot\|_2$ refers to the Euclidean norm, $x = (x_1, ..., x_N)^T \in \mathbb{R}^N$, and $\lambda > 0$ is a parameter of regularization.

The difficulty of the $L_0$ regularization model is equivalent to the amount of variables, and it is usually difficult to solve the model, especially when $N$ is massive[24]. To overcome this difficulty, many scientists [25, 26, 27, 28] recommended relaxing the regularization of $L_0$ and considering the regularization of $L_1$ as follows:

$$\min_{x \in \mathbb{R}^N} \left\{ \|y - Hx\|_2^2 + \lambda \|x\|_1 \right\}$$
where $\|x\|_1$ is the $L_1$ norm. The $L_1$ regularization issue can be converted into an equivalent problem for convex quadratic optimization and can thus be solved very effectively. It could also lead to a sparse solution to the problem being considered, with a guarantee that, under some slight circumstances, the resulting solution will coincide with one of the $L_0$ regularization ($L_0/L_1$ equivalence) solutions [27, 28]. As a result, the L1 regularization is gaining popularity and has been adopted as a very helpful instrument for solving sparsity issues. However, the regularization of $L_1$ may result in inconsistent selections [29] when applied to variable choice in certain conditions. It often adds extra bias in prediction [30] and in compressed sensing [31, 32], and it can not retrieve a signal with the least measurements. A further modification is therefore necessary. Among these attempts, the suggestion of using $L_p$ regularization [31, 33, 32, 34, 35] is a very natural enhancement

$$\min_{x \in \mathbb{R}^N} \left\{ \|y - Hx\|_2^2 + \lambda \|x\|_p^p \right\}$$

where $0 < p < 1$, and $\|x\|_p$ is defined by $\|x\|_p = (\sum_{i=1}^{N} |x_i|^p)^{1/p}$

Generally speaking, $L_p$ regularization is hard to have a comprehensive theoretical knowledge and effective algorithms to solve. Furthermore, even if solvable, it is also a problem where $p$ should be chosen to achieve the best result. These problems have been partly solved by recent studies in [33, 36, 37, 32]. In [33], for image deconvolution, Krishnan and Fergus have proved the regularization of $L_{1/2}$ and $L_{2/3}$ have a very high efficiency. In [37], a phase diagram research is performed, showing the adequacy of $L_{1/2}$ regularization between all $L_p$ regularization for $p$ in $(0, 1)$. The results literally demonstrated that $L_p$ regularization can certainly produce more sparse results than $L_1$ regularization, and yet the index $1/2$ plays a typical character
somehow: if \( p \in [1/2, 1) \), when the \( p \) is smaller, the solution is sparser, and, if \( p \in (0, 1/2) \), the results do not have a clear difference whatever \( p \) is chosen. Therefore, the unique significance of \( L_{1/2} \) regularization as follows is suggested from these researches.

\[
\min_{x \in \mathbb{R}^N} \left\{ \|y - Hx\|_2^2 + \lambda \|x\|_{1/2}^{1/2} \right\}
\]

There are two reasons why we decide to use \( L_{1/2} \) regularization. Firstly, even though the sparsest parameters can be attained by \( L_0 \) regularization, it is an NP-hard problem [24] to solve the \( L_0 \) regularization. In order to achieve relative sparse coefficients, Tibshirani [38] launches the Lasso algorithm (\( L_1 \) regularization), which is much simpler to solve because \( L_1 \) regularization is part of the convex problem. Moreover, they demonstrate that \( L_0 \) regularization on the certain condition of constraint is equivalent to the \( L_1 \) regularization.

In the practical implementation, however, we discover that \( L_1 \) regularization is generally not capable of producing the sparsest solution, so a question arises as to whether we can design a new regulated parameter that offers a sparser solution than \( L_1 \) regularization. Luckily, the Xu’s experimental discoveries [36] have shown that \( L_{1/2} \) regularization can generate sparser representation than \( L_1 \) regularization, which is also demonstrated by its geometry property. The Fig.2.1 shows that different regularization problems have different shapes, and the solution of the \( L_p \) regularization problems is the point of intersection of the regular term and the loss function. For instance, it can be seen that the solution for \( L_2 \) is not sparse, and because the coordinates of regular term for \( L_{1/2} \) is easier to meet the loss function, we can say that the solution for \( L_{1/2} \) is sparser than that for \( L_1 \).

Even though \( L_{1/2} \) regularization is part of non-convex optimization issues, we can
Figure 2.1: The possibility of sparse solution for L1, L2 and L1/2

turn it into a set of weighted $L_1$ regularization that is also easy to solve using current techniques. In addition, based on Xu’s studies [36], $L_{1/2}$ regularization is more robust than $L_1$ regularization, so that is more appropriate for signal processing to eliminate the effects of noise.

The second is although we wish to find other possibilities for $L_p$ regularization, e.g., $0 < p < 1/2$ or $1/2 < p < 1$, Xu’s experiments [36] clearly show that the results of sparse representation via $L_{1/2}$ regularization are greater than other $L_p$ regularization. Thus, $L_{1/2}$ regularization can totally substitute for $L_p$ regularization ($0 < p < 1$).

In our experiment, $L_{1/2}$ regularization has a better result than $L_1$ regularization in signal recovery problems, and our research can also be seen as a signal recovery problem with noise. Therefore, we decide to add $L_{1/2}$ regularization in the MSE loss function for our autoencoder system. The original MSE is

$$MSE = \|y - \hat{y}\|_2$$

where $y$ is the target vector and $\hat{y}$ is the prediction vector. We combine the MSE
and $L_{1/2}$ regularization, then we get our loss function

\[ \text{Loss} = \|y - \hat{y}\|_2^2 + \lambda \|\hat{y}\|_{1/2}^{1/2}. \]
Chapter 3

Technical Approach

In this section, we will represent a communication system as an autoencoder implemented in DL. We also introduce a method to overcome the problem for softmax activation function does not have the optimal value.

3.1 Single Input and Single Output Case

In this thesis, we use a CNN-based method to automatically extract features from the training sets and then use these features to classify signals. CNN has been also successfully applied in many other fields, including semantics image segmentation and natural language processing[20]. Though the structure of CNN in each different case may be different, the basic operation principles are the same with those applied in our thesis.

In the simple form, a communication system includes a transmitter, a channel and a receiver. In the transmitter, it transforms the signal $s$ to produce a transmitted signal $x = f(s) \in \mathbb{R}^n$. In general, the transmitter demands restrictions on $x$, (i.e.,
the constraint for average power $\mathbb{E}[|x|^2]$. The channel is defined by the conditional probability distribution function $p(y \mid x)$, where $y \in \mathbb{R}^n$ indicates the received signal. The receiver appears to generate the estimate $\hat{s}$ from received signal $y$.

We can regard this simplest communication system as a specific case of autoencoder from a deep learning perspective. In our case, autoencoder used to learn the representations of the one hot vector which are robust to the noise channel and can be recovered at the receiver with the smallest probability of error.

The transmitter here includes a Neural Network with two dense layers and a normalization layer. The input is a one-hot vector $1_s \in \mathbb{R}^M$, (i.e., an $M$ dimensional vector, the $s$th entry is one and other entries are zero). The Additive white Gaussian noise (AWGN) channel is defined by a zero mean and variance $\beta = (\log_2(M)E_b/N_0)^{-1}$ additive noise layer, our experiment uses a fixed value of $E_B/N_0 = 10\text{db}$, where $E_B/N_0$ indicates the energy per bit ($E_B$) to noise power spectral density ($N_0$) ratio. The receiver also includes a Neural Network with two dense layers. Each entry in output $\hat{s}$ is a probability. In quantization, we set the biggest probability entry to one and other entries to zero.

Fig. 3.2 shows an example of such an autoencoder. It can be seen that the transmitter end has three layers: two dense layers and one normalization layer. After the noise channel, the receiver part has two dense layers. The output dimensions for
Figure 3.2: A communication system over an AWGN channel represented as an autoencoder

our autoencoder system are shown in Table. 3.1. The SISO network structure can be regarded as extracting a 2-dimensional feature from the message $s$, and receiver makes the classification of the feature. The dimension of feature is 2 because each point in the constellation can be considered as a two-dimensional vector.

Table 3.1: Output dimensions in autoencoder

<table>
<thead>
<tr>
<th>Layer</th>
<th>Output dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>$M$</td>
</tr>
<tr>
<td>Dense with ReLU</td>
<td>$M$</td>
</tr>
<tr>
<td>Dense with linear</td>
<td>2</td>
</tr>
<tr>
<td>Normalization</td>
<td>2</td>
</tr>
<tr>
<td>Noise</td>
<td>2</td>
</tr>
<tr>
<td>Dense with ReLU</td>
<td>$M$</td>
</tr>
<tr>
<td>Dense with softmax</td>
<td>$M$</td>
</tr>
</tbody>
</table>

First, let us only consider about the receiver part. (Fig. 3.3). As we can see, the output layer is a dense layer (also called fully connected layer) with softmax activation function $S_i = \frac{e^{u_i}}{\sum_j e^{u_j}}$. We know that the weights in each dense layer will be updated through Back-propagation algorithm, in that case we need to find the derivative of
softmax.

\[
\frac{\partial S}{\partial u_i} = \sum_j \frac{\partial S_j}{\partial u_j}
\]

when \( j \neq i \):

\[
\frac{\partial S_j}{\partial u_i} = \frac{\partial \left( \frac{e^{u_j}}{\sum_j e^{u_j}} \right)}{\partial u_i} = -e^{u_j} \cdot \frac{1}{(\sum_j e^{u_j})^2} \cdot e^{u_i}
\]

\[
= -\frac{e^{u_j}}{\sum_j e^{u_j}} \cdot \frac{e^{u_i}}{\sum_j e^{u_j}}
\]

\[
= -S_j \cdot S_i
\]
when \( j = i \):

\[
\frac{\partial S_j}{\partial u_i} = \frac{\partial S_i}{\partial u_i} = \frac{\partial \left( e^{u_i} \sum_j e^{u_j} \right)}{\partial u_i} = \frac{e^{u_i} \cdot \sum_j e^{u_j} - (e^{u_i})^2}{\left( \sum_j e^{u_j} \right)^2} = \frac{e^{u_i} \cdot \sum_j e^{u_j} - e^{u_i}}{\sum_j e^{u_j} \cdot \sum_j e^{u_j}} = \frac{e^{u_i} \cdot (1 - e^{u_i})}{\sum_j e^{u_j}} = S_i \cdot (1 - S_i)
\]

(3.1.3)

It is known that if we want to find the local maximum of a function, obviously the first order derivative should be zero, however, (3.1.2) and (3.1.3) cannot be equal to 1. It means the softmax function does not have the local minimum point, and the weights in output layer cannot update to the optimal.

### 3.1.1 Binary Case

We propose a method to get the optimal solution of the softmax function. We set all the bias \( b \) in the receiver end are 0. Figure 3.4 shows the diagram of the receiver end.

In this case, \( M = 2, N = 2 \), so the inputs should be \( \begin{bmatrix} 1 \\ 0 \end{bmatrix} \) and \( \begin{bmatrix} 0 \\ 1 \end{bmatrix} \). We define the output for the first receiver layer is \( \begin{bmatrix} z_{11} \\ z_{12} \end{bmatrix} \) and \( \begin{bmatrix} z_{21} \\ z_{22} \end{bmatrix} \), the weight on last layer is \( W \), and the predicted outputs in the last layer before softmax activation function are...
Figure 3.4: A diagram of the network structure in receiver end

\[
\begin{bmatrix}
u_{11} \\ u_{12}
\end{bmatrix}
\text{and}
\begin{bmatrix}
u_{21} \\ u_{22}
\end{bmatrix}. \text{ Then the loss function becomes}

\[
L = -\log\left(\frac{e^{u_{11}}}{e^{u_{11}} + e^{u_{12}}}\right) - \log\left(\frac{e^{u_{22}}}{e^{u_{21}} + e^{u_{22}}}\right) = \log(1 + e^{u_{12} - u_{11}})(1 + e^{u_{21} - u_{22}}).
\] (3.1.4)

We set \(P = (1 + e^{u_{12} - u_{11}})(1 + e^{u_{21} - u_{22}}),\) and we know that \(\begin{pmatrix} u_{11} \\ u_{12} \end{pmatrix} = W \begin{pmatrix} z_{11} \\ z_{12} \end{pmatrix}\) and \(W = \begin{pmatrix} w_1 \\ w_2 \end{pmatrix},\) then we attain

\[
u_{12} - u_{11} = (w_2 - w_1)z_1 = \Delta w z_1.
\]

In a similar way, we attain

\[
u_{21} - u_{22} = (w_1 - w_2)z_2 = -\Delta w z_2.
\]
Therefore, we have

\[
P = (1 + e^{\Delta_{wz}1})(1 + e^{-\Delta_{wz}2})
\]

\[
= 1 + e^{\Delta_w \Delta_z} + e^{\Delta_{wz}1} + e^{-\Delta_{wz}2}
\]

(3.1.5)

where \( \Delta z = z_1 - z_2 \), our target is to make \( P \) as small as possible, hence we want to find the minimum value of \( P \). We set the first derivative equal to zero

\[
P' = e^{\Delta_w \Delta_z} \cdot \Delta z + e^{\Delta_{wz}1} \cdot z_1 + e^{-\Delta_{wz}2} \cdot -z_2 = 0.
\]

Then we attain

\[
(e^{\Delta_w \Delta_z} + e^{\Delta_w \Delta z_1}) \cdot z_1 = (e^{-\Delta_{wz}2} + e^{\Delta_w \Delta z}) \cdot z_2.
\]

Assuming that \( z_1 = C \cdot z_2 \), where \( C > 0 \), we can get

\[
C = \frac{(z_2)^T \cdot z_1}{\| z_2 \|^2}
\]

\[
= \frac{e^{-\Delta_{wz}2} + e^{\Delta_w \Delta z}}{e^{\Delta_w \Delta z} + e^{\Delta_w \Delta z_1}}
\]

\[
= \frac{1 + e^{-\Delta_{wz}1}}{1 + e^{\Delta_{wz}2}}
\]

then we have

\[
1 + e^{\Delta_{wz}2} = C^{-1} \cdot (1 + e^{-\Delta_{wz}1})
\]

\[
\Leftrightarrow e^{\Delta_{wz}2} = \frac{1 + e^{-\Delta_{wz}1}}{C} - 1
\]

\[
\Leftrightarrow e^{-\Delta_{wz}2} = \frac{C}{1 + e^{-\Delta_{wz}1} - C}.
\]
We set $x = e^{\Delta w z_1}$, hence, we have

\[
P = 1 + x + \frac{C}{1 + x^{-1} - C} + x \cdot \frac{C}{1 + x^{-1} - C} \\
= 1 + x + \frac{C \cdot x}{(1 - C) \cdot x + 1} + \frac{C \cdot x^2}{(1 - C) x + 1} \\
= 1 + \frac{x^2 + (1 + C)x}{(1 - C)x + 1}.
\]

We want to find the minimum value of $P$. We set the first derivative equal to zero:

\[
P' = (2x + (1 + C))((1 - C) \cdot x + 1) - (x^2 + (1 + C) \cdot x)(1 - c) = 0
\]

\[
\leftrightarrow (1 - C) \cdot x^2 + 2x + (1 + c) = 0
\]

\[
\leftrightarrow (1 - C)(x + 1)(x - \frac{C + 1}{C - 1}) = 0.
\]

When $C = 1$, we attain $z_1 = z_2$,

\[
P = 1 + e^{\Delta w 0} + e^{\Delta w z_1} + e^{-\Delta w z_2}
\]

\[
= 2 + e^{\Delta w z_1} + e^{-\Delta w z_2}
\]

\[
>= 4
\]

hence we get $P_{\text{min}} = 4$.

When $C > 1$, there are two different situations. Firstly, when $-1 < x < \frac{C+1}{C-1}$, according to $x = e^{\Delta w z_1} > 0$, hence, when $0 < x < \frac{C+1}{C-1}$, $P$ increases monotonically with the the increase of $x$. Secondly, when $x > \frac{C+1}{C-1}$, $P$ decreases monotonically with the the increase of $x$. Therefore, when $x \to 0$ or $x \to \infty$, $P$ gets the minimum value, then we attain $P > 1$.

When $0 < C < 1$, $P$ increases monotonically with the the increase of $x$, therefore,
when \( x \to 0 \), \( P \) gets the minimum value, then we attain \( P > 1 \).

In summary, we get

\[
P \begin{cases} 
> 1, & 0 < C < 1 \\
\geq 4, & C = 1 \\
> 1, & C > 1 
\end{cases}
\]

Now we consider the case that \( z_1 \neq C \cdot z_2 \), assuming that only one

\[
\begin{bmatrix} 1 \\ 0 \end{bmatrix} \quad \text{and one} \quad \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\]

send to the transmitter as the training sample, we know that

\[
P = (1 + e^{\Delta w z_1}) \cdot (1 + e^{-\Delta w z_2})
\]

and our goal is to find the infimum of \( P \), hence we need to let the exponent

of \( e \) becomes small, in that case \( \Delta w z_1 \) and \( -\Delta w z_2 \) should be less than 0. Therefore we attain \( \Delta w z_1 < 0 \) and \( \Delta w z_2 > 0 \). Our goal is to let \( \Delta w z_1 \) becomes much less than 0 and at the same time \( \Delta w z_2 \) becomes much larger than 0. It is known that

\[
\Delta w z_1 = \Delta w_1 \cdot z_{11} + \Delta w_2 \cdot z_{12} \quad \text{and} \quad \Delta w z_2 = \Delta w_1 \cdot z_{21} + \Delta w_2 \cdot z_{22}
\]

hence, our task transforms to

\[
\Delta w_2 < -\frac{\Delta w_1 \cdot z_{11}}{z_{12}} \\
\Delta w_2 > -\frac{\Delta w_1 \cdot z_{21}}{z_{22}}
\]

Therefore, we should modify the weights in the previous layers to make sure

\[
\Delta w_2 > -\frac{\Delta w_1 \cdot z_{21}}{z_{22}}. \quad \text{Fig. 3.5 shows an example, what we need is to make our choice locate in the shadow area and far from these two lines.} \quad \text{So, we calculate the angle bisector of the included angle of the two lines and choose a point which is at the angle bisector and far from lines for} \quad \Delta w_2 = -\frac{\Delta w_1 \cdot z_{11}}{z_{12}} \quad \text{and} \quad \Delta w_2 = -\frac{\Delta w_1 \cdot z_{21}}{z_{22}}. \quad \text{The coordinate of this point is the value of} \quad \Delta w_1 \quad \text{and} \quad \Delta w_2.
\]

In the experiment, in order to balance the effects of noise, we need to set the
batch size $N$ more than $10^3$, hence, we define the outputs from first dense layer in the receiver are

$$z_i^{(1)} = \begin{pmatrix} z_{i1}^{(1)} \\ z_{i2}^{(1)} \end{pmatrix}$$

and

$$z_i^{(2)} = \begin{pmatrix} z_{i1}^{(2)} \\ z_{i2}^{(2)} \end{pmatrix}$$

where $i = 1, 2, \ldots, N$. Then we attain

$$\Delta w_2 < -\frac{\Delta w_1 \cdot z_{i1}^{(1)}}{z_{i2}^{(1)}}$$

$$\Delta w_2 > -\frac{\Delta w_1 \cdot z_{i1}^{(2)}}{z_{i2}^{(2)}}$$
we define that \( \frac{z_{\text{min,1}}^{(1)}}{z_{\text{min,2}}^{(1)}} = \min \left\{ \frac{z_{1_1}^{(1)}}{z_{1_2}^{(1)}}, \frac{z_{2_1}^{(1)}}{z_{2_2}^{(1)}} \right\} \), \( \frac{z_{\text{max,1}}^{(2)}}{z_{\text{max,2}}^{(2)}} = \max \left\{ \frac{z_{1_1}^{(2)}}{z_{1_2}^{(2)}}, \frac{z_{2_1}^{(2)}}{z_{2_2}^{(2)}} \right\} \), hence, we get

\[
\Delta w_2 < -\Delta w_1 \cdot \frac{z_{\text{min,1}}^{(1)}}{z_{\text{min,2}}^{(1)}}
\]

\[
\Delta w_2 > -\Delta w_1 \cdot \frac{z_{\text{max,1}}^{(2)}}{z_{\text{max,2}}^{(2)}}
\]

(3.1.6)

Then similar with the one sample case, we find the point in the angle bisector of the included angle. For reducing the computation time and complexity, we set the weights in layers for transmitters and first layer in receiver randomly picked from \( \{-1, 0, 1\} \), and the simulation results are shown in Chapter 4.
3.2 Multiple Input and Multiple Output Case

In this section, we introduce $L_{1/2}$ regularization to the MIMO cases. We design the two-user and three-user cases. We introduce the $L_{1/2}$ regularization in loss functions. Through the simulations, we have found that the loss function with $L_{1/2}$ regularization has the better results than the original categorical cross-entropy.

3.2.1 Two-input and Two-output Case

For two users situation, we consider a two-user disturbance channel. Each user has one base station which includes one transmitting antenna and one receiving antenna. The channel is the typical uplink multi-access channel. Fig. 3.6 shows the diagram of two disturbing autoencoders which try to regenerate their respective messages. The first transmitter sends message $v_1 \in M$ to the first receiver, and at the same time, the second transmitter sends message $v_2 \in M$ to the second receiver. This two users channel is also implemented by Neural Networks. The differences between single user
and two users are that the transmitted signals $x_1$ and $x_2$ disturbing at the receivers with the noise. In other words, each receiver receive the signals from not only its own transmitter but also from the others:

$$y_1 = x_1 + x_2 + \eta_1$$
$$y_2 = x_2 + x_1 + \eta_2$$

where $\eta_1$ and $\eta_2$ are Gaussian noise. We define $L_1$ and $L_2$ represent the loss of the first autoencoder and the second autoencoder, separately. In the training process, it is unclear that how to train this two paired autoencoders with disturbing objectives. One strategy is to minimize a weighted sum of the two losses, i.e.,

$$L = \alpha L_1 + \beta L_2$$

where $\alpha, \beta \in [0, 1]$ and $\alpha + \beta = 1$. However, setting same ratio of weight for this two losses, i.e., $\alpha = \beta = 0.5$ usually makes unoptimal results. Therefore, we introduce the dynamic weights for $\alpha$ and $\beta$ in each mini-batch $t$:

$$\alpha_{t+1} = \frac{L_1(t)}{L_1(t) + L_2(t)}$$
$$\beta_{t+1} = \frac{L_2(t)}{L_1(t) + L_2(t)}$$

where $\alpha_0 = \beta_0 = 0.5$. Using this approach, our experiments get the perfect solutions for Symbol Error Rate for both autoencoders users in same average power cases.
### 3.2.2 Three-input and Three-output Case

The three users case is similar with the two-user case. Each user has one base station which includes one transmitting antenna and one receiving antenna. The channel uses typical up-link multi-access channel. Fig. 3.7 shows the diagram of three disturbing autoencoders which try to regenerate their respective messages. This three transmitters send the messages $v_1$, $v_2$ and $v_3$ at the same time, and the transmitters receive the interference and transmitted signals $x_1$, $x_2$ and $x_3$ with the noise.

![Figure 3.7: A diagram of three users channel](image)

\[
\begin{align*}
y_1 &= x_1 + x_2 + x_3 + \eta_1 \\
y_2 &= x_2 + x_1 + x_3 + \eta_2 \\
y_3 &= x_3 + x_1 + x_2 + \eta_3
\end{align*}
\]

where $\eta_1$, $\eta_2$ and $\eta_3$ are Gaussian noise. This time we define $L_1$, $L_2$ and $L_3$ of the
loss for each autoencoder system, respectively. Hence the whole loss is

\[ L = \alpha L_1 + \beta L_2 + \gamma L_3 \]

where \( \alpha, \beta, \gamma \in [0, 1] \) and \( \alpha + \beta + \gamma = 1 \). Similarly, the dynamic weights in this three-user channel are

\[
\begin{align*}
\alpha_{t+1} &= \frac{L_1(t)}{L_1(t) + L_2(t) + L_3(t)} \\
\beta_{t+1} &= \frac{L_2(t)}{L_1(t) + L_2(t) + L_3(t)} \\
\gamma_{t+1} &= \frac{L_3(t)}{L_1(t) + L_2(t) + L_3(t)}
\end{align*}
\]

where \( \alpha_0 = \beta_0 = \gamma_0 = \frac{1}{3} \).
Chapter 4

Simulations

4.1 Single Input and Single Output Case

In this section, for the experiment, we send the two-dimensional one-hot vectors through two channels (i.e., $(M, n) = (2, 2)$). We compare the block error rate between our method and autoencoder network training with the Categorical cross-entropy loss. It is clear to see that our method has better results than the autoencoder network with the Categorical cross-entropy loss.
Figure 4.8: Symbol error rate comparison between Categorical cross-entropy loss and our method
4.2 Multiple Input and Multiple Output Case

In all multi-users cases, we fix the output dimension for the transmitters to $n = 2$, and that means at each time, transmitters send a $2 \times 1$ vector to the receivers.

4.2.1 Two-Input and Two-Output Case

Two-Input and Two-Output in the Same Average Power Constraint Case

In the same average power cases, we fix the average power for both users to $E[|x_i|^2] = 2$.

Four Points Simulation

Fig. 4.9 and Fig. 4.10 show the representation $x$ for transmitters in each users for $L_{1/2}$ norm loss and Categorical cross-entropy loss, separately. Fig. 4.11 shows the sum constellation for $L_{1/2}$ norm loss and Categorical cross-entropy loss. It can be seen that the two sum constellations are similar. The $d_{min}$ of $L_{1/2}$ norm loss sum constellation is 1.232 and the $d_{min}$ of Categorical cross-entropy loss sum constellation is 1.222. From the symbol error rate graph (Fig. 4.12), we can see that the four lines almost coincide with each other, only at 10dB, $L_{1/2}$ norm loss has a slight advantage.
Figure 4.9: User 1 and user 2 constellations in $L_{1/2}$ norm loss

Figure 4.10: User 1 and user 2 constellations in Categorical cross-entropy loss
Figure 4.11: Sum constellations in $L_{1/2}$ norm loss and Categorical cross-entropy loss

Figure 4.12: Symbol error rate comparison between Categorical cross-entropy loss and $L_{1/2}$ regularization loss in two users case
Eight Points Simulation

Fig. 4.13 and Fig. 4.14 show the representation $x$ for transmitters in each users for $L_{1/2}$ norm loss and Categorical cross-entropy loss, separately. Fig. 4.15 shows the sum constellation for $L_{1/2}$ norm loss and Categorical cross-entropy loss. It can be seen that the two sum constellations are similar. The $d_{\text{min}}$ of $L_{1/2}$ norm loss sum constellation is 0.561 and the $d_{\text{min}}$ of Categorical cross-entropy loss sum constellation is 0.552. From the symbol error rate graph (Fig. 4.16), we can see that the four lines almost coincide with each other, that means two autoencoders have almost same performance.

![Figure 4.13: User 1 and user 2 constellations in $L_{1/2}$ norm loss](image)

Figure 4.13: User 1 and user 2 constellations in $L_{1/2}$ norm loss
Figure 4.14: User 1 and user 2 constellations in Categorical cross-entropy loss

Figure 4.15: Sum constellations in $L_{1/2}$ norm loss and Categorical cross-entropy loss
Figure 4.16: Symbol error rate comparison between Categorical cross-entropy loss and $L_{1/2}$ regularization loss in two users case.
Sixteen Points Simulation

Fig. 4.17 and Fig. 4.18 show the representation $x$ for transmitters in each users for $L_{1/2}$ norm loss and Categorical cross-entropy loss, separately. Fig. 4.19 shows the sum constellation for $L_{1/2}$ norm loss and Categorical cross-entropy loss, it can be seen that the two sum constellations are similar. The $d_{\text{min}}$ of $L_{1/2}$ norm loss sum constellation is 0.238 and the $d_{\text{min}}$ of Categorical cross-entropy loss sum constellation is 0.146, From the symbol error rate graph (Fig. 4.32), we can see that the the four lines almost coincide with each other. $L_{1/2}$ norm loss has a slight advantage from 7dB to 10dB.

Figure 4.17: User 1 and user 2 constellations in $L_{1/2}$ norm loss
Figure 4.18: User 1 and user 2 constellations in Categorical cross-entropy loss

Figure 4.19: Sum constellations in $L_{1/2}$ norm loss and Categorical cross-entropy loss
Figure 4.20: Symbol error rate comparison between Categorical cross-entropy loss and $L_{1/2}$ norm loss in two users case
Two-Input and Two-Output in Different Average Power Constraint Case

In this experiment, we set the average power constraint in user 1 to $\mathbf{E}[|x_i|^2] = 2$ and set the average power constraint in user 2 to $\mathbf{E}[|x_i|^2] = 8$.

Four points simulation

In this experiment, we compare the symbol error rate with $L_{1/2}$ norm loss and Categorical cross-entropy loss. Fig. 4.21 and Fig. 4.22 show the studied representations of $x$ which are sent by transmitters as the constellations for each users in $L_{1/2}$ norm loss and Categorical cross-entropy loss. Fig. 4.23 shows the representations of sum constellation in $L_{1/2}$ norm loss and Categorical cross-entropy loss, the $d_{\text{min}}$ of sum constellation in $L_{1/2}$ norm loss is 1.238 and $d_{\text{min}}$ of sum constellation in Categorical cross-entropy is 1.226. Fig. 4.12 shows the symbol error rate between Categorical cross-entropy and our $L_{1/2}$ norm loss. It can be seen that symbol error rate for both user 1 coincide with the other one, however, user 2 for $L_{1/2}$ norm loss has the clear advantage than user 2 for Categorical cross-entropy. Therefore, the $L_{1/2}$ loss gets better performance than Categorical cross-entropy loss.
Figure 4.21: User 1 and user 2 constellations in $L_{1/2}$ norm loss

Figure 4.22: User 1 and user 2 constellations in Categorical cross-entropy loss
Figure 4.23: Sum constellations in $L_{1/2}$ norm loss and Categorical cross-entropy loss

Figure 4.24: Symbol error rate comparison between Categorical cross-entropy loss and $L_{1/2}$ regularization loss in two users case
Eight Points Simulation

Fig. 4.25 and Fig. 4.26 show the studied representations of $x$ which are sent by transmitters as the constellations for each users in $L_{1/2}$ norm loss and Categorical cross-entropy loss. Fig. 4.27 shows the representations of sum constellation in $L_{1/2}$ norm loss and Categorical cross-entropy loss. The $d_{min}$ of sum constellation in $L_{1/2}$ norm loss is 0.580 and $d_{min}$ of sum constellation in Categorical cross-entropy is 0.576. Fig. 4.28 shows the symbol error rate between Categorical cross-entropy and our $L_{1/2}$ norm loss. It can be seen that symbol error rate for both user 1 coincide with the other one, however, user 2 for $L_{1/2}$ norm loss has the clear advantage than user 2 for Categorical cross-entropy. Therefore, the $L_{1/2}$ loss gets better performance than Categorical cross-entropy loss.

![Figure 4.25: User 1 and user 2 constellations in $L_{1/2}$ norm loss](image)

Figure 4.25: User 1 and user 2 constellations in $L_{1/2}$ norm loss
Figure 4.26: User 1 and user 2 constellations in Categorical cross-entropy loss

Figure 4.27: Sum constellations in $L_{1/2}$ norm loss and Categorical cross-entropy loss
Figure 4.28: Symbol error rate comparison between Categorical cross-entropy loss and $L_{1/2}$ regularization loss in two users case
Sixteen Points Simulation

Fig. 4.29 and Fig. 4.30 show the studied representations of $x$ which are sent by transmitters as the constellations for each users in $L_{1/2}$ norm loss and Categorical cross-entropy loss. Fig. 4.31 shows the representations of sum constellation in $L_{1/2}$ norm loss and Categorical cross-entropy loss, the $d_{\text{min}}$ of sum constellation in $L_{1/2}$ norm loss is $0$ and $d_{\text{min}}$ of sum constellation in Categorical cross-entropy is $0.254$. Fig. 4.32 shows the symbol error rate between Categorical cross-entropy and our $L_{1/2}$ norm loss. It can be seen that symbol error rate for both user 1 coincide with the other one, however, user 2 for $L_{1/2}$ norm loss has the clear advantage than user 2 for Categorical cross-entropy. Therefore, the $L_{1/2}$ loss gets better performance than Categorical cross-entropy loss.

Figure 4.29: User 1 and user 2 constellations in $L_{1/2}$ norm loss
Figure 4.30: User 1 and user 2 constellations in Categorical cross-entropy loss

Figure 4.31: Sum constellations in $L_{1/2}$ norm loss and Categorical cross-entropy loss
Figure 4.32: Symbol error rate comparison between Categorical cross-entropy loss and $L_{1/2}$ regularization loss in two users case.
4.2.2 Three-input and Three-output Case

Three-input and Three-output in the Same Average Power Constraint Case

In this experiment, we set the average power constraint for all users to $E[|x_i|^2] = 2$. Fig. 4.33, Fig. 4.34 and Fig. 4.35 show the learned representation of which send by transmitters as the constellation and the interference for each users in $L_{1/2}$ norm loss. It can be seen that for user 1 and user 2, both of their constellations have four points and both of their interference constellations have twelve points. However, for user 3, its constellation has three points and its interference constellations has sixteen points. Fig. 4.36, Fig. 4.37 and Fig. 4.38 show the learned representation of which send by transmitters as the constellation and the interference for each users in Categorical cross-entropy loss. It can be seen that for user 1 and user 3, both of their constellations have three points and both of their interference constellations have 12 points. However, for user 2, its constellation has four points and its interference constellations has nine points. Fig. 4.39 shows the representations of sum constellation in $L_{1/2}$ norm loss and Categorical cross-entropy loss, the $d_{\text{min}}$ of sum constellation in $L_{1/2}$ norm loss is 0.013 and $d_{\text{min}}$ of sum constellation in Categorical cross-entropy is 0. Fig. 4.40 shows the symbol error rate between Categorical cross-entropy and our $L_{1/2}$ norm loss, Fig. 4.41 shows the average symbol error rate between Categorical cross-entropy and our $L_{1/2}$ norm loss. It can be seen clearly that $L_{1/2}$ norm loss has the advantage than Categorical cross-entropy. Therefore, the $L_{1/2}$ loss gets better performance than Categorical cross-entropy loss.
Figure 4.33: User 1 constellation and interference constellation in $L_{1/2}$ norm loss

Figure 4.34: User 2 constellation and interference constellation in $L_{1/2}$ norm loss
Figure 4.35: User 3 constellation and interference constellation in $L_{1/2}$ norm loss

Figure 4.36: User 1 constellation and interference constellation in Categorical cross-entropy loss
Figure 4.37: User 2 constellation and interference constellation in Categorical cross-entropy loss

Figure 4.38: User 3 constellation and interference constellation in Categorical cross-entropy loss
Figure 4.39: Sum constellations in $L_{1/2}$ norm loss and Categorical cross-entropy loss

Figure 4.40: Symbol error rate comparison between Categorical cross-entropy loss and $L_{1/2}$ regularization loss in three users case
Figure 4.41: Average symbol error rate comparison between Categorical cross-entropy loss and $L_{1/2}$ regularization loss in three users case
Three-input and Three-output in the Different Average Power Constraint Case

In this experiment, we set the average power constraint for user 1 to $E[|x_i|^2] = 2$, set for user 2 to $E[|x_i|^2] = 8$ and set for user 3 to $E[|x_i|^2] = 32$. Fig. 4.42, Fig. 4.43 and Fig. 4.44 show the learned representations of which are sent by transmitters as the constellations and the interference for each users in $L_{1/2}$ norm loss. It can be seen that for all users, their constellations have four points and both of their interference constellations have twelve points. Fig. 4.36, Fig. 4.37 and Fig. 4.38 show the learned representation of which send by transmitters as the constellation and the interference for each users in Categorical cross-entropy loss. It can be seen that for user 2 and user 3, both of their constellations have four points and both of the interference constellations have twelve points. However, for user 1, its constellation has three points and its interference constellation has sixteen points. Fig. 4.48 shows the representations of sum constellation in $L_{1/2}$ norm loss and Categorical cross-entropy loss, the $d_{\text{min}}$ of sum constellation in $L_{1/2}$ norm loss is 0.879 and the sum constellation in Categorical cross-entropy loss is 0.008. Fig. 4.49 shows the symbol error rate between Categorical cross-entropy and our $L_{1/2}$ norm loss, Fig. 4.50 shows the average symbol error rate between Categorical cross-entropy and our $L_{1/2}$ norm loss. It can be seen clearly that $L_{1/2}$ norm loss has the advantage than Categorical cross-entropy. Therefore, the $L_{1/2}$ loss gets better performance than Categorical cross-entropy loss.
Figure 4.42: User 1 constellation and interference constellation in $L_{1/2}$ norm loss

Figure 4.43: User 2 constellation and interference constellation in $L_{1/2}$ norm loss
Figure 4.44: User 3 constellation and interference constellation in $L_{1/2}$ norm loss

Figure 4.45: User 1 constellation and interference constellation in Categorical cross-entropy loss
Figure 4.46: User 2 constellation and interference constellation in Categorical cross-entropy loss

Figure 4.47: User 1 constellation and interference constellation in Categorical cross-entropy loss
Figure 4.48: Sum constellations in $L_{1/2}$ norm loss and Categorical cross-entropy loss

Figure 4.49: Symbol error rate comparison between Categorical cross-entropy loss and $L_{1/2}$ regularization loss in three users case
Figure 4.50: Average symbol error rate comparison between Categorical cross-entropy loss and $L_{1/2}$ regularization loss in three users case.
Chapter 5

Conclusion

In this thesis, based on existing neural network technologies in autoencoder, we introduce two methods for improvement. In SISO systems, through the optimization of softmax function, we propose an optimized softmax method. Compared with the baseline, our method reduces the computing time and complexity. Moreover, it has the better performance of symbol error rates than baseline. In MIMO systems, we introduce $L_{1/2}$ norm in the MSE loss function as the penalty term, and the new MSE loss function has better results than the Categorical cross-entropy loss function, especially in Three-Input and Three-output cases. We think both methods are valuable attempts for deep learning in autoencoders. Although, there are still some problems need to solve, we hope our idea will have some contributions for the future wireless communication network systems.
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