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Abstract

This thesis focuses on the problem of underwater target tracking with consideration

for realistic conditions using active sonar. This thesis addresses the following specific

problems: 1) underwater detection in three dimensional (3D) space using multipath

detections and an uncertain sound speed profile in heavy clutter, 2) tracking a group

of divers whose motion is dependent on each other using sonar detections corrupted

by unknown structured background clutter, 3) extended target tracking (ETT) with a

high-resolution sonar in the presence of multipath detection and measurement origin

uncertainty.

Unrealistic assumptions about the environmental conditions may degrade the per-

formance of underwater tracking algorithms. Hence, underwater target tracking with

realistic conditions is addressed by integrating the environment-induced uncertain-

ties or constraints into the trackers. First, an iterated Bayesian framework is for-

mulated using the ray-tracing model and an extension of the Maximum Likelihood

Probabilistic Data Association (ML-PDA) algorithm to make use of multipath infor-

mation. With the ray-tracing model, the algorithm is able to handle more realistic

sound speed profile (SSP) instead of using the commonly-assumed constant veloci-

ty model or isogradient SSP. In addition, by using the iterated framework, we can
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simultaneously estimate the SSP and target state in uncertain multipath environ-

ments. Second, a new diver dynamic motion (DDM) model is integrated into the

Probability Hypothesis Density (PHD) to track the dependent motion diver targets.

The algorithm is implemented with Gaussian Mixtures (GM) to ensure low compu-

tational complexity. The DDM model not only includes inter-target interactions, but

also the environmental influences (e.g., water flow). Furthermore, a log-Gaussian Cox

process (LGCP) model is seamlessly integrated into the proposed filter to distinguish

the target-originated measurement and false alarms. The final topic of interest is to

address the ETT problem with multipath detections and clutter, which is practically

relevant but barely addressed in literature. An improved filter, namely MP-ET-PDA,

with the classical probabilistic data association (PDA) filter and random matrices

(RM) is proposed. The optimal estimates can be provided by MP-ET-PDA filter

by considering all possible association events. To deal with the high computational

load resulting from the data association, a Variational Bayesian (VB) clustering-aided

MP-ET-PDA is proposed to provide near real-time processing capability.

The traditional Cramér-Rao Lower Bound (CRLB), which is the inverse of the

Fisher information matrix (FIM), quantifies the best achievable accuracy of the esti-

mates. For the estimation problems, the corresponding theoretical bounds are derived

for performance evaluation under realistic underwater conditions.
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Chapter 1

Introduction

1.1 Introduction

1.1.1 Background of Target Tracking

Target tracking has a long history spanning over more than half a century and it

refers to jointly estimating target related variables (TRVs) (e.g., number of targets,

target appearance or environment parameters) and the targets’ state (e.g., position,

velocity and acceleration) conditioned on sensor data. By incorporating the evolution

models of TRVs into the trackers, we aim to obtain accurate estimates over time.

Tracking algorithms usually handle the tracking problems in two stages: 1) Da-

ta association (DA) techniques (e.g., optimal assignment) are used to address the

measurement-origin uncertainty caused by missed detections, multipath detection or

clutter, 2) State estimation techniques (e.g., recursive Bayesian) are applied to update

the states of targets given the associated measurement events. Several DA techniques

have been proposed in the literature. The global nearest neighbor (GNN) approach,
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joint probabilistic data association (JPDA) filter [1, 2, 3] and the multiple hypotheses

tracking (MHT) [4] method are widely used to handle the measurement origin uncer-

tainty problem. The GNN chooses the best observation within the gating region to

update a track [5]. The basic idea behind JPDA is to update a track using all obser-

vations in a neighborhood (or gate) with different weights. To handle the association

uncertainty, the GNN and the JPDA try to inflate the covariance matrix, which may

result in more false detections within the gate. Also, the performance of JPDA will

degrade when two targets evolve close to each other. Compared with JPDA, MHT

is a measurement-oriented tracking method, which assigns feasible observations in

the gate to tracks and builds multiple hypotheses [6]. Instead of choosing the most

likely hypothesis as in GNN or fusing all possible hypotheses as in JPDA, all possible

hypotheses in MHT are propagated to the subsequent time step and updated with

future observations. The computational load of MHT is, however, quite high and

highly improbable hypotheses are usually pruned to reduce the computational load.

Recently, Probability Hypothesis Density (PHD) filter, which is based on the

Random Finite Set (RFS) theory [7], has been applied to track a time-varying number

of targets. The PHD filter propagates the first moment of the intensity function of

PHD, which is a sub-optimal but practical alternative to propagating the actual

multitarget probability density function (pdf) [8]. The data association between

measurements and tracks is avoided within the PHD framework. The Sequential

Monte Carlo (SMC) method is often used to implement the PHD with a large set

of particles, resulting in the SMC-PHD algorithm [9]. Alternatively, the Gaussian

Mixture PHD (GM-PHD) filter, which uses a Gaussian mixture (GM) approximation

to the pdf, is used as well [10] with reduced computational complexity compared with

2
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the SMC-PHD.

In addition to the methods described above, which assume prior distributions and

an evolution model on the kinematics state, parameter estimation techniques within

the maximum likelihood estimation (MLE) framework assume a deterministic target

motion model (i.e., no process noise) and find the optimal estimates by optimizing

the measurement likelihood. The MLE algorithms are batch processing methods to

estimate the kinematics state of the target in contrast to the recursive GNN, JPDA,

MHT and PHD algorithms. The Maximum Likelihood Probabilistic Data Association

(ML-PDA) algorithm [11], and the maximum likelihood probabilistic multi-hypothesis

tracker (ML-PMHT) [12, 13] are two commonly used methods for tracking low signal-

to-noise ratio (SNR) targets. ML-PDA uses the probabilistic data association (PDA)

technique to solve the measurement-origin uncertainty assuming that at most one

target exists. An extension of ML-PDA using joint PDA that can be used in multiple

targets scenarios is available as well [14]. In contrast to ML-PDA, ML-PMHT does

not restrict the number of measurements being assigned to a target.

1.1.2 Active Sonar Tracking: A Brief Review

Underwater target tracking has applications in marine surveillance, search and rescue,

and ocean explorations. Due to the high transmission loss of radio waves passing

through water, a passive or an active sonar is widely used in wide-area underwater

surveillance. Underwater acoustic communication suffers from multipath, low SNR,

limited transmission rate and the varying sound speed profile (SSP) depending on

oceanographical factors. The performance of the trackers is affected by the complex

underwater environment (e.g., rough seabed, water flow movement).

3
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Originally, a passive sonar on a single platform was used to detect and track

maritime targets [15][16][11]. Numerous algorithms to handle the high nonlinearity,

low observability [17], and the low detection probability [11] of passive underwater

tracking systems have been proposed. To ensure observability and to improve the

accuracy of the estimates, multiple sonar sensors [18] or sonobuoy-based networks

[19][20][21] are increasingly used to localize and track underwater targets.

With the recent advances in acoustic noise quietening techniques [22][23], however,

it is becoming more difficult to detect underwater targets with a passive sonar, leading

to increased interest in active sonar to detect and track stealthy targets. In the context

of active sonar, transmitter and receiver operate by emitting acoustic pulse signals

into the water and detecting the signal reflected from the target of interest (ToI),

respectively. Horizontal azimuth and time of flight (ToF) captured by the receiver

are used to localize targets. Compared with a passive sonar, active sonar enables the

detection and tracking of a stealthy target at longer ranges albeit at the expense of

the requirement for a signal transmitter.

Classical approaches [24][25] to active sonar tracking problem have been concerned

with target localization in a two-dimensional (2D) azimuth plane. Most works on clut-

ter modeling assume that the clutters are uniformly distributed in the surveillance

region [11], but such assumptions may not be valued in the real underwater envi-

ronments. For example, the wake phenomenon, which generates a stronger clutter

behind the targets, often confuses the trackers since wake measurements violate the

uniform distribution assumption. In [26, 27], multi-target tracking algorithms are

proposed to track divers in the proposed of state-dependent clutter by correctly mod-

eling the wake-generated false alarms behind the divers. Instead of assuming that

4
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the signal amplitude information (AI) is Gaussian or Rayleigh distributed, a mod-

ified version of the PDA filter is proposed by using the heavy-tailed clutter model

[28], which can yield more robust performance than conventional trackers. Increased

interest in depth estimation has lead to the development of three-dimensional (3D)

active tracking methodologies with application to stealthy target tracking. In [29], a

3D multitarget tracking (MTT) tracking method was proposed by taking advantage

of instantaneous 3D detections from signal pings. In [30], the target range and depth

were estimated using the elevation and time of flight (ToF) measurements assuming

that the relative azimuth between the sensor and target are known a priori. Also,

the combined acoustic rays, a special multipath property, were used in [30] to in-

crease the accuracy of estimates. Underwater wireless sensor networks (UWSNs) are

also widely used for 3D target localization with multiple detections from one target

[31][32]. To obtain 3D localization information, some methods have been extended to

multipath-based trackers [33][34][35][36][37]. These multipath-enabled trackers can

provide better performance by exploiting multipath detections, but suffer from high

computational complexity in low SNR (high clutter) environments. In [38], the Max-

imum Likelihood Probabilistic Data Association (ML-PDA) algorithm was extended

to handle heavy clutter and multipath detections to yield the multipath ML-PDA

(MP-ML-PDA) tracker for low observable target states initialization. With the ad-

vances in sensor revolution, extended target tracking based on high-resolution sonar

(e.g., diver detection sonar (DDS)) has become possible. A brief introduction on

extended target tracking can be found in Chapter 4.

Because of the significant impact of the surrounding environment on underwater

tracking performance, the modeling and the estimation of the environmental factors

5
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are essential steps in underwater target trackers. The complex marine environment

provides the motivation for this thesis including. The specific problems addressed in

this thesis are:

• Curvilinear acoustic propagation channel caused by an uncertain SSP, which

may degrade the accuracy of coordinate registration techniques using a sim-

ple/idealized SSP model (i.e., constant velocity model [38], isogradient SSP

[39]).

• Multiple signals from one target via different propagation paths and high false

alarm rates in the region of interest (RoI), leading to difficulties in measurement-

to-track association and track initialization [38].

• Unknown structured clutter distribution caused by the nonuniform environment

(e.g., bathymetry, movement of water flow), which conflicts with the assumption

that clutter is uniformly distributed over the RoI with a known density in

traditional trackers [9, 10, 40].

• Unknown number of the targets and the special dynamic motion model influ-

enced by the interactions among targets and by the surrounding environment

(e.g., water flow, terrain shape).

• More complex data association problem due to the multipath phenomena and

extended target (ET) detections in clutter using a high-resolution active sonar

system.

The main objective of this thesis is to propose better models to represent the

SSP-influenced acoustic propagation model, the structured clutter distribution, the

6
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dynamic motion including environmental interactions and the coexistence of multi-

path phenomena and ET detections in clutter environment to improve the perfor-

mance and efficiency of underwater target tracking algorithms.

In most traditional underwater target trackers, the realistic environmental factors

are usually ignored or approximated with a simple/idealized model, which may result

in model mismatches. For example, a straight propagation model is used in previously

proposed trackers [21][38][41][42], interactions among underwater group targets and

with the environment are ignored in existing diver tracking algorithms [26, 27, 28]

and the problem of extended target tracking (ETT) in multipath clutter environment

is rarely addressed [43] until now.

To improve the performance and accuracy of the trackers using an active sonar,

realistic conditions/models representing the underwater environment state must be

properly integrated into the algorithms. The second chapter of this dissertation is

dedicated to deal with target detection taking into consideration the uncertain mul-

tipath environment in heavy clutter. The ray-tracing method is utilized to account

for the phenomena of bending and multipath with a given SSP [39][44]. To repre-

sent the sound speed variation efficiently in general cases, a combination of Muck

profile [45] and multiple Empirical Orthogonal Functions (EOFs) [46] is used in the

SSP modeling. By uniting the ray-tracing method and the Munk-based SSP model,

a characteristic ToF measurement model for active sonar that handles the bending

acoustic channel and uncertain ocean factors can be obtained. Further, to deal with

measurement origin uncertainty arising from the heavy clutter and multipath detec-

tions, a new expanded version of ML-PDA, called MP-ML-PDA, is presented. An

iterated MP-ML-PDA (IMP-ML-PDA) framework that can estimate the state of the
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underwater target in an uncertain multipath environment with heavy clutter, is finally

proposed.

High-resolution active sonar systems are now commonly used in underwater surveil-

lance (e.g., DDS) to provide more information on the targets of interest. In chapter 3,

a new diver dynamic motion (DDM) model for divers moving in a group is presented

based on the social force model (SFM) [47]. The novel DDM model derived from the

SFM not only includes the inter-target interactions, but also the influences arising

from the water flow surrounding the divers. Another challenge in underwater tar-

get tracking is the existence of unknown structured background clutter arising from

the noisy and non-stationary surrounding environment, violating the assumptions in

traditional trackers [9, 10, 40]. Here, the log-Gaussian Cox process (LGCP) [48] is

utilized to estimate the environment-induced structured clutter spatial intensity over

the whole measurement space. By integrating the novel DDM and the LGCP-based

clutter estimator into the widely used GM-PHD filter, a unified recursive framework

is formed to track a group divers consisting of an unknown number of targets with

environmental-influenced dynamics and unknown clutter distribution density.

Another challenging problem that emerges with a high-resolution active sonar

system is tracking an extended target in a multipath clutter environment. Extended

target tracking, where a target occupies more than one resolution cells, has received

attention in the literature [49]. However, in scenarios where an extended target ap-

pears, one may receive target-originated detections (ToDs) via multiple propagation

modes (e.g., non-line-of-sight, line-of-sight) when ET travels in a confined underwater

environment due to reflections at the surface and bottom. This ET tracking problem

accompanied by the multipath phenomenon, called the MP-ET problem, is realistic

8
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and needs efficient solutions. The multipath detections may confuse the traditional

trackers [50, 51, 51, 52, 53, 54, 55, 56, 57, 58] that assume only a single propagation

path. To the best our knowledge, the ETT problem with multipath detections has

been only discussed in [43]. The method in [43] does not provide the target shape

information, which is deemed vital in ETT problems with measurement origin uncer-

tainty [59]. In chapter 4, a newly expanded version of the PDA filter that integrates

the random matrix model is derived to jointly estimate the kinematic state and tar-

get extent. Further, a Variational Bayesian (VB) clustering-aided algorithm with a

lower computational load is presented to provide real-time capable solution for the

ETT problem in an uncertain multipath environment. In addition to using a con-

stant velocity motion model, a new terrain constrained motion model is presented for

scenarios with terrain-following autonomous vehicles.

1.2 Objectives of the Thesis

In compliance with the terms and regulations of McMaster University, this disserta-

tion has been written in sandwich thesis format by assembling three articles. These

articles represent the independent research performed by the author of this disserta-

tion, Ben Liu.

These articles included in the dissertation are focused on underwater target local-

ization and tracking using an active sonar under realistic conditions. The objectives

of the thesis are the following:

• To provide an overview of the challenging problems arising from realistic con-

ditions in active sonar tracking (Papers I, II and III).
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• To formulate an algorithmic framework of detecting an unknown underwater

target considering realistic ocean environment uncertainty (Paper I).

• To mathematically formulate the new motion model for divers including the

inter-target interactions and influences from water flow (Paper II).

• To seamlessly integrate the multi-diver tracking algorithm with the structured

clutter density estimator to distinguish the target-originated measurement with

false alarms efficiently (Paper II).

• To develop an algorithm for extended target state estimation with the multipath

phenomenon (Paper III).
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• B. Liu, X. Tang, R. Tharmarasa, T. Kirubarajan, R. Jassemi, S. Hallé, “Un-
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mitted to IEEE Transactions on Aerospace and Electronic Systems, 2018.

• B. Liu, R. Tharmarasa, M. Florea, R. Jassemi, T. Kirubarajan, “Diver Track-
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2019.

• B. Liu, R. Tharmarasa, R. Jassemi, D. Brown, T. Kirubarajan, “Extended

Target Tracking with Multipath Detections, Terrain-Constrained Motion Model
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and Clutter”, Submitted to IEEE Transactions on Intelligent Transportation
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• B. Liu, R. Tharmarasa, S. Hallé, R. Jassemi, M. Florea, T. Kirubarajan,

“Divers Tracking with Improved Gaussian Mixture Probability Hypothesis Den-

sity Filter”, In 22nd International Conference on Information Fusion, Ottawa,

Canada, July 2019.
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Chapter 2

Underwater Target Tracking in

Uncertain Multipath Ocean

Environments

2.1 Abstract

In order to address the problem of three dimensional (3D) localization of an under-

water target using a two dimensional (2D) active sonar with unknown oceanographic

factors in a multipath environment with heavy clutter, a novel iterative framework

based on ML-PDA, which considers ocean SSP uncertainty and utilizes multiple de-

tections to realize 3D position estimation with only bearing and ToF measurements,

is proposed. ML-PDA is highly effective in low SNR target detection. However, it is

limited by its assumption of at most one target-originated detection within a scan.

We first extend the ML-PDA into a multipath ML-PDA by enumerating the com-

bined association events formed from multiple detection patterns. In addition, an
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SSP-dependent ToF measurement model is derived for both the direct path and the

surface-reflected path between two remote nodes, so that the SSP uncertainty can

be addressed systematically. By adopting an iterative Bayesian framework, both the

target states and the SSP coefficients can be estimated simultaneously.

In addition, the Cramér-Rao Lower Bound (CRLB), which quantifies the best

possible accuracy in the presence of SSP uncertainties, is derived and analyzed. Nu-

merical simulations confirm the underwater target localization performance of the

proposed method in the presence of heavy clutter in an unknown ocean environment

with a realistic sound propagation model.

2.2 Introduction

Detection and tracking of underwater targets is a fundamental component in under-

water surveillance, search and rescue, and in ocean exploration. Due to the high

transmission loss of radio waves passing through water, passive or active sonar is

widely used in wide-area underwater surveillance. Underwater acoustic communi-

cation suffers from multipath, low SNR, limited transmission rate and varying SSP

dependent on oceanographical factors. Originally, passive sonar on a single platform

was used to detect and track maritime targets [15][16][11]. Numerous algorithms to

handle the high nonlinearity, low observability [17], and low detection probability

[11] of passive underwater tracking systems have been proposed. To ensure observ-

ability and to improve the accuracy of the estimates, multiple sonar sensors [18] or

sonobuoy-based networks [19][20][21] are increasingly used to localize and track un-

derwater targets. With the advances in acoustic noise quietening techniques [22][23],

however, it is becoming more and more difficult to detect underwater targets with a
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passive sonar, leading to increased interest in active sonar to detect and track stealthy

targets.

Classical approaches [24][25] to active sonar based tracking have been concerned

with target localization in a 2D azimuth plane. Increased interest in depth estimation

has lead to the development of 3D active tracking methodologies with application to

stealthy target tracking. In [29], a 3D multitarget tracking (MTT) tracking method

was proposed by taking advantage of instantaneous 3D detections from signal pings.

In [30], the target range and depth were estimated using the elevation and ToF

measurements assuming that the relative azimuth between the sensor and target are

known a priori. Also, the combined acoustic rays, a special multipath property, were

used in [30] to increase the accuracy of estimates. UWSNs are also widely used for

3D target localization with multiple detections from one target [31][32].

In order to obtain 3D localization information, the above methods attempt to

diversify the measurements space, which increases the complexity and cost of the

tracking system. As stated before, the existence of multiple propagation paths be-

tween two nodes poses an added challenge to sonar trackers, however, it also affords

an opportunity to improve the tracking results. The information contained within

the multipath returns in the receiver can help improve the observability in 3D sonar

tracking systems. Some methods have been extended to multipath-based trackers

[33][34][35][36][37]. These multipath-enabled trackers can provide better performance

by exploiting multipath detections, but suffer from high computational complexity

in low SNR detection clutter environments. In [38], the ML-PDA algorithm was

extended to handle heavy clutter and multipath detections to yield the multipath

Maximum Likelihood Probabilistic Data Association (MP-ML-PDA) tracker for low
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observable target states initialization. But, these multipath-enabled methods, includ-

ing the MP-ML-PDA algorithm, assume that coordinate registration (CR), whereby

a sensor measurement is converted into the ground coordinate, can be carried out

accurately for different paths. However, due to the idiosyncrasies of the environment,

accurate CR is not practical in underwater environments.

To accurately estimate the location of the target, an accurate CR process is re-

quired. In contrast to terrestrial radio propagation, underwater sound propagation

speed is not constant but varies with salinity, pressure and temperature. Due to

this environmental dependency, acoustic propagation model is not necessarily linear

but often curvilinear, which makes the traditional trackers [21][38][41][42] that assume

propagation along straight lines between the sensor and the target inaccurate. In [30],

by taking advantage of an assumed and known SSP, the target depth information was

obtained from multipath detections. In [39], 3D target position was estimated from

acoustic ToF measurements with an assumed isogradient SSP. In practice, the ocean

environment is not known exactly. Even though the ocean parameters can be identi-

fied by various sensors (e.g., conductivity, temperature and density or CTD sensor),

there is still uncertainty due to sensor noise. Also, the ocean state does not remain

constant, but varies due to changing ocean current and sun light. Thus, the SSP

calculated from ocean variables has to account for the uncertainty when the SSP is

applied to generate the sound propagation path. The inaccurate and varying SSP,

combined with high nonlinearity and measurement uncertainty due to heavy clutter

and missing detection, makes underwater target detection a non-trivial problem.

To the best of our knowledge, there are no existing solutions to handle underwa-

ter target tracking with both environment and measurement origin uncertainties. In
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[60], the idea of argumented state is utilized to estimate sensor registration errors,

but with the requirement of Doppler measurement information, which is satisfied on-

ly by narrowband sonar. A variational Bayesian filter is presented in [61] to deal

with uncertain process and measurement noise covariance matrices. To handle sen-

sor location uncertainty in heavy clutter, an iterated ML-PDA is proposed in [18]

to simultaneously estimate both the states of the target and the sensor. However,

the framework presented in [18] is only for a passive surveillance system with mul-

tiple sensors and cannot handle the case of multipath detections. In addition, the

oceanographic parameter uncertainty cannot be introduced into the framework in [18]

without using a specific ocean environment dependent measurement model.

The objective of this paper is to propose an algorithm that estimates the ocean

environment parameters and the target state simultaneously by incorporating a re-

alistic SSP-dependent propagation model. In addition, the 3D motion information

is obtained by the proposed algorithm without using a 3D sonar or a multi-sensor

system, but only by using a single monostatic 2D active sonar platform. The problem

addressed in this paper is both challenging and realistic. To incorporate the ocean

environment uncertainty, realistic and highly nonlinear acoustic propagation paths

dependent on varying SSP are required. Measurement origin uncertainty via multiple

propagation paths in heavy clutter has to be considered as well. To address these

real-world issues, in this paper, an iterated MP-ML-PDA (IMP-ML-PDA) algorithm

is proposed to tackle the underwater target localization problem with heavy clutter

in a multipath ocean environment using a practical sound signal propagation model.

In the proposed algorithm, the SSP model that is dependent on ocean parameters
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is described using a stratification technique. Then, a set of highly nonlinear ToF mea-

surement formulas for monostatic active sonar is derived using Snell’s law based on

the stratified ocean environment model. With this SSP-dependent model, a determin-

istic sampling-based method [62] is used to handle the highly nonlinear problem and

to account for the uncertainty in predicted ocean state as part of the measurement

covariance, resulting in a set of new and modified covariances for all possible target

measurement models. With the extension of the ML-PDA to the MP-ML-PDA, the

new modified covariances are used to build a new joint log likelihood ratio (JLLR).

Finding the JLLR global optimal point is a non-trivial non-convex problem with a

large number of local maxima distributed throughout the six-dimensional parameter

space. A hybrid optimization solution consisting of grid search and particle swar-

m optimization (PSO) is presented to handle the complex objective function. Grid

search can help find an initial RoI, and then the final estimate can be obtained by

PSO. Finally, a sequential update technique is adopted to fuse the information from

multiple measurements.

In this paper, we focus on the 3D underwater target localization with uncertainties

in both oceanographic parameters and measurement origin using multipath detections

with a realistic acoustic propagation model. The paper is organized as follows: Section

II describes the problem and the system models including target motion model, ocean

SSP model, sensor measurement model with multipath and the ray-tracing model

derived from an arbitrary SSP. In Section III, the basic framework of ML-PDA and

its extension MP-ML-PDA based on [38] are presented, followed by the new IMP-ML-

PDA algorithm to address the SSP uncertainty problem. The CRLB that qualifies

the achievable accuracy in the presence of false alarms, missed detections, multipath
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and SSP uncertainty is derived in Section IV. In Section V, simulation results are

presented while conclusions are discussed in Section VI.

2.3 Problem Formulation

2.3.1 Target Dynamical Model

This paper is limited to tracking the non-maneuvering and noise-free motion of a deep

sea target using a single active sonar. A constant velocity motion model is utilized in

this paper, but the algorithm can also be applied to other models such as the constant

acceleration motion model. For simplicity, we assume submarine target tracking under

an ocean environment with single-hop propagation reflected by a flat surface and the

direct propagation without any contact with a boundary. Bottom-reflected paths and

other multiple-hop reflected paths can also be utilized and improve the accuracy of

the proposed tracker without any changes to the theoretical framework.

Figure 2.1 illustrates the geometric locations of the target and the sonar platform.

The state variables at the k-th scan for a constant velocity (CV) target are the position

vector (xkt , y
k
t , ζ

k
t ) and the velocity vector (ẋkt , ẏ

k
t , ζ̇

k
t ) in 3D Cartesian coordinates. We

denote the state of target at time k as

Xk
t = [xkt , ẋ

k
t , y

k
t , ẏ

k
t , ζ

k
t , ζ̇

k
t ]′, (2.1)

where ′ denotes transposition.
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A linear, discrete-time state evolution equation with no process noise can be writ-

ten as

Xk+1
t = F k

t X
k
t , (2.2)

where the state transition matrix F is given by

F =



1 T 0 0 0 0

0 1 0 0 0 0

0 0 1 T 0 0

0 0 0 1 0 0

0 0 0 0 1 T

0 0 0 0 0 1


(2.3)

with T being the sampling time.

Figure 2.1: Geometry of the vertical planar sonar measurement model.
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2.3.2 Stratified Ocean Environment Model

As stated before, by assuming a known SSP, a sensor measurement can be accurately

mapped to the target state. However, in practical scenarios, there is uncertainty

about the oceanographic parameters and the SSP information is not perfect, which

degrades the performance of sonar trackers. Thus, to quantify the uncertainty in SSP

and to account for the uncertainty in target tracking, a general, albeit approximate,

SSP model needs to be incorporated into the tracker.

The SSP can generally be expressed using empirical variables and functions ob-

tained from historical data or field experiments. In reality, it is impossible to measure

the SSP continuously from sea surface to ocean bottom, but possible only at discrete

depths layers. As a reasonable and simple model for underwater sound speed, the

Munk profile [45] is adopted to capture the feature of varying underwater SSP. Also,

the EOFs [46] can efficiently represent the sound speed variation in many cases with

low computational load. Thus, EOF vectors are used to make the model more prac-

tical. More complex models [63] are also available, but only with additional a priori

information. Assuming that N EOFs are used, the SSP model is given by

c = cmunk +
N∑
n=1

anEn, (2.4)

where c = [c(ζ1), c(ζ2), ..., c(ζJ)]′ is a vector of sound speed samples at various vertical

depth layers, J denotes the total number of ocean layers, and

cmunk = [cmunk(ζ1), cmunk(ζ2), ..., cmunk(ζJ)]′ (2.5)
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is a Munk profile generated from

cmunk(ζj) = 1500
[
1.0 + ρ(ζ̄j − 1 + e−ζ̄j)

]
. (2.6)

In the above, ζ̄j = 2(ζj − ζC)/ζC and ζC is the depth of the minimum sound velocity,

and ρ is the perturbation coefficient. Also, an is the coefficient of SSP reconstruction

and En = [en(ζ1), en(ζ2), · · · , en(ζJ)] is J × 1 orthogonal vector calculated from EoF

ei. To predict the SSP, a state-evolution model based on the coefficients of SSP is

defined as

Xk+1
e = FeX

k
e , (2.7)

where Xk
e = [ak1, a

k
2, · · · , akN ]′. Within a short time span and surveillance range, a

reasonable assumption is that the SSP is independent of time and range [64]. Thus, Fe

is an identity matrix. The initial SSP parameters are assumed to be X0
e ∼ N (X̄0

e , P
0
e ),

where X̄0
e is the mean vector of environmental variables and P 0

e is the corresponding

covariance. For simplicity, we define ck = C(ζ,Xk
e ), where ζ = [ζ1, ζ2, ..., ζJ ] is the

ocean depth vector. For a uniformly divided ocean depth in this paper, the size of a

single depth layer ∆ζ = ζ2 − ζ1 = . . . = ζJ − ζJ−1 = (ζJ − ζ1)/(J − 1).

The reflection of the acoustic signal occurs because of the existence of the ocean

boundary. In this paper, we assume that the ocean bottom and the surface are both

flat and their depth information are known as a priori based on bathymetry data.
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2.3.3 Sensor Measurement Model in a Multipath Environ-

ment

The geometry with a deep-sea target and an active sonar platform illustrated in

Figure 2.1 assumes that the target (Tx) moves close to the ocean bottom and that

the sonar platform (Rx) is located near the surface. In a monostatic active sonar,

the transmitter and the receiver are collocated. For simplicity, two one-way paths

between the target and the sonar are assumed in this paper. Other models can also

be utilized within the proposed framework to improve performance, albeit at the

cost of increased computational complexity. The first is the direct path (dp), which

defines the acoustic wave travel between two nodes without any reflection, while the

second is a single-hop surface-reflected path (sp). As discussed previously, the SSP

is independent of time and range, so we can specify various active sonar two-way

propagation modes by combining dp and sp. Then, all active propagation models are

shown in Table 2.1. Mode 1 and Mode 2 specify that signals from the transmitter

go to target via dp and then come back to the receive via dp and sp, respectively.

Mode 3 and Mode 4 denote that signals leave the transmitter via sp and return to

the receiver via dp and sp, respectively.

Table 2.1: Acoustic Propagation Paths and Modes

Mode Path Mode Path

1 dp-dp 3 sp-dp

2 dp-sp 4 sp-sp

With a 2D active sonar, a received measurement signal consists of the ToF τ and

the azimuth θ. Assume that mk measurements are received by the sensor at time k
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and denote the measurement vector by

Zk
mk

= [zk1 , z
k
2 , ..., z

k
mk

] (2.8)

where zki = [τ ki , θ
k
i ]
′, i = 1, · · · ,mk. For simplicity, we assume that all propagation

models have equal probability of detection pd and that the detection events are inde-

pendent of one another over time. However, range-dependent pd can be used as well.

Detection zki can be target-originated or from clutter (false alarm). The corresponding

measurement equation is given by

zki =


Ml(X

k
t , X

k
s , ĉ

k) + wkl,i Mode l

clutter otherwise

(2.9)

where wkl is zero-mean white Gaussian noise with covarianceRk
l , X

k
s = [xks , ẋ

k
s , y

k
s , ẏ

k
s , ζ

k
s , ζ̇

k
s ]

is the sensor state, which is assumed to be stationary without loss of generality, and

ĉk is the predicted SSP from (2.4). The vector nonlinear function Ml is given by

Mk
l (•) =

τ
θ

 =

 hl(X
k
t , X

k
s , ĉ

k)

actan(
ykt − yks
xkt − xks

)

 (2.10)

where l represents the index of propagation model. The measurement covariance is

given by

Rk
l , cov{wkl } =

 σ2
τkl

0

0 σ2
θkl

 (2.11)

where l = 1, 2, · · · , L. From the measurement equation, we can see that the ToF
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of sensor measurement is dependent on the SSP. With an ideal a priori SSP, one

can assume that the measurement model is only disturbed by the thermal noise

wkl ∼ N (0, Rk
l ). In practical situations, however, the SSP is not necessarily measured

accurately. That is, the measurement model inevitably suffers from both thermal

noise and SSP uncertainty, which is the focus of this paper.

Due to the low SNR of target-originated detections, false alarms or clutter mea-

surements are inevitable, resulting in the measurement origin uncertainty problem.

Assume that a clutter measurement oki = [okτ,i, o
k
θ,i] is uniformly distributed over the

surveillance space V , okθ,i ∼ U(Θ1,Θ2), okτ,i ∼ U(T1, T2) and that the number of false

alarms mk in a frame is Poisson distributed with a known expected value λV [65].

The probability mass function (pmf) of mk is given by

uf (mk) =
(λV)mk exp(−λV)

mk!
(2.12)

where V = (Θ2 −Θ1)(T2 − T1), and λ is the spatial clutter density.

2.3.4 Ray-Tracing Method with Ocean Stratification

As mentioned previously, acoustic propagation is influenced by the uncertain SSP. To

calculate the accurate ToF of a received signal, ray-tracing method is adopted here.

Ray-tracing accounts for the phenomena of bending and multipath with a given SSP

[39][44].
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Figure 2.2: Illustration of Snell’s law.

In a depth-dependent medium, acoustic rays travel based on Snell’s law [66], which

is given by

cos(ςj)

c(ζj)
=

cos(ςj+1)

c(ζj+1)
= η (2.13)

where ς is the grazing angle of a single ray, ζ is the depth information and η is the

ray parameter, which is constant for a given direct ray. From the differentials, one

has

dt =
ds

c(ζ)
, tan(ςj) =

dζ

dr
, sin(ςj) =

dζ

ds
. (2.14)

The travel time tj within the j-th depth layer is expressed as

tj =

∫ ζj+1

ζj

dζ

c(ζ)
√

1− η2c(ζ)2
. (2.15)

The ToF of the one-way direct path between two nodes can be expressed as

τdp =

∫ ζt

ζs

dζ

c(ζ)
√

1− η2
dpc(ζ)2

. (2.16)
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Also, the corresponding travel distance is

sdp =

∫ ζt

ζs

dζ√
1− η2

dpc(ζ)2
(2.17)

As assumed previously, the ocean boundary is flat and can be treated as a mirror

surface. The ray parameter remains constant after specular reflection. Therefore, the

ToF and travel distance of single-hop sp can be respectively expressed as

τsp =

∫ ζt

ζs

dζ

c(ζ)
√

1− η2
spc

2(ζ)
, (2.18)

ssp =

∫ ζt

ζs

dζ√
1− η2

spc
2(ζ)

. (2.19)

From (2.16) and (2.18), one can see that the acoustic travel times via dp and sp

between two nodes are different due to differing ray parameters. The horizontal

distance between the target and the sensor is written as

r =

∫ ζt

ζs

ηc(ζ)dζ√
1− η2c(ζ)2

=
√

(xt − xs)2 + (yt − ys)2 (2.20)

Note that the distance between a pair of nodes is independent of propagation modes.

Thus, let η = ηdp.

2.3.5 Finding Eigenrays

Eigenrays are the acoustic propagation paths that connect the sensor and the target

and are pivotal in determining the ToF and which signals are received [64]. Calculat-

ing the acoustic paths in sea water is a complex task. The sound speed varies due to
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the differences in temperature, salinity and pressure at different ocean depth, result-

ing in refraction effects. The reflection of rays at surface and ocean bottom makes

the problem more complicated. By assuming a constant sound speed or isogradient

sound speed, analytical solutions can be obtained [21][38][39]. However, in practical

scenarios with varying sound speed, which are of interest here, an analytical solution

is nearly impossible and numerical approximations have to be used [64].

With the discretized SSP, one can numerically calculate the sound signal travel

path at an emitting angle ς ∈ [−90◦, 90◦] compared to the horizontal level, and

estimate the travel time at the same time. By defining a tolerance gap space around

the target position, the eigenrays that connect the target and the sensor can be

identified when the rays reach the predefined space.

2.4 Multipath Tracking with Uncertain SSP

In this section, the standard ML-PDA is first briefly reviewed and then expanded to

the multipath ML-PDA to handle the case of multiple target-originated detections

in the same frame. Finally, an iterated ML-PDA based algorithm is presented to

track the underwater target in heavy clutter and uncertain ocean environment with

a curvilinear sound propagation model.

2.4.1 Outline of ML-PDA

The ML-PDA algorithm for target parameter estimation was first presented in [67],

and it has been demonstrated to be an effective tracker of Very Low Observable (VLO)

targets in high clutter environments [14]. The assumptions made by the ML-PDA
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algorithm are given below [65]:

• Only one target exists per scan with a known detection probability pd.

• No more than one target-originated measurement can be received by the sensor

in each scan.

• Target evolves according to a deterministic target dynamic model, e.g., the

perfectly constant velocity model.

• Target-originated measurements are corrupted by zero-mean white Gaussian

noise.

• False alarms are uniformly distributed and their cardinality per scan is Poisson

distributed with known parameters.

The development of the ML-PDA is described in detail in [68], and the ML-PDA

log-likelihood ratio over Nw frames of data is summarized as

L(x, Z) =
Nw∑
k=1

ln

{
1− pd +

pd
λ

mk∑
i=1

p(zki |x)

}
(2.21)

where pd is the target detection probability per frame, Nw is the number of frames

of measurements used for estimation and mk is the number of measurements in the

k-th frame.

2.4.2 Derivation of Multipath ML-PDA

Target-originated multipath returns at the receiver is a special case of underwater

signal propagation due to the reflection and refraction of acoustic rays. Additional
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information about the target state is contained within these multiple returns and it

is beneficial to include those multipath measurements into the tracker. However, the

ML-PDA is limited to processing at most one detection from a single target [65],

which is not suitable for our problems here.

In this section, to deal with the problem of the 3D position estimation using a

2D sonar, multipath ML-PDA algorithm is presented. The MP-ML-PDA can make

use of the multipath environment by considering all possible associations events from

multiple detections.

To use the MP-ML-PDA, the following assumptions about the statistics of the

measurements are made [38]:

• The maximum number of propagation modes is L and the corresponding mea-

surement equations are given by (2.10).

• The target-originated measurements in a scan are statistically independent of

each other [69][70], and the measurements from different frames are also mutu-

ally independent.

• Each detection from the measurement set can be associated to any single prop-

agation model, but the identity of propagation modes is not known.

• The target’s detection probability through various propagation modes is iden-

tical.

With above assumptions, for a set of measurements Zk
mk

= {zk1 , · · · , zkmk} including

multiple target-originated returns and false alarms, various combinations of detections

from Zk
mk

are defined as association events Φk
ϕ,nϕ , where ϕ means the hypothesized

number of target-originated detections at time k and ϕ ∈ [0, ϕmax = min{mk, L}],

29



Ph.D. Thesis - Ben Liu McMaster University - Electrical & Computer Engineering

and nϕ = Cϕ
mk

is the number of measurement combinations εkϕ, and AϕL is the

number of corresponding propagation mode combinations εϕk ; Aba = a!/(a − b)!,

Cb
a = Aba/b!. Then, one can calculate the total number of all association events

NΦk =
∑ϕmax

0 Cϕ
mk
AϕL.

To make the problem clear, an example is presented here. Define a measure-

ment set Zk
3 = {zk1 , zk2 , zk3} with mk = 3 in the k-th sonar scan with L = 2 pos-

sible propagation modes h = {h1, h2}. Then, one can obtain ϕmax = 2, and for

ϕ = 2, measurement combination set εk2 = {(zk1 , zk2 ), (zk1 , z
k
3 ), (zk2 , z

k
3 )} and propa-

gation mode combination set εk2 = {(h1, h2), (h2, h1)}. The association event for

2 hypothesized target-originated detections within k-th frame is given by Φk
2,3 =

{(φz1,z2h1,h2
), (φz1,z2h2,h1

), (φz1,z3h1,h2
), (φz1,z3h2,h1

), (φz2,z3h1,h2
), (φz2,z3h2,h1

)} with cardinality Nφk2,3
= C2

3A
2
2 =

6.

The feasible association events are

Φk
ϕ,nϕ =



ϕ out of mk detections are target-originated

ϕ = 1, ..., ϕmax

all measuremnts are from clutter or false alarms

ϕ = 0

(2.22)

Accordingly, the target-originated measurement model for association event φkϕ,nϕ is

given by

zkϕ,nϕ =



Mk
D1

(•)

Mk
D2

(•)

...

Mk
DL

(•)


+



wkD1

wkD2

...

wkDL


(2.23)

30



Ph.D. Thesis - Ben Liu McMaster University - Electrical & Computer Engineering

where Dl equals to one or zero depending on whether the l-th propagation model is

used in association event φkϕ,nϕ .

For a target-originated measurement, the likelihood function is given by

p(zkϕ,nϕ |X
k
t ) = N [zkϕ,nϕ ;Mk

ϕ,nϕ ;Rk
ϕ,nϕ ] (2.24)

where

Mk
ϕ,nϕ = [Mk

D1
,Mk

D2
, . . . ,Mk

DL
]′

Rk
ϕ,nϕ = blkdiag

(
Rk
D1
, Rk

D2
, . . . , Rk

DL

) (2.25)

As defined above, only when the sign of Dl is equal to one, can its corresponding

parameter be retained in the association event set and used in subsequent calculations.

Applying the total probability theorem, the joint likelihood function of one single

frame measurement set is given by

p(Zk
mk
|Xk

t ) =
∑
Φk

p(Zk
mk
|Φk

ϕ,nϕ , X
k
t ) · p(Φk

ϕ,nϕ |X
k
t )

=
∑
Φk

(mk − ϕ)!× µf (mk − ϕ)

p(mk)m!

×
L∏
l=1

(pld)
Dl(1− pld)1−Dl · p(zkϕ,nϕ|X

k
t )

(2.26)

with pld denoting the target detection probability via path l.

Dividing (2.26) by the joint likelihood that allmk observations are clutter-originated,

one can get the joint likelihood ratio of one single frame measurement

J (Zk
mk
, Xk

t ) =
∑
Φk

αϕ,nϕ · p(Zk
mk
, Xk

t ) (2.27)
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where

αϕ,nϕ =
1

λϕ

L∏
l=1

(pld)
Dl(1− pld)(1−Dl) (2.28)

Assuming that the measurement data set are frame independent, the joint likelihood

function for all Nw frames of data ZNw can be expressed as the product of the single

frame joint likelihood functions. Taking the logarithm of the result, the JLLR can be

therefore given by

L(ZNw , Xk
t ) =

Nw∑
k=1

lnJ (Zk
mk
, Xk

t ) (2.29)

2.4.3 Iterated MP-ML-PDA Method with Uncertain SSP

To deal with uncertain SSP in heavy clutter and multipath environment, an iterated

multipath ML-PDA framework is proposed here. By modifying the measurement

covariance, the SSP uncertainty is reasonably incorporated into the whole framework.

The idea is to estimate the parameters of the SSP and the target state simultaneously

in every recursion, and this mainly consists of two stages: prediction stage and update

stage.

1) Prediction Stage

By using a Kalman filter (KF)-based framework, the modified measurement covari-

ance (MMC) can be approximated. For the nonlinear system in the present paper,

the unscented Kalman filter (UKF), a deterministic sampling method, is adopted. By

using the unscented transformation (UT) technique, the UKF calculates the statis-

tics of a random variable undergoing a nonlinear transformation. Compared with the

extended Kalman filter (linearization method) and the particle filter (random sam-

pling method), the UKF (deterministic sampling method) can provide more accurate
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estimates with lower complexity. As previously assumed, the initial X̂0
e is subject to

Gaussian distribution X̂0
e ∼ N (X̄0

e , P
0
e ). Then, in the q-th recursion, one can predict

X̂k|k−1
e = Fe ∗ X̂k−1

e

P̂ k|k−1
e = Fe ∗ P̂ k−1

e ∗ Fe
(2.30)

where q = 1, ..., qmax. Then, a matrix X containing 2U + 1 sigma vectors is formed

based on the following:

X k|k−1
e,0 = X̂k−1

e

X k|k−1
e,u = X̂k−1

e + (

√
(U + γ)P̂ k−1

e )u, u = 1, ..., U

X k|k−1
e,u = X̂k−1

e − (

√
(U + γ)P̂ k−1

e )u−U , u = U + 1, ..., 2U

(2.31)

where γ is a scaling variable.

Given a target state, propagating those sigma vectors through the SSP prediction

model (2.4), one can get the predicted SSP

ĉk|k−1
u = C(ζ,X k|k−1

e,u ) (2.32)

By transforming ĉ
k|k−1
u and using a hypothesized target state via the l-th nonlinear

measurement model, the predicted sigma points of the target-originated measurement

is given by

z
k|k−1
u,l =Ml(X̂

k
t , X

k
s , ĉ

k|k−1
u ) (2.33)

Using a weighted sample mean and covariance of the posterior sigma points, the
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predicted measurement ẑkl and the corresponding MMC R̂k
l can be approximated by

ẑ
k|k−1
l =

2U∑
u=0

wuz
k|k−1
u,l

R̂k
l =

2U∑
u=0

wu(z
k|k−1
u,l − ẑk|k−1

l )′(z
k|k−1
u,l − ẑk|k−1

l ) +Rk
l

(2.34)

The derivation of the MMC accounts for both the SSP uncertainty and the sensor

thermal noise. One can see that the MMC here is not constant but varies with the

accuracy of SSP estimation. Before data association and the calculation of the new

JLLR function, all measurements are validated first to eliminate outliers and to reduce

the number of combinatorial candidate events. The validation gate for propagation

mode l is given by

Gk
l ,

{
zik : (zik − ẑ

k|k−1
l )′(R̂k

l )
−1(zik − ẑ

k|k−1
l ) ≤ gl

}
(2.35)

where gl ∼ χ2
nz is the gate threshold for the l-th propagation mode. For simplicity, gl

for various propagation mode is assumed identical. The validated measurement set

in the k-th frame is redefined as Žk and ŽNw is the corresponding measurement set

over Nw frames.

With the above MMC and (2.26), one can calculate a new JLLR function as

follows:

L(ŽNw , X̂k
t ) =

Nw∑
k=1

lnJ (Žk, X̂k
t )

=
Nw∑
k=1

∑
Φk

ln

(
L∏
l=1

(1− pld) + αϕ,nϕ × p(žkϕ,nϕ|X̂
k
t )

) (2.36)
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Algorithm 1: PSO Algorithm for MP-ML-PDA

Input:

Recursion index q

Predicted SSP ĉk,q

Target state estimates at last recursion X̂k,q−1
t (q > 1)

Output:

Global optimal target state estimate X̂t

1 Initialization:

2 Define a constrained search space with:

3 Upper bound on target state [x+, ẋ+, y+, ẏ+, ζ+, ζ̇+]

4 Lower bound on target state [x−, ẋ−, y−, ẏ−, ζ−, ζ̇−]

5 Let iteration index I = 1

6 Generate an initial population with random position and velocity vectors

7 Start:

8 Evaluate the objective function JLLR with initial particles

9 while I < Imax do

10 Update iteration index I = I + 1

11 Update the position and velocity of particles

12 Evaluate the objective function JLLR with the new population

13 if (Convergence) or (I > Imax) then

14 Output final estimate of target state X̂k,q
t

15 Exit

16 end

17 end
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2) Search for Optimal Solution

The proposed iterated MP-ML-PDA approach is still a maximum likelihood method,

and the optimal target state estimate that maximizes the JLLR function can be ob-

tained by searching the constrained target state space. Due to the highly non-convex

nature of the above JLLR, the traditional gradient-based optimization methods [71]

surfer from the existence of local maxima [69]. Multi-Pass Grid (MPG) Search [11],

Genetic Search (GS) [72] and Directed Subspace Search (DSS) [24] have been stud-

ied by prior researchers. Compared with MPG Search, GS and DSS are better at

finding the global maximum and have lower computational complexity in ML opti-

mization problems [69]. As a stochastic algorithm, PSO has been successfully applied

in searching for global maximum mikelihood (GML) solutions [73][74] and shown to

be superior with computational efficiency and convergence over the Genetic Algo-

rithm (GA) approach [75, 76].The PSO starts by initializing a population of random

solutions in a constrained search space and searches for the best ”fitness” value by

updating generations.

To mitigate the high computational cost in high dimensional maximum mikelihood

(ML) problems, a hybrid approach consisting of grid search and PSO is applied here.

The key to this method is to obtain an initial estimate of a smaller search space

where a target is likely existent with a coarse grid search, and then use PSO to find a

more accurate solution. The main step in the PSO algorithm with application to the

current ML problem is illustrated in Algorithm 1. Since PSO is implemented within

the iterated MP-ML-PDA framework, the final solution from the last recursion can

be utilized to initialize the search space adaptively, which improves the efficiency and

accuracy of the optimization method.
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In addition, for the specific problem here, the azimuth measurements are inde-

pendent of the ray-tracing model and ocean environment state. Thus, within the

hybrid optimization framework, we first find the azimuth estimate θ̂kt by maximizing

the azimuth JLLR given by

L(θ̌Nw , θ̂kt ) =
Nw∑
k=1

∑
Φk

ln

(
L∏
l=1

(1− pld) + αϕ,nϕ × p(θ̌ϕ,nϕ|θ̂kt )

)

p(θ̌ϕ,nϕ |θ̂kt ) = N [θ̌kϕ,nϕ ; θ̂kϕ,nϕ ; σ̂2
θ,(ϕ,nϕ)]

(2.37)

Then, we estimate the other 5-dimensional propagation mode-dependent target

state Xk
t = ([xkt = rkt cos(θ̂k

t ), ẋkt , y = rkt sin(θ̂k
t ), ẏkt , ζkt , ζ̇kt ]) using the azimuth

estimate, where rkt =
√

(xkt )
2 + y(kt )

2.

For a grid search method with χg uniformly distributed cells over each dimension

of the target state space, the computational complexity of (2.36) is O(χdzg ), where dz

is the dimension of the target state space, and that of (2.37) is O(χdz−1
g + χg) [18].

The computational complexity of PSO depends on the total number of iterations I,

size χp of the population and the dimension of the target state space, and it can

be written as I ∗ O(χdzp ). With the hybrid method consisting of GS and PSO, the

overall computational complexity here is O(χ̂dz−1
g + χ̂g)+I ∗O(χdzp ). One can see that

the hybrid optimization solution with a coarse grid strategy is more computationally

efficient than the pure grid-based search method because of χ̂g � χg.

3) Sequential Update

In a multipath environment, multiple target-originated measurements can be received

by the sonar sensor. To extract all the information in those redundant measurements
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about the target state and to estimate the SSP parameters accurately, a sequential

update strategy is applied here.

Define Žk
l as the mutual exclusive validated measurements set corresponding to

the l-the measurement model. The basic idea behind sequential update is to treat

each Žk
l as a new data point at the current prediction time sequentially [77] and

update the state, gain and the covariance using all L validated measurements set one

after another. In order to simplify the notation, the frame index k is omitted in the

following subsection.

The predicted output from the (q − 1)-th recursion X̂q−1
e and the corresponding

covariance P̂ q−1
e along with the target state estimate X̂q−1

t are used as the prior

information for l = 0 in the next recursion. For the l-th (l > 0) propagation model,

the measurement innovation z̃ql can be written as [78]

z̃ql =
∑
žl,j∈Žl

ωql,j z̃
q
l,j (2.38)

where z̃ql,j = žl,j − ẑ
q
l|l−1 and

ωql,j =
exp

{
−(z̃ql,j)

T(R̂q
l )
−1(z̃ql,j)

/
2,
}

β +
∑

žl,j∈Žl
exp

{
−(z̃ql,j)

T(R̂q
l )
−1(z̃ql,j)

/
2
} (2.39)
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Then, the measurement update equations can be expressed as [78][79]

P q
l,XeZ

=
2U∑
u=0

wu(X l|l−1
e,u − X̂ l|l−1

e )(z
q|q−1
u,l − ẑql|l−1)′

Kl = P q
l|l−1,XeZ

(R̂q
l )
−1

P q
l,z̃z̃ = Kl

 ∑
žl,j∈Žl

ωql,j(z̃
q
l,j)(z̃

q
l,j)
′ − z̃ql (z̃

q
l )
′

Kl
X̂q
e,l = X̂q

e,l|l−1 +Klz̃ql

P q
e,l = P q

e,l|l−1 − (1− ωql,0)KlR̂q
lK

l + P q
l,z̃z̃

(2.40)

where

ωql,0 =
β

β +
∑

žl,j∈Žl
exp

{
−(z̃ql,j)

T(R̂q
l )
−1(z̃ql,j)

/
2
} (2.41)

where β = (2π)dz/2λ|R̂q
l |1/2(1 − pdpg)/pd and pg is the probability that the target-

originated measurement, if detected, lies within the gate [78].
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Algorithm 2: Iterated MP-ML-PDA

Input:

Initial environment state X0
e and covariance P 0

e

Nw frames of sensor measurement data set ZNw

3D surveillance area of interest

Output:

Optimal target state estimate X̂t

1 Initialization:

2 Initialize X1
e and P 1

e with X0
e and P 0

e

3 Initialize recursion index q = 1

4 Start:

5 while q < qmax do

6 Predict X̂q
e,l=0 and P q

e,l=0 based on X̂q−1
e and P q−1

e

7 Predict SSP information for all sigma points using (2.32)

8 Given the predicted SSP, find the optimal solution of target state (see

Algorithm 1)

9 Update X̂q
e,l and P̂ q

e,l based on equations(2.38)–(2.40) and produce global

X̂q
e and P q

e

10 Update recursion index q = q + 1:

11 if (Convergence) or (I > Imax) then

12 Output final estimate X̂t and X̂e

13 Exit

14 end

15 end
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2.4.4 Track Validation

As stated before, the above optimization may not necessarily converge to the true

target state due to the high non-convexity of the JLLR function. That is, the algo-

rithm may end up with an estimate at a local maximum, resulting in a false track.

Thus, to determine the existence of a target at the estimate, the output X̂t must be

validated [80].

To validate the output from the proposed iterated MD-ML-PDA approach, a

binary hypothesis validation method from [80] is implemented. Define two hypotheses,

namely H1 corresponding to target existence and H0 corresponding to no target at X̂t.

The objective of the validation procedure is to have the most powerful test to choose

between H0 and H1 by comparing the LLR global maximum at the track estimate to

a certain threshold Thv. Based on the result of extreme value theory (EVT) [81], a

Gumbel distribution instead of the Gaussian distribution, is applied to approximate

the log-likelihood ratio (LLR) at the track estimate in the absence of a target. The

corresponding cumulative distribution function Fw(w) is given by

Fw(w) = exp{− exp[−an(w − un)]} (2.42)

where an and un are the Gumbel parameters that need to be estimated. The offline

method from [80] to estimate the Gumbel parameters is applied here. That is, the

unknown parameters an and un can be calculated from a set of Nc global JLLR

maxima {wι} with mean value w̄ from Monte Carlo simulations and the parameter
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estimates are given by

ân =

[
ω̄ −

∑Nc
ι=1 ωι exp (−ânωι)∑Nc
ι=1 exp (−ânωι)

]−1

ûn =
1

ân
ln

[
c∑Nc

ι=1 exp (−ânωι)

]−1
(2.43)

Thus, the threshold Thv can be calculated as

Thv = F−1
ω (1− PFT) (2.44)

where PFT is the given false track acceptance probability.

2.5 Cramér–Rao Lower Bound for IMP-ML-PDA

In this section, to validate the performance of the proposed IMP-ML-PDA, the CRLB

on the estimation errors in the presence of SSP uncertainty and measurement origin

uncertainty is derived using a modified likelihood function. The CRLB is the lower

bound on the minimum mean square error (MSE) of any unbiased estimator. Assume

X̂ is an unbiased estimate of X. Then, the standard CRLB is expressed as

E{[X̂(ZNw)−X][X̂(ZNw)−X]′} ≥ J−1 (2.45)

where E represents the expectation operation and

J = E{[∇X ln p(ZNw |X)][∇X ln p(ZNw |X]
′}|X=Xtrue (2.46)
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is the Fisher information matrix (FIM) that is calculated at the true value of X =

Xtrue [68].

Substituting (2.26) into (2.46) and after several manipulations, the FIM for the

batch-estimation problem in the presence of SSP and measurement origin uncertain-

ties is given by

J =
Nw∑
k=1

Jk

=
Nw∑
k=1

E{[∇X∗ ln p(Zk
mk
|X∗)][∇X∗ ln p(Zk|X∗]T}|X∗=X∗true

=
Nw∑
k=1

∑
Φk

qϕ,nϕ · [Mk
ϕ,nϕ ]T(Rk

ϕ,nϕ)−1 · [Mk
ϕ,nϕ ]

(2.47)

where X∗ = [Xt, Xe]
′ and

Mϕ,nϕ =
∂Mϕ,nϕ(X∗)

∂X∗
(2.48)

The analytical forms of the partial derivative ∂Ml/∂X∗ for various propagation mod-

els can be found in Appendix A. Also,

qϕ,nϕ = E

[
(βϕ,nϕ)2 · p(ẑϕ,nϕ|X∗)

p(Zk|X∗)

]
(2.49)

is the less-than-unity scalar information reduction factor (IRF), which quantifies the

loss of information due to measurement origin uncertainty.
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2.6 Numerical Simulations

In this section, 50 Monte Carlo simulations are used to evaluate the performance of

the proposed IMP-ML-PDA approach with a practical acoustic propagation model in

estimating the 3D target motion information with a 2D active sonar in an uncertain

ocean environment in heavy clutter. The baseline is the estimator assuming the

straight line propagation model, which is used in most conventional underwater target

localization algorithms [21][38][41][42]. Also, the CRLB provides the benchmark for

quantifying the accuracy achievable by any estimator.

To formulate the SSP, we assume the parameters in Munk model as zC = 1300, ε =

0.00737. For simplicity, two EoFs are applied here, and the corresponding coefficients

are Xe = [15,−3]. To simulate the SSP uncertainty, we assume that the initial

covariance of Xe is P 0
e = diag(9, 9). Moreover, the ocean depth is divided into 13

layers with ∆ζ = 400m. The Munk profile, EoFs and the modeled SSP can be found

in Figure 2.3. As depicted in Figure 2.1, the sonar platform Rx is positioned at

(0, 0, 400)m, and the unknown underwater target travels near the ocean bottom with

a constant velocity. As stated before, a numerical ray-tracing method is applied to

approximate the ToF of acoustic signals between the sensor and the target, making the

estimation accuracy sensitive to the size of the depth searching range and the intensity

of rays. In our simulation, 2,000 rays are traced and a tolerance gap [ζkt −25, ζkt +25] (in

meters) around target depth is selected so that the eigenrays can be found efficiently

with an acceptable error.
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Figure 2.3: SSP model

To simulate the environment with a VLO target under heavy clutter, we assume

Rayleigh fading amplitude to approximate the sonar measurements [11] so that the

target detection probability and false alarm probability are given by

pd = exp

(
− Th2

2(1 + SNRC)

)
(2.50)

and

pfa = exp

(
−Th2

2

)
(2.51)

where Th is a suitable detection threshold. In the above, SNRC means the SNR in

one resolution cell.
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Figure 2.4: Bearing and ToF measurements in one batch. Green circles are target
originated measurements, while red crosses are false alarms.

We assume that a high resolution active sonar is deployed here. The time reso-

lution cell size, Cτ , is 0.1s and the azimuth cell size is 3.0◦. Then the corresponding

ToF and azimuth standard derivations are respectively given by [11]

στ = 0.1/
√

12 = 0.0289s

σθ = 3/
√

12 = 0.866◦
(2.52)

SNRC in each cell is 6.1 dB and the detection probability pd for each measurement

model is 0.6. Due to the existence of multiple modes, the combined probability of

at least one target-originated measurement being detected within one frame is very

high. Then, Th = 2.64 and pfa = 0.0306 from (2.50) and (2.51), respectively. The

expected number of false alarms per frame is Nfa = 132. The parameters used in the

simulations are given in Table 3.1. The simulated ToF and azimuth measurements

from a single Monte Carlo run are shown in Figure 2.4.
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Table 2.2: Scenario parameters

Parameter Value

Number of Monte Carlo runs 50

Target initial state (in m and m/s) [2000 10 2000 10 −4 5200]

Sonar platform state (in m and m/s) [0 0 0 0 400 0]

Ocean depth (in m) [0, 5500]

Number of frames Nw 20

Surveillance region volume V [0◦, 65◦]× [0s, 20s]

pd for each propagation model 0.6

Sampling time T 20s

Range error standard deviation στ 0.0289s

Azimuth error standard deviation σθ 0.866◦

False alarm probability pfa 0.0306

Expected number of false alarms per scan 132

In Table 2.3, the simulation results are summarized along with the average esti-

mated standard deviation
√

CRLB. The normalized estimation error squared (NEES)

[82] is adopted to evaluate the efficiency of the proposed algorithm. We can see that

the average estimated target state is close to the ground truth, which demonstrates

that the unbiasedness property of the proposed estimator. The estimates by the pro-

posed algorithm in 48 runs are validated out of 50 runs. The corresponding NEES

value is 6.77, which is within the 95% confidence region [5.08, 6.99]. Figure 2.5 shows

the convergence of the objective function JLLR vs. iteration number of PSO. Note

that the LLR value increase quickly in the first iteration, which demonstrates the
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capability of PSO to find the solution space of interest. In the last generations, the

LLR value remains relatively constant with an optimal solution.

Figures 2.6 and 2.7 show the JLLR surface with known SSP. From Figure 2.6 we

can see that the azimuth ambiguity dominates in the x-y horizontal plane. Figure

2.7 depicts the localization uncertainty caused by the ToF noise in the y-ζ vertical

plane. From both Figures 2.6 and 2.7, we can see that the maximum value of the

JLLR surface matches the true target position, with much higher value at the peak

than the JLLR values at other points. The existence of many ridges and local optima

in these JLLR surfaces makes the global optimal estimate harder to find. To estimate

the best-fitting parameters of the Gumbel distribution, an off-line method is adopted.

Figure 2.8 shows the histogram statistics and its best-fitting pdf with 10,000 samples.

The corresponding cumulative distribution function (cdf) and the selected threshold

Thv = −27.5 with significance level PFT = 0.05 is depicted in Figure 2.9.

Table 2.3: Results from 50 Monte Carlo Runs for IMP-ML-PDA with uncertain SSP

Unit Xtrue Xinitial Mean of X̂ RMSE
√

CRLB

m 2000 1500–2500 2011.4 104.6 93.5

m/s 10 5–15 10.1 0.31 0.3

m 2000 1500–2500 2013.2 105.3 93.5

m/s 10 5–15 10.1 0.32 0.3

m 5200 4500–5500 5194.9 69.7 61.6

m/s −4 −10–0 −3.9 0.21 0.19
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Figure 2.5: Convergence of objective function JLLR vs. iteration number of PSO

Figure 2.6: JLLR surface in x-y vertical plane
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Figure 2.7: JLLR surface in y-ζ vertical plane
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Figure 2.8: Histogram and best-fitting Gumbel pdf
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Figure 2.9: Gumbel cdf and threshold

In the conventional underwater target positioning and localization approaches

[38][41][42][21], constant sound speed (CSS) and straight propagation model are most-

ly assumed, and range-based methods are applied instead of using the ToF-based mod-

el [31]. Numerical simulations with cCSS = 1500 m/s are implemented and compared

with our more realistic model with the target motion model, azimuth measurement

model and the clutter model being same as before. The ToF measurement models for

the direct path and the surface-reflected path with CSS are respectively given by

τdp = sdp/cCSS (2.53)

and

τsp = ssp/cCSS (2.54)

where

sdp =
√

(ζt − ζs)2 + (xt − xs)2 + (yt − ys)2

ssp =
√

(ζt + ζs)2 + (xt − xs)2 + (yt − ys)2

(2.55)
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The simulation results can be found in Table 2.4. By assuming the CSS model with

mismatched SSP, the baseline estimator cannot match the performance of the pro-

posed estimator assuming a realistic ocean environment. The RMSE of the baseline

estimator is larger and only 35 track estimate out 50 runs are accepted and the cor-

responding NEES is 9.75, which is beyond its 95% confidence region. This shows

that the simple CSS model cannot yield satisfactory estimates for underwater target

tracking. In contrast, the proposed algorithm yields highly reliable estimates and is

able to handle measurement origin and SSP uncertainties effectively.

Table 2.4: Results from 50 Monte Carlo Runs for IMP-ML-PDA with constant sound
speed

Unit Xtrue Xinitial Mean of X̂ RMSE
√

CRLB

m 2000 1500–2500 1924.7 136.6 93.5

m/s 10 5–15 9.9 0.40 0.3

m 2000 1500–2500 1912.3 135.3 93.5

m/s 10 5–15 9.8 0.37 0.3

m 5200 4500–5500 5284.3 78.9 61.6

m/s −4 −10–0 −4.2 0.26 0.19

In practical scenarios, the SNR of signals detected via Mode 4 is often suppressed

to very low values due to its two-time contact with the ocean surface. One can see

that Mode 2 and Mode 3 share the same path, and they cannot always be resolved by

the sensor. Instead of using all four paths listed in Table 2.1, another case with only

Mode 1 and Mode 2 is considered to evaluate the performance of the proposed estima-

tor. Also, a deterministic sampling multipath-enabled ML-PDA (DS-MP-ML-PDA)

estimator is adopted for comparison with the proposed IMP-ML-PDA algorithm with
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Imax = 2. From Table 2.5, one can see that the performance degrades due to few-

er modes being used in the estimator. The NEES values for DS-MP-ML-PDA and

IMP-ML-PDA are 10.3 and 8.9, respectively, and both of them are beyond the 95%

confidence region bounds. Figures 2.10 and 2.11 show the best-fitting Gumbel pdf

and the validation threshold for the case with Mode 1 and Mode 2. In addition,

the average computing time to process the whole batch (20 frames) of data set for

a single Monte Carlo run of DS-MP-ML-PDA and IMP-ML-PDA are 42.2 minutes

and 72.4 minutes, respectively. The simulations are implemented in C on an In-

tel(R) Core(TM) i7 CPU with 32 GB of RAM, and an OpenMP [83] based parallel

computing technique is used for loops.

Table 2.5: Results from 50 Monte Carlo Runs for DS-MP-ML-PDA and IMP-ML-
PDA with mode 1 and mode 2

Unit Xtrue Xinitial Mean of X̂(DS-MP-ML-PDA) RMSE (DS-MP-ML-PDA) Mean of X̂(IMP-ML-PDA) RMSE (IMP-ML-PDA)
√

CRLB

m 2000 1500–2500 1977.9 152.2 2015.4 145.7 134.3

m/s 10 5–15 9.9 0.45 10.1 0.43 0.4

m 2000 1500–2500 1977.8 157.5 2015.3 144.3 135.9

m/s 10 5–15 10.0 0.47 10.1 0.41 0.4

m 5200 4500–5500 5230.8 117.3 5192.6 103.9 89.9

m/s −4 −10–0 −4.1 0.35 −3.9 0.32 0.3
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Figure 2.10: Histogram and best-fitting Gumbel pdf
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Figure 2.11: Gumbel cdf and threshold

2.7 Conclusions

In this paper, the problem of underwater target localization in practical scenarios

was addressed and an improved ML-PDA framework was proposed as an effective

solution. To incorporate the influence of SSP uncertainty into the tracker, a realistic
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curvilinear acoustic propagation model with arbitrary noisy SSP was derived and

deployed. Also, by taking advantage of the realistic SSP with multipath propagation

from a single target, 3D target state can be obtained even with a 2D active sonar.

The CRLB for this estimation problem was derived, and it was demonstrated that the

proposed IMP-ML-PDA can meet the CRLB, i.e, it is efficient. Simulations showed

that the CRLB values using all four propagation modes are significantly lower than

those using only two propagation modes. Compared with the baseline DS-MP-ML-

PDA, the proposed IMP-ML-PDA can yield a better performance, but at the cost of

increased computational complexity.

2.8 Appendix

2.8.1 Derivation of ∂Ml/∂X∗

Assume that the position of the sonar platform given byXs = [0, 0, 0, 0, ζs, 0] is known.

With (2.16)–(2.20), we can get

∂s

∂η
= η

∫ ζt

ζs

c2(ζ)dζ√
(1− [ηc(ζ)]2)3

∂τ

∂η
= η

∫ ζt

ζs

c(ζ)dζ√
(1− [ηc(z)]2)3

∂r

∂η
=

∫ ζt

ζs

c(ζ)dz√
(1− [ηc(ζ)]2)3

=
1

η

∂τ

∂η

(2.56)
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and
∂r

∂xt
=

x√
x2
t + y2

t

∂r

∂yt
=

y√
x2
t + y2

t

∂τ

∂ζt
=

1

c(ζt)
√

1− [ηc(ζt)]2

(2.57)

Then,
∂τ

∂r
=
∂τ

∂η
/
∂r

∂η
= η

∂s

∂r
=
∂s

∂η
/
∂r

∂η
= η

∫ ζt

ζs

c(ζ)dζ

(2.58)

Therefore,
∂τ

∂xk
∗
t

=
∂τ

∂r

∂r

∂xk∗

∂τ

∂ẋk
∗
t

=
∂τ

∂xk
∂xk

∗
t

∂ẋkt
;

∂τ

∂ykt
=
∂τ

∂r

∂r

∂yk
∗
t

∂τ

∂ẏk
∗
t

=
∂τ

∂yt

∂yt
∂ẏk

∗
t

(2.59)

where ∂x/∂ẋk
∗
t = ∂y/∂ẏk

∗
t = ∂ζ/∂ζ̇k

∗
t = (k − k∗)T , T is the sampling period, and k∗

denotes the reference frame.

For the environment state Xe = [a1, a2], we have

∂τ

∂a1

=
∂τ

∂c(z)

∂c(z)

∂a1

=

∫ ζt

ζs

2[ηc(ζ)]2 − 1

c2(ζ)
√

(1− [ηc(ζ)]2)3
f1dζ

∂τ

∂a2

=
∂τ

∂c(ζ)

∂c(ζ)

∂a2

=

∫ ζt

ζs

2[ηc(ζ)]2 − 1

c2(ζ)
√

(1− [ηc(ζ)]2)3
f2dζ

(2.60)
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where f1 and f2 are the EOFs models. In this paper, we have L = 4 propagation

models from two eigenrays each for the dp, sp paths between the target and the

sensor.

For Mode 1 with t1 = 2τdp, we have

∂t1
∂X∗

= 2
∂τdp
∂X∗

(2.61)

For Mode 2 and Mode 3 with t2,3 = τdp + τsp, we have

∂t2
∂X∗

=
∂τdp
∂X∗

+
∂τdp
∂X∗

=
∂t3
∂X∗

(2.62)

For Mode 4 with t4 = 2τsp, we have

∂t4
∂X∗

= 2
∂τsp
∂X∗

(2.63)

Since the azimuth measurement θ is only dependent on [xt, yt], we get

∂θ

∂xt
=
−yt

x2
t + y2

t

∂θ

∂yt
=

xt
x2
t + y2

t

∂θ

∂ẋt
= T

yt
x2
t + y2

t

∂θ

∂ẏt
= T

−xt
x2
t + y2

t

(2.64)
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Chapter 3

Diver Tracking in Unknown

Structured Clutter Background

using a Force-based GM-PHD

Filter

3.1 Abstract

This paper considers the problem of tracking multiple human divers using a high-

resolution 2D active sonar. While conventional trackers assume the diver motion

model to follow a constant velocity or acceleration, in many scenarios, the behavior

of human divers is more complex due to being affected by external factors such as

water current, activities of neighboring divers and the intent of the divers themselves.

That is, not only are the kinematic states of divers correlated with each other but
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they are also dependent on external factors. Another challenge in underwater diver

target tracking is that the spatial distribution of false alarms is no longer a homo-

geneous Poisson point process (PPP) but location-dependent with unknown spatial

non-homogeneous intensity due to the complex non-stationary underwater environ-

ment.

In this paper, a multitarget tracking solution based on the probability hypothesis

density (PHD) that can deal with the challenges of a time-varying number of target-

s, inter-target interactions, and non-homogeneous structured clutter environment is

proposed.A new social forced-based diver dynamic motion (DDM) is proposed to rep-

resent the complex inter-dependent behaviors of targets. To calculate the likelihood

in the prediction step of the PHD filter with environmental dependencies, the pro-

posed DDM model is integrated into the recursive Gaussian mixture (GM) Bayesian

framework, and a new GM-DDM-PHD filter is proposed to track human divers in

deep water. Further, to handle the structured clutter environment, a log-Gaussian

Cox process (LGCP) model is integrated into the GM-DDM-PHD filter to estimate

the clutter spatial intensity over the whole surveillance region.

In addition, the posterior Cramér-Rao lower bound (PCRLB), which quantifies

the best possible accuracy in the presence of kinematic interactions among targets and

in an uncertain underwater environment, is derived as the benchmark for performance

evaluation. Simulation results demonstrate the improved performance of the proposed

method over the standard PHD filter in the presence of interactions and unknown

structured background clutter.
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3.2 Introduction

The tracking of underwater divers using active sonar has applications in marine in-

frastructure security of ports, harbors and bridges [84, 85] and in search and rescue of

humans. This paper presents an effective and robust multiple target tracking method

to track a time-varying number of underwater divers in structured background clutter

environments. The estimation of the unknown number of divers and their state along

with adaptive clutter intensity estimation using an active sonar is considered. The

two main challenges in multiple diver tracking in an underwater environment with

an active sonar are: 1) complex motion models influenced by environmental factors

and neighboring targets and 2) unknown structured background clutter. Those two

challenges provide the motivation for this paper.

3.2.1 Dynamic Motion Model

In modeling the kinematics of multiple targets, there are two opinions: 1) macroscopic

and microscopic [86]. Macroscopic models treat the overall motion of targets as an ag-

gregated flow of the motions of individual targets with the interactions among targets

being ignored. Microscopic models treat targets as a set of individuals with inter-

related movements among neighboring divers and interactions with the surrounding

environment being considered. In microscopic modeling, the SFM [47] can be utilized

to represent the movement of divers by assuming that the motion of a diver is driven

by social forces such as the diver’s objective force, repulsion and attraction forces

from other divers, and repulsion and attraction forces from the external environment.

Compared with other microscopic models [87, 88], the SFM offers flexibility to be

incorporated into a probabilistic Bayesian estimation framework [8].
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The SFM has been used in pedestrian tracking to model the interactions among

people and with static obstacles. In [86], the SFM is utilized to handle the complex

inter-target interactions with occlusions. In [8, 89], the SFM is integrated with the

framework of probability hypothesis density (PHD) filter. Using the SFM, the inter-

actions among pedestrians and the goals of targets are incorporated into the PHD

filter to track a varying number of targets. Further, a modified SFM is presented in

[90] to model the movement of vehicles for ground target tracking.

In contrast to ground target tracking [8, 89, 90], one distinguishing feature in

multiple diver tracking is that the kinematic behavior of each diver is subject not

only to interactions with other divers but also to hydrodynamic forces arising from

water flow. However such interactions among divers and with the environment are

ignored in existing diver tracking algorithms [26, 27, 28].

To model how a diver reacts to the movement of other neighboring divers, and

to model the effects of non-stationary water flow on a diver’s motion, the concept

of social force model is used in this paper to propose a novel diver dynamic motion

(DDM) model to represent the complex movement of divers. With this novel diver

motion model, one can rebuild the likelihood function in the prediction step of the

recursive Bayesian estimation algorithm [6, 9, 10, 40, 91], such that the influences of

the environment on an individual target can be factored in.

3.2.2 Structured Background Clutter

Another challenging problem in underwater target tracking is the existence of un-

known structured background clutter arising from the noisy and non-stationary sur-

rounding environment, for example, near ports or in shallow water.
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The classic multitarget trackers [9, 10, 40] assume that the background clutter

is homogeneously distributed over the surveillance region and that the clutter dis-

tribution is known a priori. However, in practical scenarios, false alarms are often

non-uniformly distributed in the measurement space with an unknown distribution.

The estimation of spatial clutter statistics from a number of scans in the presence

of environment-induced caused noisy background is a crucial step in target tracking

with measurement origin uncertainty [92]. In the literature, multiple algorithms are

available to simultaneously estimate the unknown non-homogeneous spatial clutter

distribution parameters along with target states [92, 93, 94, 95].

The clutter background estimation methods in the literature can be broadly di-

vided into two categories: 1) track-oriented and 2) measurement-oriented. The track-

oriented methods [93] assume that the clutter is homogeneously distributed spatially

inside a certain region, e.g., a track validation gate. In track-oriented methods, the

size of the area of interest is highly dependent on track parameters such as the in-

novation matrix and gate probability threshold, which may render clutter density

estimation results unreliable. Furthermore, the estimated clutter densities for the

same measurement location may differ for different tracks [96]. Also, the outputs of

all these clutter map estimators may be discontinuous and block-structured due to

the partitioning operation over the surveillance space [97].

The measurement-oriented methods estimate the clutter spatial intensity over the

whole measurement space based on the measurement information. Clutter map is

commonly used in clutter estimation algorithms [92, 98]. One solution is to average

the number of detections over multiple frames, which results in a biased estimate

of the inverse of the clutter intensity [92]. By taking advantage of the spatial and
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temporal characteristics of the point process separately, both the spatial clutter map

estimator and the temporal clutter map estimator can provide an unbiased estimate

of the inverse of the clutter density [92, 99].

In [94, 95, 100, 101], the non-homogeneous spatial clutter intensity over the mea-

surement space is estimated with an approximate Bayesian estimator based on the

RFS theory [102]. By building a clutter generator set using the non-homogeneous

Poisson process (NHPP) in addition to the sets of targets and measurements, the

clutter density estimation problem is transformed into estimating the spatial intensi-

ty of the clutter generator [94, 95, 100, 101].

To represent the variation in the Poisson intensity function in space or time,

another stochastic process called Cox process can be utilized. In this paper, the log-

Gaussian Cox process (LGCP) [48], where the logarithm of the stochastic intensity

function is a Gaussian process (GP), is utilized to estimate the environment-induced

structured clutter spatial intensity over the whole measurement space. By integrating

the clutter estimator with a multitarget tracker, the combination of target-originated

detections and false alarms is handled properly under a data association mechanism.

Compared with the track-oriented clutter estimator [93], the LGCP-based esti-

mation method can provide the clutter density over the whole measurement space.

Further, a dynamic evolution model for the clutter generator as in [94, 95, 100, 101]

need not be assumed here.

In this paper, we focus on tracking multiple divers with inter-target dependency

and environmental influences. The paper is organized as follows: In Section 3.3, the

modified force-based motion model for underwater divers that factors in the interac-

tions between divers and the influence of non-stationary water flow is presented. In
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Section 3.4, the basic framework of the GM-PHD filter and derivation of the GM-

DDM-PHD filter are presented. In Section 3.5, we first review the concepts of the

Gaussian process and the LGCP, and then present a combination of the proposed

GM-DDM-PHD tracker with the LGCP-based clutter estimator to handle structured

clutter. The PCRLB for the multiple diver tracking problem with inter-target inter-

actions with non-stationary water flow is derived in Section 3.6. Simulation results

are presented in Section 3.7, while conclusions are discussed in Section 3.8.

Figure 3.1: Diver tracking using a shipborne sonar

3.3 Force-Based Modeling of Diver Dynamics

In most existing diver trackers, it is assumed that the target motion model is linear

and modeled by [26, 27, 28]

xk = Fxk−1 +Gωk−1 (3.1)

where xk = [xk, ẋk, yk, ẏk]
′ is a column vector with the diver’s position and velocity at

time instant k, F is the state transition matrix across two consecutive time instants,

ωk−1 is the process noise assumed to be the model input to control the evolution of
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target state xk−1 and G is the noise gain. To model the uncertainties in the diver’s

motion caused by the external environment, the process noise is usually assumed to

be Gaussian-distributed with zero mean and a known fixed covariance matrix [103].

However, in practical underwater scenarios, the kinematic state of divers is affected

by external factors including fluid dynamics (e.g., flow speed and direction) and the

movement of other neighboring divers.

To incorporate the influence of the surrounding environment on the process model,

the DDM model is presented here based on the concept of SFM [47, 104]. The SFM

can be used to describe the kinematic behavior of human targets [8, 86, 104]. In the

social force models in [8, 86, 104], the interaction among targets and that between

targets and obstacles in that environment are considered. However, the underwater

diver tracking problem is more complex and challenging due to the existence of water

flow. Even in a static underwater environment, the fluid drag force on a target moving

through water is larger than that exerted by the air on an airborne target because

of the higher water absolute viscosity [105]. The diver dynamic movements will be

complex when the water around the target moves with a non-zero speed in a certain

direction. Thus, the model input parameter should not only consider the forces from

the neighboring targets but also the fluid force that is dependent on target size and

the relative velocity between the diver and water flow around the diver. As shown

in Figure 4.1, divers ti and tj are traveling against the water flow as a group at time

k−1. For simplicity, the time index k−1 is omitted in the following unless explicitly

needed. Let v̄i be the desired velocity of the target, vw the velocity of water flow,

F I
ji the interaction force exerted by tj on ti, which is related to the distance between

targets. In contrast, Fw
i is the fluid force dependent on both the relative velocity ṽi
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between the target and the water flow and the target size.

Figure 3.2: External forces on moving divers

In the proposed DDM, the main forces that influence the motion of a diver are

given as follows: First, the model assumes that a human diver target ti tends to travel

through water with a certain desired velocity v̄i or to reach a certain destination.

Therefore, the target has to adapt the actual velocity vi to the desired one within a

certain relaxation time τi. This personal motivation force F t
i can be represented by

[104]

F t
i = mi

v̄i − vi
τi

, (3.2)

where mi is the mass of the target.

The divers in a group usually tend to follow one another but try to avoid collisions.

The repulsion force F r
ji and the attraction force Fa

ji are included in the interaction

force F I
ji. When two targets approach each other but to try to avoid collision, the

repulsion force between them will become larger. The attraction force becomes smaller

when two targets try to move apart in order to keep them as a group. The repulsion

force is opposite to the attraction force and ensures that the targets maintain a

safe distance in a group. The repulsion force and attraction force from tj to ti are
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respectively given by [86]

F r
ji = pjαr exp

(
rlji − dlji

b

)
nji, (3.3)

Fa
ji = pjαa exp

(
−
rlji − dlji

b

)
nji, (3.4)

where pj is the weight of the force from other targets, αr and αa are the magnitude

parameters of the respectively exerted forces, b is the range boundary parameter of

the social force, dlji is the Euclidean distance between diver tj and tj along path l

assuming that the radius of the influence of a diver is rli, and rlji = rli + rlj. The unit

vector depicting the force direction from tj to ti is defined as nji. Also, the interaction

force will act, if and only if dlji is smaller than the empirically predefined threshold

Thd. Otherwise, the diver will reach a non-interaction state, where only F t
i and Fw

i

exist.

Figure 3.3: Cylindrical model of human body

In underwater environments, the fluid force on divers always exists. In contrast,
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in air or space environment, the force exerted by air may or may not exist (or be

significant) depending on the altitude and air density. When a diver moves against

the water flow, the fluid force will act as a drag force to impede the movement of

the diver. However, the water flow will accelerate a diver when the diver moves

along the direction of the water flow. In addition, the water flow will divert the

diver away from the intended course due to the lateral fluid force. The study of the

fluid force on swimmers is, however, a very challenging subject area [106]. By taking

advantage of computational fluid dynamics (CFD) and particle image velocimetry

(PIV) techniques, a number of approaches have been proposed in the literature [106,

107, 108]. Also, 3D mapping of swimmers using a laser scanner has been carried out

to obtain high-resolution images of the human body and to accurately simulate flow

dynamics [109].

In this paper, we assume that divers move horizontally [28] in a slowly time-

varying underwater environment. When the drivers try to speed through water, they

will stretch out their bodies instead of rolling up to reduce the resistance due to

water flow. This is because the total fluid force on the body is mainly affected by the

body trunk. Consequently, a homogeneous cylindrical model of the human body that

represents a flat-lying posture is adopted in this paper as depicted in Figure 3.3.

The hydrodynamic force may act as a drag force or drive force, which is dependent

on the water with a magnitude proportional to water density ρ and the square of the

target-to-flow relative velocity ṽi. The fluid force on a target is given by [110]

Fw
i = 0.5ρCDṽ

2
i Snṽi with nṽi =

1

|ṽi|
ṽi, (3.5)

where CD is referred to as the hydrodynamic force coefficient, ṽi is the relative speed
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and the reference area S is defined as the maximum cross-sectional area normal to

the direction of ṽi.

According to Newtonian dynamics, the motion change from all the above men-

tioned forces is given by

miw̄k−1,i = F t
k−1,i +Fw

k−1,i +
J∑

j=1,j 6=i

F I
k−1,ji, (3.6)

where w̄k−1 is the exerted force induced acceleration matrix. In the presence of

the external forces, it is impractical to use a simple Gaussian noise component to

model the uncertainties due to neighboring divers and the water flow fluid force.

Hence, the original dynamic model is expanded into a new DDM by incorporating

the environmental forces as

xk = Fxk−1 +G(w̄k−1 + ωk−1)

= f(xk−1, w̄k−1) +Gωk−1

(3.7)

.

One can note that the forces exerted on each target are integrated into (3.7) as

an input component, and the new DDM can provide more accurate state prediction

than the standard constant velocity motion model [82] in the presence of complex

interactions. The DDM reduces to a standard constant velocity motion model when

w̄k−1 = 0.
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3.3.1 Measurement Model

An active sonar usually provides measurements in polar coordinates (i.e., in bearing

and range). Coordinate conversion is required in most trackers because the kinematic

states are better modeled in Cartesian space. For simplicity, we assume that the

sonar sensor can provide the position of scattering points directly as

zk = Hxpos
k + vk, (3.8)

where H is a 2×2 transition identity matrix, xpos
k = [xk, yk]

′ is the position of the

target, vk is a 2×1 Gaussian noise vector denoted by vk ∼ N(0, Rk) and Rk =

diag([σ2
x σ

2
y]).

Assume that the probability of detection pd of each target is less than unity.

Then, the target-originated measurement vector is denoted by {zik} when the target

is detected or ∅ when the target is missed. Also, false alarms are generated randomly

over the surveillance area with their number being Poisson-distributed with a known

parameter λ(xpos).

As mentioned before, xk and zk denote the target state vector and measurement

vector that may consist of target-originated detections and/or false alarms. In a

scenario with Nk targets in the k-th frame with states x1
k, x

2
k, . . .,x

Nk
k , we have Mk

detections z1
k, z

2
k,. . ., z

Mk
k . The random finite sets for the collections of the unknown

number of targets and observations at time k can therefore respectively be given by

Xk = {x1
k,x

2
k, . . . ,x

Nk
k } (3.9)
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and

Zk = {z1
k, z

2
k, . . . ,z

Mk
k }. (3.10)

3.4 GM-DDM-PHD Filter

To track a variable number of unknown targets with clutter detections, the PHD

filter can be used because of its low computational complexity and reliable tracking

performance [9, 10].

In this Section, the standard PHD filter is reviewed first. Then, the proposed

DDM is integrated into the PHD filter within the Gaussian-mixture implementation

framework [10] to develop the GM-DDM-PHD tracker for divers.

3.4.1 PHD Filter

The classic Bayesian formulation within a fixed dimensional space cannot handle the

case of the unknown time-varying number of targets. The random-set filtering ap-

proach using the Finite set statistics (FISST) theory, with a flexible set space can,

however, estimate the frame-dependent number of targets. As an effective implemen-

tation of the RFS theory, the PHD filter has been applied to multitarget tracking

problem because of the set integral-free calculations in the recursive propagation of

the first moment of the multi-object posterior, which is called the intensity function

of PHD [111].

Denote by fk|k−1(Xk|Xk−1) and gk(Zk|Xk) the multitarget transition density and

the likelihood function, respectively. Thus, the optimal Bayesian recursive formulas
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within the FISST framework are given by

pk|k−1(Xk|Z1:k−1) =

∫
fk|k−1(Xk|X)pk−1(X|Z1:k−1)µs(δX) (3.11)

and

pk(Xk|Z1:k) =
gk(Zk|Xk)pk|k−1(Xk|Z1:k)∫

gk(Zk|X)pk|k−1(X|Z1:k−1)µs(δX)
, (3.12)

where pk|k−1(Xk|Z1:k−1) and pk(Xk|Z1:k) are the multi-target predicted and posterior

distributions, respectively.

To avoid the intractable implementation of the set integral in (3.11) and (3.12) and

to reduce the computational complexity, the PHD filter, a first moment approximation

of the recursion is proposed in [111], and the general derivations of the PHD filter are

summarized by

Dk|k−1(x) =

∫
psfk|k−1(x|ζ)Dk−1(ζ)dζ

+

∫
βk|k−1(x|ζ)Dk−1(ζ)dζ + γk(x),

Dk(x) = [1− pd]Dk|k−1(x)

+
∑
z∈Zk

pdgk(z|x)Dk|k−1(x)

λ(z) +
∫
pdgk(z|ξ)Dk|k−1(ξ)

,

(3.13)

where the ps is the survival probability of a target, βk|k−1(·|ζ) is the intensity function

of the spawned RFS set Bk|k−1(ζ) from a target at time k, γk(·) is the intensity

function of the possible RFS set Γk of newborn targets at time k, and λ(z) is the

clutter intensity. To focus on the external disturbances stimulating the targets and

the influence of uncertain structured false alarms, we assume that pd and ps are

constant and known a priori here. Since the number of target within the surveillance
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is unknown and time-varying, the estimated cardinality of the targets of interests Ω

is given by

N̂k =

∫
Ω

Dk(xk|Zk)dxk. (3.14)

The PHD filter recursion avoids the combinational complexity of explicit data as-

sociation between measurements and tracks that is carried out in explicit association

based methods such as the MHT [4] and the JPDA [40]. However, no closed-form

for the PHD filter can be obtained due to the multiple integrals. Solutions for the

PHD filter based on Sequential Monte Carlo (SMC) and Gaussian-mixture techniques

are available, resulting in the SMC-PHD filter [9] and the GM-PHD filter [10], re-

spectively. In SMC-PHD filter, the posterior intensity is represented by a number of

particles with various weights. The state estimates are extracted from those particles

using specially designed clustering techniques. The SMC-PHD filter suffers from high

computational complexity and unstable state extraction performance when the num-

ber of clusters within the posterior intensity differs from the cardinality of targets

[9, 10]. To reduce of effects of particle degeneracy [112], resampling is an essential

component in SMC techniques [113]. For the tracking problem here, the GM-PHD is

adopted because of its relatively low computational load and the flexibility to incor-

porate the new DDM and the proposed online non-homogeneous clutter estimator to

improve the robustness of the modified PHD filter in the presence of unknown but

non-homogeneous clutter.

3.4.2 GM-PHD Filter with Diver Dynamic Model

Similar to Gaussian sum filter [114], the GM-PHD filter is derived by approximating

the posterior PHD intensity with Gaussian components under certain linear Gaussian
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assumptions [10]. By integrating the DDM (3.7) into the GM-PHD predictive step,

uncertain disturbances from other targets and water flow are incorporated into the

Bayesian framework. The resulting GM-DDM-PHD filter does not natively maintain

target identity over time. To maintain track identity, a Gaussian tag approach is

utilized and the label of each Gaussian component is propagated with associated mean

and covariance. Denote by {T ik−1, w
i
k−1, x̄

i
k−1,P

i
k−1} the set of Gaussian components at

time k−1, where T ik−1 is tag of i-th Gaussian component while x̄ik−1, P i
k−1 are the mean

and covariance matrix for the i-th Gaussian component, respectively. Also, wik−1 is the

corresponding weight of each Gaussian component. The posterior intensity Dk−1(x)

of PHD filter at time k − 1 is represented by a mixture of Gaussian components as

Dk−1(x) =

Ik−1∑
i=1

wik−1N (x; x̄ik−1,P
i
k−1), (3.15)

where N (·; x̄,P ) is Gaussian distribution with mean x̄ and covariance P .

For the diver tracking problem here, we assume that no new targets can be s-

pawned by existing ones, which is a reasonable assumption in diver tracking problems.

With the new DDM presented in (3.7), the predicted intensity at time k is written as

Dk|k−1(x) = Ds,k|k−1(x) + γk(x), (3.16)

where

Ds,k|k−1(x) =

Jk−1∑
j=1

w
(j)
k|k−1N (x; x̄

(j)
s,k|k−1,P

(j)
s,k|k−1), (3.17)

γk(x) =

Jγ,k∑
j=1

w
(j)
γ,kN (x; x̄

(j)
γ,k,P

(j)
γ,k) (3.18)
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with wk|k−1 = pswk−1. Since the target states are not independent of one another

and are influenced by the fluid force, the above force-based model is adopted in the

prediction step of the GM-PHD filter instead of using the standard model in [10].

Thus, the predicted mean and the covariance of each Gaussian component with tag

Tk−1 are calculated and propagated based on the proposed DDM (3.7).

Consider a representative scenario where two divers traveling underwater at the

k-th frame with two Gaussian components {T ik−1, w
i
k−1, x̄

i
k−1,P

i
k−1}, i = 1, 2 being

used to represent their states. Before the target states can be predicted, all the forces

on each component need to be calculated separately based on the force models. If

the distance dl12, l = 1 between these two tagged components is greater than the

empirically found threshold Thd, these two components with T1 and T2 are free of the

interaction force. On the other hand, their states will be affected by the distance-

dependent attraction and repulsion forces between each other. Also, the fluid force

from the water flow on each tagged component must be taken into account. The

relative velocity between the water flow and the Gaussian component with Ti, i = 1, 2

is a vital factor because the hydrodynamic force is proportional to the square of

the local speed. Then taking those forces as inputs, the states of all the Gaussian

components are predicted to the next time step based on the new dynamic model

(3.7).

Since the kinematic behaviors of divers are correlated with each other, a stacked

vector [115, 116] is adopted here to implement the joint evolution of the Gaussian

components. Assume that there are Nk−1 targets working in the surveillance area

at time k − 1, and let Xk−1 denote the stacked state set containing the state xi,nk−1,

which represents the state vector of the i-th Gaussian component of target n, where
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i = 1, . . . , Ik−1 and n = 1, . . . , Nk−1. Given by (3.7), the propagation of Xk−1 can be

written as

Xk = FXk−1 +G(W̄k−1 +Wk−1) (3.19)

where

F = diag{F 1,1, . . . , F 1,Nk−1 , . . . , F Ik−1,1, . . . , F Ik−1,Nk−1}, (3.20)

G = diag{G1,1, . . . , G1,Nk−1 , . . . , GIk−1,1, . . . , GIk−1,Nk−1}, (3.21)

W̄k = [w̄1,1
k−1, . . . , w̄

1,Nk−1

k−1 , . . . , w̄
Ik−1,1
k−1 , . . . , w̄

Ik−1,Nk−1

k−1 ]′, (3.22)

Wk−1 = [w1,1
k−1, . . . ,w

1,Nk−1

k−1 , . . . ,w
Ik−1,1
k−1 , . . . ,w

Ik−1,Nk−1

k−1 ]′. (3.23)

With ∆T denoting the sampling interval of sonar sensor, one has

F i,n =



1 ∆T 0 0

0 1 0 0

0 0 1 ∆T

0 0 0 1


, Gi,n =



∆T 2/2 0

∆T 0

0 ∆T 2/2

0 ∆T


, (3.24)

wherewi,n
k−1 is the Gaussian process noise with zero mean and covariance matrix Qi,n

k−1.

The stacked set of covariance is given by

Qk−1 = diag(Q1,1
k−1, . . . , Q

1,Nk−1

k−1 , . . . , Q
Ik−1,1
k−1 , . . . , Q

Ik−1,Nk−1

k−1 ). (3.25)

To handle the target state evolution and the corresponding covariance matrix

propagation within the GM framework, the unscented transform (UT) [62, 117] is

utilized due to the high nonlinearity of the new diver motion model. The implemen-

tation of the PHD filter with UT technique is detailed in [10].
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Therefore, the stacked sets of predicted and updated covariances can be respec-

tively written as

Pk|k−1 = diag(P 1,1
k|k−1, . . . , P

1,Nk−1

k|k−1 , . . . , P
Ik−1,1
k|k−1 , . . . , P

Ik−1,Nk−1

k|k−1 ) (3.26)

and

Pk = diag(P 1,1
k , . . . , P 1,Nk

k , . . . , P Ik,1
k , . . . , P Ik,Nk

k ). (3.27)

To maintain the track ID within the proposed GM-DDM-PHD algorithm, the

stacked ID set is written as

T k−1 =
{
T ∗,1k−1, . . . , T

∗,Nk−1

k−1 , . . . , T ∗,1k−1, . . . , T
∗,Nk−1

k−1

}
, (3.28)

where T ∗,nk−1 is the tag of the n-th target. Multiple Gaussian components may be

needed to represent one target state in (3.28). In the GM-DDM-PHD filter, the

forces between the Gaussian components with the same ID are zero. Also, the weight

pk,ji of the forces between the Gaussian components tagged with different IDs in (4.1)

and (4.2) is required due to the uncertainty in target existence. In addition, the forces

between two divers are inversely proportional to the distance between them [8]. Thus,

we define

pk,ji =
w

(j)
k /dji∑J

j=1w
(j)
k /dji

, (3.29)

where the weight w
(j)
k of each Gaussian component in (3.15) is utilized to represent

the intensity of target existence, which represents the expected number of targets

originating from x̄
(j)
k at time k.

Thus, the predicted intensity can be calculated according to (3.16) and the label
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set is updated as

T k = T k−1 ∪ (T 1
γ,k, . . . , T

Jγ,k
γ,k ). (3.30)

The posterior intensity at time k is given by

Dk(x) = (1− pd)Dk|k−1(x) +
∑
zi∈Zk

Dv,k(x; z), (3.31)

where

Dv,k(x; z) =

Jk|k−1∑
j=1

w
(j)
k N (x; x̄

(j)
k ,P

(j)
k ), (3.32)

w
(j)
k =

pdw
(j)
k|k−1q

(j)
k|k−1

λ(z) + pd
∑Jk|k−1

l=1 w
(j)
k|k−1q

(j)
k

. (3.33)

The updated state and the covariance can be calculated according to the equations

in [10].

3.5 Non-homogeneous Clutter Estimation with GM-

DDM-PHD Filter

In practical underwater surveillance scenarios, the false alarms are not necessarily

uniformly distributed over the region of interest as assumed in the literature, because

of the existence of non-stationary water flow, mammals and rough boundaries (e.g.,

ocean surface or bottom). As mentioned previously, LGCP is a Cox process using

the Gaussian process to describe the variation in the intensity surface of the spa-

tial point process. As an effective non-parametric approach to learn the regression

function from training data, LCGP has the advantages of modeling flexibility and
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relatively tractable moment properties [118]. To enhance the robustness of the pro-

posed tracker in realistic underwater environments, a new LGCP-based method [48]

is proposed and integrated with the GM-DDM-PHD filter in this paper to estimate

the unknown structured spatial density distribution of clutter, which is assumed to

be a non-homogeneous spatial Point point process here.

In this section, the Gaussian process is reviewed first. Then the LGCP with geo-

distributed points and the combination of the GM-DDM-PHD filter and LGCP-based

clutter background estimator are presented.

3.5.1 Review of Gaussian Process

A Gaussian process is commonly used to describe a distribution over functions [119].

To learn the variation in the intensity function of the Poisson point process over the

surveillance area, the Gaussian process model is applied here.

A Gaussian process can be represented as a function f(p) with random variables

at input p with an arbitrary finite number of such f(pi), i = 1, ..., n having a multidi-

mensional Gaussian distribution [119]. A Gaussian process can be specified in terms

of a mean m(p) and the covariance function k(p, p′) of a practical process f(p) given

by

m(p) = E[f(p)],

k(p, p′) = E[(f(p)−m(p))(f(p′)−m(p′))].

(3.34)

The joint distribution of a random finite collection of variables f(p1), · · · , f(pn) is
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given by


f(p1)

...

f(pn)

 ∼ N


m(p1)

...

m(pn)

 ,


k(p1, p1) · · · k(p1, pn)

...
. . .

k(pn, p1) k(pn, pn)


 . (3.35)

In our case of spatial Gaussian processes, we have p = [x, y]′ that corresponds to

a spatial location [120].

3.5.2 Log-Gaussian Cox Model with Geo-distributed Sensor

Detections

To model the non-homogenous spatial Poisson intensity of sensor detection points, a

doubly-stochastic Poisson process called log-Gaussian Cox process is utilized here by

assuming that the intensity function λ(p) is a transformation of a random realization

from a Gaussian process, i.e., f(p) = logλ(p) [48, 121].

With a realization of such a process being a spatial point pattern s = (s1, ..., sn),

the corresponding likelihood of the unknown function f within a sonar surveillance

region bounded by S ⊂ R2 is given by

p(s|f) = exp

∫
S

exp(f(s))ds+
n∑
i=1

f(si). (3.36)

Note that the above likelihood function is computationally intractable because it

involves the nontrivial integration over the exponential of a GP in (3.36). A com-

putationally tractable grid-based approximation method assuming a locally constant

intensity over each sub-region is proposed in [48]. The likelihood after discretizaion
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is then given by

p(s|f) =
K∏
k=1

Poisson(nk|exp(f(p̄k))), (3.37)

where p̄k is the coordinate of the k-th sub-region of S and nk is the number of data

points falling in it.

3.5.3 GM-DDM-PHD with LGCP Structured Clutter Den-

sity Estimator

The log-Gaussian Cox model for sonar detections is proposed here. As previously

mentioned, a single sensor detection is assumed to be disturbed by Gaussian noise,

resulting location uncertainty over the corresponding sub-region sk. The set of mea-

surements are assumed to represent a GM distribution, so the number n̂k of data

points in sub-region sk can be rewritten as

n̂k =

∫
sk

Mk∑
m=1

$mN (p̄k, zm, R̂)ds. (3.38)

In clutter intensity estimation, one challenge is to distinguish clutter detections

from target-originated detections to avoid over-fitting to the intensity functions [6, 94].

In contrast to the classic clutter density estimators where target-originated detections

incorrectly inflate the estimates, the estimator proposed here tries to statistically

exclude target-originated detections with seamless integration into the GM-DDM-

PHD filter.

GM-PHD is effective in tracking an unknown and time-varying number of targets

in the presence of data association uncertainty, non-zero clutter, and non-unity de-

tection probability. In GM-PHD, the weights W = wi, i = 1, ..., Jk of target state set
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at time k are updated based on the sensor measurements set Z = zm,m = 1, ...,Mk.

Likewise, we can also derive the corresponding probability (weight) $m,m = 1, ...,Mk

that a measurement is a false alarm instead of arising from a real target. Note that

there are two parts in the weight set of W , namely, predicted weights assuming no

measurements and updated weights based on measurements. Letting w̃dm be the d-th

updated weight from them-th measurement, we have W̃ = w̃dm, D = 1, ..., Jk−J̄ ,m =

1, ...,Mk, where J̄ is the prior number of Gaussian birth terms.

The derivation of $i is then given by

$m = 1−
Mk∑
m=1

w̃·,m. (3.39)

Using (3.39) with (3.38), we get

n̂k =

∫
si

Mk∑
m=1

$mN (p̄k, zm, R̂)ds. (3.40)

Note that measurement origin ambiguity and sensor noise uncertainty are both con-

sidered and included in the derivation of n̂k.

3.6 PCRLB for Diver state Estimation

In this section, the PCRLB is derived to quantify the achievable estimation accuracy

in a multi-driver tracking problem in the presence of false alarms, missed target-

originated measurements and external forces exerted on the targets. The CRLB,

given by the inverse of the Fisher information matrix (FIM), quantifies the achiev-

able accuracy of any unbiased estimator for a specific parameter estimation problem
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[82]. The PCRLB is used to evaluate the performance in dynamic state estimation

problems.

Let X̂k(Zk) denote an unbiased estimate of Xk, which is a function of the mea-

surement set Zk. The lower bound on the mean square error (MSE) matrix is given

by

E{[X̂k(Zk)− Xk][X̂k(Zk)− Xk]
′} ≥ J(k)−1, (3.41)

where E represents the expectation operation and ′ denotes transposition. The FIM

at time k is given by

J(k + 1) =E{∆X
Xln p(Z,X)}

=JX(k + 1) + JZ(k + 1)

=Ω22
k − Ω12

k
′
/(Jk + Ω11

k )Ω12
k + JZ(k + 1),

(3.42)

where

Ω11
k =E

{
−∆Xk

Xk
ln p(Xk+1|Xk)

}
, (3.43)

Ω12
k =E

{
−∆

Xk+1

Xk
ln p(Xk+1|Xk)

}
, (3.44)

Ω22
k =E

{
−∆Xk

Xk+1
ln p(Xk+1|Xk+1)

}
, (3.45)

JZ(k + 1) =E
{
−∆

Xk+1

Xk+1
ln p(Zk+1|Xk+1)

}
. (3.46)

with the ∆ε
% denoting partial derivative operation over ε and %.

Substituting the new DDM model (3.19) for multiple divers into (3.43)–(4.61) and
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after some manipulations, one has

JX(k + 1) = [Q(k) + Γ(k)J(k)Γ(k)′]
−1
, (3.47)

where

Γ =

F 1
k +G

∂w̄1
k

∂x1
k

G
∂w̄1

k

∂x2
k

· · · · · · G
∂w̄1

k

∂x
Nk
k

G
∂w̄2

k

∂x1
k

F 2
k +G

∂w̄2
k

∂x2
k
· · · · · · · · ·

· · · · · · · · · · · · · · ·

· · · · · · · · · · · · · · ·

G
∂w̄

Nk
k

∂x1
k

· · · · · · · · · FNk
k +G

∂w̄
Nk
k

∂x
Nk
k


.

Note that the off-diagonal elements of Γ are not necessarily zero because of mutual

dependence among targets and the target-environment interaction in the new force-

based diver motion model.

3.7 Simulations

In this section, Monte Carlo simulation experiments with 100 trials are used to eval-

uate the performance of the proposed algorithm in two different scenarios with inter-

actions, structured background clutter and a varying number of targets. To quantify

performance, the root mean squared error (RMSE) of targets’ position and velocity

estimates, the optimal sub-pattern assignment (OSPA) metric and the PCRLB are

used as performance metrics. The standard PHD filter [10] and the GM-SF-PHD fil-

ter [8] are used as the benchmark algorithms. Target-originated detections and false

84



Ph.D. Thesis - Ben Liu McMaster University - Electrical & Computer Engineering

alarms are independently generated over 100 Monte Carlo runs on the same target

trajectories.

Table 3.1: Scenario parameters

Parameter Value

Number of Monte Carlo runs 100

Number of frames 50

Sampling time ∆T (s) 1

Process noise (m2/s4) 2.5E−4

Target mass (kg) 80

Target size (m) 1.8 (Length)×0.15 (Radius)

Relaxation time τ (s) 10∆T

Intended destination (m) [−405, 160]

Desired Speed v̄ (m/s) 1.8

Force magnitude parameters αa, αr (N) (10, 20)

Range parameter b of the force (m) 15

Radii influence parameter r of divers (m) 3

Water flow direction (degree) 30

Water flow speed (m/s) 0.5

Hydrodynamic force coefficient CD 0.05

Water density ρ (kg/m3) 997

Survival probability of target ps 0.99
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Figure 3.4: Target trajectories and measurements from one Monte Carlo trial

Scenario I: The surveillance region is [−500,−250]m and [0, 250]m in x and y di-

rections, respectively. A stationary linear position-only sensor at [0, 0]m, generates

the measurements. Five motion-dependent divers are within this area of interest,

but with different starting and ending times. All these targets intend to move to

a predefined location [−405, 160]m with the same desired speed at 1.8 m/s. Note

that the velocities of the targets are actually different from each other and cannot be

maintained at exactly 1.8 m/s due to the disturbances from the external environmen-

tal factors and the process noise. The two-dimensional homogeneous, isotropic water

flow field is assumed with fixed known flow direction 30◦ at flow speed 0.5 m/s. The

target detection probability is 0.98 and the false alarms are uniformly distributed in

the surveillance region with a priori intensity 10−5 m−2. The sensor measurement

noise in the x and y directions are σx = 0.667m and σy = 0.667m, respectively. The

other parameters are summarized in Table 3.1. Figure 3.4 shows the scenario includ-

ing the true target trajectories, intended destination, water flow direction and the
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sensor detections from one Monte Carlo trial.

Figures 3.5 and 3.6 show the RMSE of position and velocity estimates, respec-

tively. The proposed GM-DDM-PHD filter outperforms the standard GM-PHD filter

[10] and the GM-SFM-PHD filter [8]. By considering the complex interactions among

targets and with water flow, an improved prediction model is utilized to calculate the

likelihood function and a consistent covariance can be calculated based on the pro-

posed DDM model for the better measurement-target association, which results in the

better performance of the proposed GM-DDM-PHD filter compared with the standard

GM-PHD. Further, the GM-SFM-PHD filter only considers the dependencies between

targets without addressing the hydrodynamic forces. Thus, the GM-SFM-PHD per-

forms well initially when targets appear and there is a maneuver to adjust the target’s

initial velocity to the intended velocity. However, after the targets’ motions stabilize

with a nearly constant velocity motion, the performance of the standard GM-PHD

filter surpasses that of the GM-SFM-PHD due to the mismatch in the motion model

in the prediction stage. In contrast, the proposed GM-DDM-PHD filter performs uni-

formly better at all times. The PCRLB for underwater divers tracking problem with

inter-target and environmental dependencies is utilized to verify the performance of

the proposed GM-DDM-PHD filter. It is noticed that the RMSE values obtained by

the GM-DDM-PHD filter follow the trend of the PCRLB, demonstrating efficiency

of the proposed tracker.

The Monte Carlo average of the OSPA distance is given in Figure 3.8, which shows

that the proposed algorithm yields the smallest OSPA metric. Figure 3.7 shows the

Monte Carlo average of the estimated number of targets and one can see that the

proposed GM-DDM-PHD filter is almost free of false tracks except at the beginning

87



Ph.D. Thesis - Ben Liu McMaster University - Electrical & Computer Engineering

of the scenario. The other two filters yield lower expected averages of the estimated

target cardinality, which is due to the improper target-measurement association based

on the erroneous dependency-free covariance calculation. Table 3.2 shows the Monte

Carlo average of the execution times for a single run in this simulation. One can see

that the standard GM-PHD has the lowest computational load because of ignoring

the external force calculations that are part of the other two algorithms. The GM-

SFM-PHD filter, however, runs slower than the proposed GM-DDM-PHD algorithm

due to inaccurate data association that results in additional false tracks.
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Figure 3.5: RMS position errors
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Figure 3.8: OSPA distance

Table 3.2: Average computation times from 100 Monte Carlo trials

Method Time (s)

GM-PHD 0.22

GM-SFM-PHD 1.54

GM-DDM-PHD 0.95

Scenario II: To validate the performance of the GM-DDM-PHD filter with LGCP

clutter density estimator, another simulation is implemented here. All the parameters

are the same as in Scenario I except for the assumption about the clutter distribution.

Here, a structured clutter background is considered with four additional dense clutter

regions over the surveillance region. The false alarm rate in those dense clutter regions

is 5E−3 m−2. In addition, there is a background clutter generator over the whole area

of interest with a clutter rate of 1E−5 m−2. Figure 3.9 shows the scenario including

the true target trajectories, the intended destination, the water flow direction, and
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the sensor detections from one Monte Carlo trial. Note that three of the targets go

through at least one of the dense clutter areas during the surveillance interval.

The results produced by the GM-DDM-PHD filter using the true spatial intensity

of false alarms is used as the benchmark for comparison with the proposed method.

Also, the Kernel density estimation (KDE) method proposed in [97] and the GM-

DDM-PHD filter with a hypothesized spatial intensity of 1E−5 m−2 are implemented

for comparison. As can be seen in Figures 3.10 and 3.11, all these methods yield

almost the same performance in the terms of the position and velocity estimates

RMSE values, which is in accordance with the observation that RMSE improvement

due to clutter estimation is usually negligible [98]. This is because the RMSE is

calculated only for those tracks that match actual targets trajectories.

From Figures 3.12 and 3.13, which show the cardinality estimates and the OSPA

metrics, respectively, it can be observed that the LCGP-based method is superior

to the KDE method and nearly matches value of the results obtained assuming true

clutter spatial intensity, which shows the superiority and robustness of the proposed

method in an underwater environment with state-dependent external forces on divers

and unknown non-homogenous clutter background. Using the LGCP method, the

proposed tracker can initialize tracks without any substantial delay and significantly

reduce the number of false tracks. The clutter spatial intensity estimates obtained

in different frames by the LGCP method and the KDE method from a single Monte

Carlo run are shown in Figures 3.14 and 3.15, respectively. One can see that although

those two methods can cluster the structured clutter background satisfactorily, the

LGCP method provides better accuracy than the KDE method, resulting in better
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target cardinality estimates. As a trade-off, the LGCP method has a higher com-

putational complexity than the KDE method, as listed in Table 3.3. However, with

the computational resources available today, the computational complexity is not a

bottleneck and the improved estimation accuracy and reduced false track rate make

the additional computational complexity worthwhile.

The simulations are implemented in MATLAB® 2016a on an Intel(R) Core(TM)

i7 CPU with 32 GB RAM with parallel computing techniques being used for loops.
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Figure 3.9: Target trajectories and all measurements from one Mont Carlo trial
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Figure 3.13: OSPA distance

94



Ph.D. Thesis - Ben Liu McMaster University - Electrical & Computer Engineering

-500 -450 -400 -350 -300 -250

x position (m)

0

50

100

150

200

250

y 
po

si
tio

n 
(m

)

0.5

1

1.5

2

2.5

3

3.5

4

×10-3

(a) 4th frame

-500 -450 -400 -350 -300 -250

x position (m)

0

50

100

150

200

250

y 
po

si
tio

n 
(m

)

1

2

3

4

5

6

7

8

×10-3

(b) 19th frame
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(c) 25th frame
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(d) 36th frame

Figure 3.14: Clutter intensity estimates from one Monte Carlo trial of LGCP method
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(g) 25th frame
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Figure 3.15: Clutter intensity estimates from one Mont Carlo trial of KDE method

Table 3.3: Average computational time from 100 Monte Carlo trials

Method Time (in s)

Unknown clutter background 65.95

Known clutter background 3.98

LGCP method 52.07

KDE method 34.62

3.8 Conclusions

A log-Gaussian Cox process clutter estimator and a force-based motion model were

proposed in this paper for multiple diver tracking with motion dependencies among

neighboring targets and interaction between targets and the underwater current in

unknown structured clutter background. In the proposed DDM motion model, the
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external forces exerted on a target by other targets and the environment are correctly

factored in while building the likelihood function in the prediction step of the recursive

filter. The LGCP method was integrated with the proposed GM-DDM-PHD filter

to handle the practical problem of unknown non-homogenous clutter background

with measurement-origin ambiguity, improving the performance of the algorithms.

Simulations were carried out to evaluate the performance of the proposed method

relative to the performance of existing algorithms and the theoretic PCRLB.
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Chapter 4

Extended Target Tracking with

Multipath Detections,

Terrain-Constrained Motion Model

and Clutter

4.1 Abstract

To address the problem of extended target tracking (ETT) with measurement-origin

uncertainty in a multipath environment with clutter, a new generalized version of

the standard probabilistic data association (PDA) filter, called MP-ET-PDA, based

on random matrices (RM) is proposed in this paper. In the MP-ET-PDA filter, we

assume that multipath detections and clutter are possible in the extended target

tracking problem, which are prevalent in practical systems but barely addressed in
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the literature. Further, a clustering-aided MP-ET-PDA algorithm with reduced com-

putational complexity that makes use of the Variational Bayesian technique, called

MP-ET-PDA-VB, is presented to provide near real-time processing capability in ETT

problems with an uncertain multipath environment. In addition to using a constant

velocity motion model, a new terrain-constrained motion model is presented for sce-

narios where terrain-following is required by motion-constrained autonomous vehicles.

The PCRLB, which quantifies the best possible accuracy in realistic ETT prob-

lems with multipath detections and measurement-origin uncertainty, is derived as the

benchmark for performance evaluation. Simulations results demonstrate the improved

performance of the proposed algorithms.

4.2 Introduction

With the increasing availability of high-resolution sensors (e.g., video camera, phased

array radar, synthetic aperture sonar and LiDAR), the ETT problem, which involves

the tracking of a target occupying more than one measurement resolution cell, has

received attention recently [49, 50, 59, 122]. In the ETT literature, it is usually as-

sumed that the detections are generated from the exterior of a target, and the models

of rectangular, circular and other simple shapes are used to represent the appearance

of a two-dimensional target [50, 123, 124]. The random matrices (RM) model for

modeling extended target is introduced in [123] and used to approximate the contour

of an ellipsoidal target [50, 51, 52, 53, 54, 55, 56] because of its ability to estimate both

the kinematic state and the extent state simultaneously but independently [50, 59].

The multiple RM model is derived in [125, 126] to handle non-ellipsoidal targets.

Further, the star-convex shaped target tracking is studied in [122, 127]. The GP, a
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statistical model, is integrated into trackers to estimate and learn the boundary of an

unknown target by defining the target extent as generating GP-based measurements

[59, 128, 129]. The main contribution of the GP probabilistic model is that the algo-

rithm can learn the locally observable part of the target extent without updating the

shape estimate in a global manner [59]. However, the improved modeling capability

of the GP method requires more parameters than those using simpler shape model-

s (e.g., RM) [49]. The ETT problem becomes even more complex and challenging

with measurement-origin uncertainty caused by false alarms and missed detections.

In [51, 57, 58], the PHD algorithm is modified to track multiple extended targets in

clutter. A generalized RM-based PDA filter is presented in [55] to handle ETT. The

GP-PDA filter can jointly estimate the kinematic state and the physical extent state

while suppressing the effects of false alarms.

However, in some ETT scenarios, the sensor may receive target-originated de-

tections via multiple propagation modes (e.g., non-line-of-sight vs. line-of-sight) in

constrained environments such as underwater, indoor and tunnels that are prone to

generating indirect multipath measurements. Such multipath detections may ren-

der the above ET trackers that assume only a single propagation path ineffective.

Point target (PT) trackers in the presence of multipath detections are presented in

[37, 38, 130]. However, the trackers in [37, 38, 130] assume that at most one measure-

ment can be generated by a target via each propagation path and thus cannot handle

ETT scenarios with multiple target-originated detections via the same propagation

path. To the best of our knowledge, the ETT problem with multipath detections

has been discussed only in [43], where a two-level approach deals separately with

measurement-origin uncertainty and multipath detections from extended targets. In
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[43], such detections are treated as measurements from multiple pseudo-targets, which

are then fed into the ET-PHD filter [131], which may result in loss of information

between the two steps and thus degrade tracking performance. Also, the method in

[43] does not yield target shape information, which may be crucial for accurate data

association in ETT problems with measurement-origin uncertainty [59] as well as for

target typing or classification.

In this paper, an RM-based PDA algorithm called MP-ET-PDA that estimates

both the kinematic state and the target extent by explicitly handling MP-ET detec-

tions in clutter is developed to take advantage of the additional information in multi-

path measurements. Due to the time-varying number of target-originated detections

corresponding to different points on the target via the same path, the measurement-

origin uncertainty and the complexity of the algorithm increase, but the performance

of the tracker in terms of estimation accuracy and rejection of duplicate tracks are

significantly improved by processing all measurements under the more general MD-

ET assumption. In the proposed MP-ET-PDA tracker, the assumptions that a point

target can only generate at most one detection via each propagation path [37, 38, 130]

and that an extended target can generate multiple measurements through only one

propagation path [51, 55, 57, 58, 128] are replaced with the assumption that MP-ET

detections may be received by a high-resolution sensor. In MP-ET-PDA, all possible

association events are enumerated to handle the possible MP-ET measurements from

a single target. The maximum number of propagation paths and the expected number

of target-originated detections from each path are assumed to be known as prior sce-

nario parameters, which is incorporated into the recursive Bayesian framework. The

MP-ET-PDA is a generalization of the PDA filter and reduces to the conventional
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PDA algorithm with RM theory [125] when only one single path (SP) exists.

The computational complexity of MP-ET-PDA is higher than that of other ex-

tended target trackers due to the larger number of association events accounting for

the uncertainty arising from a time-varying number of MP-ET detections and the

measurement-origin uncertainty due to clutter. To mitigate this, a VB clustering-

based MP-ET-PDA filter, called MP-ET-PDA-VB, is proposed in this paper as an

extension of MP-ET-PDA that can satisfactorily maintain the accuracy in MD-ET

tracking problems with a lower computational complexity. A clustering-aided al-

gorithm is introduced in [132, 133] to deal with target occlusions in video tracking

problems. Using this clustering technique, the measurements are labelled and divided

into different groups that correspond to different targets. The key to the clustering-

aided method is the assumption that the measurements generated by the same target

are spatially close to one another [49]. In our paper, we assume that the MP-ET

detections are independent of one another and that multiple measurements from the

same target via a certain propagation path are spatially close to one another with a

Gaussian distribution. Therefore, a GM can be utilized to model an MP-ET mea-

surement set in this paper.

The proposed work is intended to track autonomous vehicles with obstacle avoid-

ance (OA) [134, 135, 136, 137] that move in a confined space or follow the local

terrain [138, 139]. In scenarios where the target is constrained by the surrounding

environment, modifying the target dynamic model to take advantage of the local

terrain information can improve the performance of the tracker [140]. This provides

the motivation for the next contribution of this paper, namely terrain-constrained

MD-ETT.
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The SFM is often used to model the inter-target interactions or the interactions

between targets and the environment. In [8, 104, 132], pedestrian motion is modeled

using an SFM that considers the interactions between neighboring targets and the

influence by the surrounding environment (e.g., obstacles, boundaries). In [90], a

modified SFM is presented to model the movement of vehicles in ground target track-

ing scenarios. To deal with target motion constrained by the terrain, an SFM-based

terrain constrained motion model (TCMM) is proposed and integrated into MD-ETT

algorithms in this paper.

The paper is organized as follows: Section 4.3 presents the terrain constrained

motion model by considering the interaction between the target and the terrain. In

Section 4.4, the basic framework of the RM-PDA filter is introduced first and then

the proposed MP-ET-PDA filter is derived for MP-ET. In Section 4.5, the cluster-

ing algorithm for computational complexity reduction is presented. The PCRLB for

the ellipsoidal extended target tracking problem with multipath detections in clut-

ter is derived in Section 4.6. Simulation results are presented in Section 4.7 while

conclusions are discussed in Section 4.8.
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4.3 Problem Formulation

Figure 4.1: An illustrative scenario with an underwater vehicle traveling through
confined space.

4.3.1 Terrain Constrained Motion Model

The basic idea behind the terrain constrained motion model is that the targets usually

intend to reach a destination and try to avoid collision with obstacles in their way

and the boundary of terrain [135, 136, 137]. The SFM is modified and applied here

to model the interactions between an autonomous vehicle and the local terrain.

As shown in Figure 4.1, an autonomous vehicle is traveling through a confined

space. For simplicity, the time index k−1 is omitted in the following unless explicitly

needed. Let v̄t be the desired velocity of target t, F I
to the interaction force exerted

on target t by an arbitrary point o located on terrain boundaries (Bl,Bu), which

is determined by the distance between the target centroid and the boundary. As

components of the interaction force, the repulsion and attraction forces by an arbitrary

point o on the obstacle boundary are respectively given by

F r
to = wo%r exp

(
rt − dlto

b

)
nto, (4.1)
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Fa
to = wo%a exp

(
−rt − d

l
to

b

)
nto, (4.2)

where wo is the weight of the force from single point o, %r and %a are the respective

magnitude parameters of the exerted force, b is the range boundary parameter of the

force, dlto is the Euclidean distance between target t and boundary point o and rt is

the minimum safety radius distance of a target. The unit vector depicting the force

direction from a boundary point o to the target t is defined as nto.

Assume that autonomous vehicles usually intend to move with a certain speed v̄t.

Therefore, the motivation force F t is given by [104]

F t = mt
v̄t − vt
τt

. (4.3)

where vt is the actual speed of the target and τt is the relaxation time.

According to Newtonian dynamics, the motion change from all the above men-

tioned forces is given by

mw̄k−1 = F t
k−1 +

∫
Bl+Bu

F I
k−1,bdb. (4.4)

with m denoting the mass of the target. Note that w̄k−1 reduces to zero if no force

is exerted on a target.

4.3.2 Extended Target Model

The extended target state xk in this paper is defined by

xk = (ξk, Xk), (4.5)
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where ξk = [xk, ẋk, yk, ẏk]
′ is a column vector with the position and velocity informa-

tion in 2D Cartesian space at time k. The extent state Xk ∈ S2
++ is a random d× d

symmetric positive definite matrix, which represents the appearance of the target.

The random matrix model [50, 123] is utilized here because of its ability to model

ellipsoidal objects with low computational complexity [141].

Therefore, the dynamic model of an extended target is given by [141]

ξk = Fξk−1 +G(w̄k−1 + ωk−1), (4.6)

where F = F⊗Id, Id is an identity matrix of dimension d, w̄k−1 is the force input to

model the TCMM from (4.4) and ωk−1 is the zero mean Gaussian process noise with

covariance Qk−1. Note that (4.6) will reduce to the commonly used CV model [82]

when w̄k−1 = 0, in which case the target is free of any terrain constraints. In the

above, A ⊗ B denotes the Kronecker product [142] of two matrices A and B. The

transition matrix F and the covariance matrix Q are given by

F =

1 δT

0 1

 , Q= G

σ2
x 0

0 σ2
y

GT, G=



δT 2

2
0

δT 0

0 δT 2

2

0 δT


(4.7)

where δT is the sampling time and σx and σy are the acceleration standard deviations

in the x and y directions, respectively.

According to the RM model in [50], the model for the target physical extent state
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is given by

Xk = Xk−1. (4.8)

The Wishart transition density for the extent state can be calculated by [50, 141, 143]

p (Xk|Xk−1)=Wd

(
Xk+1, n, n

−1Xk
)
. (4.9)

Defining etr(·) = exp(tr(·)) as the exponential of the trace of matrix given by tr(·),

the notation

Wd(X;w,W ) =

|X|w−d−1
2

2
wd
2 Γd

(
w
2

)
|X|w2

etr

(
−1

2
W−1X

) (4.10)

defines a Wishart distribution over the symmetric positive definite (SPD) matrix X

with scalar degree of freedom w ≥ d and SPD parameter matrix W [142].

4.3.3 Measurement Model

Figure 4.2: An illustrative example with an extended target and sensor measurements
via two multiple propagation.

As illustrated in Figure 4.2, one can first note that a target has a time-varying number

of reflection points, which are nonstationary and unknown. For each reflection point,
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there exist two different propagation paths in this example, which may lead to multiple

target-originated detections. The points can arise from not only the target contour but

also from the target surface. To make the system model more realistic, measurement-

origin uncertainty caused by false alarms and missed detections is also considered

here.

In conventional sonar or radar systems, a received measurement signal consists

of the distance ` and the azimuth θ. Assume that Jk number of measurements are

received by the sensor at time k and denote the measurement vector by

ZkJk = [ζk1 , ζ
k
2 , ..., ζ

k
Jk

], (4.11)

where ζkj = [`kj , θ
k
j ]
′, j = 1, · · · , Jk. Assume that the measurement rate γl is Poisson

distributed and the detections are independent of one another over time. Measure-

ment ζki can be target-originated or from clutter (false alarm). The corresponding

measurement equation is given by

ζkj =


Hl(pjlt , ps, ênv) + vkl Mode l, jl = 1, . . . , J lk,

clutter otherwise,

(4.12)

where vkl = [v̄kl,`, v̄
k
l,θ]
′ is zero-mean white Gaussian noise of model l with covariance

Rl = diag([σ`, σθ]), J
l
k denotes the number of target-originated detections through

the l-th path, p = [x, y, ν] is the position in 3D Cartesian state space, x− y denotes

a horizontal plane and ν represents the altitude/depth information while pjlt and ps

denote the 3D positions of the target scattering point and sensor, respectively and

ênv denotes the potential environmental factors.
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The measurement equation is defined by

Hl(pt, ps,ênv)

=

 `

θ

 =

 hl(pjlt , ps, ênv)

arctan
(
yk−ps(y)
xk−ps(x)

)
 , (4.13)

where ps(x) and ps(y) represent the position of the sensor in x−y plane, respectively.

Assuming that the polar measurements are independent of one another, the po-

lar detections can be converted into Cartesian space using the standard conversion

method [82], which is given by

zl,jk =

 IHl(`l,jk , ps, ênv) cos(θl,jk )

IHl(`l,jk , ps, ênv) sin(θl,jk )

 , (4.14)

where IH(·) is the inverse operation of the mapping in (4.13) at time step k and

zl,jk is the Cartesian detection of j-th detected point via the l-th path. Note that

during the conversion from sensor space to Cartesian coordinates, the Gaussian noise

in target space becomes related to the distance traveled by the signal. To calculate

the covariance of the Cartesian measurement uncertainty, a first-order Taylor-series

approximation of the conversion in (4.14) can be used, and the modified covariance

matrix is given by

R̂l,j
k = IHl(ζk)diag([σ`, σθ])IH

′

l(ζk) (4.15)
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where R̂l
k is the converted covariance of the l-th path in Cartesian space and

IHl(ξk)=

∂IH
l(·)

∂`k
cos(θk) −IH(·) sin(θk)

∂IHl(·)
∂`k

sin(θk) IH(·) cos(θk)

 (4.16)

is the Jacobian matrix. To simplify the representation, the measurement model (4.14)

is simplified to zl,jk = h(ζ l,jk ). Also, the unscented transformation (UT) [62, 117] can

be used to perform the covariance transformation [55].

Since the sensor measurements also include clutter (false alarms) arising from the

noisy environment, the union set of the sensor detections in Cartesian space is defined

as

Zk = Zc
k ∪ Zt

k (4.17)

with target-originated measurements

Zt
k =

 L⋃
l=1

J lk⋃
jl=1

zl,jlk

 , (4.18)

where Zc
k is the set of clutter measurements that appear within the surveillance area

in frame k, L is the total number of signal propagation modes, which is assumed

to be known a priori, and J lk is a random integer indicating the number of possible

target-originated detections via path l modeled as a Poisson distribution with a known

measurement rate [51, 141].

The clutter measurements are assumed to be distributed uniformly and inde-

pendently over the whole area of interest and the corresponding number of clutter

measurement is assumed to follow a Poisson distribution with a known rate [11].
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4.4 MP-ET-PDA Filter

4.4.1 SP-ETT Filter

The objective of RM-based extended target tracking approaches within the Bayesian

framework is to jointly estimate both the kinematic state and the physical extent of

target interest simultaneously and independently. Here we assume that only a single

path exists and Jk number of ET measurements Zk = Zc
k ∪ Zt

k = [zk1 , z
k
2 , ..., z

k
Jk

] are

captured by the sensor. By taking advantage of the framework of sensor measurement

update for the random matrix model in [52], the posterior density function using

Bayes’ update can be written as

p(ξk, Xk|Zk)

=
p (Zk |ξk, Xk ) p(ξk, Xk|Z1:k−1)∫∫

p (Zk |ξk, Xk ) p(ξk, Xk|Z1:k−1) dξkdXk

,
(4.19)

where p(ξk, Xk|Z1:k−1) denotes the prior distribution. The likelihood of a set of mea-

surements conditioned on both the kinematic state and the target extent as well as

the number of measurements is given by

p (Zk |Jk, ξk, Xk )

= p (Zk |ξk, Xk, Jk ) p (Jk| ξk, Xk) ,

where p(Jk|ξk, Xk) and p(Zk|ξk, Xk, Jk) indicate the cardinality density and the spatial

distribution of the measurements, respectively. Using the models presented in Section
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4.3, the measurement likelihood can be computed as

p(Zk|Jk, ξk, Xk) =

Jk∏
j=1

N (zjk;h(ξk), ρXk + R̂j
k), (4.20)

where ρ is a scaling parameter to define the extent of the target and R̂ denotes the

Cartesian measurement covariance.

The prior and posterior densities for a single path in the presence of non-negligible

sensor errors can be respectively approximated as [50, 52, 53]

p(ξk, Xk|Z1:k−1) ≈p(ξk|Z1:k−1)p(Xk|Z1:k−1)

=N
(
ξk ; mk|k−1, Pk|k−1

)
× IWd

(
Xk ; vk|k−1, Vk|k−1

)
,

p(ξk, Xk|Z1:k) ≈p(ξk|Z1:k)p(Xk|Z1:k)

=N
(
ξk ; mk|k, Pk|k

)
× IWd

(
Xk ; vk|k, Vk|k

)
,

(4.21)

where

IWd(X ; v, V ) =

|V | v2
2
vd
2 Γd

(
v
2

)
|X| v+d+1

2

etr

(
−1

2
V X−1

) (4.22)

indicates an Inverse-Wishart distribution [142] over the SPD matrix X with scalar

degrees of freedom v > 2d and SPD parameter matrix V . Here, Γd(·) denotes the

multivariate gamma density.
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The mean measurement and the measurement spread are respectively defined as

z̄k =
1

n

Jk∑
j=1

zjk,

S̄k =

Jk∑
j=1

(zjk − z̄k)(z
j
k − z̄k)

′.

(4.23)

Then, we can rewrite (4.20) as [50]

p(Zk|Jk, ξk, Xk) ∝

N (z̄k;h(ξk), Xk/Jk)×Wd(S̄; Jk − 1, Xk).

(4.24)

With the above, the update of the predicted state can be performed using the

following steps [50]:

• Kinematic state update: Define the predicted kinematic state ξk|k−1 and the

corresponding covariance Pk|k−1. Then,

ξk|k = ξk|k−1 + K̄k|k−1(z̄k − h(ξk|k−1)),

Pk|k =Pk|k−1 − K̄k|k−1Sk|k−1K̄
′

k|k−1

(4.25)

with

S̄k|k−1 = ρXk|k−1 +R,

K̄k|k−1 = Pk|k−1Hk
′
S−1
k|k−1,

Sk|k−1 = HkP k|k−1Hk
′
+
S̄k|k−1

Jk
,

(4.26)

where Hk = ∂h(·)/∂ξk.
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• Extent state update: Define predicted extent state Xk|k−1. Then,

Xk|k =
1

αk|k
(αk|k−1Xk|k−1 + N̂k|k−1 + ̂̄Sk|k−1) (4.27)

with

αk|k = αk|k−1 + Jk, (4.28)

and

N̂k|k−1 =X
1/2
k|k−1S

−1/2
k|k−1Nk|k−1

(
S
−1/2
k|k−1

)′ (
X

1/2
k|k−1

)′
,

̂̄Sk|k−1 =X
1/2
k|k−1S̄

−1/2
k|k−1S̄k

(
S̄
−1/2
k|k−1

)′ (
X

1/2
k|k−1

)′
.

(4.29)

Since the kinematic state and the target extent state are independent of each other,

the prediction step here, which is the same as that in the standard Kalman filter [82],

is given by

• Kinematic state prediction: According to model (4.6)

ξk|k−1 = Fξk−1

Pk|k−1 = F̆Pk−1|k−1F̆
′ +Q

(4.30)

• Extent state prediction: According to model (4.8)

αk|k−1 = 2 + exp
−δT
δt

(αk−1|k−1−2),

Xk|k−1 = Xk−1,

(4.31)

where δt indicates the time-related constant that controls the change in target extent

over time [54] and α = v − d− 1.

With the above derivations, note that the SP-ETT filter assumes not only no

113



Ph.D. Thesis - Ben Liu McMaster University - Electrical & Computer Engineering

measurement-origin uncertainty but also only one propagation path, which is, how-

ever, unrealistic in many practical scenarios.

4.4.2 Data Association with Uncertain MP-ET Pattern

This paper not only focuses on the ETT problem with measurement-origin uncertain-

ty, but also considers the challenging multipath environment. Inspired by the stan-

dard PDA [144], to deal with the measurement-origin uncertainty, association events

are calculated based on the assumptions in Section 4.3. Let Aφ,Jkk , (φ = 0, 1, · · · , Jk)

be the mutually exclusive and exhaustive measurement set-to-track association events

that φ out of Jk measurements are from target with A0,Jk
k denoting the event that no

target is detected. Under Aφ,Jkk , further consider B{ϕ
l}Ll=1,φ

k to indicate the measure-

ment set-to-path events that the number of target-originated detections from various

propagation models is
∑L

l=1 ϕ
l = φ. Define Pn

m = m!/(m− n)!, Cn
m = Pn

m/m!. Then,

the total number of events Aφ,Jkk is given by nφ = Cφ
Jk

and the total number of events

B{ϕ
l}Ll=1,φ

k is given by nLφ = L× L× · · · × L︸ ︷︷ ︸
φ

. We can also get the total number nφn
L
φ

of the association events that φ target-originated detection from Jk measurements via

L different paths.

To make the problem clear, one example is illustrated here. Assume that we have

Jk = 3 measurements (z1
k, z

2
k, z

3
k) from L = 2 propagation modes (p1, p2). Then, we

get events A0,3
k ,A1,3

k , A2,3
k , A3,3

k . Under each association event Aφ,Jkk , the possible

measurement set-to-path events can be enumerated.

Let Ω
(φ,κ)
k indicate the association event including φ target-originated measure-

ments combining the κ-th measurement set-to-track event at time k. All association

events are listed below:
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• None of the measurements is target-originated (event A0,3
k )

That is, φ = 0, n0 = 1, n2
0 = 1, n0n

2
0 = 1.

• One of the measurements is target-originated (event A1,3
k )

That is, φ = 1, n1 = 3, n2
1 = 2, n1n

2
1 = 6.

Three measurement set-to-track association events, which indicate z1 or z2 or

z3 is generated by a target.

Under each measurement set-to-track association event, two measurement set-

to-path association events exist, which indicates l1 or l2 is used by the detections.

Then,

Ω
(1,1)
k = {z1,l1

k }, {ϕ
1 = 1, ϕ2 = 0},

Ω
(1,2)
k = {z1,l2

k }, {ϕ
1 = 0, ϕ2 = 1},

Ω
(1,3)
k = {z2,l1

k }, {ϕ
1 = 1, ϕ2 = 0},

Ω
(1,4)
k = {z2,l2

k }, {ϕ
1 = 0, ϕ2 = 1},

Ω
(1,5)
k = {z3,l1

k }, {ϕ
1 = 1, ϕ2 = 0},

Ω
(1,6)
k = {z3,l2

k }, {ϕ
1 = 0, ϕ2 = 1}.

(4.32)

• Two of the measurements are target-originated (event A2,3
k )

That is, φ = 2, n2 = 3, n2
2 = 4, n2n

2
2 = 12.

Three measurement set-to-track association events, which indicate z1 and z2 or

z1 and z3 or z2 and z3 are generated by a target.

Under each measurement set-to-track association event, four measurement set-

to-path association events exist, which indicate l1 and l1 or l1 and l2 or l2 and
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l1 or l1 and l2 are used by the detections. Then,

Ω
(2,1)
k = {z1,l1

k , z1,l1
k }, {ϕ

1 = 2, ϕ2 = 0},

Ω
(2,2)
k = {z1,l1

k , z2,l2
k }, {ϕ

1 = 1, ϕ2 = 1},

Ω
(2,3)
k = {z1,l2

k , z1,l1
k }, {ϕ

1 = 1, ϕ2 = 1},

Ω
(2,4)
k = {z1,l2

k , z2,l2
k }, {ϕ

1 = 0, ϕ2 = 2},

Ω
(2,5)
k = {z1,l1

k , z3,l1
k }, {ϕ

1 = 2, ϕ2 = 0},

Ω
(2,6)
k = {z1,l1

k , z3,l2
k }, {ϕ

1 = 1, ϕ2 = 1},

Ω
(2,7)
k = {z1,l2

k , z3,l1
k }, {ϕ

1 = 1, ϕ2 = 1},

Ω
(2,8)
k = {z1,l2

k , z3,l2
k }, {ϕ

1 = 0, ϕ2 = 2},

Ω
(2,9)
k = {z2,l1

k , z3,l1
k }, {ϕ

1 = 2, ϕ2 = 0},

Ω
(2,10)
k = {z2,l1

k , z3,l2
k }, {ϕ

1 = 1, ϕ2 = 1},

Ω
(2,11)
k = {z2,l2

k , z3,l1
k }, {ϕ

1 = 1, ϕ2 = 1},

Ω
(2,12)
k = {z2,l2

k , z3,l2
k }, {ϕ

1 = 0.ϕ2 = 2},

(4.33)

• Three of the measurements are target-originated (event A0,3
k )

That is, φ = 1, n3 = 1, n2
3 = 8, n3n

2
3 = 8.

One measurement set-to-track association event, which indicates z1, z2 and z3

generated by a target,

Under each measurement set-to-track association event, eight measurement set-

to-path association events exist, which indicates l1, l1 and l1 or l1, l1 and l2 or

l1, l2 and l1 or l1, l2 and l2 or l2, l1 and l1 or l2, l1 and l2 or l2, l2 and l1 or l2, l2
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and l2 are used by the detections. Then,

Ω
(3,1)
k = {z1,l1

k , z2,l1
k , z3,l1

k }, {ϕ
1 = 3, ϕ2 = 0},

Ω
(3,2)
k = {z1,l1

k , z2,l1
k , z3,l2

k }, {ϕ
1 = 2, ϕ2 = 1},

Ω
(3,3)
k = {z1,l1

k , z2,l2
k , z3,l1

k }, {ϕ
1 = 2, ϕ2 = 1},

Ω
(3,4)
k = {z1,l1

k , z2,l2
k , z3,l2

k }, {ϕ
1 = 1, ϕ2 = 2},

Ω
(3,5)
k = {z1,l2

k , z2,l1
k , z3,l1

k }, {ϕ
1 = 2, ϕ2 = 1},

Ω
(3,6)
k = {z1,l2

k , z2,l1
k , z3,l2

k }, {ϕ
1 = 1, ϕ2 = 2},

Ω
(3,7)
k = {z1,l2

k , z2,l2
k , z3,l1

k }, {ϕ
1 = 1, ϕ2 = 2},

Ω
(3,8)
k = {z1,l2

k , z2,l2
k , z3,l2

k }, {ϕ
1 = 0, ϕ2 = 3}.

(4.34)

Accordingly, we have the joint association event set conditioned on Jk measure-

ments from a single target through L multipath denoted by

Θk =

Jk⋃
φ=0

nφn
L
φ⋃

κ=1

Ω
(φ,κ)
k . (4.35)

For simplicity, let Ω(φ,κ) = Ω
(φ,κ)
k . Then, the target-originated measurement equa-

tion under one arbitrary event Ω(φ,κ) becomes

ZΩ(φ,κ)

k = hΩ(φ,κ)

(·) + v (4.36)
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where

ZΩ(φ,κ)

k =
⊕

zjk∈Ω(φ,κ)

zjk

hΩ(φ,κ)

(·) =
⊕

l∈Ω(φ,κ)

hl(·)
(4.37)

with
⊕

indicating vertical concatenation.

The likelihood for the batch measurement set of a single event therefore becomes

p(ZΩ(φ,κ)

k |·) = N (ZΩ(φ,κ)

k ;hΩ(φ,κ)

(·), RΩ(φ,κ)

k ). (4.38)

4.4.3 Derivation of MP-ET-PDA using Random Matrices

In this Section, a new extension of the PDA, called MP-ET-PDA, is proposed to

estimate both the kinetic state and the physical extent of a target in the presence of

multipath and measurement origin uncertainty. Compared with the standard PDA

[144], the MP-ET-PDA makes the following assumptions:

• The extended target shape can be modeled as an ellipse in 2D Cartesian coor-

dinates.

• Each random scattering point within one target may generate at most one

measurement through the l-th known propagation mode (measurement model).

• The target is detected from each propagation mode with a known probability.

• Within the validated measurement set Zk, a random number of measurements

can be independently generated by one target through various propagation

modes.
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• The number of measurements via path l follows a Poisson distribution with a

known measurement rate.

• The false alarms are uniformly distributed over the region of interest and the

cardinality of false alarms is assumed to follow a Poisson distribution [145].

• MP-ET-PDA is applied to tracks that are initialized using the one-point or

two-point initialization methods [82] based on the measurements that are not

associated with any existing tracks by MP-ET-PDA.

Within the recursive Bayesian framework, the prediction step of the proposed

algorithm can be computed by (4.30) and (4.31).

Inspired by the standard PDA filter [144], the conditional mean xk in MP-ET-

PDA is given by

xk = E(xk|Zk)

=

Jk∑
φ=1

nφn
L
φ∑

κ=1

E(xk|Ω(φ,κ), {ϕl}Ll=1, Zk)

× p((Ω(φ,κ), {ϕl}Ll=1|Zk)

=

Jk∑
φ=1

nφn
L
φ∑

κ=1

x̂Ω(φ,κ)

k|k × βΩ(φ,κ)

k|k ,

(4.39)

where x̂Ω(φ,κ)

k|k is the update of the predicted kinematic and extent states conditioned

on a hypothesized association event Ω(φ,κ) and a set of measurements Zk at time k.

One can note that x̂Ω(φ,κ)

k|k can be determined by performing the filter steps, i.e., (4.25)

and (4.26), mentioned in Section 4.4.1.
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The second term of βΩ(φ,κ)

k|k refers to the probability of the association event con-

ditioned on the measurement set. That is,

βΩ(φ,κ)

k|k =p(Ω(φ,κ), {ϕl}Ll=1|Zk, Jk, Zk−1)

=
1

c
p(Zk|Jk, Zk−1)× p(Ω(φ,κ), {ϕl}Ll=1|Jk, φ, Zk−1)

=
1

c
p(Zk|Jk, Zk−1)× p(Ω(φ,κ), {ϕl}Ll=1|Jk, φ),

(4.40)

where c is the normalization factor. Since the false detections and the target-originated

measurements are both independent of each other, the likelihood in (4.40) becomes

p(Zk|(Ω(φ,κ), Zk−1)

= p(Zx
k |Ω(φ,κ), Zk−1)× p(Zc

k|Ω(φ,κ), Zk−1)

=



N (ZΩ(φ,κ)

k ;hΩ(φ,κ)
(·),RΩ(φ,κ)

k )

(Vk)(Jk−φ) ,

φ = 1, · · · , Jk,

(Vk)
−Jk ,

φ = 0.

(4.41)
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Then, the prior probability of a single event presented above conditioned on measure-

ment cardinality Jk is given by

p(Ω(φ,κ), {ϕl}Ll=1|Jk, φ)

= p(Ω(φ,κ), {ϕl}Ll=1|Jk − φ, Jk)× p(Jk − φ|Jk)

=



∏L
l=1[pd(ϕl)]D(ϕl)[(1−pd(ϕl))]1−D(ϕl)µlx(ϕl)

(
∑Jk
φ=0 nφn

L
φ )Pr(·)

µc(Jk − φ),

φ = 1, · · · , Jk,

1−pd
(
∑Jk
φ=0 nφn

L
φ )Pr(·)

µc(Jk),

φ = 0,

(4.42)

with

Pr(·) = (1− pd)µc(Jk) +

Jk∑
φ=1

nφn
L
φ∑

κ=1

λ
(
{ϕl}Ll=1

)
, (4.43)

where the probability that φ =
∑L

l=1 ϕ
l out of total Jk measurements are generated

by the target with L paths is given by

λ
(
{ϕl}Ll=1

)
=

µc(Jk − φ)
L∏
l=1

[pd(ϕ
l)]D(ϕl)[(1− pd(ϕl))]1−D(ϕl)µlx(ϕ

l),
(4.44)

and D(ϕl) is a binary indicator. Here, D(ϕl) is equal to zero or unity determined by

whether or not there exist ϕl ToDs arising via path l, pd(ϕ
l) means the superposition

probability of ϕl target-originated measurements being captured through path l, pd

is the probability that the target is detected while µlx(·) and µc(·) are the probability

mass functions of the number of l-th path target-originated measurements and of

the number of clutter measurements over the whole surveillance area, respectively
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[128, 144].

4.4.4 Computational Complexity of the MP-ET-PDA

The major computational complexity of the proposed MP-ET-PDA filter arises from

the measurement-update step (4.39), where the conditional state estimate over dif-

ferent association events and the corresponding weights are calculated. Note that

the computational complexity in manipulating all these association events is deter-

mined by the number
∑Jk

φ=0 nφn
L
φ of possible association events detailed in Section

4.4.2. For example, with Jk = 6 and L = 3 in one scan, there are 4,096 association

events. The total event number increases to 1,048,576 if Jk goes to 10. Thus, in

ETT scenarios with both multipath detections and measurement-origin uncertainty,

approximation techniques must be utilized to reduce the computational load of the

algorithm. Therefore, another clustering-aided algorithm is proposed in Section 4.5

to simplify the data association problem while maintaining reasonable performance.

Average computer execution times over one frame are illustrated and compared in

Section 4.7.

4.5 Clustering-aided Data Association Algorithm

As mentioned before, the MP-ET-PDA is computationally expensive, especially when

there are more than two propagation paths at high measurement rates . With target

detections via various propagation paths, it is reasonable to assume that the mea-

surements from different measurement paths are spatially clustered. In this Section,
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a new Variational Bayesian clustering-aided data association technique is present-

ed to scenarios with dense multipath detections, reducing the computational burden

significantly while maintaining tracking accuracy compared with the MP-ET-PDA

approach proposed in Section 4.4. Since one cannot distinguish which path is used by

a certain detection before data association, we have to use original sensor measure-

ments ZkJk = [ζk1 , ζ
k
2 , ..., ζ

k
Jk

] in the clustering algorithm rather than their Cartesian

counterparts.

4.5.1 Gaussian Mixture Model

The basic idea behind the clustering method is to subdivide the detections set Zk

into Ψk mutually exclusive subsets in the measurement space. We assume that each

clustered subset follows a certain Gaussian distribution N (m̄ψ
k ,Λψ) where m̄ψ

k and

Λψ
k denote the mean and the covariance, respectively. The sensor detections can be

modeled as a mixture of Gaussian distributions, i.e.,

p(zjk) =

Ψk∑
ψ=1

$ψ
kN (ξjk|m̄

ψ
k ,Λ

ψ
k ), (4.45)

where Ψk is the total number of Gaussian component and $ψ denotes the mixing

coefficients representing the probability that the detection point zj belongs to the

ψ-th cluster while 0 ≤ $ψ
k ≤ 1 and

∑Ψk
ψ=1$

ψ
k = 1.

As introduced in Section 4.4.3, the sensor detections within one frame are all

independent from one another. Then,

log p(Zk) =

Jk∑
j=1

log

{
Ψk∑
ψ=1

$ψ
kN (ξjk|m̄

ψ
k ,Λ

ψ
k )

}
. (4.46)
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Each detection point is assigned into one cluster, and we define a 1-of-Ψk binary

indicator vector (latent variables) as

Øj
k = [øj,1k , ø

j,2
k , . . . , ø

j,Ψk
k ] (4.47)

to denote the corresponding assignment modes of the j-th sensor measurement. In

(4.47), øj,ψk equals to zero or unity, determined by whether the j-th measurement

belongs to the ψ-th cluster. The marginal distribution over Øj
k is $ψ

k = p(øj,ψk = 1)

with
∑

Øj
k = 1.

Figure 4.3: Graph model illustration of the Gaussian mixture model.

As assumed before, only one element of the indicator vector can be 1 while all

other elements are zero. Thus, the conditional probability of Ok given the mixing

coefficients, $, is given by

p(Øk|$) =

Jk∏
j=1

Ψk∏
ψ=1

($ψ
k )øj,ψk . (4.48)

Let m̄k = {m̄ψ
k }

Ψk
ψ=1, Λk = {Λψ

k }
Ψk
ψ=1. Then, the conditional probability of zjk given
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a specified latent variable Øj
k is

p(zjk|Ø
j
k, m̄k,Λk) =

Ψk∏
ψ=1

N (ξjk|m̄
ψ
k ,Λ

ψ
k )øj,ψk . (4.49)

Following the idea in [146], conjugate prior distributions over m̄, Λ and $ are

introduced to simplify the analysis. Assuming that the mixing coefficient $ follows

a Dirichlet distribution, one can therefore obtain

p($) = Dir($|ε0) =
1

V(ε0)

Ψk∏
ψ=1

($ψ
k )(ε0−1), (4.50)

where V(ε0) is the normalization variable for the Dirichlet distribution and ε0 denotes

the prior number of measurements assigned into each Gaussian mixture component

(cluster) [146]. Further, the independent Gauss-Wishart distribution is assumed to

constrain the mean m̄k and the covariance matrix Λk. Thus, we have

p(m̄k,Λk) =p(m̄ψ
k |Λ

ψ
k )p(Λψ

k )

=
Ψ∏
ψ=1

N
(
m̄ψ
k |m̄0, (π0Λψ

k )−1
)
Wd(Λ

ψ
k |w0,W0),

(4.51)

where m̄0, π0, w0 and W0 are the parameters used as priors.

From the above derivations, one can note that parameter Πk = {$k,Øk, m̄k,Λk}

governs the performance of clustering results leading to the objective conditional

distribution p(Πk|Zk), which is however intractable to evaluate directly.
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4.5.2 Gaussian Variational Approximation

The joint distribution of all the random variables including sensor detections (obser-

vations), hidden parameters and latent variables can be written as [146]

p(Zk,Øk, $, m̄k,Λk) =

p(Zk|Øk, m̄k,Λk)p(Øk|$)p($)p(m̄k|Λk)p(Λk).

(4.52)

Define distribution q(Øk) over all latent variable and hidden parameters for any ar-

bitrary function of q(Πk). Then, the log marginal probability p(Πk) can be written

again as [146]

log p(Zk) = L(q) + KL(q||p). (4.53)

The idea behind the VB-clustering is to obtain q(Πk) by maximizing the Variational

lower bound

L(q) =

∫
q(Øk) log

{
p(Zk,Øk)

q(Øk)

}
dΠk, (4.54)

or by minimizing the Kullback-Leibler (KL) divergence

KL(q||p) = −
∫ ∫

q(Πk) log

{
p(Πk|Zk)
q(Πk)

}
dΠk, (4.55)

where KL(q||p) denotes the KL divergence between q(Πk) and posterior p(Zk|Π) [146],

which implies that the maximum of L(q) can be obtained when KL(q||p) = 0.

Assume that the objective distribution can be factorized as

q(Πk) = q($k,Øk, m̄k,Λk) = q(Øk)q($k, m̄k,Λk). (4.56)
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We can further factorize q($k, m̄k,Λk) from the objective distribution as [146]

q($k, m̄k,Λk) = q($k)q(m̄k,Λk). (4.57)

Note that q(Øk), q($k) and q(m̄k,Λk) can be determined after the VB distribution

q(Πk) is optimized. The log-optimal distributions are then written as

log q∗(Øk) = E$k,m̄k,Λk {log p(Zk,Øk, $, m̄k,Λk)}+ V1,

log q∗($k, m̄k,Λk) = EØk {log p(Zk,Øk, $, m̄k,Λk)}+ V2,

(4.58)

where V1, and V2 denote normalization constants.

With the above probabilistic derivations, the parameter set Πk = {$k,Øk, m̄k,Λk}

needs to be estimated by optimizing q(Øk), q($k), and q(m̄k,Λk) given by the ob-

served data set. A recursive VB-EM approach from [146] is used to solve the above

Variational Bayesian problem. After clustering the measurement into groups with

labels, we can assume that the detections with the same label share the same source

(e.g., clutter, ToDs from the same path), leading to a much lower number of associ-

ation events compared with the one in the MP-ET-PDA filter presented in Section

4.4.

4.6 Posterior Cramér-Rao Lower Bound

In this Section, the PCRLB [147] is derived for the ETT problem with false alarms,

missed detections and multiple signal prorogation modes. The CRLB, calculated by

the inverse of the FIM, qualifies the achievable accuracy of any unbiased estimator

for a specific parameter estimation problem [82]. The PCRLB is used to evaluate the
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performance of dynamic state estimators in target tracking applications.

Let X ∗k (Zk) denote an unbiased estimate of state vector of interest Xk, which is

a function of the measurement set Zk. Then, the lower bound of the MSE matrix is

expressed as [82]

E{[X ∗k (Zk)−Xk][Xk(Zk)−Xk]′} ≥ Jk(X ), (4.59)

where E represents the expectation operation, [·]′ denotes transposition and the lower

bound Jk(X ) = I−1
k (X ) with the FIM being denoted by Ik(X ). The PCRLB and

FIM can be calculated with the following recursions [82]:

Ik+1(X ) =E{∆XkXk ln p(Zk,Xk)}

=JX(k + 1) + JZ(k + 1)

=Ω22
k − Ω12

k
′
/(Ik(X ) + Ω11

k )Ω12
k + IZ,k(X ),

(4.60)

where

Ω11
k (X ) =E

{
−∆XkXk ln p(Xk+1|Xk)

}
,

Ω12
k (X ) =E

{
−∆

Xk+1

Xk ln p(Xk+1|Xk)
}
,

Ω22
k (X ) =E

{
−∆XkXk+1

ln p(Xk+1|Xk+1)
}
,

IZ,k(X ) =E
{
−∆

Xk+1

Xk+1
ln p(Zk+1|Xk+1)

}
,

(4.61)

where ∆AB denotes the partial derivative operation over A and B.
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As we assumed in Section 4.4.3, the detections arising from the multiple propaga-

tion paths are independent of one another. Then,

IZ,k(X ) =
L∑
l=1

q∗I lZ,k(X ), (4.62)

where I lZ,k(X ) is the FIM representing the l-th measurement mode’s contribution to

the PCRLB and q∗ is the IRF qualifying the loss in information due to measurement

origin uncertainty. In RM theory, the extent state Xk is assumed to be independent

of the kinematic state xk. Therefore, we can follow the derivations in [56, 148] and

calculate the PCRLB over the target states, separately.

• Recursive calculation of the kinematic state FIM

Using the assumed motion model with zero-mean Gaussian process noise (4.6)

and letting Xk = ξk, we obtain

Ω11
k (ξ) = F̆ ′Q−1F̆ , Ω12

k (ξ) = −F̆Q−1, Ω22
k (ξ) = Q−1. (4.63)

For terrain-constrained motion model (4.6), we have

F̆ = F +G
∂w̄1

k

∂ξ1
k

, (4.64)

If only a CV motion model is used, we have F̆ = F . Further, I lZ,k(ξ) can be

calculated as [56]

I lZ,k(ξ) = γ̄lH
′(ρXk + R̂l

k)
−1H, (4.65)
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where H =

 1 0 0 0

0 0 1 0

, and R̂l
k is the Cartesian coordinate errors trans-

formed from sonar’s measurement noise using the UT technique [117].

• Recursion calculation of the extent state FIM

As in the kinetic state FIM derivations, letting Xk = Xk, we can get [56, 148]

Ωab
k (X) =



cab11,11 cab11,12 + cab11,21 cab11,22

cab12,11

+cab21,11

cab12,12 + cab12,21

+cab21,12 + cab21,21

cab12,22

+cab21,22

cab22,11 cab22,12 + cab22,21 cab22)22


, (4.66)

where

c11
ij,sm =

n̄

4

(
X−1
k,ilX

−1
k,jm +X−1

k,imX
−1
k,sj

)
,

c21
ij,sm = − n̄

4

(
X−1
k,ijX

−1
k,sm +X−1

k,jsX
−1
k,im

)
,

c12
ij,sm = c21

sm,ij,

c22
ij,sm =

n̄2

4

(
c1(n̄− d− 1)2 − 1

)
X−1
k,ijX

−1
k,sm

+ c2
n̄2

4
(n̄− d− 1)2X−1

k,isX
−1
k,jm

+ c2
n̄2

4
(n̄− d− 1)2X−1

k,sjX
−1
k,im,

(4.67)

and

I lZ,k(X) =



cl11,11 cl11,12 + cl11,21 cl11,22

cl12,11 cl12,12 + cl12,21 cl12,22

+cl21,11 +cl21,12 + cl21,22 +cl21,21

cl22,11 cl22,12 + cl22,21 cl22,22


, (4.68)
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where ĉov = (ρXk + R̂l
k)
−1, and

clij,sm = γ̄l
ρ2

4
(ĉovisĉovjm + ĉovimĉovsj) . (4.69)

In the above, the subscripts i, j, s,m are integer variables from 1 to 2.

Define amajor and aminor as the semi-major and semi-minor axes of the ellipsoidal

target, respectively. Then, the PCRLB for the ellipse axes is given by [56]

Jk(amajor) = E
′
[∂Xkamajor(Xk)] Jk(X)E

[
∂Xkamajor(Xk)

]
Jk(aminor) = E

′ [
∂Xkaminor(Xk)

]
Jk(X)E

[
∂Xkaminor(Xk)

] (4.70)

where ∂Xkamajor(Xk) and ∂Xkaminor(Xk) denote the gradients of amajor and aminor

over the elements of target extent state Xk, respectively.

4.7 Numerical Simulations

In this Section, Monte Carlo simulation experiments with 100 trials are used to eval-

uate the performances of the proposed MP-ET-PDA and MP-ET-PDA-VB-cluster

methods with an active 2D sonar in an uncertain multipath environment. The base-

line algorithm is the SP-RM-PDA [55] that assumes only a single direct path. Also,

the PCRLB provides the benchmark for quantifying the accuracy achievable by any

estimator. Two scenarios with the CV and the terrain-constrained motion models

are used to validate the proposed algorithms. The sensor detections are independent-

ly generated over 100 Monte Carlo runs performed on the same target trajectories.

Here, a scenario with underwater extended target tracking using a high-resolution
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2D sonar with only two linear propagation paths is simulated. A more complex SSP

model as in [39, 63, 149] with multipath environment can be used with the proposed

algorithms, but only with additional a priori information. The proposed approaches

can also be used for ground ETT problem in a confined space.

The sensor-to-target geometry is illustrated in Figure 4.4. A flat surface is used

and the multipath phenomenon is common with an acoustic sensor due to ocean

boundary. The direct path p1 and the single-surface-hop path p2 are assumed here.

Using a zero-gradient SSP with constant speed C, the sonar measurements can be

calculated as

θ = atan(
yTx − yRx

xTx − xRx

) + v̄θ,

`path-1 =
√
r2 + (νTx − νRx)2 + v̄1,`,

`path-2 =
√
r2 + (νTx + νRx)2 + v̄2,`

(4.71)

with r =
√

(yTx − yRx)2 + (xTx + xRx)2.

Figure 4.4: Geometry of target and sensor locations.

Scenario I: The surveillance region is limited to [0, 500]m in range and [0◦, 180◦]

in azimuth. The sensor Rx stays at ps = [0, 0,−10]m. Sensor standard errors in
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distance and azimuth are σ` = 0.1m and σθ = 0.05◦, respectively. Assume one

target Tx moves at a fixed depth −100m with a constant velocity but disturbed by

a zero-mean Gaussian process noise. Also, P0 = diag([30, 0.1, 30, , 0.1]) is used to

initialize the kinematic state. The degree of the Wishart model and the initial degree

of freedom are respectively selected as v0 = 10 and α1|0 = 10 for target extent state

initialization. The extent changing time is δt = 10s and the other parameters are

detailed in Table 4.1. Figures 4.5 and 4.6 show the scenario including the true target

trajectories and the sensor detections from one Monte Carlo trial.
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Table 4.1: Parameters in Scenario I

Parameter Value

Number of Monte Carlo runs 100

Number of frames 50

Sampling time ∆T (s) 1

Process noise σ (m/s2) 1E−2

Target depth (m) −100

Ocean surface depth (m) 0

Sensor location ps (m) [0, 0, −10]

Range error standard deviation σ` (m) 0.1

Azimuth error standard deviation σθ (degree) 0.05

Number of paths L 2

Target-originated measurement rate γl [2, 2]

Surveillance region volume V [0◦, 180◦]× [0m, 500m]

Expected number of false alarms per scan 10

pld for each propagation model [0.98, 0.98]

Semi-major and semi-minor axes of target (m) [3, 1.5]
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Figure 4.5: Target trajectory (Scenario I).
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Figure 4.6: Sensor detections with multipath ET phenomenon (Scenario I).

Figures 4.7–4.8 show the Root Mean Square Error (RMSE) of the state esti-

mates in position and target extent, respectively. The proposed MP-ET-PDA filter

and the MP-ET-PDA-VB algorithms both outperform the standard SP-RM-PDA

[55]. Instead of treating the multipath detections as false alarms or ignoring them

as in conventional trackers, the correct likelihood function and a consistent covari-

ance are calculated in the proposed algorithms by taking advantage of the potential
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information in the multipath detections, which results in the better performance by

the proposed algorithm. In contrast, by assuming only a single path (p1), the SP-

RM-PDA algorithm implies that the detections arising from the other path (p2) are

state-dependent clutter, which degrades the performance of that tracker. Thus, the

SP-RM-PDA algorithm cannot counter the effects of the detections via path p2. The

PCRLB for the extended target tracking problem with multipath detections is used to

verify the performance of the proposed algorithms. Note in Figures 4.7–4.8 that the

RMSE values obtained by the MP-ETT-PDA filter follow the PCRLB well, demon-

strating the efficiency of the proposed tracker. Also, the percentage of broken tracks

by the MP-ETT-PDA filter is less than 1.5% (see Table 4.4). One can also note the

gap between the RMSE values of the MP-ET-PDA-VB algorithm and those of the

MP-ETT-PDA filter because of potential information loss due to clustering, which is

a trade-off in trying to reduce the combinational complexity. As can be seen from

Table 4.4, the percentage of validated tracks by the MP-ET-PDA-VB is only 3% per-

cent higher than that of SP-RM-PDA, but the RMSE values of the MP-ET-PDA-VB

algorithm is at least 80% less that that of the SP-RM-PDA method.
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Figure 4.7: Position RMS errors (Scenario I).
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Figure 4.8: RMS errors in ellipse semi-axes (Scenario I).

Scenario II: The surveillance region is [90◦, 270◦]× [0, 500]m in polar coordinates,

and the sensor is deployed at ps = [−70, 55,−3]m. One target moves at a fixed depth

of −100m but constrained by the river banks towards a certain destination along the

terrain and avoids colliding with the boundaries. The same covariance matrix P0 from

Scenario I and the newly-added terrain information are used in the track initialization.
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The parameters used in the scenario are listed in Table 4.2, and the other parameters

are the same as those in Scenario I. Figures 4.9–4.10 show the scenario including the

river influenced terrain, target’s destination, ground truth and the sensor detections

from one Monte Carlo trial.

Table 4.2: Parameters in Scenario II

Parameter Value

Process noise σ (m/s2) 1E−3

Sensor location ps (m) [−70, 55, −3]

Surveillance region volume V [90◦, 270◦]× [0m, 500m]

Target mass (kg) 80

Relaxation time τ (s) 1∆T

Intended destination (m) [−70, 55]

Desired Speed v̄ (m/s) 2.25

Force magnitude parameters %a, %r (N) [75, 75]

Range parameter b of the force (m) 10

Radius influence parameter r of target (m) 3
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Figure 4.9: Target trajectory (Scenario II).
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Figure 4.10: Sensor detections with multipath ET phenomenon (Scenario II).

Figures 4.11–4.12 show the RMSE of position and target extent state estimates,

respectively. Note that MP-ET-PDA and MP-ET-PDA-VB perform better than the

standard SP-RM-PDA [55] as in Scenario I by incorporating multipath detections

from an extended target. Due to including the local terrain information in these filters,

the performances of MP-ET-PDA, MP-ET-PDA-VB and SP-RM-PDA are better
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than those of MP-ET-PDA-CV and MP-ET-PDA-VB-CV that assume a constant

velocity model. In Table 4.4, one can note that the broken track rate of MP-ET-

PDA is less than 1% while that of MP-ET-PDA-VB is also reduced to 3.5%. Due to

using a mismatched motion model, although the extent estimates of MP-ET-PDA-

CV are very poor, it yields reasonable position estimates. The MP-ET-PDA-VB-CV

performs poorly both in terms of RMSE and rate of broken tracks.

The simulations are implemented in MATLAB® 2016b on an Intel(R) Core(TM)

i7 CPU with 32 GB RAM with parallel computing techniques being used for loop-

s in implementing both SP-RM-PDA and the proposed MP-ET-PDA algorithms.

By using a clustering-aided data association technique, the computational load of

MP-ET-PDA-VB is reduced compared with that of MP-ET-PDA while maintaining

acceptable tracking performance in both two scenarios. Also, note that the computa-

tional complexities of all three algorithms (namely, MP-ET-PDA, MP-ET-PDA-VB

and SP-RM-PDA) in Scenario II are higher than the corresponding values in Sce-

nario I due to the cost of processing the new terrain-constrained model. Compared

with the original MP-ET-PDA, the MP-ET-PDA-VB algorithm is able to provide

significantly faster processing capability with application to practical scenarios. Also

note that the proposed MP-ET-PDA-VB beats the SP-RM-PDA not only in terms

of RMSE and rejection of broken track rate but also in terms of computing times.

By comparing the RMSE values of position estimates and physical extent estimates

in both scenarios, one can see that the RMSE values of target extent do not follow

the trend of the PCRLB (cf. position estimates and corresponding PCRLB values),

which is in accordance with the observation that a better estimator is required for

extent state estimates [56].
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Figure 4.11: Position RMS errors (Scenario II).
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Table 4.3: Average processing times over one scan from 100 Monte Carlo trials

Method Scenario I Scenario II

MP-ET-PDA 2.52s 2.77s

MP-ET-PDA-VB 0.014s 0.027s

SP-RM-PDA 0.03s 0.07s

MP-ET-PDA-VB-CV – 0.008s

MP-ET-PDA-CV – 0.918s

Table 4.4: Percentages of validated tracks from 100 Monte Carlo trials

Method Scenario I Scenario II

MP-ET-PDA 98% 99%

MP-ET-PDA-VB 87% 96%

SP-RM-PDA 84% 96%

MP-ET-PDA-CV – 65%

MP-ET-PDA-VB-CV – 21%

4.8 Conclusions

In this paper, a new algorithm (MP-ET-PDA) was proposed to track elliptical ex-

tended targets in a multipath environment with measurement-origin uncertainty. To

handle the combinatorial complexity in the MP-ET-PDA filter, a simplified real-

time capable algorithm (MP-ET-PDA-VB) aided by a clustering method was also

presented. In both MP-ET-PDA and MP-ET-PDA-VB, the association events were

formed considering the existence of multipath detections from an extended target and
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measurement-origin uncertainty, and the conditional target state was updated based

on all the state estimates given by each event and the corresponding probability.

For the scenarios with terrain information, a new social force-based motion model,

named TCMM, was presented to calculate the likelihood function in the prediction

step of the recursive filter by including the interactions between the target and the

terrain boundary. The proposed algorithms were validated and evaluated through

simulations and compared with the benchmark PCRLB.
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Chapter 5

Conclusions

5.1 Research Summary

5.1.1 List of Contributions

The contributions of this thesis are listed as follows:

1) Developing an iterated underwater target detection method that can handle

acoustic bending channel affected by uncertain oceanographical factors (i.e.,

sound speed profile), multipath detection and heavy clutter using active sonar.

2) Developing a computationally efficient optimization solution combining the grid

search and particle swarm optimization to deal with the high computational cost

optimization problem with many local optima.

3) Deriving the CRLB for the underwater target detection problem in an uncertain

multipath environment.
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4) Formulating a novel dynamic motion model for a diver affected by closed divers

and water flow.

5) Developing an algorithm to solve the multiple divers tracking problem with

complex motion model and unknown structured clutter density.

6) Deriving the PCRLB for the multiple divers tracking problem with independent

motion model in a clutter environment.

7) Developing an algorithm to solve the extended target tracking problem in mul-

tipath clutter environment that can jointly estimate the target state and target

extent.

8) Deriving the PCRLB for the extended target tracking problem with multipath

detections in a clutter environment.

5.2 Future Work

There are few open problems that can be considered for future research as extensions

to the work in this thesis. In Chapter 2, the proposed IMP-ML-PDA handles the

target detection problem in a complex environment at the expense of high compu-

tational load. Parallel implementations of the IMP-ML-PDA can be a developed to

reduce the computing time in future work. In Chapters 2 and 3, the uncertainty aris-

ing from the environment are considered. A deep learning method can be utilized to

extract the features of the environment in advance to help improve the performance

of the existing trackers dealing with the complex environment. In Chapter 4, instead

of assuming a target with a simple elliptical shape in 2D, a more complex model can
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be used and integrated into the trackers to track targets of complex shapes in 3D.
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[140] C. Veibäck, G. Hendeby, and F. Gustafsson, “Tracking of dolphins in a basin

using a constrained motion model,” in 18th International Conference on Infor-

mation Fusion, Washington, DC, United States, July 2015, pp. 1330–1337.

[141] K. Granström, A. Natale, P. Braca, G. Ludeno, and F. Serafino, “Gamma

Gaussian inverse Wishart probability hypothesis density for extended target

tracking using X-band marine radar data,” IEEE Transactions on Geoscience

and Remote Sensing, vol. 53, no. 12, pp. 6617–6631, December 2015.

[142] A. K. Gupta and D. K. Nagar, Matrix Variate Distributions. London, United

Kingdom: Chapman and Hall/CRC, 1999.

[143] F. Lian, C.-Z. Han, W.-F. Liu, X.-X. Yan, and H.-Y. Zhou, “Sequential Monte

Carlo implementation and state extraction of the group probability hypothe-

sis density filter for partly unresolvable group targets-tracking problem,” IET

Radar, Sonar Navigation, vol. 4, no. 5, pp. 685–702, October 2010.

[144] T. Kirubarajan and Y. Bar-Shalom, “Probabilistic data association techniques

for target tracking in clutter,” Proceedings of the IEEE, vol. 92, no. 3, pp.

536–557, March 2004.

[145] T. Kirubarajan and Y. Bar-Shalom, “Low observable target motion analysis

using amplitude information,” IEEE Transactions on Aerospace and Electronic

Systems, vol. 32, no. 4, pp. 1367–1384, October 1996.

167



Ph.D. Thesis - Ben Liu McMaster University - Electrical & Computer Engineering

[146] C. M. Bishop, Pattern Recognition and Machine Learning (Information Science

and Statistics). Berlin, Heidelberg: Springer-Verlag, 2006.

[147] P. Tichavsky, C. H. Muravchik, and A. Nehorai, “Posterior Cramér-Rao bounds

for discrete-time nonlinear filtering,” IEEE Transactions on Signal Processing,

vol. 46, no. 5, pp. 1386–1396, May 1998.
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