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CHAPTER I

INTRODUCTION

1.1 The Application of Vacuum in Metallurgical Processes

The concept of utilizing vacuum techniques in the treatment 

of metals is not a new one. The first United States patent for a 

vacuum furnace was received in 1873, however, it is only in the past 

decade or so that any significant progress has been made.

While there are certainly numerous individual reasons for 

applying vacuum processes in metallurgy, they may be categorized into 

three general groups:

1.1 (i) The Protective Nature of Vacuum

Heat treatment operations such as annealing, hardening and 

tempering, carried out in vacuum,result in no carbon reduction, and 

also result in bright finishes with no surface contamination. Heat

treating in vacuum applies only to alloys with relatively low vapor

pressures, such as steels. Alloys of Al, Zn, Mg and Pb with high

vapor pressures would evaporate quickly as is experienced with the 

35 x osevere dezincification of a 70 - JO brass , at approximately 600 C.

1.1 (ii) The Production of Gas Free Alloys

Degassification of metallic components is quite important,

for the gas content of many alloys is often responsible for poor

mechanical properties. The elimination of soluble gases under vacuum

1

, tri



2

has been shown to have remarkable beneficial effects on the mechanical 
36 42properties of certain alloys! *

The working pressures in these vacuum systems are often less 

than th® dissociation pressures of iron nitrides and hydrides, thus pre­

venting their formation, and avoiding detrimental inclusions,

1.1 (iii) Separation Properties

One of the most important properties inherent in vacuum tech­

nique is the enhancement of the separation of two or more components.

Vacuum distillation is widely used in chemical engineering as a means of
ci

separating many organic substances (vitamins from animal and fish oiv^) 

which if heated to temperatures even approaching their normal boiling 

points, results in thermal decomposition. The application of vacuum per' 

mits the process to operate at a lower temperature, without fear of 

decomposition, and with a net increase in the rate of evaporation to 

allow separation in a reasonable length of time.

In considering distillation as a means of separating metallic 

components, it is obvious that it is impossible to operate at tempera­

tures necessary to effect evaporation (for iron the boiling point is 

274O°C). However, at low temperatures in the neighbourhood of th® 

melting point (1539°C for iron) the net rate of evaporation is increased 

sufficiently to allow separation, if the system is operated under

vacuum.
I .

As in the separation of organic substances, metallic compo — 

nents also must have a significant difference in volatility before

- * f

* I ♦

• •• J . 4t<
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distillation can be considered as separation technique.

Olette has considered the distillation of Mn, Cu, Sn, Si, S, 
40As, P from iron, and Spendlove discusses the distillation of Cd, Zn,

Kg, Te, Bi, and Sb from tin and lead, and the vacuum leaching of Al from 

Al —Si alloys with high vapour pressure Zn.

1.2 The Scope of the Present Work

A natural sequel to the considerations discussed in section 1.1 

Ciii) is the determination of the kinetics of the evaporation process.

It is the purpose of this thesis to study the evaporation of manganese 

from iron to elucidate the nature of its removal. The evaporation of 

manganese is postulated to oecur by a first order reaction. Reaction 

rate constants have been determined in a temperature range 132O°C to 

l8lO°C and have been plotted according to the Arrenhius relationship in 

order to determine the activation energy of the process. The results of 

the evaporation experiments are discussed thoroughly in terms of evapora­

tion (surface) control and diffusion control.

I,
l
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A Theoretical Analysis of Rate of Evaporation for Single

Component Systems

2.1 Ci) Knudsen Maximum Rate Equation

The maximum evaporation rate from a liquid or a solid has been

1 2 expressed by Knudsen , utilizing the kinetic theory of gases . The phe­

nomenon of evaporation is similar for liquid metals as for ordinary 

liquids, with perhaps one reservation. When considering evaporation 

from s metal, one usually regards the evaporation as a surface phenomenon 

since the hydrostatic pressure ie so great, even at very low depths, that 

the vapour tension of most metal vapours is never large enough for bubble

formation to occur.
■ ji-

Fro® the kinetic theory of gases, the number of molecules v

striking a unit area of surface per unit time is given by,
NCV s ***»

where N is the number of molecules per unit volume, C is the mean velocity

of the molecules and m is the mass per molecule. Then,
PCraw ss s W«i max

Where P is the density of the vapour and io the maximum number of

molecules striking a surface of a substance per unit time when in equili­

brium with its vapour. i ,
Hp

Also, P at ST from the ideal gas equation.
O' .Where p is the saturation pressure of the vapour, M is the molecular

1 7
4
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weight of the vapour, R is the gas constant and T is the absolute 

temperature.

Also, C

CD

equation (Ij represents the ■ RiMfl MMftM* of molecules 

striking a surface at a constant temperature and pressure, hexxce at 

equilibrium this must equal the maximum number of molecules able to 

leave or evaporate from a surface.

la actual fact, for real gases, fugaoitie® should be used

instead of pressures, but at low pressures such as those used in

evaporation studies, it can be shown that the fugacity and pressure 
43are approximately equivalent .

2.1 (ii) sffuct of ■esidual measure on the ■'•.axiiaum tata

of Svapuration *

equation (1) represents tbs maximum rate of evaporation,

tout is the rate of evaporation into a perfect vacuum, if, however,

the pressure above the evaporating surface has an absolute value p,

due either to liigh evaporation fluxes, or to a residual gas pressure,

the maximum rate is then reduced to,
« « (p° - p) r M* C2)

Al 2xRT

51
Ilschner and Humbert , studying the rate of evaporation of
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pure liquid silver and aluminuiB, using different residual pressures of 

argon, found that in the low pressure range, the rate was independent 

of pressure. For liquid silver the constant rat® range was 0 to 1,000

microns and for aluminum it was 0 to 100 microns of mercury.
AOSpendlove'' determined the effect of pressure on the rate of 

evaporation of sine at constant power input. The results show the rate 

of evaporation is largely independent of pressure until 100 microns 

pressure is reached when the power input is 1.2 kilowatts, (figure 3,1)

2.1 (iii) ‘Hie. Rate of Evaporation bean than the Maximum Rate

In experimental work, it has been found that the experimental 

evaporation rate for some materials under vacuum is often less than the 

maximum evaporation rate calculated from equation (2). This observation 

results in the necessary introduction of an unknown factor a, referred 

to as the evaporation coefficient, such that,
«-«<p° - p> 73 t3>

3
According to Wyllie, there are three means of accounting for 

these apparent discrepancies:

(a) A molecule arriving at the liquid surface, from the vapour, 

can possibly b© reflected rather than condensed,

(b) Molecules that do condense may do so in a different confi­

guration from that of the underlying substance (applicable 

to solid® only).

(c) The molecular species involved may be wrongly identified.

With reference to liquids, the first possibility is the most

probable

. a A

http:account.i.ng
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In a recent compilation, Hirth and Pound report that simply 

bonded liquids of spherically symmetrical molecules, which evaporate 

or condense as single atoms, should exhibit no surface constraints and 

should follow the maximum evaporation rate deduced by Knudsen, that is 

where the evaporation coefficient a = 1.
5

This assertion has been verified experimentally by Knudsen 
6who found a = 1 for clean liquid mercury. Neumann and Schmoll , 

studying the evaporation of liquid potassium, determined a ?s 1.
7

Volmer and Estermann repeating the work of Knudsen, verified that
8a » 1 for liquid mercury. Holden et al determined a = 1 for liquid

beryllium. In a more recent work, ward10 found a » 1 for liquid iron.

Knacke and Stranski11 report results performed on solid metal films of 
q

copper, silver and cadmium, showing that « = 1. Alty and MacKay , 

studying metallic systems report a = 1 for carbon tetrachloride 

(CCljJ , which is a spherically symmetrical molecule, like the metallic 

molecules or uniatoms.

2.2 (i) Maximum Rate of Evaporation from Classical Chemical

Kinetics

Penner1*5 approaches the overall evaporation flux from

another direction, that of classical chemical kinetics. If the rate

of loss of molecules from a given volume V, — dMv/dt, is proportional

to the number of molecules, Ms, in the liquid surface at time t, then,

— dMv ’» kite (4)
. • dt

where k is the specific evaporation constant.

Equation (4) leads to,
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W s k P/n1^ (5)

where P is the density of the evaporating species, n is the number of 

molecules per unit volume and W is the rate of evaporation per unit area.

The rate constant k is written in the Arrenhius form as a 

function of temperaturej

k = A exp (- AEv/RT) (6)

where ASv is the activation energy for evaporation and A is a frequency

factor.

Equations (5) and (6) lead to:

W = P exp (- AHv/RT) (?)
or,

W a Pg (>(Z2xRT)1/Z2 [2 l/2n ® (v^v)1^ (8)

where e is the base of the natural logarithm, p^ is the vapor pressure, V

is the volume per molecule in the liquid state, AHv is the heat of vapori- 

19zation and is the free volume defined by Kincaid and Byring , which is 

discussed in a later section.

Equation (8) is seen to be quite similar to Knudsen’s equation 

(1) for maximum evaporation, except for the bracketed term. At room tem­

perature the bracketed term tends to unity, and the Knudsen equation is 

obeyed. However, at higher temperature, V^/V varies with temperature and 

equation (8) and equation (1) no longer have the same dependence cn tem­

perature and hence are no longer equivalent. Utilizing the classical

theory of unimolecular reactions yields an expression which is equivalent
■ *,

to Knudsen’s equation at any temperature. This analysis yields an 

expression:

b
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W = 2e p° (M/2KRT)1/2 (8a)

which is Knudsen’s equation multiplied by a factor (2e).

2.2 (ii) Maximum Rate of Evaporation from Droplets
23Penner investigated the evaporation from droplets, with 

respect to Knudsen’s modified maximum rate equation for spherical

droplets:

- dr g p° [ M (9)
dt PL J 2«RT '

where r is the radius of the droplet, p° is the vapour pressure of the 

liquid and PL is the liquid density.

In terras of the classical chemical kinetics discussed in the

previous section, the maximum rate of evaporation may be written as:

- dr = e I ajv 0 exp (- AHv/RT) (10) 
dt J ST y

where e is the base of the natural logarithm, Y is the ratio of the 

specific heat at constant pressure over the specific heat at constant 

volume and U is the velocity of sound in the liquid.

In almost every case compared, the value of the rate of eva­

poration determined by equation (10) was less than that determined from 

equation (9). In general, however, the agreement was reasonable except 

for the highly associated liquids like water, methanol and ethanol.

The agreement for long chain hydrocarbons became less with increasing 

chain length from n-pentane to n—octane.

It is not too surprising that associated molecules and long 

chain hydrocarbons do not yield the rate predicted by the Knudsen

i

. a.-*
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equation, since equation (10) was derived assuming all the molecules were 

free spheres,'

2,3 Maximum Rate of Evaporation from the Theory of Absolute Rates

Apart from the simple kinetic approach to overall evaporation

fluxes, which obviously deserve merit, there has been a movement towards

developing a mechanistic expression for evaporation. This development 
4has been expressed by Hirth and Pound utilizing the theory of absolute 

12rates. This approach describes the probability of an atom evaporating, 

as a function of a frequency of decomposition (atoms or molecules decay­

ing from liquid state to gas state) v* and the concentration of atoms 

in the activated state M , The overall evaporation is then given by:

W = v*M* (11)

= v* M exp (— AG*/kT) (12)

but, AG*= AH*- TAG* (13)

* *therefore, W = v M exp (AS /k) exp (— AH /kT) (14)©

The entropy term is made up of several terras, such as those 

due to rotational, vibrational and translational energies; expressing 

each in terms of its partition function:

» ' * Hs 4 fvib frot <15>

^tr ^vib ^rot

where M is the concentration of atoms in the normal surface state, f s *
and f are the partition functions for activated and ground states

* *
respectively, AG is the Gibbs free energy of activation and AH is 

the activation enthalpy.

’ z

' ■ , ■ 0;
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13—1?Although this approach has been followed by several authors,

the differences lie in the various interpretations of v* and f . Mirth
ii

and Pound maintain that the present state of knowledge justifies only 
1?

a very simple interpretation of the activated state. Gladstone et al

factor out the translational degree of freedom from the activated state 
* 18b, factoring it. partition function f^. Sect and Zener, in order to 

balance the degrees of freedom in the normal state, factor the vibra­

tional partition function in the direction of activation,

Therefore, W « v*M exp (- AG*1AT) (16)

vib
where is the Gibbs free energy change with a degree of freedom

missing from each state.

From the defining equations for ftr and f equation (16) be

written:
W.» M w exp (- AG AT) $

where.
ta g kl 

h
exp (- g)

Cl?)

(18)

where k ie Boltzmann’s constant, h is Planck’s constant and v is the 

vibrational frequency in the normal state.

Thus the overall evaporation flux at steady state will be:

W£Ma U) exp (- Z&VkT) = (19)
® r2xRT

2.*t The Accommodation ‘-oefficient

As mentioned previously, it has been found experimentally in

many cases, that the actual rate of evaporation is somewhat less than

. S'i



12

that predicted by the Knudsen equation for maximum evaporation. In some

cases the experimental value is considerably less than the predicted

value. This deviation fro® ideality has necessitated the introduction

of a coefficient, known simultaneously aa the evaporation coefficient,

(a 5. the condensation coefficient (a ) and the aecosn.odation coefficient. 
V c

Depending on whether condensation or evaporation is occurring, the suit­

able coefficient is used. The present work deals mainly with evaporation 

I • - . ||mI «V*l»ara1 hK • ■ ■ ent a , will be used. ,

2,4 (i) Definition

The evaporation coefficient has been defined in several

ways:

1) The fraction of atoms striking a liquid or solid surface,

which condense. Conversely (1-a) is the fraction of atoms 

returning to the vapour.

2} The effective surface area available for evaporation.

3) The experimentally determined rate of evaporation over th©

theoretical rate for evaporation into a perfect vacuum.

2,4 (ii) experimental Results

Values of a <1 have been observed for several pol.-ir com-
20pounds, as listed in table I, Spingler, investigating th® evapora­

tion of ammonium chloride (NH^Cl) determined «v to vary between 1/34C

and 1/2,560, decreasing with increasing temperature, Melville and
21Gray report the evaporation coefficient of red phosphorus as being 

between 10 ? and 10 For this latter case, Stranski and Wolff^

. S’*

http:dat.i.on
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show that the very low value observed is due to the molecular species 

taking part in the evaporation and condensation, than phosphorus and 

arsenic evaporate, they do so aa diatomic molecules and A®^, how — 

ever, the equilibrium vapour consists of P,( and Ab^. '"lie emission of 

or As^ requires an energy equal to the heat of evaporation X. The 

emission of 2$^ and 2Ab2 requires an energy of CX * &} where ft is the 

heat required for dissociation, and is large. The energy required to 

evaporate one molecule is therefore 1/2 (X «• ft} which is such greater

than that anticipated, thus accounting for the low results.

For the present time it will be assumed that all the re­

sults presented in Table 1 show that the evaporation coefficient is 

lees than one for the specie® mentioned, ignoring the effect of 

experimental errors such as errors in surface temperature measurement 

or surface contamination, which will be discussed in a later section.

A

2.4 (iii) Tentative explanation, for -ccoTOodation Coefficient

Leos than Ona z

From the experimental results it is obvious that when a 

was observed to b© unity, the molecular apeciee were generally 

spherically -•y-.’:i3tric..i, efellm .".on a< 1 the units involved were 

not spherically symmetrical.

In systems where the molecular species is non - symmetrical 

and where aosociation can occur, it is easy to imagine certain re­

strictions or constraints occurring in the liquid state. The most
* . •

obvious restriction would be rotational, thus the rotational degree 

of freedom in the liquid state (not in the vapour} would experience

■ a-»

http:evaporati.on
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constraints
19Kincaid and Syring introduce the concepts of ’’free volumes” 

and ’’free angle ratios'* to elucidate the abnormalities occurring in 

associated liquids. They apply the notion of restricted rotation of

associated molecules to account for abnormalities observed in thermal 

heat conductivities, heat capacities and dielectric constants.

A liquid is treated as being composed of individual molecule® 

or atoms which move in a volume V*, defined a© the free volume, in a 

potential field due to its neighbour®. The volume V is the total 

volume of the liquid divided by the number of molecules, and ie re­

lated to Vj. by:

Vf - C3 (V^3 -d}3 (19a)

where d in the molecular disaster

C is a term characteristic of the type of packing

The free angle ratio, S, is defined as the ratio of the par­

tition function® for restricted rotation in the liquid phase and for 

free rotation in the vapour phase. For water and methanol the ob­

served abnormalities cannot be explained by the free volume alone, 

which ie noraal, but rather by the product bV^, which is abnormal, 

thus pointing out the effect of restricted rotation in the liquid.

■iyllie, in hia evaporation studies, found a very close

. »•«
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correlation between the evaporation coefficient and the free angle ratio 

for benzene, carbon tetrachloride and highly associated liquids (Table I). 

Chloroform (CliCl^J was the only discrepancy, but this was to he expected, 

for although CBCl^ is highly polar, it does not form hydrogen bonds.

These results are interpreted in terms of the structure of the surface 

of liquids, which yllie reasons can. he compared, locally at least, to 

that of a solid bound on one side by a layer of freely rotating molecules.

2.4 (iv) Correlation between ; ccoesraodatioa. Coefficient and the

Free Angle .■.■atlo
h 15

Birth and Pound and Penner , apply the theory of absolute 

reaction rates to explain some of the abnormalities observed with polar 

liquids. Since rotational restrictions occur in the liquid state, the

rotational partition functions for the activated and restricted states,
A

_ ... ua " .-J?.., i , ,
*

-to ; '
fvib frot (20)

*11• J ~ ' i-; -.t : -i

freedom removed.

From equation (15), this can be expanded to:

• = M £ ,s rot 
frot

exp (- . Z/k?) (21)

Shen considering condensation of a polar molecule, it Is 

obvious that in order to condents, the molecule asuat be in the proper 

orientation, otherwise, it will be repelled, thus the overall

http:over<!~.ll
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(22)

condensation flux (Wc) can be written:

»>C a frot
frot

/—2LV1

.H.r. is U. rotsuossi function in the ..pour.

The total flux under non—equilibrium conditions is(equation (2))

» “ 1 
(fmT>

(p’-piJ" (25)

fro® equation (25) it is seen that:

“v " “c ’ (frot 1 
<frot.>

There exist two possibilities arising fro® equation (24):

1) The rotational degrees of freedom are activated in the activated

state, that is, there is no constraint due to rotational hindrance,
* .

(24)

thus frot rot. or:

(25)

as is the case for spherically symmetrical molecules.

2) The rotational degrees of freedom are not activated in the acti­

vated state, that i®,there are constraints on the system due to

rotational hindrance, thus f . » f . which means that;’ rot rot
Orot

v U V

: U v refer to tie liquid and VapOUT ran a.;,.v?i< 

19which according to the definition of Kincaid and Syring in th®

free angle ratio, thus: • I ,
(26)

•yllie" mentions the possibility of an adsorbed surface layer 

being important, resulting in a two step mechanism:

. a.-v

a a a a 1 ¥ C

H

a x a « <j < 1 
v C
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Liquid Adsorbed Layer
t

, , . 1 '? | MV

(27)

(28)

Combining (27) and (28) Hirth and round determine(from the kinetic solutions) 

av • • l/[l j/.i ex? {O n* , r1iolo - ,i.'*,iAT)2(a9)

.here is present due to the prohsbllity of «n adsorption hole

being available on the surface for adsorption to occur. The results of 

part I of table I agree with equation (29) except for the case of benzene,

2,4 (v) Other Interpretations of the Accommodation Coefficient

(a) Kirkwood believes that the free volume theory used in the 

preceding derivations, which assumed that each molecule exhibited 

gaa —like thermal motion, surrounded by the force —fields of its
it-

neighbours, might be replaced by a more exact treatment,

(b) The experimentally determined evaporation coefficient for water
26

varied so greatly fro® that predicted by Knudson, that type was 

prompted to investigate the system. He suggests that hydrogen 

bonds exist throughout the water and hence results in a pauedo- 

crystalline solid, making the Polanyi — igner theory of escape 

of molecules from the surface of a solid applicable,

(c) Another Investigation by Kwiok*" presents the evaporation

phenomenon by means of a pimple kinetic model, which he doss not
-

intend to take into account the restriction© due to rotation hind­

rances of associated molecules. He expresses the condensation and
I

evaporation limits as a function of the accommodation coefficient a.

http:detl:frmin.ed
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2.5 Factors Affecting the Accommodation Coefficient

2.5 (1) Contamination Effects on Accommodation Coefficient

It has been shown for clean liquid metals that the evaporation 

coefficient is unity. However, Knudsen found that for his mercury ex­

periments, any slight surface contamination resulting from a poor vacuum, 

reduced the evaporation coefficient by a factor as great as 1,000. Hick— 

man and Torpey"^ found for still water, that the evaporation coefficient 

varied from 0.001 to 0.02, depending on the degree of purity.

2.5 (ii) Surface Temperature Effects on Accommodation Coefficient

It is apparent in evaporation studies that the surface tempera­

ture of an evaporating liquid can be below that of the bulk liquid, due 

to the loss of heat required for evaporation. This phenomenon is more 

likely to occur where large evaporation fluxes are predominant, or where

a liquid has a low thermal conductivity. Surface cooling has been noted
28 22by Bradley* and Littlewood and Hideal in the study of long chain

50hydrocarbons, and by Spendlove during the rapid evaporation of zinc 

from unstirred melts.

Failure to take surface temperature lowering into account will 

necessarily result in a lowering or an apparent lowering of the evapora­

tion coefficient.

2.5 (iii) Variation of Accommodation Coefficient with Temperature
24Stranski and Wolff, in questioning the application of Knudsen’s

equation, to all forms of evaporation, suggest that it is wrong to assume
*

that the evaporation coefficient is always constant. They suggest a 

temperature dependence of the type:
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se a exp ( — ‘^kT) (JO)

where BK is an excitation energy of condensation.

A precise relationship between the accommodation coefficient

and temperature is not known. Experimental results have shown a strong

dependence of tX on temperature, and yet other results illustrate no 

20temperature dependence. Spingler, investigating the evaporation of

ammonium chloride determined that the accommodation coefficient de­

creased with increasing temperature, from 1/ at ll8°C to 1/2,5^0 

at 221 G. Melville and Gray's measurements on the evaporation of red 

phosphorus displayed th® same temperature dependence, with the accommo­

dation coefficient varying from 10 at J05°C to 10~^at 4O8°C. Benns- 

witz experimented on the evaporation of cadmium and found the accommo­

dation coefficient independent of temperature, having a value of unity

over the range 198 to 2J4°G, In their work on liquid mercury, Volmer 

7and fistermann determined the accommodation coefficient to be unity 
o obetween 0 C and 50 C, on the other hand, in studying the evaporation 

of solid mercury from -39°C to — 64°C, they found a steady decrease from 

unity to O.85.

From the limited experimental data available it is somewhat

difficult to determine the actual dependence of the accommodation coef - 

ficient on temperature. If any dependence at all is present, it would 

seem to favour a decrease of a with increasing temperature. This

dependence of a on temperature is valid for solids, since the desorption
- » .

rate increases faster than the surface diffusion rate as the temperature 

increases, resulting in reflection rather than nucleation.

. S-t
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2.6 Validity of the a - fe Relationship

Two schools of thought exist as to the validity of equation 

(26). The first group, and the majority, believe that sufficient ex­

perimental data has been accumulated to confirm the theory that in some 

liquids, internal constraints do exist, which hinder their evaporation 

rates. The second opinion is that the apparent agreement between the 

accommodation coefficient and the free angle ratio is more or less for­

tuitous and any apparent decrease in the accommodation coefficient from

unity is explained logically by errors in surface temperature measurement 

(Littlewood and RidealcC believe this to be true) and/°r by the presence 

of impurities.

The primary motive for acknowledging the validity of equation 

(26) is the obvious agreement between the accommodation coefficient and 

the free angle ratio as seen from table I. In order to discount the 

postulation that a reduction in the accommodation coefficient is due to

a reduction in the surface temperature, caused by surface cooling, Alty
9and MacKay measured the thermal accommodation coefficient,a T , for 

free evaporation of water, where:

(51)

where Tv is the r.m.s. temperature of the evaporating vapour and Ts is 

the temperature of the substrate.

If the accommodation coefficient is less than unity only be­

cause of surface temperature lowering, it is obvious that the thermal 

accommodation coefficient defined by equation (Jl) must also be less 

than unity. Alty and MacKay determined the thermal accommodation

r
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coefficient for water to be unity, while the accommodation coefficient 

was determined to be O.CW. This experiment thus eliminates surface 

cooling as the primary reason for observed accommodation coefficients 

less than unity for water.

The results in part I of table I show experimental values

of the accommodation coefficient of glycerol and water to be 0,05 and

0.02 respectively. Part II of table I, however, show for the same to

systems that the accommodation coefficients are 1 and O.^» Hickman and 

35Torpey conclude that the accommodation coefficients for high purity 

glycerol and water, and consequently all the compounds in table I are 

actually unity and any discrepancy may be rationalized by the presence 

of impurities.

Hirth and Pound, however, do not agree that surface contamina 

tion is responsible for a lowering of the accomodation coefficient.

They note that in the experiments where low values of accommodation 

coefficients were determined (for glycerol and water) the evaporation 

took place from stationary surfaces, whereas in the cases where the 

accommodation coefficients approached unity, the evaporation took place 

from a rapidly moving, turbulent stream. The argument put forth is 

that the high turbulence created in the stream is sufficient to con­

tinuously disrupt the liquid — vapour interface and hence disrupt the 

surface dipole. Also, in such a turbulent stream, the actual evapora­

ting surface area could conceivably be somewhat greater than that cal­

culated, resulting in an apparent increase in the accommodation coef-
» -

ficient.

b
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2,7 Variations from Theory

From the experimental data available, it is seen from part III

table I that the only apparent discrepancies with the theories of eva­

poration occur in the experimental accommodation coefficients for the 

long chain hydrocarbons. Although they are polar, and non — symmetrical 

the experimental accommodation coefficients are equal to unity (cupric 

acid, tetradecanol and dodecanol have accommodation coefficients less

than unity due to surface cooling), showing disagreement with the theory. 
17Eyring concludes that in long chain or large planar molecules, the 

rotational degrees of freedom in the activated state are activated, hence 

they exhibit no constraints and should follow the evaporation kinetics of 

equation (25).

> * .I

1
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B Theoretical Analysis of Rate of Evaporation for

Multi— Component Systems

In metallurgy, vacuum is used as a refining and separation

technique and thus it is necessary to know the relative volatilities of 

various metallic components. From the relative volatilities, the rates 

of evaporation may b® determined,and hence the time for refinement or 

separation may be estimated. The use of vacuum conditions as a refining 

technique demands that the impurities present in a substrate must have a 

greater volatility than the substrate (the refining reaction also occurs 

by gas evolution in some cases, which is obviously enhanced by a vacuum), 

For the use of vacuum as a separation technique the only criterion is 

that the volatilities be different, that is the rates of evaporation are 

different. A rough estimate of relative volatilities may be gained by 

analysis of the vapour pressure curves of figure I*

2,8 (i) Maximum Rate of Evaporation Pnder Vacuum

Similar to the single component evaporation discussed in the 

first section of this chapter, multi — component evaporation can be des­

cribed by a slight revision of the Knudsen maximum rate equation, that

1,1 »«, = », Or <52)

where p^ is the vapour pressure of the component concerned, above its 

solution in the metal substrate.

Any element going into solution with another element, experi­

ences a decrease in its vapour pressure from p° (the vapour pressure of 

the element above its pure solution) to p^. (the vapour pressure of the

. a-.
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element above its solution with another elsment). The 

called the activity of that element in the solution:

a « Pv /p° e y N

where - • . ¥ io . . •..........•. • ■

fraction of the element in solution.

Therefore: V

value n /p° isv r

(53)

and h is the mole

(3M

(35)maxSimilarly from before, W

Multicomponent systems, undergo the same modes of evaporation 

and restrictions discussed in section A for single component systems, 

and much of the material presented In the first section easy he conveni­

ently expanded for the multi —component systems. Th© present discussion, 

however, deals with the evaporation of metal uniatoras, which are spheri­

cally symmetrical and should he free from any constraints. Certain 

differences which are inherent in the evaporation of multi-component 

systems are discussed fully in later sections.

2.8 (ii) valuation of the Maximum -ate of ''v;<,oration

To determine the maximum rate of evaporation from equation 

(3M or (35)» requires a knowledge of vapour pressures (figure X) of 

pur© solutions, as well an values of activity coefficients,

for ideal W^h*ti<HB»ah ..-aoult’s law, K * 1, but for MM*

L -1 h. ,'r- -a i ;er

th. Nation displays poaitlv. or native deviation, restively, 

from Raoult’s law. «ith reference to the iron system, nickel, cobalt, 

chromium^ manganese''^aro quite similar to iron in chemical properties 

and atomic size, thus they would tend to form ideal solutions with iron.

. S.-tt
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Elements which form intermetallic compounds with iron, tend to continue 

the attraction into the liquid state, resulting in a negative deviation 

fro® Paoult’a law. Silicon, aluminum and titanium form intermetallic 

compounds with iron (seen from phase diagrams) as do magnesium and tel­

lurium with lead, and hence in liquid solution of iron or lead respec­

tively these elements would exhibit negative deviation from qjoult’s law. 

For positive deviations fro© Racult’o law to occur, the self-interactions 

between like atoms la a solution must ba greater than the mutual interac­

tions resulting in a tendency towards separation into two phases. Copper
58in iron behaves in this manner', as the Cu —Cu interactions and the Fe —

F@ interactions are more preferred than the Cu —Fe interactions.

2.8 (iii) uantitnt.lv® Evaporation Treatment

The steel industry is interested in a quantitative study of
■the evaporation of various elemonts from a solution in iron. Olette 

has postulated such « method, using Knudsen’s maximum rate aquation, In 

the form:

.»sp° i/j i/^r os)
' T 7 2nS

Consider a hypothetical solution of A ga of Fa and B .jo of 

element Y at T°h, under vacuum. After t seconds the distillate yields 

x g» Fe and y gm of I, thus the wait contains (A — x) g« Fe and (B-y) 

gts Y. From equation CM), the rate of evaporation of iron is;

A similar expression say be written for dy/dt, the rate of evaporation 

of Y. In order to obtain a quantitative treatment of the possibility of

.. Si
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eliminating element ¥ from Fe under vacuum, the rate of evaporation of 

¥ is divided by that of iron: o r-—’
C58}dx

dx
/y zPyJMFe ,B-y,
%? *77 W

Fe

or: & «
dx

(iz2} 
'‘A-x ' (39)

A —x

where 3 is defined as the evaporation coefficient, but it should be noted 

that P has no relation to the ordinary evaporation coefficient, a^, which 

has been discussed at length in section A,

Separating the variables, and integrating equation (39) yields;

y » - Jj (A ~ x)n + 8 ChO)
A®

or, lQQy * 100 (l-lOQx . l + 100 (M)
8 A 100

1 1It can be seen that IPOy « y and lOOx = x 
8 A

percentages of element ¥ and Fe lost through evaporation

are the respective

Then: - 100 (i- 2/ 
100

(1*2)

Equation (*t2) is represented graphically in figure 2, showing 

the percent of ¥ lost through evaporation versus F® lost (at constant 

temperature) ae a function of th© new evaporation coefficient 8. It is

seen that 3 is a measure of th® ease of refinement of an element from 

iron, under vacuum. Calculation of 3 from equations (j8) and (39) can 

enable on® to predict the amount .of the element evaporated or if 3 is 

less than one, predict that its removal fro® iron under vacuum is 

impossible.

7

. a-.-..



27

2.8 (iv) The Effect of Pressure on the Maximum Rate of Evaporation

The effect of residual pressure on the maximum rate of evapora­

tion has been discussed for single component evaporation in section 2.1 

(ii) and it is evident that residual pressure will have the same retard­

ing effect on the rate of evaporation from multi—component systems.

Ward^° investigated the evaporation rate of manganese frcsm

liquid iron under pressures ranging fro® two microns up to atmospheric

pressure, and he determined that the rate of evaporation was, independent

of pressure in the low range from 0 to 70 microns which is similar to 
51 UOthe findings of Ilschner and Humbert , and Spendlove , for single 

component systems.

2.9 (i) Vacuum Distillation as a Chemical Reaction

44Parlee et al caution against the indiscriminate use of clas — 

sifying metallurgical reaction rates, which are diffusion controlled, as 

an ordered chemical reaction, such as first order, second order etc. In 

studying the carbon—oxygen reaction, they postulate that the rate of

reaction at the melt surface is;

D ,r = o 4
6

kXp
** jco (45)

where Dq is the diffusion coefficient of oxygen in iron, bQ is the

boundary layer thickness, A is the area of the gas metal interface,

G and C are the bulk oxygen and carbon concentrations respectively, 0 0
k1 is the reaction rate constant for the surface reaction and p_  is

co

the partial pressure of carbon monoxide.

They point out that the growing trend in metallurgy would

be to classify equation (45) as a first order reaction, but emphasize

t



28

that this procedure is possible only if / z in .-•hie M|

r x kC where k - D K ,, ,.o o (h4)
6O

which is a first order reaction with respect to the oxygen concentration, 
tc

Mauret and Vorsanger * studied the effect of association on eva­

poration rates and found that the rate of loss of weight was a straight 

line function of time, between the initial evaporation period and the last 

fraction of evaporation. The slope of the line produced is thus propor— 

tional to the rate of transformation of the substance from liquid to 

vapour and may be thought of as a zeroth order reaction:

da 3 k
dt

integrating equation (45)s

— a = kt

(45)

where is the initial mass, a is the mass at any time t and k is the 

zeroth order reaction rate constant or the specific evaporation coeffi —

cxent•
. 10Similarly, sard proposes first order kinetics for the eva­

poration of manganese, chromium, aluminum and copper from solutions of 

iron under vacuum. In this case, the loss of solute atoms, M, from the 

solvent to the vapour are represented by the reaction:

^Liquid —-- ------ ^‘Vapour (46)

This reaction is first order with respect to the concentration
« » ,

of the solute in the solvent, that is:

, dC„ .11 Cu1 __ M = — k M
A dt ¥

(47)
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where is the weight present of the solute in solvent, V is the volume 

of the melt, A is the evaporation surface area, and is the specific 

evaporation constant.

Integrating equation (4?) yields;

2 2dCM .11 , C ..
r M = k A y dt 

7 G, V '
1 M 1

or. In Cu / C„ » - kUA 
2 1 v

From the solution of equation

(t2 “ (48) '

(47), it is seen that a plot of

the log of the concentration of the metallic species versus time will 
11yield a straight line, whose slope will determine k the specific evapo

ration constant. For various solutes evaporating from a common solvent 
11at constant temperature, the k values will determine which components 

evaporate quickest. Figures 10 to 24 illustrate that a plot of log G 

versus time does yield a straight line, verifying the postulation of

first order kinetics.

2.9 (ii) Energy of Activation;

The specific reaction rate constant for any reaction, be it

zeroth order, first order, second order etc, is related to temperature

by the Arrenhius equation^

-E/fiT

» I .
(49)= Ae

where A is the frequency factor, and S is the energy of activation for
*

the process,

Equation (49) may be written;

. S.-1
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log k1 « - 2.303 | | + log A (50)

It is evident from equation (50) that a plot of the specific 

reaction rate constant, k^, versus l/T°K will yield a straight line 

whose slope determines the activation energy for the reaction.

Mauret and Vorsanger experimented on the evaporation of 

water, methanol, ethanol and benzene, toluene and cyclohexane at dif­

ferent temperatures, and assuming a zeroth order reaction, were able to 

determine the activation energy for evaporation. In applying chemical 

kinetics to this system they were able to show conclusively that the 

activation energy for evaporation is larger than the energy of vapouri­

sation for associated liquids, such as water, methanol and ethanol. This 

technique also demonstrated that for non—associated liquids such as 

benzene, toluene and cyclohexane, these two energies are numerically

identical, within the limits of experimental errors,
i

Similarly, for first order reactions where Mn, Cu and Cr

evaporate from iron,a plot of the type discussed in the previous section

should yield the activation energy for evaporation of these elements.

This activation energy is discussed in a later section.

The applicability of the Arrenhius plot has its limitations 
52over wide temperature ranges, and it has been shown that for certain 

chemical reactions, the activation energy varies with temperature .

2.10 Evaporation from Stirred Kelts

The first part of chapter II dealt with the evaporation of 

pure liquids and it was shown that only the surface phenomena are of 

interest i.e. desorption from the surface is the rate limiting step in
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evaporation from pure liquids. In considering a two component system, 

where a dilute solute is evaporating from a solvent, the simple case of 

surface control is no longer applicable and several other factors could 

also be rate limiting:

1) The transport of the solute atoms through the bulk of the 

melt to the vicinity of the gas—liquid interface.

2) The transport of the solute atoms across an effective liquid

boundary layer to the gas —liquid interface. -

31 The desorption of the solute atoms from the liquid metal 

surface into the gas phase.

4) The transport of the solute atoms across an effective gas 

boundary layer into the bulk of the gas phase.

5) The transport of the solute atoms through the bulk gas 

phase to the condensation or growth surfaces.

6) The growth or condensation of solute atoms.

In a vacuum system where the melt in question is heated and 

stirred by an induction soil, several of the preceding rate limiting 

steps can be excluded as having little or no effect upon the rate of

solute evaporation.

The stirring currents produced by the induction coil would 

eliminate transport of the solute through the bulk as being a possible 

rate limiting step. In vacuum, the transport of the solute atoms through

the bulk gas phase would be unlikely to be a rate limiting step, and pro-
». ■

viding the vapor pressure of the solute plus solvent is less than 1,000 

microns of the transfer of solute atoms through a gas boundary layer

would not be rate limiting. The water - cooled chamber would present no

. ’ I •
i
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obstruction to condensation an,3 hence this factor may be eliminated#

In this type cf system considered, the only possible rat©

limiting steps are the diffusive flow of the solute atoaa across an 

effective liquid boundary layer, and the desorption of the solute atoms 

from the liquid metal surface.

2.10 (i) I’rxusport in the liquid Ihase

The model used to describe the transfer of solute from the 
ng

bulk liquid phase to the liquid—gas interface is that of Maehlia

which is fashioned after the penetration theory of Rigbie' Thia model

assumes the presence of ® frictionless, laminar layer near the interface

through which the solute must diffuse to reach the liquid—gas interface.

The application of Fick’o second law for this transient pro —
49cess, imposing the appropriate boundary conditions yields an expression;

B P*1 (c„~ GJ (5D
dA i/T 0 “

where - s loss of solute ■ er unit area of liguil-ga® interface
d\
°o » MMM N»««Hu» of Mtato U tt. Ml*

C s ©one< I Lon of solute at the liquid —gas interface ©

D & diffusivity of solute in liquid solvent

1t 85 contact time of liquid it is. ■

To determine the rate of solute decrease, in terms of concent­

ration;
4C©
dA

» dK 
dA*

. sdA
dt

• I
V

(52)

, dAwhere = rati of disappearance of surface

i

. a.'t
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(53)

V s. Volume Of : he 1| 

Equation (51) reduces to:

-5, . <&_ )1/2 <e c ,
dt wrn ° ®

where v = 7<?lo< ily ef the liquid Kt V 1 tutor niius

r = radius of the melt

h = height of the melt

Under constant conditions of raelt size and power input equation 

(53) »ay be written as:

V ff* _ A 1
(5M

- dC h
at

or ’d ” kl (co ‘ c«> (55!

t, -
where z: rat® of solute transfer in gm/cm /sec,

k = specific evaporation constant for diffusion. 1 .

2.10 Cii) uesorptioa from the Liquid .Surface

The rat© of transport of solute atoms from th© surface of the

liquid into the gas phase is described by the Knudsen equation for eva­

poration from multicomponent systems:

W® « (56)

where 8 'S-mole fraction of solute at the surfacea
The Knudsen equation, equation (56), represents the maximum

rate of solute transfer, i® it assumes the surface concentration of
- 1 ‘

the solute is th© same as that of the bulk and there is no frictionless

boundary layer present. If, however, there is diffusions! resistance,

i

. hi



the surface concentration will be lowered, and the Knudsen equation will 

still apply, although predicting a lower transfer due to a lower surface

concentration.

Equation (56) may be written in terms of surface concentration:

where

k2 c. <571

2rate of solute transfer in gm/cm /sec. 

specific evaporation constant for evaporation

2.11 Limiting Cases for Evaporation Rate Control

The amount of solute transferred through the frictionless 

liquid boundary layer must equal that which is desorbed from the liquid 

surface, that is

WD . wE

k, (C - C ) = k_ c 1 o s' 2 sA
(58)

(59)from which

2.11 (i) Evaporation as the Rate Limiting Step

In order that the desorption of solute atoms from the liquid

surface be the rate limiting step, the surface concentration must equal 

the bulk concentration ie Cg « CQ. From equation (59) this means

that *1 (60)
kl + k2

To satisfy equation (60), k^ » k^, which means that specific 

evaporation constant for evaporation control is much less than that for

. a,



diffusion control and hence the process is controlled by the surface 

desorption reaction,

2.11 ( i i) ;,iffua-i.on us the ate Llmitin; '.tep

If the overall solute transfer is controlled by diffusion of

the solute in the liquid, a boundary layer like the on© described in 

section 2,10 (i) mat exist, where th® surface concentration is much 

less then the hulk eor.c-.mtr <tlon ie c << C . To satititle con* 

dition, it is seen from equation (59) that?

*1 « 1 (61)
* *2

or kg » k,

This means that the specific evaporation coefficient for 

evaporation control is much greater than that for diffusion control

and hence all the resistance to mass transfer lies in the diffusion
A

through the boundary layer.

2.11 (iii) diaultaneous Diffusion.and desorption Control

Combining equation® (59) and (5?) yields an expression

describing the rate of solute evaporation, W, in terms of both dif­

fusion and evaporation parameters:

W » , 5. k2 , C_ (62)
( k~TkJ °

X c

The specific evaporation constant say be expressed by an
I ‘

overall specific evaporation constant kj

t » k% . (65)

http:r~siab.nc
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Equation (63) describes the evaporation process as an ordered 

reaction of the first order and io analogous to equation (475.

If the process ie evaporation controlled, equation (57) may 

be written:

W as ^2*0 (64)

Comparing equations (63) and (64) it io obvious that k/kp is 

a measure of the extent of the evaporation or diffusion control. If 

>0£g ----- - 1 it is obvious that evaporation control predominates end

conversely if k/k^ 0, diffusion control predominates.
10s.-ard experimentally determined k for Kn, Cu, and Cr evapor­

ating fro® dilute solutions in liquid iron, fixe ratio k/k^ vas calcu­

lated at 1570 to be 0.22, 0.49 and 0.95 respectively, illustrating that 

at 15?0°C, manganese evaporation is predominately diffusion controlled, 

copper ia controlled by both diffusion and evaporation and that chromium 

is largely controlled by diffusion. It was noted in these experiments 

that as the ratio C /C increased, the value for the system d© — 

creased, suggesting that perhaps a plot of po vs Cg/CQ might be a 

good criterion for predicting the rate limiting step in evaporation 

of aulticvs . -c i.e. the value for any element could be

calculated, and fro® the plot the controlling step may be determined.



CHAPTfi* III
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3.1 ucperlaental Apparatus

5.1 <i) The Power Supply

The power unit used a vertically mounted, water cooled motor 

generator set with an output frequency of 5,000 cycles per second and 

with a maximum power output of JO kilowatts. In this set, the generator 

output is fed to an induction coil through an associated network of con­

densers to create a resistive load,!© where the voltage and current are 

in phase resulting in maximum power being generated. The circuit condi­

tions, such as voltage, resistance, amperage and power were indicated 

and controlled on a master control panel.

A
3.1 (ii) The Vacuum Chamber

A Stokes induction heated vacuum furnace was used, fully modi­

fied for application to this work. The vacuum was produced by a 3 H.P. 

Stokes rotary piston backing pump in series with two parallel connected 

Stokes 2,500 watt, four inch booster pumps, capable of reaching a pressure 

of 1 micron Hg. An external Balser mechanical pump was used to evacuate 

the secondary vacuum chambers, such as the air locks on the sampling and 

addition outlets.

The vacuus chamber is depicted pictorially in figures 3(a)and (b) 

and schematically in figure k» The experimental setup allowed the per­

formance of several functions while under vacuus; taking samples from

http:va<Ju.um
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the melt, taking temperatures with an immersion thermocouple, taking 

temperatures continuously by optical pyrometry, measuring the pressure 

by electric and manometric techniques, observing the melt, making alloy­

ing additions, performing condensation experiments, introducing controlled 

atmospheres and pouring the melt.

(a} The experiments were performed on carbon free and carbon satura­

ted melts. For carbon free runs, the sampling tubes were made from 6 mm 

silica tubing with a wall thickness of 1 mm. The silica tubing was cut 

into 9 inch lengths and from each of these, two 4-1/2 inch tubes, with 

one closed end, were formed by melting with an oxy — acetylene torch. The 

tubes were cut on a diamond cutting wheel to for® an opening 3/4 inch by 

1/4 inch, approximately 3/4 inch from the closed end. This opening al­

lowed the taking of a cylindrical sample of dimensions 3/4 inch long by 

0.2 inch diameter.

The sample tubes used are shown in figure 5 (a) and (b). Figure

5 (a) represents the first type used, utilizing a small set screw to hold

the tube in place while sampling. This method proved too time consuming,

particularly on the high temperature runs, when relatively short sampling

times were needed. The alternative sampling device is shown in figure

5 (b). The same procedure was used for making the sampling tube, however,

the mode of holding it while sampling was different. The sample tube was

held by a swagelock fitting with a polyethylene ferrule, so the tube could

be securely held and released by merely adjusting the pressure on the

ferrule. This latter method proved much less time consuming, and generally 
* .

more satisfactory than the former method.

The use of silica sample tubes in carbon saturated melts is
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rendered unsatisfactory due to the reduction of silica by the carbon, at 

temperatures below 15^0°C. Thia occurs according to the reaction:

Si C*2 + 2C —*■ 2G0 + Si

The evolution of CO gas ®akes it impossible to collect any

sample, so the sampling was performed with graphite sampl® tubes, seen 

in figure 5 <c). The graphite tubes were made from 1/2 inch diameter 

carbon rods, cut into 5 inch lengths, drilled with a 1/h inch bit leaving 

one end closed. The open end was tapped. An opening was filed in the 

graphite, 1/2 inch from the closed end, with dimensions 5/4 inch by 1/4 

inch. The tapped end was screwed onto the end of the sample pipe which 

was fitted with a threaded rod, to secure the sample tubes during sampling

(b) The immersion thermocouple was used to calibrate the two-colour 

•ftieal pyremetei sted of t-Pt 15% h thersweoupli of

0.020 inch diam. The set-up illustrating the use of this thermocouple 

is pictured in figure 6. The thermocouple insulators were manufactured 

from alumina, and the immersion protective sheath was a metamic material 

which ia a combination metal and ceramic. In this particular case, the 

pure ceramic material was alumina which was interlaced with a continuous 

network of high melting point molybdenum, to increase the thermal conduc­

tivity and also to increase the ductility in order to reduce thermal 

stresses. The type shown in figure 6 (a) was capable of measuring tem­

perature continuously up to l800°C aa long as vacuum conditions persisted.

Cc) The operating temperature was measured continuously by a two-

colour optical pyrometer. The obvious advantages of this tyoe of tern—
, s -I

perature measurement Were that the temperature measurement was continuous, 

making for more precise temperature control and that no correction needed

i

http:meG:sUr(!l'l:le.nt
http:openi.ng


he

to be made for variations in erainaivity . The two types of two colour 

pyrometers used were, a latronics Colouratio 'pyrometer with temperature 

ranges 1100 - 21(X)/2100 - j&.G0°C, with a recorder output of 100 av, and a 

Milletron Therffloscope with temperature ranges of 300 —IpOO/ljCX) —l80C'°0, 

with a recorder output of 100 sv,

(<£} The pressure in th® vacuum chamber was measured by several 

different methods, some serving as checks on others.

The fore pump pressure and the rough vacuum in the chamber 

were measured using Stokes electrical gauges with pressure ranges fro® 

0.1 to 20 am Hg and 1 to 1,000 microns Hg respectively. This type of 

gauge operates on the principle that th© heat lost by a hot filament, 

due to thermal conduction through th® residual gas, is a function of the 

number of molecules present per unit volume, and thus a function of th® 

pressure. A Balzer thermal conductivity gauge served as a check on th®

pressure in the tank. The Miser gauge was calibrated by an external
A'

source and was perhaps s more reliable estimate of the chamber pressure.

The low pressure in th® tank was measured by a Stokes cold

cathode ionization gauge with a pressure range of 0 to 20 microns Hg.

In this type of vacuum gouge, a set current of electrons is emitted 

thersionically from an incandescent filament and attracted to s cold 

cathode. The electrons ionize a fraction of the gas molecules, which 

create an ion current which is directly proportional to the molecular 

density and hence th© pressure. This gauge operated well when no heating 

was present, but eeeaed to be drastically changed by a small increase in 

pressure, so more confidence was placed in the Balaer reading under 

molten condition*.

whereas the electronic gauge® measured the total pressure in

. j.-i
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the chamber, including that due to condensable materials, the pressure 

created by non condensable vapours was measured by an Edwards Vaeustat. 

This gauge is a tilting version of the McLeod gauge, based on the appli­

cation of Boyles Law. The pressure range measured was 1 to 1,000 mic­

rons Hg,

A Bourdon pressure gauge was utilized to measure the chamber 

pressure in the range from atmospheric pressure to JO inches Hg vacuum. 

This gauge was primarily used to measure the amount of controlled atmos­

phere bled into the vacuum chamber,

(e) The vacuum chamber contained three observation ports, one 

mounted on the door to observe the melt behaviour during melting, one 

mounted on the top through which the optical measurements were taken and 

where the melt surface could be observed, and one on the top which al­

lowed observation of the melt while pouring.

(f) Provision was made for the addition of alloying materials 

through an external air lock on the side of the furnace. The alloying 

charge was added to the bucket, then the air lock chamber was evacuated 

using the Balzer pump, a vacuum gate valve was opened and the charge 

bucket was positioned over the melt, and the charge was dropped into 

the melt. Any number of alloying additions could be made without dis­

rupting the pressure in the vacuum chamber. The charging bucket assembly 

is shown in figure 7.

(g) The condensation experiments were performed, utilizing the 

same vacuum port as that used to.measure the chamber pressure with the 

Balzer thermal conductivity gauge. The water — cooled copper condensing 

plate is shown in figure 8. Thin copper sheets l/l6 inch thick by

, 4-.
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2—3/4 inch diameter were bolted to the water cooled plate, to act as a 

growth site for any impinging metallic vapours.

(h) Controlled atmospheres such as argon and natural gas could be 

added to known pressures, through a vacuum valve.

(i) The induction coll was fitted in an asbestos box at the center 

of the vacuum chamber, located along a rotating axis which was connected 

by a series of gears and chains, through a vacuum lock, to a control wheel 

outside the vacuum chamber. The melt could then be poured under vacuum, 

from outside the system, while observing the operation through the sight 

glass mounted on the top.

3,1 (iii) The Induction Furnace

The induction coil was a 3/8 inch copper tubing, interwoven

with asbestos tape to insulate the turns. The coil was wound to form 

a cylindrical heating zone 7 inches long with a diameter of 6 inches.

Three types of refractories were used for the molten iron

experiments; ~

(a) Lutaag 741 (alumina + magnesia)

(b) Zircon F — 5C (zirconia)

(c) Kaiser 102 (magnesia)

A detailed chemical analysis of the refractories used is

presented in table 2.

The zircoa F — 50 crucible is a prefired mixture and was cen­

tered in the induction coil, and the excess volume between the crucible 

and the coil was packed with either Luraag 741 or Kaiser 102. Luraag 741 

and Kaiser 102 are fine grained powder refractories which were rammed,



about a form, precut to the size of crucible desired. The rammed cruc - 

ible has several advantages over the prefixed crucible;

(a) With a rammed crucible, the thermal stresses are not nearly as 

severe as those in a prefired crucible, where cracking occurs,

(b) The size of the crucible made from a ramming mixture may be 

altered as desired, simply by changing the size of the form.

The ramming form was constructed from a 3 inch diameter gra­

phite rod, 11 inches long, tapering from 3 inches at the top-to 2 — 7/8 

inches at the bottom, for ease of removal. A 1/2 inch hole was drilled 

near the top to remove the graphite block after the firing procedure and 

a l/i+ inch hole was drilled along the longitudinal axis to allow escape 

of gases during firing. A cutaway view of the crucible after firing is 

shown in figure 9(a),

In another crucible setup, the graphite block was made similar 

to the one described above except that the maximum diameter was 2-1/2 

inches. This arrangement included a 5/8 inch graphite sleeve with an 

outside cylindrical diameter of 5 inches, being 7 inches long and rammed 

on both sides with the ramming mixture. A graphite plate 5/8 inch thick 

by 5 inches in diameter was positioned at the bottom of the induction 

coil, and covered with ramming material. The cutaway diagram is shown 

in figure 9(b).

3.1 (iv) Metallic Components

All the experiments were performed using electrolytic manganese
* .

(99.9%Mn) and Stelco bar stock (0.057%C, .01 %P, .O26/«S, ,33%Mn).

. s-.
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5.1 <*) ".-hcinicjX nalyses

The manganese content was analysed according to the persulphate
©2

method • Low carbon determinations were performed by a combustion tech­

nique, where the resulting CO^ was passed through a solution of Bs(OB)^, 

of known resistance. The change of resistance due to reaction with CO, 

was calibrated as a function of concentration. High cnrbon determinations 

were performed by measuring the volume of C0£ released on combustion.

5.2 Ixperiaental Technique

The majority of th® experiments were carried out in the rammed 

crucibles, requiring a good technique for the production of a low porosity 

crucible wall. The evaporation experiments were performed on iron-manga­

nese alloys, with the manganese content in t.u- nei of lX Con­

densation and evaporation experiment© were carried out to determine th© 

rat® of evaporation of iron. Temperature calibration curves were deter­

mined for both the yilletron and Latronics two-colour optical pyrometer®.

5.2 (ii The Crucible

The Luasg 741 and Kaiaer 102 crucibles were raaaed dry, using 

a flat instrument to insure compact packing, The bottom of th© induc­

tion coil was filled with approximately 2 inches of ramming materiel and 

then the graphite fort), which was wrapped in several layers of paper, 

was centered in th® coil and the crucible was rammed at increasing depths 

of 2 inches, Th® removable crucible assembly was then replaced in th® 

vacuum chamber and pumping down was commenced, using the backing pump.

' Jr
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Four to 10 inches of argon (Hg) was bled into the tank to minimize the 

rate of degassing of the refractory material and the graphite core, so 

that the graphite core was not blown out by rapid degassing. The motor — 

generator set was turned on and the power was immediately brought up to 

the maximum (JO kilowatts) and the refractory was allowed to sinter under 

the white hot graphite core for thirty minutes. After the sintering, the 

chamber was brought to atmospheric pressure and the graphite core was 

removed and quenched in water. The removal of the core was facilitated 

by burning off the paper wrapping, which resulted in a loose fit of the

core to the crucible.

The crucibles which were formed using a graphite sleeve were 

constructed in the same manner above, however, the graphite sleeve acted 

as a shield for the inner core and hence longer sintering times, up to 1 

hour, were required before sintering was complete.

The rammed crucibles were far superior to the prefired cru­

cibles, for the latter were very susceptible to thermal stresses, and 

many cracks formed, threatening the leakage of the melt onto the coil.

The rammed crucibles presented no such problems, forming a shock resis­

tant wall, relatively impervious to the melt. Of the two refractory 

powders used, the Kaiser 102 (magnesia) seemed to offer maximum stability 

and compactness.

3.2 (ii) Manganese Evaporation

The evaporation experiments were carried out, adhering to a 

set sequence of events. The vacuum chamber was allowed to degas to its 

maximum vacuum (1 micron Hg) at which time the motor - generator set was

. hi
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turned on, and power was fed into the coil. Maximum power was obtained 

by careful balancing of the condenser network and transformer taps, after 

the Curie temperature had been reached. As the temperature of the steel 

approached 130Q°C, 4 inches (Hg) of argon was bled into the vacuum 

chamber, under which the melting of the steel occurred, minimizing the 

rapid degassing of the melt due to the carbon - oxygen reaction. This 

reaction causes violent degassing of the melt, which results in ’'spitting" 

of the melt into the vacuum chamber. The phenomenon of "spitting" was 

generally observed when the charge material was new Stelco steel which 

had not been previously vacuum treated—the chamber pressure was in­

creased to 10 inches Gig) of Argon in this case.

Having attained the molten condition, the chamber was again 

evacuated to approximately 1 micron Hg at a temperature slightly exceed — 

the melting point of iron (1559°C). The melt was held under vacuum for 

several minutes (up to 30 minutes) to ensure complete degassing. At 

this point in the procedure, the melt temperature was brought to the 

desired working temperature and held there by fin® adjustment of the 

power input to the induction coil. Good temperature control was achieved

in this manner and the temperature could be held at the desired level 

within + 10°C.

For making manganese additions to the melt, the chamber pres­

sure was raised to 4 inches (Hg) with Argon, to ensure that the lower 

melting, high vapour pressure manganese did not evaporate as it mad©

contact with the melt surface. Manganese was added to form a l%Mn —Fe
*

liquid alloy. When the operating temperature was near that of the 

freezing point of iron, the manganese addition tended to freeze the
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surface, hence just prior to adding the manganese the power input was 

raised to 100%.

In making carbon additions to the melt, even at pressures of 

25 inches (Hg) of Argon (absolute) the high oxygen content of the saelts 

resulted in severe degaesification and spitting. This difficulty was 

overcome by the use of natural gas as the controlled atmosphere. The 

methane present acted as a deoxidixer, no when the Carbon was added no 

violent CO evolution resulted. A careful pump down resulted-in very 

little melt loss due to spitting. The manganese was added to the carbon

saturated melts in the same manner as described above.

The manganese was allowed to mix thoroughly with the melt for

five minutes and then the chamber was evacuated. The chamber was evacu­

ated to approximately yp microns Hg in 2 minutes, utilizing the backing 

pump, at which time the booster pumps were turned on and pumping con­

tinued for 2 more minutes (pressure approximately 10 raicrons Hg) and 

then sampling began.

Samples were taken from the combined temperature and sample 

port, seen in figure b, The sample port, along with the addition port 

was equipped with a vacuum air lock to prevent contamination of the 

vacuum. The sample tube was dipped into the melt and a sample extracted, 

noting the time of contact. At the precise time of contact, the melt 

surface cooled up to 15°C and fine adjustment of the power input overcame 

this difficulty, Samples were taken every 1 to 2 minutes up to a tnaximua 

of eight times per run. The evaporation experiments, performed on the 

carbon saturated melts required longer sampling Intervals (5 to 10 

minutes) since the manganese activity is lowered by the carbon and also

t'L
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the .rate of evaporation is lowered as the temperatures are decreased.

The quantity of charge varied between 2,200 ga to 2,800 go 

as an attempt was wade to conduct the evaporation experiments from a 

melt approximately 7 to 8 cm deep. Originally, the experiments were 

performed individually, that is after an experiment had been run, the 

charge was poured. This method was extended to performing a maximum of 

five runs on the same charge; after each run more manganese was added, 

and evaporation experiments were conducted at different temperatures.

The melt was allowed to freeze in the crucible and cool under vacuum.

The change in the height was determined by the height before and after 

the experiments were carried out. More charge material could then be 

added to bring the level up for the next series of experiments.

The number of runs performed on a crucible was limited only 

by the condensation of evaporated material on the upper part of the 

crucible, which gradually created a restriction to evaporation. The 

crucibles were changed generally every 10 runs; in the earlier stages 

of the experiments the crucibles were changed more frequently.

During the evaporation experiments, the evaporation products 

condensed on the water cooled chamber walls and also on the sight 

glasses, creating a particularly serious situation by condensing on 

the pyrometer sight glass causing low temperature readings. This 

occurrence was simply circumvented by the use of a rectangular sight 

glass (figure 6b) which could easily be moved to a clean surface to 

read the correct temperature. The sight glass rested on an "0” ring 

and was held in place by the vacuum.

The samples were then stripped of the silica holder, weighed

■ ... ft’
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to determine the drop in melt height due to loss of samples and sent to 

be analysed for manganese and carbon.

3.2 (iii) Condensation and Evaporation Sxperiments

The experimental setup for the condensation experiments is

shown in figure 8. To perform the condensation experiments, it was 

necessary to remove the fitting for the Balzer thermal conductivity 

gauge. The pressure could be measured by the Stokes gauge which had 

been calibrated from the Balzer gauge.

The charge was melted as usual under 4 inches (Hg) of argon, 

and evacuated to maximum vacuum, then the temperature was brought to 

the desired value, and held steady for a few minutes. The condenser 

plate was then swung over the melt and lowered to within 1 cm of the

melt surface. This distance was later increased to prevent the conden­

ser plate from going too deep into the heating zone, as there was some 

evidence of copper melting. The condensation was allowed to continue 

for one minute, then the condenser plate was lifted out of the crucible 

and swung away. The weight gain due to iron condensation was determined 

by weighing the copper sheet before and after the experiment. The ex­

periments were carried out mostly at high temperature to determine the 

applicability of the Knudsen rate equation at high temperatures. This 

method had the disadvantage that during the time of condensation, the

temperature could not be measured and had to be assumed constant.
• I ,

, The evaporation experiments were performed by measuring the
ft

distance from the top of the furnace to the flat surface of the solidi­

fied melt, by means of an inside micrometer. The charge was then melted

< S.'i.
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and evaporated at a constant temperature for times up to forty minutes. 

The melt was allowed to cool, and the decrease in melt height due to 

evaporation was measured, as before,

5.2 (iv) Temperature Calibration

The optical pyrometers were calihreted with '~t — itlj/^h

immersion thermocouple. The charge was melted, and kept steady at a 

‘ ' -erature just above * ’' '• > - •-'••• . ” . *r v vinvm.

The thermocouple was tonersed in the raelt through the sir lock used 

previously for sampling. The temperature was taken with the thermo­

couple junction approximately 1 inch below the melt surface. The power 

input was raised 5 to 1C percent creating a slow riaa in temperature of 

approximately 5 to 10 degrees per minute, so as to minimize any chance 

of lag to the potentiometer. The potentiometer reading wan recorded 

every 5 degrees up to 175O°C when the power was dropped and the poten­

tiometer readings were again recorded. Temperature calibration® were 

performed over the range 13CC°G to l800°C,

l .
i
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CHAPTER IV

experimental results

4.1 Introduction

In this section, the results of the investigations of the 

evaporation of manganese from liquid iron, under reduced pressures, 

are presented. The experiments are presented in three phases;

1} Evaporation from low carbon, liquid iron under the influence 

of induction stirring.

2) Evaporation from low carbon, shielded, iron melts.

3) Evaporation from high carbon liquid iron under the influence 

of induction stirring.

The results from the above experiments were used to calculate 

specific evaporation coefficients as a function of temperature. The 

specific evaporation coefficient data are presented graphically in an 

Arrenhius plot, to determine the activation energy or energies of the 

evaporation process, and to elucidate the kinetic nature of the process

Evaporation and condensation experiments on pure iron are pre­

sented to illustrate the adherence of this system to the Knudsen model 

of maximum evaporation, particularly at high temperatures.

4.2 (i) Evaporation from Induction Stirred Melts (Low Carbon)

In these experiments, the manganese concentration of the melt 

was measured as a function of time. The experiments were carried out

51
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at various temperatures* ranging from a low of 1539°C (melting point of 

iron) to a maximum of l8lO°C. The results are shown in table III and 

graphically in figures 10 to 2M,

from the equations

InC » InC - Ak t (65)
1 V

where C - Mn concentration in the bulk

Ci= Mn concentration at time zero >

k s specific evaporation coefficient

V - volume of the melt

A = evaporation surface area

it is seen that the slopes of the lines obtained from figures 10 to 24 

are equivalent to - Ak/V. The specific evaporation coefficient is then 

given by:

k = — V (slope) (66)
A

The value V/A has units of length* and depends on the surface 

area available for evaporation* A,and may be regarded as the effective 

depth of the melt. The induction coil has a certain lifting power which 

tends to raise the surface of the melt in a circular arc (figure 25). 

This "stirring pressure" then tends to increase the evaporation surface 

A* and is given by:

« 57.7 P <67)
Al>' -

p a stirring pressure of the melt (lbs/in~)©
f = frequency of the power supply(cps)

P s power induced in the melt (k watt)
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A^ =. cylindrical area of the melt

o
o
o
o
o

L

O 4 
o T 
o 
o 
o

A = TT PL.

Figure 25

The height which the melt is raised abt/e the normal height, 

L, is h, shown in figure 25, and is given by:

h = Pg/P (68)

P ~ density of iron (lbs/in'j

h = height in inches

or h « 221 P (69)
JtA1

A similar relationship has been determined by the Brown,

Boveri CO?? for estimating the height h:

h a 31,6 “■£ C?O)

where u = relative permeability

P = specific resistance 

V = specific gravity

From the calculated height, the surface area of the melt 

was determined from. the expression:



a1 , 5 <a2 * ?) <71!

Utilizing aquations (69) and (70) the melt height due to 

lifting was calculated to vary between 1.50 and 2,00 co at minimus 

and maximum power used experimentally, giving rise to an ores increase 

(over t.eit of * plane surface} of f. 2-4 to 22e.%. o*dr ♦xperiBentoliy 

measured the area increase by freezing the surface while the poser waa 

still applied (by the introduction of air) and measuring the surface 

area. Is this Banner, the experimental area increase- wan approximately 
10%.

The area term used for the evaporation surface, A, was that 

of the plan© mrftm Lacraa^ci fy \

The volume terra employed was the mean volume, i.e. the average 

of the volume before the experiment plus tJint after the experiment, which 

is simply the starting volume leas that required for sampling and that

lost by evaporation.
10'Sard sampled toy pouring a portion of the raelt into a ©toil!

uld, Aid; r .2 2" '• in I Ifima of 2'?-% of the «ri i;;/©bar «. its

lose was considered significant and corrections were made to the time

intervals to allov for the decrease in height:

t-3 « Ct, — t^) "o (72)
2 2 « ”2 5

,h.„ t,1 . eorreet.d tl» for the third —pi.

t,. 9 actual time tof third ©ample 
2

t2 » actual tlw of aacond —pi.

Mq 5- initial weight
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where

H_ « weight of bath after second sample 2
« weight of bath after third sample

The sampling in the present work was performed with silica 

sample tubes which collected from J to 8 grams of the melt, resulting 

in a total bath reduction of not greater than 2/0, The loss in this 

case was not considered significant, nor was that due to evaporation 

and hence no time corrections were considered necessary.

The slopes of the lines in figures 10 — 24 were determined 

by a weighted least squares (Appendix A), with the calculations being 

carried out by an I.B.M. 7040 computer. The results are listed in 

table IV, along with an estimation of the error. The graphical repre­

sentation is shown in figure (26).

4.2 (ii) Evaporation from Shielded Helts (Low Carbon)

The arguments presented in the preceding section were applied 

to the calculations involved in the evaporation of manganese from 

shielded suits, he,-/ever, the area term was decreased (5% over the plane 

surface area} due to the decrease in height caused by a decrease in

power.

In these experiments, a carbon sleeve and bottom plate were 

Inserted to shield the melt from the stirring effects of the Induction 

field. A correlation relating the surface velocity of the melt, U, to 

the height increase is given by Brown, Boveir Co?^

U « 1/21/2^. (75) 

g = acceleration due to gravity 

From equation (75) it is seen that the height of the melt, h,

if

• - .. iU
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is directly proportional to the power input, P, and hence the surface

velocity is proportional to the power input to the 1/2 power.
62Tocco Co. has presented a relation from which the power ab — 

sorbed in an electrical conductor may be calculated from the depth of 

;? metration, A. In t?ie first depth of penetration 8lZ of fch.e po.er is 

absorbed, in the second dent'd of penetration 1% of the remaining power 

is absorbed etc. For non—magnetic materials, the relation for A is 

given by: •

& = depth of penetration into non magnetic species (inches)

P s resistivity of non magnetic species (microhm — inch) 

f 2 frequency of power supply

The resistivity of the graphite(Union Carbide brand ABC)is 

much larger than that of iron (in the non — magnetic state), having a value 

of 307 microhm — inch compared to 40 — 50 microhm inch for iron. Thus, the 

depth of penetration into a graphite load is much higher than that for 

iron. For the 3000 cps system the first depth of penetration in graphite 

is 1.00 inch and in iron it is 0.40 inch. The graphite sleeve and plate 

used were 5/8 inch thick, resulting in an absorption of approximately 50 /o 

of the total power input.

The surface velocity, from equations (?3) and (70) is propor —
1/2tional to P and it is seen that the velocity is decreased approximately

30^by a carbon sleeve 5/8 inch thick.
60Kntppel and Oeters determined mean surface velocities of 20 

cm/sec for unshielded melts at 1600 to 1700°C, whereas the theoretical
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values from equation (73) are 27 and 32 cm/sec respectively. The authors

dropped pieces of carbon on the melt surface and timed their distance of
ztravel. Machlin observed surface velocities in the order of 10 cm/sec, 

utilizing the motion of particles floating on the top of the melt.

In the present experiments, pieces of carbon were dropped on 

the surface and attempts were made to measure the surface velocity by 

taking time exposures and measuring the size of the blur. This tech­

nique proved unsatisfactory and no experimental determination of the 

effect of the shield on the velocity of the melt was obtained.

The shielded experiments were carried out in the temperature 

range l68O°C to l8lO°C. The results are listed in table IV (b) and il­

lustrated graphically in figure 26.

4.2 (iii) Evaporation from High Carbon Iron Melts

To conduct evaporation experiments below the melting point of

iron (1539°C) necessitated the use of high carbon melts, having a mini—

o Simum liquidus temperature of 1130 0 .

The calculations of section 4.2 (i) apply, with the exception 

in the low temperature calculations, the plane surface area of the melt 

was used to calculate the effective bath height since the power Input was 

so low that the height increase due to induction pressure was negligible.

The specific evaporation coefficients calculated in this manner

were all low, due to the effect of carbon on the activity of manganese.
56 57Schenck and Neumann' and Ohtani' ' have determined the effect of carbon

o . 63 .on manganese at 1540 0, with major contradictions. Ward gives prefer­

ence to the data of Schenck and Neumann and the data employed in the

. a-i
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ccalculations are according to Schenck and Neumann. The value f is

called the interaction coefficient of carbon on manganese, and is a

measure of the change of fj^, which is the effect of manganese on

manganese in iron, caused by the addition of carbon to the manganese — 
64iron system .

where

Mn
J4n
*Mn

-c .Mn
Mn ‘ Mn (75)

« 1 since iron—manganese is an ideal solution

Ma Mn f^n is the activity coefficient off,

Mn in Fe.

The interaction coefficient is related to the weight percent

by the expression: log f°R » ®Mn^C^ (76)

where e,, is the interaction parameter of C on MnML
CThe factor e is constant at infinite dilution. The approximation HU

q
is made that e^ is constant at high carbon, and it is estimated from 

th® data of Schenck and Neumann for Mn concentration of 1%. Lacking 

additional data at other temperatures, the following approximation is 

made;
(77)

which states that as the temperature approaches infinity, the interaction 

parameter approaches zero.

Interaction parameters were calculated for the temperature used 

according to equation (77) and the manganese activity coefficient was

calculated from equation (76). Thus,
« 1 ,

' - I

kcorr s (78)

, Sri
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k = ........ ‘ . . '. .corr
k s experimental evaporation coefficient

The results are shown in table XV C and in figure 26. The 

correction due to carbon in solution increases the evaporation coeffi­

cient by approximately a factor of three.

1.3 Activation Energy

The graph of the specific evaporation coefficient ys the reci­

procal of the temperature represents the Arrenhiuo plot which predicts 

the slope being proportional to the activation energy for the process:

Slope * ~
2.305a

R = gas constant

■ As a first approximation, the slope in the low temperature

region yields an activation energy in the neighbourhood of 15 k cal/g - 
1 ■

mole, while that at higher temperature yields an activation energy of 

approximately 26 k cal/g mole. The shielded results yield an activation 

energy of approximately 17 .< cal/g mole. The experimental results are, 

however, curvilenear and these straight line approximations are only 

estimates (section 5 >2 ).

Specific evaporation Constant for Diffusion

The specific evaporation constants of figure (26) represent

the overall specific evaporation constants, including diffusion and
- 1 ’

evaporation. The relation between th® overall, diffusive and evapora­

tive evaporation constants is given by equation (62):
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(81}

6c

V?

or k^ » k k„,

The specific evaporation constant due to evaporation alone, 

la derived from the Knudsen maximum rate equation, written in terms of 

weight percentages:

dC »
dt

where P is

or dC ««WMWM
dt

£ ® 0 <82> • 

65the density of iron at temperature T "

Thus

(83)

.• ,,-re p"‘ s. ■/- -.u- a,-,-.u.^ .

fhe value for k^ (specific evaporation constant for diffusion) 

can then be calculated, The k, k^, k^ values and the shielded specific 

evaporation constants are plotted ia figure 27.

A plot of the ratio k-/k? vs l/’f is presented ia figure Z&,

*t.5 Evaporation and hondeoaatlon idtperiiaents

<».5 (1) Condensation xperitaonts

The renulto of the condensation experiments, illustrating the

agreement between the experimental snximu® rate of evui>oration und that 

predicted by Knudsen1 are shown in table V (a). The Knudsen equation of 

section 2,1 (ii) was used in the fora:
* » 0.05833 (p°-p)^^ <8M
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where p = the residual gas pressure
op s vapour pressure of iron

The vapour pressures used in the calculations were from the 
66results reported by Kubashev/ski and Evans .

From table V (a) it is seen that the experimental maximum

evaporation rate is less, in every case, than that predicted by Knudsen, 

over a temperature range from 15?5°3 to l695°C. The values range from 

a low of ?/• to a hi:’, of S?/£, -.crtt ? .1 rax '.O'ly over th - f p r>:r •:'nro 

range employed.

4 » 5 Evaporation Experiments

The results of the evaporation experiments are shown in table

V (b) and it is seen that the experimental maximum rat© of evaporation 

agrees with that predicted by the Knudsen maximum rate equation within 

20X

■< I, 
I

’b



CHAPTER V

DISCUS 3101? OF THE '^SULTS

5.1 Calculation of the Specific Evaporation Constant

The specific evaporation constants were calculated from the 

slopes of the lines shown in figures 10 — 24, assuming an error in the 

height measurement of * 0.5 cm. This allowance of 0.5 cm arises from 

the fact that the evaporation surface area was assumed constant over 

the power input range, when in actual fact it is dependent on the power 

input (equation (76) ). Errors are also introduced in the method of 

measuring the height decrease after evaporation.

In the low temperature range, the use of high carbon melts 

made it necessary to correct for the effect of carbon in decreasing the 

activity of manganese. The activity coefficients of manganese due to 

carbon were calculated from the data of Schenck and Neumann within _ 

0.05. The experimental error introduced in the calculations is caused 

by the assumptions of section 4.2 (iii).

The dependability of the Schenck and Neumann data is verified 

by the high carbon run No. 4/1. The uncorrected evaporation constant at 

1625°C was determined to be 8.1 cm/sec which was corrected to 22.0 cm/ 

sec from the Schenck and Neumann activity coefficient data. The specific

evaporation constants for all the experiments are plotted in figure 26,
• > *.

and it is observed that the corrected specific evaporation constant is

consistent with the specific evaporation constants evaluated from low 
57carbon experiments. Utilization of the data of Ohtani results in a 

62 .
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corrected specific evaporation constant of 9 to 10 cm/sec which is 

definitely inconsistent with the experimental low carbon data. The use 

of the Ohtani data yields low specific evaporation constants since these 

data show that carbon has very little effect on manganese in iron, at 

dilute manganese concentrations,

5.2 The activation Energy for the frocean

The experimental data plotted in figure 26, may be compared

with the predicted data of Knudsen (equation (82} }. From the analysis 

presented in chapter I it is obvious that the Knudsen prediction repre­

sents the maximum possible rate of evaporation and therefore predicts 

the maximum possible specific evaporation constant. Figure 26 shows 

that at low temperatures, the experimental specific evaporation constant 

approaches that predicted by Knudsen, The Knudsen derivation is based

on an evaporation control mechanism and thi3 means that in the low tem­

perature range, the evaporation of manganese from liquid iron is con­

trolled by the desorption of manganese from the surface (equation (57} }.

The vapour pressure data used to calculate the Knudsen maximum 

evaporation constant wore calculated from the data of Kubashewski and 

E.vans^, which are reported tc be within + 20^ From figure 26 it is 

seen that within the range of experimental error the result® might be 

explained entirely by evaporation control at approximately 1520 C and 

lower.
■ 1, .

If evaporation control predominated, the experimental curve

would adhere quite closely to the Knudsen curve, over the whole tempera- 
O', However, at temperatures > 1520 C it is seen that the

i
* ( * . •
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experimentally determined specific evaporation constant becomes progres­

sively less than that predicted by Knudsen. The result is a gradual 

increase in the slope of a tangent to the curve, (i.e, the slope becomes 

less negative) varying from a maximum at low temperatures to a minima® 

at higher temperatures. The increase in th© slope indicates a transition 

from evaporation control to diffusion control.

The slope of the Knudsen line yields an activation energy of 

5?.2 kcal/g mole, which is th® activation energy required for the evapora­

tion of manganese from iron. The slope of the tangent to the experimental 

curve nt 6.30 x io"4* °K~1 yields an activation energy of approximately 45 

kcal/g mole and the tangent to the curve at higher temperatures (5,00 x 

io"4* °k”1) is equivalent to an activation energy of 26 k eal/g sole. The 

activation energy for the process studied thus tends to the activation

energy for Mn (Q«57kcal/g mole) evaporation at lower temperatures and to
*

the activation energy for Mn diffusion (Q«5 kcal/g mole) at higher tem­

peratures, i.@. in the temperature range considered, the process of Ha 

evaporation from liquid iron under reduced pressures proceeds from 

largely evaporation control at low temperatures to largely diffusion 

control at high temperature®.

It is observed in figure 26 that at l/T a 5.81 x lcf4 °k“1 the 

maximum specific evaporation constant according to th© Knudsen relation­

ship, is greater than that determined experimentally by a factor of 2,

Thus, at this temperature the predicted curves for evaporation control 

and for diffusion control must intersect, the latter being simply a line 

whose slop® is calculated from the activation energy for the diffusion

of Mn in Fe.
’ ' * ■

see page 65
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73Sraithells reports an energy of activation for diffusion of

Mn in Fe as approximately 6 kcal/g mole. However, the model of Hachlin

(equation(55) ) predicts for diffusion control that the specific evapora — 
1/2tion constant is proportional to ' (where is the diffusivity 

of Mn in Fe) and since:

D « Do exp - H/RT (85}

where E is the activation energy for diffusion

D1/Z2 « Doly/2 exp • E/2RT (86) >

It is apparent that the specific evaporation constant for dif­

fusion control is related to F/2 and hence the activation energy from 

the Arrenhius plot would be 6/2 = 5 kcal/g mole.

Figure 27 represents the Arrenhius plot combining all the pos­

sible specific evaporation constants. Theoretically one would expect the 

experimental curve to asymptotically approach the limiting cases for eva­

poration and diffusion control at low and high temperatures respectively. 

However, it is observed that in the low temperature range this holds 

true, but in the high temperature range the experimental curve approaches 

the limiting diffusion curve, and crosses over. This phenomenon is not 

too startling if one analyses the conditions for evaporation at high tem­

peratures in an induction heated furnace.

5.5 The Effect of Stirring on the Specific Evaporation Constant

The apparent inconsistency of the experimental data with that
■ i ,predicted can readily be interpreted by examining the effects of stirring

*
on mass transfer rates governed entirely or partly by diffusional proces­

ses. In Induction heated processes, higher temperatures are achieved by an

■ ’? •' ■ . -
■*/
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increased power input, which is related directly to the degree of 

stirring in the melt (equation (70) and (73) ), thus at elevated tem­

peratures the melt experiences greater stirring effects than at 

lower temperatures. An increase in the stirring rate has the effect 

of decreasing the thickness of the diffusion boundary layer, resulting 

in larger evaporation rates than would normally be expected. The maxi­

mum slope in the high temperature range of figure 26 is equivalent to 

an activation energy of 26 kcal/g mole which indicates that diffusion 

alone is not the rate limiting step. If the experiments could be car­

ried out over the entire temperature range at the stirring conditions 

present in the low temperature region, the high temperature results 

would probably behave as expected and asymptotically approach the

theoretical diffusion control curve.
6oKnuppel and Oeters studied the effect of induction stirring 

o» the rate of absorption of »2 into an iron melt. The, utilised a 

magnesia crucible containing 3.6 kg of molten iron, with a refractory 

stirring rod connected to a variable speed motor. At l600°C they 

measured the mass transfer coefficient for the absorption of N^, with 

stirring speeds of 120 r.p.m. and 300 r.p.m., to be 4.5 cra/sec and 15.5 

cm/sec respectively. In another experiment on the degassing of fro® 

liquid iron at l600°C, they measured the mass transfer coefficient for 

nitrogen desorption under vacuum to be 14.5 cm/sec. They conclude that 

in diffusion controlled processes such as multi—component evaporation, 

the stirring speed is directly proportional to the rate of evaporation, 

and in particular, the degassing of nitrogen from liquid iron (at 

reduced pressures) which is induction stirred, is equivalent to stirring

. S-t

http:st.irri.ng
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a non- induction influenced melt at 200 r.p.m.

In some experiments ( figure 26), the degree of stirring wee 

decreased by the insertion of a graphite shield (section 2.1 (iii) ) 

and the rate of evaporation of Kn was reduced considerably. The ex­

periments were performed in the high temperature region where it m> 

considered that the effects of stirring would he most important. Is 

the low temperature experiments on unshielded melts, observations of 

the melt surface did not sho« any stirring effects, and particles 

floating on the surface, at tires, did sot move, ’-"rosi thee® observa­

tions it was concluded that shielded experiments were unnecessary in 

the low temperature region. Also, in the low temperature region it 

has bee® shown that manganese evaporation tends to evaporation control 

(Ca/CBS~*1) and thus the rate of evaporation would be largely indeyend- 

ead of the stirring rate.

The decrease in the surface agitation due to the insertion 

of the graphite shield was readily noticeable. The Btegnltude of the 

mrthee velocity has been preA&ctat to decrease by approKbi °/o

for the conditions studied (section 4.2 (ii) }, From figure 26, the 

corresponding decrease in the apeeiflc evaporation constant varies from 

yf/o at 5.15 x IC* <V1 to K2/o at 4.9 x I;;"4* °i~i, which inJ,; <tea a 

strong relationship between surface velocity and the specific evapora­

tion constant. The eal-.-u tiox s leading to tfce prediction of a 30% 

decrease in surface velocity wade no prevision for the effect of the 

absm tie* • M* of the . t.-. pi »ta 1 MM the 20%value is 

probably a low estimate of the velocity decrease.

Although the experimental results for the shielded expert-

http:cal.eulb\U.oM
http:veloo:i.ty
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ments are undoubtedly curvilinear in nature, they have been approximated 

to a straight line equivalent to a mean activation energy, over this tem­

perature range, of 17 kcal/g mole. This observation illustrates a trend 

towards the activation energy for diffusional transfer due to the de­

crease in stirring. The activation energy for the process in the high 

temperature rang® would be expected to approach 3 kcel/g mole (section 

5.2) a® the degree of induction stirring was decreased to zero. It was

I previously (section <t.2 (ii) ) that 8l%of the power input would 

be absorbed in a graphite sleeve 1.00 inch thick, but the use of such 

thick shields was not possible in the present experimental setup because 

of the limited apace in the heating zone of the induction coil.

Figure 26 shows that the experimental curve for specific 

evaporation constants for shielded experiments approaches the theoretical 

diffusion control line at temperatures greater than l800°C, illustrating 

that complete diffusion control ie being approached, As the temperature 

ia decreased, one would expect the high stirring specific evaporation 

constant curve to coincide with the low stirring specific evaporation 

constant curve at a temperature where stirring effects are negligible, 

as shewn in figure 26.
10The specific evaporation coefficients determined by -ard , 

for the same Ma —Fe system (figure 26), are slightly less than those 

observed in the present investigation. The slight discrepancies could 

be interpreted by differences in the stirring characteristics of the 

two systems, as card's experiments were performed on considerably larfBK 

melts (10 kgs vs 2—3 kgs) which could result in decreased stirring 

rates due to an increase of the drag at the crucible—melt interface.

; : ■ ■ f
J * .

. ■ . ' . i
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Figure 26 shows that the present data are not inconsistent 
48with the prediction of Machlin , however, the Machlin model assumes 

complete diffusion control and Machlin states that any agreement with 

experimental results, within a factor of 2 or 3, is sufficient to 

illustrate agreement with the theory.

5.4 The Controlling Process 1

The plot of figure 26 should undoubtedly be curvilinear, 

approaching the two limiting cases of diffusion and evaporation control 

at the outer limits of the temperature range employed (1320 G to 1810 C ). 

There is no fixed temperature at which one process suddenly supercedes 

the other, but there is a gradual transition from predominately eva­

poration control at low temperatures to predominately diffusion control 

at high temperatures. The actual plot of figure 26 has, however, been 

drawn with considerable linear sections at both the upper and lower ends

as the experimental data do not justify any significant curvature.
74In a similar analysis, Beeton investigated the reduction of 

iron ore with hydrogen and concluded there was a discontinuity in the 

Arrenhius plot of mass transfer coefficient vs 1/tV1, indicating that 

diffusion of hydrogen into the material and water vapour out suddenly 

takes precedence over the chemical reaction of hydrogen with the ore.

This phenomenon is considered unlikely in the present study as the

experimental results verify the curvilinear nature of the plot.

From equation (62) of chapter III it is seen that the speci—

fic evaporation constant for diffusion control, k^, can be written in 

terms of the maximum specific evaporation constant (Knudsen’s prediction),

H .
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k2, and the overall specific evaporation constant, kj

» k k? / (k, - k) (87)

The values for k were calculated and plotted with the other 

specific evaporation constants (k, and k^. in figure 27. The

resulting straight line, yields a slope equivalent to approximately 17 

kcal/g sol®. This figure obviously reflects the effect of stirring on 

the specific evaporation constant, producing a value 6 times that 

normally expected.

The ratio of the specific evaporation constant (overall), 

k , to that for evaporation, kg, is plotted vs 1/^%”*^ in figure 28, 

and in the limits (section 2.11) k^» an$i k2>>icl* r92r«sents the

limits Cs/CQ —»■ 1 and Cs/CQ -----*■ 0 respectively. Figure 28 clearly

illustrates that at low temperatures, k /k^ approaches unity, i.e, 

the surface concentration approaches the melt concentration and evapora 

tion from the surface is rate controlling. It is also seen that at 

higher temperatures k A, -*-*• 0, that is the surface concentration 

is much less than the bulk concentration and diffusion control pre­

dominates.

5.5 High Temperature evaporation dates

The decrease in the specific evaporation coefficient with 

increasing temperatures was shown to be unrelated to the reflection 

of molecules back into the melt due to high vapor densities in the

ga® phase adjacent to the liquid'interface. The condensation ox—
»

perimenta were inconclusive since the condensation plate could not be 

held close to the melt surface, due to melting, and at larger distances

I

http:condcnusaU.on
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the evaporating area is considerably less than the condensation area, 

due to the spherical cap shape of the melt surface.

The evaporation experiments were conclusive in illustrating 

that the maximum evaporation rates predicted by Knudsen were verified 

at both low and high temperatures. The experimental results were within

20%of those predicted by Knudsen which were calculated using vapour 

pressures quoted within * 2©X In addition, the decrease in the ex­

perimental specific evaporation constant from the maximum commences at 

temperatures below the melting point of iron and it is extremely unlikely 

that reflection would occur at these low vapour pressures.

5.6 Validity of the Evaporation Model

The original model, postulating that the controlling process

in the evaporation of solute atoms from a solvent is either diffusion 

controlled in the liquid interface or surface controlled by the de­

sorption of atoms from the surface, in the limiting cases, is apparently 

a good one. From the results it is observed that the model illustrates 

quite well the transition from evaporation control to diffusion control. 

However, this model, it has been shown, must be interpreted in terms of 

the stirring conditions in the melt, when applied to a system whose 

stirring conditions are not constant, A reasonable explanation of these 

stirring effects can be obtained by considering the effect of the stir­

ring on the frictionless boundary layer.
75 *Sehgal and Mitchell , in studying the evaporation of sulphur 

from liquid iron under vacuum utilize a similar model from which they 

predict that the loss of sulphur at reduced pressures is controlled

I ■
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either by diffusion in the liquid boundary or by desorption from the 

surface. They show first order kinetics for the reaction and suggest 

that the rate of evaporation of sulphur under vacuum is controlled by 

the rate of desorption of atomic sulphur from the liquid—gas interface. 

Their experiments were performed at 1585°C + 5°C and no attempt was 

made to determine if a transition to diffusion control occurred at

higher temperatures.

1,
t

■ «- »'
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1) The evaporation of menganese from liquid iron at reduced 

pressures and at oteelaaking temperatures (1550—l60G°C) is governed 

by both diffusion in a liquid boundary and by desorption from the

surface.

2) la the low temperature range (less than 1435°C) the evapora­

tion of manganese from liquid iron,under vactns8,is largely a surface 

phenomenon, i.e. evaporation is controlling the process.

3) In the high temperature range (greater than 1435°Cj, the 

process reverts largely to control in the liquid boundary layer, i.e. 

diffusion control predominates.

M In the region where diffusion control predominates, the rate 

of loss of solute atoms from a solvent, under vacuus, ie affected to a 

great extent by the turbulence of the melt. The effect is an increase 

in the specific evaporation coefficient over that expected when no 

stirring is present, resulting in an increase in the importance of th® 

desorption from the liquid surface.

5) The rate of evaporation of iron, under vacuum, adheres to 

the prediction of the Knudsen maximum rate equation. Thia illustrates 

that over the temperature range l600°C to l8lO°S the evaporation coef­

ficient for liquid iron is unity, or iron exhibits no constraints in th® 

liquid phase as expected.

6) The rate of evaporation of manganese closely approaches the
«

72
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maximum rate predicted by Knudsen at temperatures close to 1JOO°C, 

indicating that the evaporation coefficient for manganese in iron is 

unity. The apparent decrease in the evaporation coefficient at higher 

temperatures is probably due to decrease in the surface concentration 

from that of the bulk, rather than due to constraints in the liquid 

phase,

7) The data of Schenck and Neumann^ for activity coefficients

of manganese due to the presence of carbon in iron are more consistent 

57in these experiments than those presented by Ohtani .

The Schenck and Neumann data predict an activity coefficient

for Hn in high carbon Fe in the neighbourhood of 0,25, whereas the Ohtani 

data predicts an activity coefficient of 0.9 to 1.0.

» I .I

a>i



TABLE I

THE EVAPQ3 ■'•TTOH CCWCTW ABO ABGLC RATIO
TOR VARIOUS POUR COMPOUNDS

SttSSKB*...................................... ............~

(I) Benaene

Chloroform

Ethanol

Methanol

Glycerol

Water

(IT) Glycerol

Water

(III) 2 - ethyl - hexyl phthalate 

2 — ethyl — hexyl — sebacate 

Myrietic Acid

Laurie Acid

Hexadecunol

Capric Acid

Tetradecanol

Dodecanol

N —di —butyl phthalate

Tri — heptymethane
i

Tri decyl methane

0.9

0.16

0.020

0.024

O.O45

0.05

0.04

0.02

I

0.4

1

1

1

1

1

0.49

0.68

0.22

1

1

1

___

0.85

0.54

0.02

0,02

0.05

0.05

0.04

0,04

0,05

N — hexadecane 

H - octadecane 

H - heptndecane

1

1

1

http:Chlor.of
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Percent Lwaag 741

A1J3,2 3 25.2

MgO 66.9

SiO2 5.8

CaO 1.3

TiO2 0.3

r.2o3 0.2

Sro2 •

Cr_0,2 3 -

Misc. 0.30

Zlrcoa.. . Raiser 102

0.4 0.3

0.02 96. c

34.2 1.5

0.03 ' 1.3

0.2

0.4

65.0 -

- 0.3

0.15 0.2

i-

■f* { <
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tabu; III (a)

TIME —CONCCNTRATION MEASUREMENT (LO‘I CARBON)

Sun
No.

Time
.l&Rb.

Manganese Average
Concentra— Carbon

tion Content
( it.Percent) (t.Percent)

Sun
No.

Time
(Min)

Manganese
Concentra­

tion
(it. Per cent)

Average
Carbon
Content

(it. Percent

2 0.003 9 OiB- 0.20 0.005

6.00 0.15 1.50 0.16

11.00 0.09 4.00 o.o8

18.50 0.05 5.50 o.o6

25.00 0.03 8.50 0.03

3 0 0.11 0.003 10 0 0.18 0.003

4.00 0.08 1.50 0.13

8,00 0.06 2.50 0.10

13.00 0.04 4.00 0,08

16.00 0.05 5.00 0.05

20.00 0.02 7.50 0.03

5 0 0.45 0.003 11 0 0.44 0.002

6.00 0.26 1,20 0.33

8.00 0.19 3.00 0.22

11.00 0.14 4.25 0.19

16.00 o.o8 6.33 0.14

19.00 0.07 9.20 0.0?

20.00 0.06 12 0 0.61 0.002

8 0 i.o8 0.003 .
- ' I

1.33 0.51

2.30 0.77 2.66 0.41

5.00 0.62 3.92 0.33

10.40 0.35 t 5.1? 0.28

. 3a
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TASL£ III (a)
(cont* d)

Run
Mo.

Time
(min)

Manganese
Concentra­

tion
( .t. Per cent)

Average
Carbon
Content

( t.Percent)
Run
No.

Time
(min)

Manganese
Concentra­

tion
( t.Percent)

15 1.50 0.51 0.006 18 0 0.65

5.00 0.57 1.17 0.48

4.50 0.52 2.50 0.55

5.85 0.27 5.92 0.28 '

7.50 0.22 5.00 0.24

8.85 0.19 6.08 0.19

14 0.55 1.12 0.005 20 0 0.54

1.75 0.87 1.42 0.59

5.58 0.65 2.85 0.50

5.08 0.50 4.50 0.22

6.00 0.44 6,00 0.17

15 0 0.65 0.002 7.67 0.15

1.42 0.40 9.55 0.105

2.92 0.28 10.58 0.08

4.55 0.22 21 0 0.24

6.08 0.17 1.17 0.17

7.00 0.15 2.55 0.12

17 2.08 0.61 0.004 5.55 0.10

4.17 0.42
- * .

4.50 0.075

5.25 0.58 5.82 0.065

6.50 0.55 22 0 0.40

7.67 0.50
♦

1.00 0.55

Average
Carbon
Content

(,;t. Per cent)

0.004
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TABLE III (a)
(cont’d)

Run
No.

Time
(min)

Manganese
Concentra­

tion
(Wt.Percent)

Average
Carbon
Content

C t.Percent)

22 2.25 0.26
cont «

3.42 0.19

4.92 0.15

23 0 0.75 -

1.20 0.62

2.48 0.52

3.80 0.42

5.22 0.36

6.55 0.28

8.00 0.25

24 0 0.70 -

1.37 0.58

2.67 0.37

4.00 0.29

5.23 0.23

6.67 0.175

25 0 0.71

1.22 0.60

4.12 0.39

5.48 0.30
< I,

; 1

7.17 0.245

8.72 0.19

Manganese Average

Run
No.

Time
(min)

Concentra­
tion

(Wt.Percent)

Carbon
Content

( V.-t. Percent)

26 0 0.80 -

1.23 0.55

2.62 0.37

3.73 0.285,

4.93 0.215

5.92 0.17

27 0 1.09 -

1.32 0.85

2.38 0.70

3.67 0.57

5.27 0.41

6.68 0.33

8.38 0.22

28 0 0.49 0.002

1.57 0.41

3.28 0.33

4.80 0.29

6.17 0.24

7.43 0.23

8.63 0.21

9.83 0.18

29 0 0.52 0.003

. j A
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TABLE III (a)
(cont • d)"

Run
No.

Time
(ain)

Manganese
Concentra­

tion
(Wt.Percent)

Average
Carbon
Content

( t.Percent)
Run
No.

Time
(min)

Manganese
Concentra­

tion
(Wt.Percent)

Average
Carbon
Content

(Wt.Percent)

29 1.38 0.25 21 7.88 o.o6
cont • cont.

2.85 0.26 32 0 0.20 0.002

4.22 0.22 1.13 0.14

5.53 0.17 2.30 0.12

6.53 0.14 3.28 0.09

7.75 0.11 4.5? 0.0?

9.00 0.11 5.90 0.06

50 0 0.40 0.004 7.25 0.05

1.20 0.30 8

2.62 0.22 33 0 0.74 0.003

3.62 0.18 1.4? 0.55

4.82 0.16 2.70 0.50

6.02 0.11 4.13 0.43

7.17 0.10 5.53 0.33

8.30 0.09 6.70 0.29

51 0 0.28 0.003 8.18 0.24

1.6c 0.18 34 0 0.79 0.004

2.78 0.13 1.43 0.60

3.58 0.12 2.70 0.56

4.58 0.10 > » , ' 4.05 0.48

5.62 0.08 5.48 0.41

6.62 0.0? 6.72 0.37



T-’.BLS TTI (a)
.(cont’d)

Average
Carbon
Content

(t,Percent)

So

Run
No.

Time
(tain)

Manganese
Concentra­

tion
(Wt.Percent)

Average
Carbon
Content

(Wt.Percent)
Run
No.

Time
(sin)

Manganese
Concentra­

tion
(St,Percent)

34 8.00 0.32 37 5.00 0.35
cent • cont.

9.18 0.29 6,o8 0.28

35 0 1.16 0.003 7.03 0.24

1.50 0.99 8.12 0.23 ,

2.82 0.97 10.23 0.17

4.13 0.32 38 0 0.85

5.42 0.71 1.23 0.72

6.67 0.65 2.35 0.67

7.92 0.60 3.63 0.53

9.07 0.55 4.92 0.48

56 0 0.8? 0.002 6.03 0.44

1.37 0.63 7.42 0.34

2.65 0.51 39 0 0.93

3.97 0.39 1.13 0,82

5.20 0.35 2.20 0.76

6.62 0.29 3.42 0.70

7.88 0.23 4.87 0.64

9.17 0.19 5.88 0.60

37 0 0.81 0.002 6.92 0.60

1.13 0.76 > * ,
; l ■ 40 0 1.16

2.43 0.45 1.00 1.01

3.60 0.43

' j

’ z

e

2.13 0.83

0.003

0.004

0.0C3
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TABLE III (a)
(cont’d)

Manganese
Coneantra— 

Run Time tion
No. ,<■»*»)„t t.Percent)

Average
Carbon
Content

(At.Percent)

40
cont

41

42

44

3.13 0.73

4.15 0.69

5.25 0.61

6.45 0.55

0 1.00

1.42 0.82

2.62 0.67

6.55 0.45

7.70 0.39

8.80 0.37

9.82 0.35

0 0.58

1.20 0.41

2.50 0.32

3.87 0.24

5.12 0.18

6.17 0,17

7.32 0.15

8.28 0.13

0 0.67

1.27 0.54

2.37 0.44

0.002

0.005

. i.
0.005

Run Time 
No. (min)

44 3.62 
cont.

4.58

5.63

6.63

7.58

45 0

1.15

2.40

3.52

4.58

5.70

6.75

7.75

46 0 

0.82

2.25

3.00

5.10

6.92

47 0

1.55

2.72

Manganese
Concentra­

tion
(at.Percent)

0.54

0.32

0.26

0.21 ■’

0.18

1.04

0.91

0.77

0.65

0.59

0.55

0.49

0.47

0.50

0.26

0.15

0.12

0.08

0.04

1.14

1.02

0.98

Average
Carbon
Content

(ttt.Percent)

0.004

0.002

0.003
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TABLC III (a)
(cont 'd)

Run
No.

Time
(«i»l

Manganese
Concentra­

tion
( t.Percent)

Average
Carbon
Content

(-1.Percent)
Bun
Mo.

Time

Manganese
Concentra­

tion
( t.Percent)

Average
Carbon
Content

( t.Percent)

47 5.8? 0.76 l/A 0 0.35 .002
cont •

5.08 0.70 1.45 0.30

6.30 0.66 2.70 0.26

7.35 0.61 3.67 0.24 *

8.53 0.55 4.88 0.22

49 0 1.74 0.002 6.15 0.20

3.47 0.94 2/A 0 1.22 .002

4.90 0.65 1.13 1.00

8.35 0.42 2.30 0.93

50 0 2.26 0.004 3.58 0.81

1.12 1.90 4.75 0.73

2.35 1.28 6.17 0.63

3.63 0.97 5/A 0 1.30 .003

4.83 0.70 1.21 1.18

6.00 0.54 2.?2 1.00

4.0? 0.87

5.22 O.?6

l,{

http:l-l'angane.se


TABLE III (b)

CQNCSHT'?ATION MEASUREMENTS

(Shielded Suns)

51

52

53

Time
(min)

Manganese
Concentra­

tion
(v’t.Percent)

Average
Carbon
Content

( t.Percent)
Run
No.

Time
(min)

Manganese
Concentra­

tion
(Wt.Percent)

0 1.50 0.005 54 0 1.20

1.38 1.3^ 3.87 0.72 ,

2.40 1.22 4.78 0.67

3.35 1.10 5.77 0.59

4.80 0.95 6.82 0.50

5.78 0.83 56 0 1.00

6.70 0.77 0.97 0.88

0 1.86 0.003 1.87 0.65

3.65 1.30
r

3.12 0.52

4.80 1.16 4.00 0.45

6.88 1.02 5.02 0.38

0 0.50 0.003 6.67 0.29

1.05 0.45 5? 0 2.04

2.03 0.41 1.10 1.62

3.11 0.36 2.00 1.44

4.10 0.34 3.07 1.22

5.11 0.29 4.03 1.08

6.17 0.29 > 1 .- 1 5.02 0.90
*

6.13 0.74

Average
Carbon
Content

(t.Percent)

0.005

8j

0.004

0.003

4 * *



TABLE III (c)

(High Carbon Huns)

Run
No.

Time
(min)

Manganese
Concentra­

tion
(it.Percent)

Average
Carbon
Content

(wt.Percent
Sun
No.

Time
(min)

Manganese
Concentra­

tion
(Vt,Percent)

If 0 2.34 4.37 7/1 0 2.49

2.33 2.22 10.0 2.26

4.17 2.12 17.0 1.99

6.10 2.10 24.0 1.80

8.33 1.96 31.5 1.58

lg 0 3.84 4.56 39.5 1.48

1.75 3.70 8/1 0 1.35

3.73 3.36 8.0 1.29

6.28 3.32 13.5 1.26

8.53 3.20 22.0 1.14

3/1 0 2.59 5.15 30.0 1.12

3.20 2.42 40.0 1.10

6.oo 2.22 9/1 0 2.43

11.8 2.11 8.5 2,30

16.7 2.07 16.5 2.20

4/1 5.5 0.68 5.36 24.5 2.06

10.5 0.50 33.0 1.92

15.0 0.45 ’ 1,
- I

41.0 1.86

20.0 0.32

25.5 0.25

30.5 0.19
; - r

i - ♦

Average
Carbon
Content

( t.Percent)

4.8i

4.74

4.60



Run
No,

2

3

5

8

9

10

11

12

13

14

15

1?

18

20

21

22

23

TABLE IV (a)

SPECIFIC mt ORATION CONSTANT

Slop©..
(min j

Effective Bath Height 
(era)

Evaporation Constant
(cm/sec) XIO^

Temperature 1/T
(0k.-1)xio'

- 0.0771 7.86 10.1 + 1.1 1530 5.55

- 0.0800 7.17 9.6 0.8 1525 5.53

- 0.1022 7.78 12.2 2 1.3 1588 5.28

- 0.1191 10.40 20.6 2 1*9 1615 5.30

- 0.1776 6.36 18.8 2 3.1 1660 5.17

- 0.1968 5.88 19.2 2 2«2 1635 5.24

~ 0.1955 8.17 26.6 2 2.2 1730 4.99

- 0.1532 6.87 17.6 2 1*5 1675 5.13

- 0.1379 7.91 18.2 2 2.0 1600 5.24

- 0.1115 7.95 14.8 2 2.4 1585 5.28

- 0.2268 7.62 28.8 2 2.8 1730 4.99

- 0.1275 7.67 16.3 2 2.4 1580 5.40

- O.I885 7.25 23.1 2 2.4 I665 5.16

- 0.1719 8.66 24.8 2 2.1 1660 5.17

- 0.2528 8.25 35.2 2 3.5 1770 4.89

- 0.2066 7.90 27.2 2 2.7 1725 5.01

- 0.1518 7.69 19.5 + 1.9 1660 5.17



TABLE IV (a)
~"(cont*d) "*

Run
No.

Slope,
(min -X)

Effective Bath Height
(cm) ..................

Evaporation 
Constant , 

(cm/sec)X10"'
Temperature 1/T

(°K“1)X1O

24 - 0.2174 7.19 26.1 * 2.5 1700 5.07

25 - 0.1513 6.83 17.2 + 1.4 1585 5.38

26 - 0.2730 6.68 30.4 X 2*? 1735 4.98

27 - 0.1840 6.50 19.9 1 2.0 1700 5.07

28 - 0.1030 9.15 15.7 1 0.9 1610 5.31

29 - 0.1922 8.82 28.3 + 2.2 1680 5.12

30 - 0.1962 8.32 27.2 * 2.2 1710 5.04

31 - 0.1841 7.75 23.8 + 2.1 1730 4.99

32 - 0.1935 7.45 24.1 * 2»4 1740 4.9?

33 - 0.136? 7.31 16.7 * 1.5 1570 5.43

34 - 0.109? 7.14 13.1 1 1.1 1560 5.46

35 - 0.0839 6.84 9.6 1 0.9 1530 5.53

36 - 0.1715 6.56 18.8 * 1.7 1600 5.34

37 - 0.1680 9.70 27.2 * 2.1 1670 5.15

38 - 0.116? 9.38 18.2 + 1.9 1625 5.27

39 - O.O669 9.05 10.1 * 0.9 1560 5.46 <

40 - 0.1170 8.73 17.0 + 1.6 1595 5.35



T4BL,^ IV (a)
(cont’d)

Ran
No.

Slope.
(min "j

Effective Bath Height 
(era)

Evaporation 
Constant . 

(cro/sec) XIQ‘3
Temperature

1/T

(Ck'"1)xio

41 - 0.1159 8.28 15.7 2 1600 5.54

42 - 0.1985 8.11 26.8 * 2.4 1710 5.04

44 - 0.1720 7.90 22.7 1 1.7 I665 5.16

45 - 0.1107 7.82 14.4 2 1.7 1590 5.57

46 - 0.2947 7.61 57.4 * 4.4 1810 4.80
<W"

4? - 0.0896 7.51 11.2 * x*x 1560 5.46

49 - 0.1596 6.56 17*5 1 5.5 1645 5.21

50 - 0.2292 6.17 25.6 * 2.8 1655 5.24

1/A - 0.0948 7.57 11.6 * 1.5 1580 5.40

2/A - 0.1050 7.01 12.5 2 1.2 1555 5.47

5/A - 0.1021 6.45 10.9 2 x«° 1565 5.44

Oo
-<3



TABLE IV Cb)

3' SCIPIO I K ,1‘IQb QC MU >]T

(Shielded :<uns)

Evaporation
Sun
No.

Slope,
......Uin i

Effective Bath Height 
(ca)

Constant , 
(cm/aee) XIO''

Temperature
(°O

1/T X10‘ 
(°K) '

51 - 0.1001 9.80 16.4 ~ 2.0 1755 4.93

52 - 0.0941 9.10 14.3 1 1.5 1720 5.02

53 - 0.0954 8.57 13.6 1 1.3 1680 5.12

54 - 0.1208 8.12 16.5 1 1.7 1705 5.06

56 - 0.1692 6.70 18.9 * 2.5 1800 4.82

57 - 0.1610 6.5? 17.1 + 1.6 1725 5.01



TABLE IV Ce)

SPECIFIC EVA1 OBATIGH CONSTANT

(High Carbon)

Effective
Bath

Activity
Coefficient

Corrected
Evaporation

Sun Slope., Height of Constant _z Temperature ,
No. (min > (cm) K» (cra/sec)XKr ( c) i/T°moF

If ’ C.O17C 6.02 0.402 4.3 1 1.30 1375 6.07

lg 0.0169 5.82 0.375 4.37 1 1.41 1335 6.22

3/1 0.0139 9.64 0.354 6.29 + 1.40 1435 5.86

4A o.o497 9.82 0.370 22.00 * 4.30 1625 5.27

7/1 c.0139 9.30 0.367 5.88 X 1.01 1390 6.02

8/1 0.00586 9.17 0.366 2.38 2 1.00 1350 6.16

9/1 0.00678 8.80 0.367 2.73 4 0.93 1310 6.32

Co
VC



TABLE V

RATE OF SV\rQi<\TION OK IRON

Temperature
c

Weight Gain 
or Loss

......... (g»).............

Time for 
condensation

or evaporation
.......

Experimental
Evaporation

Rate (gm/cm /sec) 
xio

Maximum 
Evaporation 

Rate (gg/cB> /see)
XIO’

Percent
Error

CONDENSATION
EXPERIMENTS

1575 .303 1 1.11 2.92 - 62

1630 1.146 1 4.19 5.58 ~ 25

1680 2.286 1 8.36 9.84 - 15

1690 2.45 1 8.97 10.94 - 18

1695 2.93 1 10.73 11.56 - 7.2

EVAPORATION
EXPERIMENTS

1645 57.98 hQ 5.30 6.62 - 20

1690 62.08 25 9.08 10.94 - 17

1705 106.18 25 15.53 12.94 + 20

1750 97.26 15 23.71 , 20.62 + 15



90(a)

TABLES VI

table: or

ITEM

' ■ ........ 1

description
UNCERTAINTY
(Percent)

V/A Effective bath height 1 6

G Manganese concentration 15

T Temperature measurement + -0.7

Activity coefficient of Mn in high 
carbon Fe from the data of Schenck 
and Neumann :»

0
p Vapour pressure determined from 

data of Schenck and Neumann + 20

t Time of sampling I1

Ah Change in height from evaporation 
experiments

s Slop® of line from concentration — 
time plot, calculated statistically

1

*10

i,
i

r; *

. JK
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apfakdix a

. r -1 aj 74

The equationsj

I » aX ♦ b Cl)

In I a aX + b (2)

both represent straight lines, with I and la I respectively 

as a function of X,

In both of the above cases, it is acnunsed that the X variable

order to evaluate the beat straight line, the sums of the squares of the 

deviations froar, the straight line ie ainifflized. fthere y is the estimated 

value of y,the sum of the squares of th© deviations for equation Cl) is

given byj
W 2 ■
E (y-y) (5)
1

However, equation (5) has been evaluated on the assumption 

that each I variable for a given X i® equivalent, that is, the standard 

deviation of each point,is the same.

In equation (2), however, the standard deviation of obsorva

tiono I way be th® same, but by the nature of the semi log plot, the 

standard deviation of log I is not constant, that is,each point is not

equivalent

di a ’ Id In I CM

From equation (M it is seen that a change in observation I

t *
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is equivalent to Y times a change in the log of Y. In applying this 

statement to the least squares line for an equation of type (2) above,

(5)

Equation (5) is treated in the usual least —square manner;

(6)
N 2 2
S (In Y - aX - b) Y 
1

To minimize the sum of the squares of the deviations;

J. f (Xp Y±) «0 and J f (Xit Y±)» 0 (?)
2a 3b

Equation (?) then leads to;

N 2 H 2 K 2 N 2
2 X (In Y)Y E Y - E (In Y)Y 2 X Y
1 111 (8)

and b a

■N „ 
£ x y*
1

S X2 Y2 S Y‘
1 1

fl - N _
- a r + E (In Y) Y'"

1 1
v 2 2 Y 
1

(9)

From equation (8), it is impossible to estimate a possible
69 The error in the slope musterror in the determination of the slope

» .
be determined from a least squares plot and estimated to be the error

in the weighted least squares.
76The analysis is taken from Volk and is written;

-[• N N

. 3 <
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(n-2)S > = E Y - (E Y) -a E XY + a EX EY (10}
y/X n n

where Sv/x is regression of y upon x 

the standard deviation of the slope is estimated by

Sv » b
-» iJL&L (11)
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APPENDIX B

CdUCIBLE- MELT INTERACTIONS

In induction melting techniques a pollution reaction occurs

due to the interaction of tho crucible material with the melt.

1/5 Al2 0^ « 2/5 A1 + 0 (1)

Mg 0 » Mg + 0 (2) '

48Machlin ' proposes a theoretical treatment for this inter­

action assuming the diffusion of the reaction products through a static

boundary layer at the crucible - melt interface.
46Olette in studying the evaporation of arsenic from iron 

noted that the evaporation characteristics could conceivably be affected 

by the presence of Cu, Sn, Si and A1 in the melt. These third elements 

are present in small amounts and no conclusive evidence is shown by th©

results.

Olette did show that the type of crucible used had a drastic 

effect on evaporation properties of A1 and Si. H® postulates that an 

unexpected increase in evaporation rate is due to the formation of

volatile suboxides:

*1F. = AX2 0)^ . «gg (51

■*8°. + 3ir. * S1°V% <M

. '■ - -

He also showed that A1 evaporation from Al2 0^ crucibles was

quite negligible, until some silica was added:

• ■ ’ ' <’ . .•j * ,
1
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Si Ck ♦ Al_ > Al 0 * Si 0 (5)2s > ® 2 g g

-z£
Spendlow et al' studying the vacuum melting of high alloy

materials utilized three crucible materials, alumina, magnesia and

Zlrcoa. They concluded that on their system (Mi, Cr, Ho, Ti, Al, C)

that the evaporation characteristics ware independent of the crucible

material used. 'Their results gave evidence that in Mg G crucibles Mg

was evaporated (because of its high vapour pressure) but that its

presence had no noticeable effects on the system.
go

Knuppel and Oeters " studying the evaporation of hydrogen

from iron, under reduced pressure© determined specific evaporation co—

efficients of 7.25 x 10 sec and 11.47 x 10 "sec for alumina and 
71magnesia crucibles respectively. They cite the work of Brotsmann in 

explaining the difference is caused by porosity variations. They stats

the alumina crucible was sintered with Ca 0 to for© a very compact
i

crucible, whereas the Hg 0 crucible was more porous, which resulted 

in an increase in the evaporation area and hence an apparent increase 

in the specific evaporation coefficient.

figure 29 depicts a magnesia crucible after it had been used 

for tea melts. The actual penetration of the iron into the crucible 

wall is seen to be very uniform and quite slight. None of the rasemed 

cruciblesused displayed any cracking due to thermal stresses, however, 

the prefired sircoa crucible did show signs of cracking and some melt 

penetration. ,

The magnified penetration of -.Iron into the crucible wall in 

shown in the micrograph of figure JO. Ko attempt has been made in the

s I I

j.
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present work to identify th® products of the crucible melt interaction, 

however, Spendlow at alx have identified a spinel, sone feldspar and 

some forsterite. The reaction products are seen in figure 30, the li^it 

section being the iron.

The experimental results sees to substantiate th® fact that 

the crucible material has no effect on the evaporation of manganese.

The majority of the experiments were carried out on magnesia crucibles 

(run No. 10 onwards), however, th® results of experiments ©a the alumina 

crucibles (runs 2, 3, 5) and eircoa crucibles {runs 8, 9) are not incon­

sistent with the magnesia crucible results.

Til® experiments were performed on steel with a typical analy­

sis (in weight percent):

. C P S Ma

- .05? .01 .026 .33

A typical analysis after vacuum degassing is;

c p s m
.004 .01 .00? .29

From the activity data of Schenck and Neumann^ it is eeen 

that th® low carbon content of the melts would have very little effect 

on the manganese activity, and also the snail amounts of 3 and F present 

would be expected to have no noticeable effects on aaaganese. The effect 

of third element cm the evaporation of manganese is thus assumed negligible

» »
I



101

APPENDIX C

TEMPERATURE MEASUREMENT

The obvious advantage of two colour pyrometry over normal 

optical and total radiation pyrometry is that emissivities are relatively 

unimportant. The temperature is measured as a function of the ratio 

of the radiant energy emitted in two wavelength bands. By utilizing 

the ratio technique, the errors caused by target emissivity are greatly 

reduced as are any contamination effects such as gases and films on 

windows, as long as both wavelengths are affected equally.

For radiation in the visible portion of the spectrum, Planck's 

law reduces to Wien's approximation:

Y ®Xp * G2^1T

where = the monochromatic emissive power of the body

X - wavelength

T - temperature of the body

0^,0^ — constants

= emissivity of the body at Xj

The ratio of the radiation emitted from a body at two different 

wave lengths is;
-5

Ai vi A:
R

\C1X1~5 exp-G^XiT
(2)

% °1 X2

exp
(3)

exp - cyXg T
< I

5
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where T. is the temperature of the body as measured

Expression (5) is derived assuming emissivity is a weak func­

tion of wavelength.

The two colour pyrometers used (Latronics Colouratio and 

Milletron Theraoocop©) measure th® ratio of the energy of the green wave­

length to that of the red. Ordinary glass, which was employed as the 

sight glass for the temperature measurements is opaque to the visible 

spectrum, and being green coloured has the effect of absorbing the red 

wavelength and transmitting the green, producing high temperature read­

ings. It was found that a 0.25 inch green glass created an apparent 

temperature rise of 2C° to 2C°C and that similar temperature increases 

were noticed as the thickness of th® glass was increased to 1 inch. The

use of quartz, which is transparent for wave lengths up to th© infra-red 
o

region (7000 A ) overcomes this effect, as was noticed. One would normally 

expect an exponential decrease of light intensity transmitted vs the thick 

ness, according to Lambert's Lawj

1 « I exp - 2ax (Mo ••
where I is the intensity transmitted

Io is th. incident intensity

2a, is the absorption coefficient of the medium

x is the thickness of the absorbing medium

The experimental results show a linear relationship between 

th© temperature increase and the absorbing medium thickness, up to a 

thickness of 1 inch.
fe

The experimental results were calculated assuming the surface 

temperature equivalent tc the bulk temperature since the conditions of
* f ■ .

■ } .4 -
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high turbulence and relatively low evaporation rates should eliminate 

the possibility of surface cooling. The effect of surface cooling would 

be to decrease the experimental specific evaporation rate at high tem­

peratures which would decrease the apparent activation energy, indicating 

more diffusion control than that actually present.

A

> i. 
i



APPENDIX D

Error Analysis

The experimental errors in this study occur in the height

estimation, the determination of the slope from the concentration—time

plot, the calculation of the activity coefficient for the high carbon

determinations, the concentration measurement and the temperature measure

meat. The experimental errors for each of these quantities are given in

table VI. The errors in functions calculated from the measured values 
68were estimated using a technique suggested by Mickley et al .

If Q is a function of q^, q? etc., that is,

Q « f (q-p q<gj • ••* qn) (1)

the differential change in Q resulting from a differential change in the

measured quantities q^, q2, etc. is:

3f t df af
dQ a dq^ dqx + dq2 dq2 +....»♦» 3qft dqR (2)

•here <Sf/5% is the partial derivative of the function »ith respect to 

the measured quantity q^ and dq^ is the estimated error in q^.

Thus, for the case of high carbon runs, where,

k « (5)

h » height of melt

s « slope of log concentration time plot

■ft » activity coefficient of Mn in high carbon runs.

The maximum total error is then given by:
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This yields an estimated error in the specific evaporation constant 

for high carbon runs of approximately * 20% and approximately * 10% for 

low carbon runs. These errors are Illustrated on the data points of figure 

26,

The experimental evaporation rat® of iron was determined from the 

evaporation experiments, utilizing the decrease in height of the melt.

The height measurement was reproducible within + 0.01 inch for heights of 

approximately 0,22 inch, resulting in an uncertainty of * 10%, This also 

represents the error in the calculation of the experimental evaporation 

rate of iron, which was calculated from the height difference.

I ,
!

ii 5'4.
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(a) Front view of the apparatus

-» I,
(b) Method of sampling from crucible

Figure 3 - Photograph of the Vacuum apparatus and Associated 
Equipment



FIGURE 31

Effect of Pressure on Rate of Evaporation of Zinc



SCHEMATIC DIAGRAM OF VACUUM APPARATUS
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FIGURE 6(b)



APPARATUS FOR MAKING ADDITIONS 

UNDER VACUUM

A B C D E F

nr
!<!

----------------- 111 1 
1 1 1

1 r 1
1'!<

1 II
f II
1 II

1
1
1
1

li'
..I <______ J

1
1

'!!L. Ife. 1

Lu
11 1
! '

i 1
-J

A Addition Control Handle 
B Vacuum Seal Control 

C Rubber "0” Ring
FIGURE 7

D Addition Storage 
E Sliding Mechanism 

F Addition Chamber



CONDENSATION EXPERIMENTS
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Concentration - Time Curves
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Specific Evaporation Constants as a function of Temperature
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Figure 29

> I,

Photograph of a magnesia crucible, showing the degree 
of penetration of the melt into the crucible wall



Figure JO: Micrograph illustrating the penetration of Iron into a 
Magnesia crucible; X100.
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