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Lay abstract

Randomized controlled trials and meta-analyses provide the best available evidence to evaluate whether effects of a therapy vary among individual patients. Efforts to decide whether treatment effects differ across patients are important and frequently done but difficult to interpret. The fundamental challenge is to decide whether apparent differences in effect are real or due to chance. To aid this decision, experts have suggested various sets of credibility criteria, all with important limitations. This thesis documents how we systematically addressed the limitations of previous approaches. Key steps were a systematic survey of the available credibility criteria, a consensus study among leading methodologists, and a formal user-testing study. The result is a new instrument for assessing the credibility of effect modification analyses (ICEMAN).
Abstract

Background: Many randomized controlled trials (RCTs) and meta-analyses include analyses of effect modification (also known as subgroup, interaction, or moderation analyses). Methodologists have widely acknowledged the challenges in deciding whether an apparent effect modification is credible or likely the result of chance or bias. Various sets of credibility criteria are available (Chapter 2 provides an example) but are inconsistent, vague in wording, lack guidance for deciding on overall credibility, and have not been systematically tested.

Objective: To systematically develop a formal instrument to assess the credibility of effect modification analyses (ICEMAN) in RCTs and meta-analyses of RCTs.

Methods: Key steps in the development process included 1) a systematic survey of the literature to identify available criteria, rationales, and previous instruments, 2) a formal consensus study among 10 leading experts, and 3) a formal user-testing study to refine the instrument based on interviews with trial investigators, systematic reviewer authors, and journal editors who applied drafts of the instrument to published claims of effect modification.

Results: The systematic survey identified 150 relevant publications, 36 candidate credibility criteria with associated rationales, and 30 existing checklists (Chapter 3). The consensus study consisted of two main video conferences and multiple rounds of written discussion. The user-testing involved 17 users (including systematic review authors, trial investigators, and journal editors) who suggested substantial improvements based on detailed interviews. The final instrument provides separate versions for RCTs (five core questions) and meta-analyses (eight core questions) with explicit response options, and an overall credibility rating ranging from very low to high credibility. A detailed manual provides rationales, supporting references, examples from the literature, and suggestions for use in combination with other quality appraisal tools and reporting (Chapter 4).

Discussion: ICEMAN is a rigorously developed instrument to evaluate claims of effect modification and addresses the main limitations of previous approaches.
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Chapter 1: Introduction

Randomized controlled trials (RCTs) provide the optimal design to test the causal effects of health care interventions and therefore play a crucial role in evidence-based decision making.

The main goal of an RCT – or a meta-analysis if more than one RCT is available – is to quantify the effect of an intervention for the entire study population, e.g. in the form of an overall risk ratio. The overall effect best reflects the effect as it would occur in a single patient characterized by the average of all measured and unmeasured characteristics of the study population. For instance, a cardiovascular trial may test the effect of a new drug to prevent myocardial infarction in a population that includes men and women, and 30% of the participants have diabetes. Then, if the study suggests an overall benefit, e.g. a risk ratio of 0.8, the average patient to whom this effect applies would be a mixture between men and women with 30% diabetes. Of course, such a patient does not exist and the list of impossible average characteristics could be easily extended.

The example illustrates that, in order to apply overall effects to an individual patient, we have to assume that the treatment effect is consistent across characteristics in which the target patient differs from the average: Using again the example, let us assume we want to apply the overall effect to someone who could have participated in the study, e.g. a man with diabetes. To apply the overall effect, we would have to assume that it is valid for both men and women, diabetics and non-diabetics, and any other patient characteristics in which our patient might differs from the average. In other words, we assume that none of the varying patient characteristics would substantially influence the suggested treatment effect.

Such a consistency assumption may seem strong to many, in particular to health care practitioners who experience the diversity of patients in their daily practice, and also to meta-analysts who are used to see inconsistent treatment effects across studies. Therefore, it is natural that researchers scrutinize the consistency assumption and explore whether a treatment effect might vary across patient characteristics. Those analyses are called analyses of effect modification and the examined patient characteristics potential effect modifiers.

Analyses of effect modification vary with respect to terminology and methods. Most common are subgroup analyses for which investigators repeat the main analysis within subgroups (e.g. men and women) and then compare the resulting effect estimates. If they differ, the characteristic (e.g. sex) is said to be an effect modifier, moderator, a predictor of response, or that there is an interaction between sex and the intervention. If the potential effect modifier is a continuous variable, e.g. age, effect modification can also be analyzed continuously, usually by including an interaction term in a regression model. In the context of meta-analysis, it is common to compare subgroups of studies or use meta-regression for continuous effect modifiers. Analyses of effect modification become more complex if it is possible to define both subgroups of patients and subgroups of studies as in most individual participant data meta-analyses.
There are a number of hypothesis tests available to assess the extent to which an apparent effect modification is compatible with chance.\textsuperscript{1-3} Usually, they test the null hypothesis that a treatment effect is consistent across levels of the candidate effect modifier. Other possible, though rarely applied, null hypotheses are that effects of individual subgroups have a consistent direction (tests of qualitative interaction),\textsuperscript{4} or that effects of individual subgroups do not follow a specific pattern (tests of trends).\textsuperscript{5} Another class of analyses are data-driven algorithms that identify subgroups of patients who show the most extreme effects or mathematical functions that best describe the relationship between a continuous effect modifier and the treatment effect.\textsuperscript{6}

Irrespective of the specific methods used, analyses of effect modification share three fundamental challenges that complicate their interpretation:

1) **A large number of candidate effect modifiers:** While there are usually only a small number of candidate therapies available for a condition, the number of potential effect modifiers can be very large and vary from study to study. Essentially any measured baseline characteristic could be analyzed for possible effect modification. In the context of meta-analyses, additional candidate effect modifiers are study characteristics such as study design, study quality, or type of intervention. The large number of candidate effect modifiers leads to two subsequent issues: potential multiplicity issues (multiple hypothesis tests within studies may compromise the results of hypothesis tests) and uniqueness (if a study proposes an effect modification, none of the previous and subsequent studies might consider the same effect modifier using the same methods, thus making successful replication extremely rare).\textsuperscript{8}

2) **Error:** Analysis of effect modification are prone to random and systematic error. Reasons for the high risk of random error include multiplicity, but also low power and the low prior probability of an effect modification being true.\textsuperscript{9} Analysis of effect modification performed in meta-analyses additionally suffer from systematic errors that have to do with aggregation of data and study-level confounding.\textsuperscript{10}

There is clearly a gap between the available methodological knowledge and current practice as documented in numerous meta-studies.\textsuperscript{11-24} For instance, they show that only a minority of published analyses of effect modification include a test of interaction, justify the choice of effect measure, acknowledge the risk for confounding, treat continuous effect modifiers as continuous, or, in IPD meta-analyses, describe whether the effect modifier of interest varies mainly within studies (more credible) or between studies (less credible).\textsuperscript{11-24}

3) **Insufficient reporting:** The meta-studies also document that reporting of analyses of effect modification is frequently insufficient, both in protocols\textsuperscript{15,17} and final reports.\textsuperscript{11-24} Potential reasons are the secondary character of the analyses and the potentially large number of details documentation of which might be burdensome or perceived as not relevant (e.g. documentation of all considered candidate effect modifiers and definitions, hypotheses, effect measures, outcomes, and methods and results of interaction tests).
In response to the many challenges, methodologists have suggested guidance for performing, interpreting, and reporting of analyses of effect modification. This thesis addresses interpretation, more specifically the critical appraisal of a putative effect modification identified in a RCT or a meta-analysis of RCTs – for which we developed a new quality appraisal tool called Instrument for assessing the Credibility of Effect Modification ANalysis (ICEMAN).

Chapter 2 provides an example illustrating the status quo before ICEMAN was available. In a meta-analysis investigating the effects of a popular ultrasound device on bone healing, we found a potentially credibility effect modification: the risk of bias of individual RCTs seemed to be associated with the size of effect; high risk of bias studies showed a clear increase in bone healing, whereas low risk of bias studies showed essentially no effect. The best available criteria we knew was a previously published checklist with 11 items. We applied the checklist and included it as a table in the final publication. Based on the checklist, we interpreted the potential effect modification as credible and our assessment convinced reviewers and editors. In addition, the assessment convinced an associated guideline panel who decided to base their recommendations exclusively on the subgroup with low risk of bias trials resulting in a strong recommendation against the use of ultrasound for accelerating bone healing.

Although we perceived the 11 proposed credibility criteria as useful, we also realized a number of major limitations: lack of explicit response options, overlap between items, some items were not applicable, no standardized format available for presentation, and lack of an overall rating. In addition, the criteria were not developed based on standard methods for instrument development such as a systematic search for candidate items, a formal item selection process informed by an expert panel, and user-testing. Consequently, we decided to perform a systematic survey of the methodological literature addressing the credibility of claims of effect modification and develop a formal credibility instrument (unless the systematic survey would identify an acceptable instrument).

Chapter 3 presents the methods and results of the systematic survey. In additional to the 11 criteria with which we were familiar, we identified another 25 criteria provided in 150 journal articles and text book chapters. The survey also identified 29 other sets of criteria, all of which had some important limitations. Therefore, we decided to move on with the development process of the new instrument.

Chapter 4 documents in detail the development process that included an initial concept and, informed by the results of the systematic survey, a formal expert consensus and a user testing study. The chapter also includes the final ICEMAN instrument –separate versions for RCTs and meta-analyses of RCTs – and a discussion of the new instruments’ strength and limitations.

Chapter 5 provides a discussion of the advantages of ICEMAN over previous approaches and remaining limitations, our strategy to implement ICEMAN in practice, and prospects for future research.
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Abstract

**Objective:** To determine the efficacy of low intensity pulsed ultrasound (LIPUS) for healing of fracture or osteotomy.

**Design:** Systematic review and meta-analysis.

**Data sources:** MEDLINE, EMBASE, CINAHL, the Cochrane Central Register of Controlled Trials, and trial registries up to November 2016.

**Study selection:** Randomised controlled trials (RCTs) comparing LIPUS to sham device or no device in patients with any kind of fracture or osteotomy.

**Review methods:** Two independent reviewers identified studies, extracted data, and assessed risk of bias. A parallel guideline committee (*BMJ* Rapid Recommendation) provided input on the design and interpretation of the systematic review, including selection of patient-important outcomes. We assessed the quality of evidence using GRADE.

**Results:** We included 26 RCTs with a median sample size of 30 (range 8 to 501). The most trustworthy evidence came from four trials at low risk of bias including patients with tibia or clavicle fractures. Compared with control, LIPUS does not reduce time to return to work (percent difference: 2.7% later with LIPUS, 95% confidence interval [CI] 7.7% earlier to 14.3% later, moderate certainty) or the number of subsequent operations (risk ratio: 0.80, 95% CI 0.55 to 1.16, moderate certainty). For pain, days to weight bearing, and radiographic healing, effects varied substantially between studies. For all three outcomes, trials at low risk of bias failed to demonstrate a benefit with LIPUS, while trials at high risk of bias suggested a benefit (interaction p<0.001). Considering only low risk of bias trials, LIPUS does not reduce days to weight bearing (4.8% later, 95% CI 4.0% earlier to 14.4% later, high certainty), pain at 4 to 6 weeks (mean difference on 0-100 visual analogue scale: 0.94 lower, 95% CI 2.54 lower to 0.65 higher, high certainty), and days to radiographic healing (1.7% earlier, 95% CI 11.2% earlier to 8.8% later, moderate certainty).

**Conclusions:** Based on moderate to high quality evidence from studies in patients with fresh fracture, LIPUS does not improve patient-important outcomes and probably has no effect on radiographic bone healing.

**Registration:** PROSPERO CRD42016050965
What is already known of this topic
Low intensity pulsed ultrasound (LIPUS) devices are marketed worldwide to accelerate recovery from a fracture or osteotomy.

Previous systematic reviews provided no definite conclusions about the effect of LIPUS on patient-important outcomes and radiographic healing.

What this study adds
A guideline panel including patients and clinical experts informed outcome selection, importance of outcomes, subgroup analyses, and interpretation of results.

Subgroup analyses suggested that beneficial effects of LIPUS are restricted to trials at high risk of bias.

With inclusion of the recently published TRUST trial, sufficient high quality data for patients with fresh fractures has accumulated to conclude that LIPUS fails to improve patient-important outcomes and radiographic healing.
INTRODUCTION

For over 20 years, patients have used low intensity pulsed ultrasound (LIPUS) as an adjunct therapy to improve bone healing. Based on radiographic outcomes, the US Food and Drug Administration and the UK National Institute for Health and Care Excellence NICE have approved LIPUS for fracture healing.\textsuperscript{1,2} Depending on country and device model, LIPUS devices currently cost between £1000-4000. In 2008, 45% of Canadian trauma surgeons prescribed bone stimulators to manage tibia fractures, equally split between LIPUS and electrical stimulation (21% each).\textsuperscript{3} Sales from LIPUS amounted to approximately $250 million in 2006 in the US alone.\textsuperscript{3,4}

Within the last seven years, 10 systematic reviews have assessed the effectiveness of LIPUS for bone healing.\textsuperscript{5-14} Because existing randomised controlled trials (RCTs) were limited by small sample size, risk of bias, inconsistent results, and failure to address patient-important outcomes, no review offered definitive conclusions. All reviews identified the need for additional RCTs. In addition, recent reviews used suboptimal strategies for outcome selection, data synthesis analysis, and interpretation, leading to potentially misleading conclusions. For instance, the most recent systematic review, published in the top speciality journal for orthopaedic surgeons, considered radiographic union a “critically important outcome” and did not assess the effect of LIPUS on the patient-important outcomes of pain relief or re-operation. Their conclusion that “LIPUS treatment effectively reduces the time to radiographic fracture union” is questionable because it is based on the pooled absolute difference in days to healing, which does not account for the large variation in healing time, showed high unexplained heterogeneity ($I^2 = 94\%$), and was driven by studies at high risk of bias. This positive conclusion has the potential to expand the already considerable use of a potentially ineffective therapy.

This systematic review is part of the BMJ Rapid Recommendations project, a collaborative effort from the MAGIC research and innovation program (www.magicproject.org) and The BMJ. The aim of the project is to respond to new potentially practice-changing evidence and provide a trustworthy practice guideline in a timely manner.\textsuperscript{15} In this case, the publication of the TRUST trial,\textsuperscript{16} a multicentre trial that randomised 501 patients with tibia fractures and has cast doubt on the effectiveness of LIPUS, initiated the process. This systematic review informed a parallel guideline published in a multi-layered electronic format on The BMJ\textsuperscript{17} and MAGICapp (https://www.magicapp.org/public/guideline/mL6yYj).

Our objective was to assess whether LIPUS compared to sham device or no device improves patient important outcomes and radiographic healing in patients with any kind of fracture or osteotomy.
METHODS

Guideline panel and patient involvement
According to the *BMJ* Rapid Recommendations process, a guideline panel provided critical oversight to the review and identified populations, subgroups, and outcomes of interest. The panel included six content experts (five orthopaedic or trauma surgeons and one physiotherapist), six methodologists (four of whom are also front-line clinicians), and four patients with personal experience of fractures (one of whom had used LIPUS). All patients received personal training and support to optimise contributions throughout the guideline development process. The patient panel members led the interpretation of the results based on what they expected the typical patient values and preferences to be, as well as the variation between patients.

Information sources
We searched MEDLINE, PubMed, EMBASE, CINAHL, and the Cochrane Central Register of Controlled Trials up to 16 November 2016, using a combination of keywords and MeSH terms for fracture, orthopaedic surgical procedures, and ultrasound. Additional searches included trials registries clinicaltrials.gov and isrctn.com. An experienced research librarian designed the search strategies (appendix 1). Two independent reviewers scanned the references from eligible studies, related systematic reviews, and all studies citing eligible RCTs on Google Scholar.

Study selection
We included RCTs comparing LIPUS to a sham device or no device in patients with any type of fracture regardless of location (long-bone or other bone), type (fresh fracture, delayed union, non-union, or stress fracture), or clinical management (operative or non-operative). We included any type of osteotomy, including distraction osteogenesis. We excluded trials published only as protocol or abstract if attempts to get the final results from investigators were unsuccessful.

Two reviewers, independently and in duplicate, screened the titles and abstracts of identified articles and acquired the full text of any article that either reviewer judged to be potentially eligible. They independently applied the eligibility criteria to the full texts and, when consensus could not be reached, resolved disagreements through discussion or adjudication by a third reviewer.

Data collection
Two reviewers used standardised forms to independently abstract data; they resolved disagreements by discussion or involved a third reviewer when required. Extracted data included patient characteristics, fracture characteristics, clinical management, risk of bias, intervention details, statements about compliance with treatment, and outcomes.
**Risk of bias assessment**
Two reviewers independently assessed risk of bias using a modified Cochrane risk of bias instrument that includes response options of “definitely or probably yes” (assigned a low risk of bias) or “definitely or probably no” (assigned a high risk of bias), an approach we have previously validated. On the study level, we assessed generation of randomisation sequence, concealment of allocation, blinding of patients, caregivers, and outcome reporting (by comparing each publication with their corresponding published protocol, when available). For each outcome within studies, we assessed blinding of outcome assessors, loss to follow-up, and additional limitations. We considered ≥20% loss-to follow-up to represent a high risk of bias unless the investigators performed appropriate sensitivity analyses demonstrating the robustness of the results. As a sensitivity analysis, we alternatively considered a more conservative threshold of ≥10% loss to follow-up. We categorised a trial as being at low risk of bias for a particular outcome if we identified no limitation for any risk of bias item.

**Outcomes**
Patients identified functional recovery (time to return to work and time to full weight bearing), pain reduction, and number of subsequent fracture or osteotomy related operations (re-operation for operatively managed fracture and osteotomy) as the most important outcomes for patients considering LIPUS for bone healing. Because many clinicians currently base their management on time to radiographic healing, a surrogate outcome important only insofar as it influences patient experience, the panel requested its inclusion in our review. We extracted all outcomes that fell into these categories as well as ultrasound device-related adverse effects.

**Synthesis of results**
We pooled treatment effects of LIPUS on similar outcomes across eligible trials, regardless of clinical subgroups, focusing on complete case analysis. We calculated pooled estimates and associated 95% confidence intervals (CI) using random effects models for meta-analysis with three or more studies, and fixed-effects models for meta-analysis with two studies. We examined heterogeneity associated with all pooled analyses using both the \( \chi^2 \) test and \( I^2 \) statistic. SAS version 9.4, R version 3.1, and Review Manager 5.3 provided software for the statistical analysis.

For time-to-event outcomes, we pooled hazard ratios. For studies that did not apply methods of survival analysis, we considered time to event reported as a continuous variable (e.g. days to return to work) at the longest follow-up time. We used the relative effect measure ratio of means (mean LIPUS/mean control) in order to account for the baseline difference in fracture healing depending on type of bone and (e.g. scaphoid, clavicle, tibia) and fracture or procedure (e.g. stress fracture or distraction osteogenesis). We pooled the natural logarithm of the ratio of means and presented the results as percentage difference (relative change). For studies that reported the proportion of patients who achieved the event at a specific time point, we calculated risk ratios.
When studies used different instruments to measure the same construct on a continuous scale, we converted all instruments to the most commonly used instrument among studies and then pooled results using the weighted mean difference.\(^{19}\)

For the outcomes number of subsequent operations and device related adverse events, we calculated both risk ratios, which are preferable in case of varying baseline risks, and risk differences, which allow inclusion of studies with zero events in both groups.

In consultation with the expert and patient guideline panel, we pre-specified three subgroup hypotheses to explain heterogeneity of effects between studies: (1) LIPUS will show larger effects in high risk of bias studies, (2) LIPUS effects will differ based on clinical subgroups, and (3) LIPUS will show larger effects with greater patient compliance. In consultation with the six clinical experts on the parallel guideline panel, we classified eligible RCTs according to the following five clinical subgroups: (1) operatively managed fresh fractures, (2) non-operatively managed fresh fractures, (3) stress fractures, (4) non-union, and (5) osteotomy (including distraction osteogenesis). Because compliance was reported inconsistently, two reviewers independently categorised trials using response options of “definitely or probably high compliance” or “definitely or probably moderate compliance” using as a guide a definition of high compliance as at least 80% of patients applied LIPUS for at least 80% of the total time prescribed. We conducted univariable tests of interaction to establish if the effect size from the subgroups differed significantly from each other, and, in order to test independence of subgroup effects, performed multivariable meta-regression in which we included risk of bias (high versus low), compliance with LIPUS treatment (high versus moderate), and clinical subgroups (as above) as independent variables in a single model.

Only one outcome, days to radiographic healing, included enough studies to perform all planned subgroup analysis. As a rule of thumb we had pre-specified in our protocol at least three studies per group. We assessed the credibility of significant subgroup effects using the criteria suggested by Sun et al.\(^{20}\) Based on the finding that risk of bias appeared to independently explain the high heterogeneity in the outcome days to radiographic healing, we performed subgroup analysis by risk of bias for all outcomes.

The authors and the guideline panel achieved consensus in categorising the quality of evidence for all reported outcomes as high, moderate, low, or very low using the Grading of Recommendations Assessment, Development and Evaluation (GRADE) approach. In the GRADE approach, RCTs begin as high quality evidence but can be rated down due to: (1) risk of bias; (2) inconsistency; (3) indirectness; (4) imprecision; or, (5) publication bias.\(^{21}\) We considered rating down for inconsistency if the magnitude and direction of effects were dissimilar, the confidence intervals had minimal overlap, the test of heterogeneity was significant, or the I\(^2\) was high.\(^{22}\) For outcomes with ten or more studies, we inspected symmetry of funnel plots and performed Egger’s statistical test for publication bias.\(^{23}\)

To calculate absolute effects, we applied the effect estimate from the meta-analysis to the control arm of the TRUST trial, which enrolled patients with tibia fractures and had the largest
sample size of any eligible study that was at low risk of bias. The approach to rating certainty of individual outcomes was fully contextualised: that is, in rating quality about any individual outcome, we took into account the findings on the other outcomes.

RESULTS

Search results
We identified 3489 potentially eligible abstracts, retrieved 42 studies in full text, and found 26 eligible RCTs (fig 1).\textsuperscript{16,24-50} Two RCTs, Handolin et al.\textsuperscript{30,31} and Emami et al.,\textsuperscript{27,28} provided two publications reporting on the same group of patients. There were no shared patients between the TRUST pilot\textsuperscript{24} and the definitive trial.\textsuperscript{16} Our registry search yielded four protocols of potentially eligible RCTs; one was discontinued due to slow recruitment (ISRCTN90844675, personal communication, outcome data not available yet), one manuscript is under peer-review (NCT00744861, personal communication: “no difference between the control group and the ultrasound group”), one is completed but unpublished (JPRN-UMIN000002005, no response from investigators), and the last is still ongoing (NCT02383160). Attempts to acquire the full text of another potentially eligible RCT,\textsuperscript{51} reported in a recent systematic review,\textsuperscript{11} were unsuccessful.

Study characteristics
Eligible trials enrolled patients with operatively managed fresh fractures (n=7); non-operatively managed fresh fractures (n=6); stress fractures (n=2); non-unions (n=3); and osteotomies (n=8), of which five were distraction osteogenesis (table 1). Most trials enrolled patients with tibia fractures or osteotomies (n=14). All but two trials applied LIPUS for 20 minutes every day either for a fixed period or until radiographic healing. Otherwise, one trial applied LIPUS for 15 minutes per day,\textsuperscript{36} and another trial for 5 minutes every second day.\textsuperscript{39} Fifteen RCTs (60%) provided their control group with an inactive device that was indistinguishable from the active LIPUS. Only three trials (12%) were explicitly free of industry funding.\textsuperscript{26,42,48}

Risk of bias
We contacted authors to resolve areas of uncertainty and successfully clarified details in five RCTs.\textsuperscript{30,31,35,37,40} We considered six trials to be at low risk of bias,\textsuperscript{16,24,27,37,46,47} and the remaining 20 studies to be at high risk of bias (table 2). The main limitations were failure to report a method for allocation concealment (15 RCTs), unblinded patients (10 RCTs), caregivers or outcome assessors (10 RCTs), and high or unclear numbers of patients excluded from the analysis (13 RCTs; table 2).

Outcomes
Table 3 summarises findings of all outcomes. Interactive summary of findings tables are available online at https://www.magicapp.org/public/guideline/ml6yYj.

**Functional recovery:** Only the TRUST trial assessed time to return to work using a time-to-event analysis, and found no significant effect (hazard ratio 1.11 favouring control, 95% CI 0.82 to
1.50; 343 patients). Three trials assessed the number of days to return to work; the pooled effect was not significant (2.7% later return with LIPUS, 95% CI 7.7% earlier to 14.3% later; $I^2=0\%$; 392 patients) (fig 2). We found no significant interaction with risk of bias ($p=0.86$). Considering an alternative threshold of ≥10% loss-to-follow-up for assessing risk of attrition bias, all three studies would fall into the category of high risk of bias. However, given the consist absence of effects this would not lower our confidence in the result. A fourth trial in patients with delayed union of tibia fracture provided insufficient data for inclusion in meta-analysis (table 2), but reported no significant difference in days to return to work.

Only the TRUST trial assessed time to full weight bearing using a time-to-event analysis, and found no significant effect (hazard ratio 0.87 in favour of LIPUS, 95% CI 0.70 to 1.08; 451 patients). Three trials assessed the number of days to full weight bearing. Overall results suggested no significant effect on full weight bearing with LIPUS but high heterogeneity ($I^2=95\%$). The effect of the one trial at high risk of bias (40.0% earlier, 95% CI 48.4% to 30.3 earlier) differed significantly from the consistent results from the two trials at low risk of bias (4.8% later, 95% CI 4.0% earlier to 14.4% later; 483 patients; interaction $p<0.001$, subgroup effect not effected by alternative threshold for missing data) (fig 3).

Appendix 2 presents results of other functional outcomes including return to leisure activities, return to household activities, return to pre-injury level of function, and physical function measured with a multidimensional questionnaire. None of these were significantly affected by use of LIPUS, nor did they show substantial inconsistency.

**Pain reduction:** Four trials assessed pain, two using a 100mm visual analogue scale and two using the subdomain “bodily pain” of the SF-36 instrument. After transforming all results to a 100mm visual analogue scale, findings at 3 to 6 weeks follow-up showed no significant effect of LIPUS on pain reduction but high heterogeneity ($I^2=97\%$). The effect of the one trial at high risk of bias (28.12 mm lower, 95% CI, 37.05 to 19.19 lower) differed significantly from the consistent results from the three trials at low risk of bias (0.93 mm lower, 95% CI 2.51 lower to 0.64 higher; 626 patients; $I^2=0\%$; interaction $p<0.001$; fig 4). The subgroup effect was no longer significant when we used a threshold of ≥10% missing data to designate a trial at high risk of attrition bias ($p=0.35$, fig 4 in Appendix 4). Two other small studies assessed pain intensity at 5 months but could not be included in the meta-analysis. One reported pain outcomes only narratively (no effect), another used a modified instrument with unclear scale and variance (no effect).

Other outcomes for pain included pain intensity assessed at multiple time-points and number of painful days (appendix 3). None showed a significant effect of LIPUS, nor substantial inconsistency.

**Number of subsequent operations:** Ten trials reported the number of subsequent operations including three trials reporting zero events in both arms. Neither the pooled risk ratio (0.8 in favour of LIPUS, 95% CI 0.55 to 1.16; $I^2=0\%$; 7 trials, 693 patients; fig 5) nor the pooled risk difference (3% reduction with LIPUS, 95% CI 7% reduction to 2% increase; $I^2=0\%$; 10 trials, 740
patients) showed a significant effect. There was no significant interaction with risk of bias on either scale (risk ratio: $p=0.75$; risk difference: $p=0.64$. The results did not depend on the threshold for missing data).

**Time to radiographic healing:** Two trials used time-to-event analysis methods to assess time to radiographic healing,\(^{16,24}\) and showed no significant effect of LIPUS (hazard ratio 1.06 in favour of control, 95% CI 0.86 to 1.32; $I^2=0\%$; 532 patients). Fifteen trials reported the number of days to radiographic healing. Overall results suggested accelerated radiographic healing with LIPUS (26% earlier, 95% CI 33.6% to 17.8% earlier; $I^2=84.7\%$). The effect differed significantly between the 12 trials at high risk of bias (31.8% earlier; 95%CI 38.6% to 24.3% days earlier; $I^2=77.8\%$; 446 patients) and the three trials at low risk of bias (1.7% earlier, 95% CI 11.2% earlier to 8.8% later, $I^2=9.8\%$; 483 patients; interaction $p<0.001$; fig 6). This subgroup effect fulfilled 8 of 9 credibility criteria relevant to risk of bias as an explanation of heterogeneity (table 4). In addition, the subgroup effect was robust to our sensitivity analysis using a more conservative threshold for defining risk of attrition bias (interaction $p=0.004$, fig 5 in appendix 4). The effect of LIPUS on days to radiographic healing did not differ significantly across clinical subgroups ($p=0.13$, fig 1 in appendix 4) or between high and moderate compliance with treatment ($p=0.79$, fig 2 in appendix 4). In our multivariable meta-regression, which included risk of bias, clinical subgroups, and compliance with treatment, the only significant effect modifier was the risk of bias ($p=0.005$).

Another RCT in patients with delayed union of tibia fracture reported only the proportion of healed fractures at 16 weeks and did not find a significant difference (65% in the LIPUS and 46% in the control arm, $p=0.07$; high risk of bias towards LIPUS due to serious imbalance in age of fracture at baseline).\(^4^4\)

The funnel plot based on time to radiographic healing was not clearly asymmetrical and Egger’s test for publication bias was not significant ($p=0.25$, fig 3 in appendix 4).

**Device related adverse effects:** Seven studies reported explicitly the absence of any device-related adverse effects; two other studies reported mild transient skin irritations in 6 of patients. The pooled risk ratio based on these two studies (2.65 in favour of control, 95% CI 0.32 to 22.21; 129 patients) was not significant, nor was the pooled risk difference based on all nine trials (0%, 95% CI 1% reduction to 1% increase; $I^2=0\%$; 839 patients; fig 7). We found no significant interaction with risk of bias on the risk difference scale ($p=0.75$).

**DISCUSSION**

**Main findings**
Our systematic review demonstrated moderate quality evidence that LIPUS applied to patients with fractures or osteotomies has no effect on time to return to work or the number of subsequent operations (table 3). Overall results suggested a possible reduction of days to full weight bearing, pain, and days to radiographic healing, but with large variability between
studies strongly associated with risk of bias as an effect modifier: only trials with high risk of bias demonstrated benefit. Based on RCTs at low risk of bias, we found high quality evidence that LIPUS has no effect on pain reduction, days to full weight bearing, or device-related adverse effects, and moderate quality evidence that LIPUS has no effect on days to radiographic healing (table 3).

**Comparison with other systematic reviews**

Our results are consistent with other systematic reviews in concluding that most RCTs addressing LIPUS therapy are poorly reported, lack patient important outcomes, and are at high risk of bias.\(^5\)-\(^14\) Our systematic review, however, differs from previous systematic reviews in several important aspects. First, we include the recently published TRUST trial,\(^16\) by far the largest trial addressing LIPUS therapy for bone healing, which reported a number of patient-important outcomes. Second, our choice of outcomes and interpretation of findings was informed by a guideline panel including patients with personal experience of fractures in the context of BMJ Rapid Recommendations. Patients considered functional recovery, pain reduction and operations as critical outcomes, while expressing little interest in the commonly reported surrogate outcome of radiographic healing. Third, we used optimal statistical approaches, and in particular the effect measure *ratio of means* (rather than difference of means) to combine days to radiographic healing, return to work, or full weight bearing across studies. This relative effect measure is most appropriate in the context of LIPUS where the average time to recovery differs substantially between clinical subgroups. For instance, a lower grade stress fracture is likely to heal much faster than a complicated tibia fracture. It is not surprising, therefore, that previous meta-analyses found high heterogeneity when they used absolute mean differences to pool across studies.\(^8,11,12\)

Finally, we used the GRADE approach to assess the quality of evidence, taking into account the results of subgroup analysis based on risk of bias: when effects differed significantly between high and low quality trials, we based our conclusions on trials at low risk of bias. Our approach of limiting conclusions to low risk of bias trials depends on our judgement of risk of bias; however, our ratings of risk of bias were consistent with those of a previous Cochrane systematic review.\(^5\) Further, most trials judged to be at high risk of bias had limitations in more than one domain, and some had additional sources of bias including baseline imbalance or unclear clustering when patients had more than one fracture or surgery. Applying our risk of bias judgments as an effect modifier met 8 of 9 relevant criteria for a credible subgroup analysis (table 4). A post-hoc sensitivity analysis exploring a more conservative threshold for attrition bias (≥10% loss to follow-up) yielded, for all outcomes, results essentially consistent with the primary analyses.

**Limitations**

The primary limitation of our review is the failure of most trials to measure or report patient-important outcomes. Of the 26 eligible trials, 11 reported, in sufficient detail for inclusion in meta-analysis, outcomes that patient consider critical for decision making.\(^16,24,25,27,29-\)
Of these, the only four trials that contributed substantial data were either conducted in patients with operatively managed fresh tibia fracture\textsuperscript{16,24,27} or conservatively managed clavicle fracture.\textsuperscript{37} One could question the extent to which our results apply to patients not included at all (such as children) or underrepresented (stress fractures, non-union, and ostotomies) in the eligible trials. Qualitative subgroup effects (e.g. no benefit in one subgroup and important benefit in another) are, however, unusual. In the absence of evidence to the contrary, it is therefore reasonable to apply our results to these populations. Our subgroup analysis and meta-regression for radiographic healing found no effect modification based on clinical subgroups. Certainly, the burden of proof regarding the effect of LIPUS in children and underrepresented populations rests with those who might postulate a benefit.

**LIPUS compared with electrical stimulation**

Our findings are similar to a 2016 systematic review of 15 small trials that explored electrical stimulation vs. sham therapy for fracture healing; only 4 of which were at low risk of bias.\textsuperscript{52} This review found moderate quality evidence for a 35% reduction (95% CI 19% to 47%; \(I^2=46\%\) in the rate of radiographic nonunion. The authors found no evidence of a subgroup effect based on clinical presentation (i.e. fresh fractures, delayed union or nonunion, spinal fusion, or surgical osteotomy; interaction \(p = 0.41\)) – they did not explore whether risk of bias explained heterogeneity, but all 4 trials at low risk of bias showed no significant effect on radiographic union.\textsuperscript{53-56} This review found a small reduction in pain (mean difference of \(-7.7\) mm on a 100mm visual analogue scale for pain, 95% CI \(-13.92\) to \(-1.43\)), and low quality evidence for no difference in functional outcome (mean difference of \(-0.88\) points on the 100 point Short Form 36 Physical Component Summary score, 95% CI \(-6.63\) to 4.87).

**Conclusions**

In conclusion, moderate to high quality evidence demonstrates that LIPUS fails to accelerate return to work, return to full weight bearing, pain, or the need for subsequent operation. If one gives highest credibility to combined effects from all available RCTs, low quality evidence would suggest a large reduction in time to radiographic healing. If, however, one gives higher credence to low risk of bias trials, moderate to high quality evidence suggests that LIPUS not only has no effect on patient-important outcomes, but also fails to accelerate radiographic healing. The evidence applies directly to patients with fresh fractures and indirectly to children and other underrepresented populations, particularly those with non-union, for which no trustworthy direct evidence exists.
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<table>
<thead>
<tr>
<th>Author Year</th>
<th>Bone / surgery</th>
<th>Type of fracture / surgery</th>
<th>% open fracture</th>
<th>Management</th>
<th>% women</th>
<th>Mean age</th>
<th>N randomised</th>
<th>Sham device</th>
<th>Dose and duration of LIPUS therapy</th>
<th>Max follow-up</th>
<th>Explicit free of industry funding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Busse 2014(24)</td>
<td>Tibia</td>
<td>Fresh fracture</td>
<td>27%</td>
<td>Operative</td>
<td>24%</td>
<td>40</td>
<td>23</td>
<td>Yes</td>
<td>20 min/day to healing*</td>
<td>1 year</td>
<td>No</td>
</tr>
<tr>
<td>Busse 2016(16)</td>
<td>Tibia</td>
<td>Fresh fracture</td>
<td>23%</td>
<td>Operative</td>
<td>31%</td>
<td>40</td>
<td>250</td>
<td>Yes</td>
<td>20 min/day to healing*</td>
<td>1 year</td>
<td>No</td>
</tr>
<tr>
<td>Dudda 2011(25)</td>
<td>Tibia</td>
<td>Distraction osteogenesis</td>
<td>NA</td>
<td>Operative</td>
<td>11%</td>
<td>39</td>
<td>16</td>
<td>No</td>
<td>20 min/day to healing*</td>
<td>35 weeks</td>
<td>No</td>
</tr>
<tr>
<td>El-Mowafi 2005(26)</td>
<td>Tibia</td>
<td>Distraction osteogenesis</td>
<td>NA</td>
<td>Operative</td>
<td>0%</td>
<td>35</td>
<td>10</td>
<td>No</td>
<td>20 min/day to healing*</td>
<td>12 months</td>
<td>Yes</td>
</tr>
<tr>
<td>Emami 1999(27, 28)</td>
<td>Tibia</td>
<td>Fresh fracture</td>
<td>13%</td>
<td>Operative</td>
<td>25%</td>
<td>37</td>
<td>15</td>
<td>Yes</td>
<td>20 min/day to healing*</td>
<td>12 months</td>
<td>No</td>
</tr>
<tr>
<td>Handolin 2005a(30, 31)</td>
<td>Lateral malleolus</td>
<td>Fresh fracture</td>
<td>0%</td>
<td>Operative</td>
<td>47%</td>
<td>42</td>
<td>11</td>
<td>Yes</td>
<td>20 min/day for 42 days</td>
<td>12 weeks</td>
<td>No</td>
</tr>
<tr>
<td>Handolin 2005b(32)</td>
<td>Lateral malleolus</td>
<td>Fresh fracture</td>
<td>0%</td>
<td>Operative</td>
<td>56%</td>
<td>40</td>
<td>15</td>
<td>Yes</td>
<td>20 min/day for 42 days</td>
<td>18 months</td>
<td>No</td>
</tr>
<tr>
<td>Heckman 1994(33)</td>
<td>Tibia</td>
<td>Fresh fracture</td>
<td>4%</td>
<td>Non-operative</td>
<td>19%</td>
<td>33</td>
<td>48</td>
<td>Yes</td>
<td>20 min/day to healing*</td>
<td>140 days</td>
<td>No</td>
</tr>
<tr>
<td>Kamath 2015(45)</td>
<td>Tibia and femur</td>
<td>Fresh fracture</td>
<td>0%</td>
<td>Operative</td>
<td>NR</td>
<td>36</td>
<td>33</td>
<td>No</td>
<td>20 min/day for 1 month</td>
<td>16 weeks</td>
<td>No</td>
</tr>
<tr>
<td>Kristiansen 1997(34)</td>
<td>Distal radius</td>
<td>Fresh fracture</td>
<td>0%</td>
<td>Non-operative</td>
<td>84%</td>
<td>56</td>
<td>40</td>
<td>Yes</td>
<td>20 min/day for 70 days</td>
<td>140 days</td>
<td>No</td>
</tr>
<tr>
<td>Leung 2004(35)</td>
<td>Tibia</td>
<td>Fresh fracture</td>
<td>47%</td>
<td>Operative</td>
<td>11%</td>
<td>35</td>
<td>16</td>
<td>Yes</td>
<td>20 min/day for 4 months</td>
<td>5 months</td>
<td>No</td>
</tr>
<tr>
<td>Liu 2014(36)</td>
<td>Distal radius</td>
<td>Fresh fracture</td>
<td>NR</td>
<td>Non-operative</td>
<td>36%</td>
<td>67</td>
<td>41</td>
<td>No</td>
<td>15 min/day for ≥12 weeks</td>
<td>At least 12 weeks</td>
<td>No</td>
</tr>
<tr>
<td>Lubbert 2008(37)</td>
<td>Clavicle</td>
<td>Fresh fracture</td>
<td>0%</td>
<td>Non-operative</td>
<td>16%</td>
<td>38</td>
<td>61</td>
<td>Yes</td>
<td>20 min/day for 28 days</td>
<td>8 weeks</td>
<td>No</td>
</tr>
<tr>
<td>Mayr 2000(38)</td>
<td>Scaphoid</td>
<td>Fresh fracture</td>
<td>0%</td>
<td>Non-operative</td>
<td>17%</td>
<td>37</td>
<td>15</td>
<td>No</td>
<td>20 min/day to healing*</td>
<td>120 days</td>
<td>No</td>
</tr>
<tr>
<td>Patel 2014(39)</td>
<td>Mandible</td>
<td>Fresh fracture</td>
<td>NR</td>
<td>Non-operative</td>
<td>25%</td>
<td>15-35</td>
<td>14</td>
<td>No</td>
<td>5 min q.a.d. for 24 days</td>
<td>5 weeks</td>
<td>No</td>
</tr>
</tbody>
</table>
Table 1: Study characteristics (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Region</th>
<th>Condition</th>
<th>Surgical Approach</th>
<th>Incidence</th>
<th>Healing Time</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Healing Rate</th>
<th>Treatment Duration</th>
<th>Follow-up</th>
<th>Healing Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ricardo 2006(40)</td>
<td>Scaphoid</td>
<td>Non-union</td>
<td>NA</td>
<td>0%</td>
<td>20 min/day to healing*</td>
<td>4 years</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rue 2004(42)</td>
<td>Tibia</td>
<td>Stress fracture</td>
<td>Non-operative</td>
<td>50%</td>
<td>Probably 20</td>
<td></td>
<td>Yes</td>
<td>20 min/day to healing*</td>
<td>NR</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Rutten 2012(41)</td>
<td>Tibia</td>
<td>Non-union</td>
<td>Operative</td>
<td>70%</td>
<td>10</td>
<td></td>
<td>Yes</td>
<td>20 min/day for 5 months</td>
<td>5 years</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Salem 2014(43)</td>
<td>Tibia</td>
<td>Distraction osteogenesis</td>
<td>Operative</td>
<td>14%</td>
<td>10</td>
<td></td>
<td>No</td>
<td>20 min/day to healing*</td>
<td>NR</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Schofer 2010(44)</td>
<td>Tibia</td>
<td>Non-union</td>
<td>Operative</td>
<td>24%</td>
<td>50</td>
<td></td>
<td>Yes</td>
<td>20 min/day for 16 weeks</td>
<td>16 weeks</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Schortinghuis 2005(46)</td>
<td>Mandible</td>
<td>Distraction osteogenesis</td>
<td>Operative</td>
<td>75%</td>
<td>4</td>
<td></td>
<td>Yes</td>
<td>20 min/day for 4 weeks</td>
<td>30 months</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Schortinghuis 2008(47)</td>
<td>Mandible</td>
<td>Distraction osteogenesis</td>
<td>Operative</td>
<td>NR</td>
<td>5</td>
<td></td>
<td>Yes</td>
<td>20 min/day for 6 weeks</td>
<td>44 months</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Tsumaki 2004(48)</td>
<td>Tibia</td>
<td>Distraction osteogenesis</td>
<td>Operative</td>
<td>81%</td>
<td>21 knees</td>
<td></td>
<td>No</td>
<td>20 min/day to healing*</td>
<td>NR</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Urita 2013(49)</td>
<td>Ulna and radius</td>
<td>Osteotomy (shortening)</td>
<td>Operative</td>
<td>63%</td>
<td>14</td>
<td></td>
<td>No</td>
<td>20 min/day to healing* or 12 weeks</td>
<td>24 weeks</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Zacherl 2009(50)</td>
<td>Hallux valgus</td>
<td>Osteotomy (deformity correction)</td>
<td>Operative</td>
<td>85%</td>
<td>26 toes</td>
<td></td>
<td>Yes</td>
<td>20 min/day for 42 days</td>
<td>1 year</td>
<td>No</td>
<td></td>
</tr>
</tbody>
</table>

*Until radiographic healing. q.a.d. = every other day
Table 2: Risk of bias

<table>
<thead>
<tr>
<th>Author Year</th>
<th>Sequence generation adequate</th>
<th>Concealment of treatment allocation</th>
<th>Patients blinded</th>
<th>Caregivers blinded</th>
<th>Outcome assessors blinded</th>
<th>Outcomes reported as planned (link to protocol)</th>
<th>No other bias detected</th>
<th>Loss to follow-up (%) for outcome radiographic healing unless specified otherwise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Busse 2014(24)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes*</td>
<td>Yes</td>
<td>2%</td>
</tr>
<tr>
<td>Busse 2016(16)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes*</td>
<td>Yes</td>
<td>19% for radiographic healing, 11% for return to work, 9% for weight bearing</td>
</tr>
<tr>
<td>Dudda 2011(25)</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Unclear*</td>
<td>Yes</td>
<td>Unclear, assumed to be 0</td>
</tr>
<tr>
<td>El-Mowafi 2005(26)</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Unclear*</td>
<td>Yes</td>
<td>5%</td>
</tr>
<tr>
<td>Emami 1999(27, 28)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclear*</td>
<td>Yes</td>
<td>3%</td>
</tr>
<tr>
<td>Gan 2014(29)</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclear*</td>
<td>Yes</td>
<td>23% (pain)</td>
</tr>
<tr>
<td>Handolin 2005a(30, 31)</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclear*</td>
<td>Yes</td>
<td>No eligible outcome reported</td>
</tr>
<tr>
<td>Handolin 2005b (32)</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclear*</td>
<td>Yes</td>
<td>5%</td>
</tr>
<tr>
<td>Heckman 1994(33)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclear*</td>
<td>Yes</td>
<td>31%</td>
</tr>
<tr>
<td>Kamath 2015(45)</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Unclear*</td>
<td>Yes</td>
<td>No eligible outcome reported</td>
</tr>
<tr>
<td>Kristiansen 1997(34)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclear*</td>
<td>Yes</td>
<td>28%</td>
</tr>
<tr>
<td>Leung 2004(35)</td>
<td>No</td>
<td>No*</td>
<td>No*</td>
<td>No*</td>
<td>No*</td>
<td>Unclear*</td>
<td>No*</td>
<td>Unclear, assumed to be 0</td>
</tr>
<tr>
<td>Liu 2014(36)</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Unclear*</td>
<td>No*</td>
<td>Unclear, assumed to be 0</td>
</tr>
<tr>
<td>Lubbert 2008(37)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclear*</td>
<td>Yes</td>
<td>16%</td>
</tr>
<tr>
<td>Mayr 2000(38)</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Unclear*</td>
<td>Yes</td>
<td>0</td>
</tr>
<tr>
<td>Patel 2014(39)</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Unclear*</td>
<td>Yes</td>
<td>Unclear, assumed to be 0</td>
</tr>
</tbody>
</table>
Table 2: Risk of bias (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Allocation</th>
<th>Randomisation</th>
<th>Blinding</th>
<th>Baseline</th>
<th>Fidelity</th>
<th>Data</th>
<th>Risk of bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ricardo 2006(40)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclearb</td>
</tr>
<tr>
<td>Rue 2004(42)</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclearb</td>
<td>Yes</td>
<td>Unclear, probably 35%</td>
</tr>
<tr>
<td>Rutten 2012(41)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclearb</td>
</tr>
<tr>
<td>Salem 2014(43)</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Unclearb</td>
<td>Yes</td>
<td>Unclear, assumed to be 0</td>
</tr>
<tr>
<td>Schofer 2010(44)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclearb</td>
<td>Yes</td>
</tr>
<tr>
<td>Schortinghuis 2005(46)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>0 for subsequent operation</td>
</tr>
<tr>
<td>Schortinghuis 2008(47)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>0 for subsequent operation</td>
</tr>
<tr>
<td>Tsuiki 2004(48)</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Unclearb</td>
<td>Noa</td>
</tr>
<tr>
<td>Urita 2013(49)</td>
<td>Noi</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Unclearb</td>
<td>Yes</td>
</tr>
<tr>
<td>Zacherl 2009(50)</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclearb</td>
<td>Noa</td>
</tr>
</tbody>
</table>

a Protocol: NCT00667849
b No protocol published and trial not registered
c Quasi-randomised based on sequence of admission
d Inactive device was distinguishable from active device
e Unadjusted clustering, 30 fractures of 28 patients were randomized
f Implausibly narrow confidence intervals
g Prognostic imbalance: non-union fractures in LIPUS arm were considerably older
h Bilateral surgery – one tibia was randomised to LIPUS and one to no treatment. We assumed a correlation of 0.5 in our analysis of days to radiographic healing
i Used an odd-even system for treatment allocation
k Randomised 44 patients but analysed 52 toes, clustering unclear, standard deviations not reported
<table>
<thead>
<tr>
<th>Outcome</th>
<th>Study results and measurements</th>
<th>Absolute effect estimates</th>
<th>Quality of evidence</th>
<th>Narrative Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Days to return to work</strong></td>
<td>% Difference: 2.7% (95% CI, -7.7% to 14.3%) in days, lower better, based on data from 392 patients in 3 studies</td>
<td><strong>No ultrasound</strong> 200 days (Mean)</td>
<td><strong>LIPUS</strong> 205 days (Mean)</td>
<td>Moderate Due to serious imprecision</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Difference: 5 days later</strong> (95% CI, 15 earlier to 20 later)</td>
<td><strong>Quality of evidence</strong></td>
<td><strong>Narrative Summary</strong></td>
</tr>
<tr>
<td><strong>Days to full weight bearing</strong></td>
<td>% Difference: 4.8% (95% CI, -4.0% to 14.4%) in days, lower better, based on data from 483 patients in 2 trials at low risk of bias</td>
<td><strong>No ultrasound</strong> 70 days (Mean)</td>
<td><strong>LIPUS</strong> 73 days (Mean)</td>
<td>High</td>
</tr>
<tr>
<td><strong>Pain reduction</strong></td>
<td>Mean difference: -0.93 (95% CI -2.51 to 0.64) 0 to 100 visual analogue scale, lower better, minimal important difference: 10-15, based on data from 626 patients in 3 trials at low risk of bias</td>
<td><strong>No ultrasound</strong> 40 (Mean)</td>
<td><strong>LIPUS</strong> 39 (Mean)</td>
<td>High</td>
</tr>
<tr>
<td><strong>Subsequent operations</strong></td>
<td>Risk ratio: 0.80 (95% CI 0.55 to 1.16) Based on data from 740 patients in 7 studies</td>
<td><strong>No ultrasound</strong> 160 per 1000</td>
<td><strong>LIPUS</strong> 128 per 1000</td>
<td>Moderate Due to serious imprecision</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Difference: 32 fewer</strong> (95% CI, 72 fewer to 26 more)</td>
<td><strong>Quality of evidence</strong></td>
<td><strong>Narrative Summary</strong></td>
</tr>
<tr>
<td><strong>Days to radiographic healing</strong></td>
<td>% Difference: -1.7% (95% CI, -11.2% to 8.8%) in days, lower better, based on data from 483 patients in 3 trials at low risk of bias</td>
<td><strong>No ultrasound</strong> 150 days (Mean)</td>
<td><strong>LIPUS</strong> 147 days (Mean)</td>
<td>Moderate Due to serious imprecision</td>
</tr>
<tr>
<td><strong>Device-related adverse effects</strong></td>
<td>Risk difference: 0% (CI 95% -1% to 1%) Based on data from 839 patients in 9 studies</td>
<td><strong>No ultrasound</strong> 0 per 1000</td>
<td><strong>LIPUS</strong> 0 per 1000</td>
<td>High</td>
</tr>
</tbody>
</table>
### Table 4: Credibility of subgroup effects for risk of bias for the outcome days to radiographic healing

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Rating (yes means higher credibility)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is the subgroup variable a characteristic measured at baseline or after randomization?</td>
<td>Not applicable for risk of bias</td>
</tr>
<tr>
<td>Is the effect suggested by comparisons within rather than between studies?</td>
<td>No, between studies</td>
</tr>
<tr>
<td>Was the subgroup effect specified a priori?</td>
<td>Yes, specified in our protocol</td>
</tr>
<tr>
<td>Was the direction of the subgroup effect specified a priori?</td>
<td>Yes, we expected a larger effect for studies at high risk of bias</td>
</tr>
<tr>
<td>Is there indirect evidence that supports the hypothesized interaction (biological rationale)?</td>
<td>Not applicable for risk of bias</td>
</tr>
<tr>
<td>Was the subgroup effect one of a small number of hypothesized effects tested?</td>
<td>Yes, one of three</td>
</tr>
<tr>
<td>Does the interaction test suggest a low likelihood that chance explains the apparent subgroup effect?</td>
<td>Yes, significant in univariable subgroup analysis (p&lt;0.001)</td>
</tr>
<tr>
<td>Is the significant subgroup effect independent?</td>
<td>Yes, significant in multivariable meta-regression (p&lt;0.01)</td>
</tr>
<tr>
<td>Is the size of the subgroup effect large?</td>
<td>Yes, 31.8% acceleration in high risk of bias trials versus 1.7% acceleration in low risk of bias trials</td>
</tr>
<tr>
<td>Is the interaction consistent across closely related outcomes within the study?</td>
<td>Yes, risk of bias explained heterogeneity in outcomes weight bearing and pain</td>
</tr>
<tr>
<td>Is the interaction consistent across studies?</td>
<td>Yes, high risk of bias studies consistently showed large effects, low risk of bias studies small effects</td>
</tr>
</tbody>
</table>
Figure 1: Flow diagram of studies included in review of low intensity pulsed ultrasound compared with control (sham device or no device) for patients with fracture or osteotomy.
**Figure 2:** Forest plot for percent difference of days to return to work for low intensity pulsed ultrasound (LIPUS) compared with control (sham device or no device)

<table>
<thead>
<tr>
<th>Study</th>
<th>LIPUS Mean (SD)</th>
<th>Total</th>
<th>Control Mean (SD)</th>
<th>Total</th>
<th>% difference (95%CI)</th>
<th>Weight (%)</th>
<th>% difference (95%CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rue 2004</td>
<td>56.2 (19.6)</td>
<td>14</td>
<td>55.8 (15.5)</td>
<td>12</td>
<td>0.7 (-20.9 to 28.2)</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Lubbert 2008</td>
<td>17.0 (11.0)</td>
<td>50</td>
<td>15.05 (11.0)</td>
<td>47</td>
<td>13.0 (-14.2 to 48.8)</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Busse 2016</td>
<td>202.9 (108.6)</td>
<td>139</td>
<td>200.7 (113.5)</td>
<td>130</td>
<td>1.1 (11.4 to 14.3)</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>Total (heterogeneity: P=0.74, I²=0%)</td>
<td>203</td>
<td>189</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 3:** Forest plot for percent difference of days to full weight bearing for low intensity pulsed ultrasound (LIPUS) compared with control (sham device or no device), by risk of bias. Interaction p<0.001

<table>
<thead>
<tr>
<th>Study and subgroup</th>
<th>LIPUS Mean (SD)</th>
<th>Total</th>
<th>Control Mean (SD)</th>
<th>Total</th>
<th>% difference (95%CI)</th>
<th>Weight (%)</th>
<th>% difference (95%CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High risk of bias</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leung 2004</td>
<td>65.1 (14.7)</td>
<td>16</td>
<td>108.5 (21)</td>
<td>14</td>
<td>-40.0 (48.4 to 30.3)</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>Low risk of bias</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emami 1999</td>
<td>45.5 (18.9)</td>
<td>15</td>
<td>49.7 (23.1)</td>
<td>17</td>
<td>-8.5 (32.6 to 24.3)</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Busse 2016</td>
<td>76.9 (38.5)</td>
<td>228</td>
<td>72.5 (35.5)</td>
<td>223</td>
<td>6.1 (3.2 to 16.2)</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>Subtotal (heterogeneity: P=0.37, I²=40%)</td>
<td>243</td>
<td>240</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (heterogeneity: P=0.001, I²=95%)</td>
<td>259</td>
<td>254</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test for subgroup differences: P=0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Favors LIPUS Favors control
Figure 4: Forest plot for mean difference of pain reduction, all instruments transformed to 0-100 visual analogue scale, by risk of bias. Interaction p<0.001

<table>
<thead>
<tr>
<th>Study and subgroup</th>
<th>LIPUS Mean (SD) Total</th>
<th>Control Mean (SD) Total</th>
<th>Mean difference (95%CI) Weight (%)</th>
<th>Mean difference (95%CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patel 2014</td>
<td>-72.41 (8.93) 14</td>
<td>-44.29 (14.53) 14</td>
<td></td>
<td>22  -28.12 (-37.05 to -19.19)</td>
</tr>
<tr>
<td>Low risk of bias</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lubbert 2008</td>
<td>27.895 (13.6) 52</td>
<td>28.33 (13.7) 49</td>
<td>25 -0.43 (-6.15 to 5.28)</td>
<td></td>
</tr>
<tr>
<td>Busse 2014</td>
<td>-41.8 (10.3) 23</td>
<td>-39.9 (11.2) 27</td>
<td>25 -1.90 (-7.86 to 4.06)</td>
<td></td>
</tr>
<tr>
<td>Busse 2016</td>
<td>-39 (9.8) 237</td>
<td>-36.1 (9.2) 238</td>
<td>28 -0.90 (-2.61 to 0.81)</td>
<td></td>
</tr>
<tr>
<td>Subtotal (heterogeneity: P=0.94, i²=0%)</td>
<td>312</td>
<td>314</td>
<td>78 -0.93 (-2.51 to 0.64)</td>
<td></td>
</tr>
<tr>
<td>Total (heterogeneity: P=0.001, i²=91%)</td>
<td>326</td>
<td>328</td>
<td>100 -6.92 (-15.39 to 1.55)</td>
<td></td>
</tr>
<tr>
<td>Test for subgroup differences: P=0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: Forest plot for risk ratio for low intensity pulsed ultrasound (LIPUS) compared with control (sham device or no device) of number of subsequent fracture-related operations

<table>
<thead>
<tr>
<th>Study</th>
<th>No of events/total</th>
<th>Risk ratio (95%CI)</th>
<th>Weight (%)</th>
<th>Risk ratio (95%CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emami 1999</td>
<td>1/15 5/15</td>
<td>0.20 (0.03 to 1.51)</td>
<td>3</td>
<td>0.20 (0.03 to 1.51)</td>
</tr>
<tr>
<td>Leung 2004</td>
<td>0/15 2/13</td>
<td>0.17 (0.01 to 3.34)</td>
<td>2</td>
<td>Not estimable</td>
</tr>
<tr>
<td>Handoll 2005a</td>
<td>0/15 0/15</td>
<td>Not estimable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schortlinghuis 2005</td>
<td>0/4 0/4</td>
<td>Not estimable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lubbert 2008</td>
<td>5/52 6/49</td>
<td>0.79 (0.26 to 2.41)</td>
<td>11</td>
<td>Not estimable</td>
</tr>
<tr>
<td>Schortlinghuis 2008</td>
<td>0/5 0/4</td>
<td>Not estimable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dudda 2011</td>
<td>2/16 4/20</td>
<td>6.63 (0.13 to 2.99)</td>
<td>6</td>
<td>0.63 (0.13 to 2.99)</td>
</tr>
<tr>
<td>Busse 2014</td>
<td>6/23 6/25</td>
<td>1.09 (0.41 to 2.90)</td>
<td>14</td>
<td>1.09 (0.41 to 2.90)</td>
</tr>
<tr>
<td>Patel 2014</td>
<td>1/14 0/14</td>
<td>3.00 (0.13 to 67.91)</td>
<td>1</td>
<td>3.00 (0.13 to 67.91)</td>
</tr>
<tr>
<td>Busse 2016</td>
<td>28/217 32/205</td>
<td>0.83 (0.52 to 1.32)</td>
<td>63</td>
<td>0.83 (0.52 to 1.32)</td>
</tr>
<tr>
<td>Total (heterogeneity: P=0.67, i²=0%)</td>
<td>43/376 55/364</td>
<td>100 0.80 (0.55 to 1.16)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Favors LIPUS Favors control
Figure 6: Forest plot for percent difference for low intensity pulsed ultrasound (LIPUS) compared with control (sham device or no device) of days to radiographic healing, by risk of bias. Interaction p<0.001

<table>
<thead>
<tr>
<th>Study and subgroup</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LIPUS</td>
<td>Control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Total</td>
<td>Mean (SD)</td>
<td>Total</td>
<td>% difference (95%CI)</td>
<td>Weight (%)</td>
</tr>
<tr>
<td>High risk of bias</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heckman 1994</td>
<td>102 (27.6)</td>
<td>33</td>
<td>190 (106.7)</td>
<td>34</td>
<td>-46.3 (-56.5 to -33.8)</td>
<td>7</td>
</tr>
<tr>
<td>Kristiansen 1997</td>
<td>51 (21.9)</td>
<td>30</td>
<td>77 (27.8)</td>
<td>31</td>
<td>-33.8 (-45.7 to -19.1)</td>
<td>7</td>
</tr>
<tr>
<td>Mayr 2000</td>
<td>43.2 (10.9)</td>
<td>15</td>
<td>62 (19.2)</td>
<td>15</td>
<td>-30.3 (-43.1 to -14.7)</td>
<td>7</td>
</tr>
<tr>
<td>Leung 2004</td>
<td>80.5 (21)</td>
<td>16</td>
<td>140 (30.8)</td>
<td>14</td>
<td>-42.5 (-51.6 to -31.7)</td>
<td>8</td>
</tr>
<tr>
<td>Tsumaki 2004a</td>
<td>49.7 (18.2)</td>
<td>21</td>
<td>55.3 (16.8)</td>
<td>21</td>
<td>-10.1 (-22.7 to 3.9)</td>
<td>8</td>
</tr>
<tr>
<td>El-Mowafi 2005b</td>
<td>30 (3)</td>
<td>10</td>
<td>48 (9.6)</td>
<td>9</td>
<td>-37.5 (-46.0 to -27.7)</td>
<td>8</td>
</tr>
<tr>
<td>Ricardo 2006</td>
<td>56 (10.1)</td>
<td>10</td>
<td>94 (15.9)</td>
<td>11</td>
<td>-40.4 (-48.7 to -30.8)</td>
<td>8</td>
</tr>
<tr>
<td>Dundua 2011b</td>
<td>32.8 (13.1)</td>
<td>16</td>
<td>44.6 (26.8)</td>
<td>20</td>
<td>-26.5 (-47.0 to 2.1)</td>
<td>5</td>
</tr>
<tr>
<td>Rutten 2012</td>
<td>80 (20)</td>
<td>4</td>
<td>107 (100.5)</td>
<td>7</td>
<td>-57.2 (-74.7 to -27.6)</td>
<td>3</td>
</tr>
<tr>
<td>Uriba 2013</td>
<td>57 (10)</td>
<td>14</td>
<td>77 (26)</td>
<td>13</td>
<td>-26.0 (-39.7 to -9.1)</td>
<td>7</td>
</tr>
<tr>
<td>Liu 2014</td>
<td>32.6 (2.6)</td>
<td>41</td>
<td>40.8 (5.1)</td>
<td>40</td>
<td>-21.4 (-24.9 to -17.7)</td>
<td>9</td>
</tr>
<tr>
<td>Salem 2014b</td>
<td>33 (16)</td>
<td>12</td>
<td>45 (34)</td>
<td>9</td>
<td>-26.7 (-58.3 to 29.0)</td>
<td>3</td>
</tr>
<tr>
<td>Subtotal (heterogeneity: P&lt;0.001, I²=78%)</td>
<td>222</td>
<td>224</td>
<td></td>
<td></td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

Low risk of bias

| Emani 1999        | 155 (55.2)| 15     | 125 (45.4)| 17       | 24.0 (-10.6 to 72.0)| 5          | 24.0 (-10.6 to 72.0)|
| Busse 2014        | 151.7 (59.9)| 23     | 161.6 (101.2)| 24       | -6.1 (30.3 to 26.5)| 6          | -6.1 (30.3 to 26.5)|
| Busse 2016        | 143.2 (62.6)| 209   | 148.7 (63.9)| 195      | -3.7 (11.5 to 14.8)| 1          | -3.7 (11.5 to 14.8)|
| Subtotal (heterogeneity: P=0.33, I²=10%) | 247 | 236 | | | | 20 | -1.7 (-11.2 to 8.8) |
| Total (heterogeneity: P<0.001, I²=85%) | 469 | 460 | | | | 100 | -27.3 (34.7 to -19.0) |

Test for subgroup differences: P=0.001
Figure 7: Forest plot for risk difference for low intensity pulsed ultrasound (LIPUS) compared with control (sham device or no device) of ultrasound device related adverse effects
Appendix 1: Literature search strategies

MEDLINE (Ovid)
1 Fracture Healing/
2 Bony Callus/
3 bone remod*.mp.
4 exp Fractures, Bone/
5 fracture*.mp.
6 exp Orthopedic Procedures/
7 or/1-6
8 Ultrasonic Therapy/ or Ultrasonic Waves/
9 LIPUS.mp.
10 8 or 9
11 7 and 10

EMBASE (Ovid)
1 exp fracture healing/
2 callus/
3 bone remod*.mp.
4 exp fracture/
5 (Fracture* and (bone* or osteo* or verteb* or bony or extremity)).mp. [mp=title, abstract, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword, floating subheading]
6 exp orthopedic surgery/
7 or/1-6
8 exp ultrasound therapy/ or ultrasound.mp. or ultrasonic.mp. or LIPUS.mp. [mp=title, abstract, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword, floating subheading]
9 exp echography/
10 8 or 9
11 7 and 10
12 limit 11 to ("therapy (maximizes sensitivity)" or "therapy (maximizes specificity)" or "therapy (best balance of sensitivity and specificity)"

CINAHL (Ebsco)
#Query
S12S11 Limiters - Clinical Queries: Therapy - High Sensitivity, Therapy - High Specificity, Therapy - Best Balance
S11S6 AND S10
S10S8 OR S9
S9(MH "Ultrasonic Therapy")
S8"LIPUS" or "ultrasound"
S7S1 OR S2 OR S3 OR S4 OR S5 OR S6
S6(MH "Orthopedic Surgery+")
S5"fracture*"
S4bone remod*
S3(MH "Bone Remodeling+")
S2(MH "Fracture Healing")
S1(MH "Fractures+")

Cochrane Library (Wiley)
#1MeSH descriptor: [Fracture Healing] explode all trees
#2MeSH descriptor: [Bony Callus] explode all trees
#3MeSH descriptor: [Fractures, Bone] explode all trees
#4bone remod*:.ti,ab,kw (Word variations have been searched)
#5fracture*:.ti,ab,kw (Word variations have been searched)
#6MeSH descriptor: [Orthopedic Procedures] explode all trees
#7osteotom*
#8#1 or #2 or #3 or #4 or #5 or #6 or #7
#9MeSH descriptor: [Ultrasonic Therapy] explode all trees
#10ultrasound:.ti,ab,kw (Word variations have been searched)
#11or #9 or #10
#14#8 and #11 in Trials

PubMed
Search (Therapy/Broad[filter]) AND (((fracture) AND ultrasound)) AND (((publisher[sb] OR inprocess[sb] OR pubmednotmedline[sb] OR pubstatusaheadofprint)))

Trials registry search in Clinical Trials.gov service of the U.S. National Institutes of Health and World Health Organization International Clinical Trials Registry Platform Search Portal (Search term: low intensity pulsed ultrasound)
Appendix 2: Other functional outcomes

The following outcomes were reported in one study: TRUST Investigators writing group, Busse JW, Bhandari M, Einhorn TA, et al. Re-evaluation of low intensity pulsed ultrasound in treatment of tibial fractures (TRUST): randomized clinical trial. BMJ (Clinical research ed) 2016;355:i5351.

Time to return to work, time to event analysis
Hazard ratio 1.11 (95% CI, 0.82 to 1.50) in favour of control

Time to return to leisure activities, time to event analysis
Hazard ratio 1.06 (95% CI, 0.77 to 1.46) in favour of control

Time to return to ≥80% of pre-injury level of function, time to event analysis
Hazard ratio 1.00 (95% CI, 0.80 to 1.25)

Time to return to full weight bearing, time to event analysis
Hazard ratio time to full weight bearing (0.87; 0.70 to 1.08) in favour of LIPUS

Time to return to household activities, time to event analysis
Percentage difference -1.9% (95%CI, -11.6% to 8.9%) in favour of LIPUS

**Figure 1**, Forest plot of percent difference for low intensity pulsed ultrasound (LIPUS device) compared with Control (sham device or no device) for days to return to leisure activities

<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>% Difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lubbert 2008</td>
<td>101</td>
<td>-8.6 (-17.1, 0.8)</td>
</tr>
<tr>
<td>TRUST 2016</td>
<td>321</td>
<td>-3.8 (-11.4, 4.4)</td>
</tr>
<tr>
<td>Pooled Estimate</td>
<td></td>
<td>-5.8 (-11.6, 0.3)</td>
</tr>
</tbody>
</table>

**Figure 2**, Forest plot of percent difference for low intensity pulsed ultrasound (LIPUS device) compared with Control (sham device or no device) for days to return to household activities

<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>% Difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lubbert 2008</td>
<td>101</td>
<td>-23.4 (-47.5, 11.9)</td>
</tr>
<tr>
<td>TRUST 2016</td>
<td>343</td>
<td>0.1 (-10.2, 11.6)</td>
</tr>
<tr>
<td>Pooled Estimate</td>
<td></td>
<td>-1.9 (-11.6, 8.9)</td>
</tr>
</tbody>
</table>

**Multidimensional physical function, continuous, multiple time points**

The trials (Busse et al 2014, Busse et al 2014) reported the Short Form 36 physical component summary scores at multiple timepoints. Busse 2016 presented a repeated measurement analysis and found no significant differences in SF-36 scores over time (p=0.30). Busse 2014 provided the plots only.

**Figure 3, Busse et al. (2016):** Unadjusted repeated measures analyses examining Short Form 36 Physical Component Score (SF-36 PCS) in the Active (LIPUS device) and Sham (sham device) groups found no significant interaction for treatment by time: p=0.30; N ranging from 475 at 6 weeks to 301 at 52 weeks.
Figure 4, Busse et al. (2014), unpublished material: Unadjusted repeated measures analyses examining Short Form 36 Physical Component Score (SF-36 PCS) in the Active (LIPUS device) and Sham (sham device) groups. N ranging from 50 at 6 weeks to 43 at 1 year.
Appendix 3: Other pain outcomes


Pain intensity, continuous, multiple time points (unpublished data), subdomain bodily pain of the SF-36 instrument

Figure 1, Busse et al. (2016), unpublished material: Unadjusted repeated measures analyses examining Short Form 36 Bodily Pain (SF-36 Bodily Pain) in the Active (LIPUS device) and Sham (sham device); N ranging from 475 at 6 weeks to 301 at 52 weeks

Figure 2, Busse et al. (2014), unpublished material: Unadjusted repeated measures analyses examining Short Form 36 Bodily Pain (SF-36 Bodily Pain) in the Active (LIPUS device) and Sham (sham device); N ranging from 50 at 6 weeks to 43 at 1 year
Figure 3, Forest plot percent difference for low intensity pulsed ultrasound (LIPUS device) compared with Control (sham device or no device) for pain duration, number of days with tenderness

<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>% Difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gan 2014</td>
<td>23</td>
<td>15.7 (-14.6, 56.7)</td>
</tr>
<tr>
<td>Leung 2004</td>
<td>30</td>
<td>-22.8 (-42.0, 2.9)</td>
</tr>
<tr>
<td>Pooled Estimate p=0.525, I²=72.2%</td>
<td></td>
<td>-6.5 (-24.1, 15.1)</td>
</tr>
</tbody>
</table>

Favours LIPUS  
Favours Control
Appendix 4: Additional analyses

Figure 1, Forest plot for percent difference for low intensity pulsed ultrasound (LIPUS device) compared with control (sham device or no device) for days to radiographic healing, by clinical subgroups. Interaction p=0.13

<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>% Difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operatively managed fresh fractures</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enami 1999</td>
<td>32</td>
<td>24.0 (-10.6, 72.0)</td>
</tr>
<tr>
<td>Leung 2004</td>
<td>30</td>
<td>-42.5 (-51.6, -31.7)</td>
</tr>
<tr>
<td>Busse 2014</td>
<td>47</td>
<td>-6.1 (-30.3, 26.5)</td>
</tr>
<tr>
<td>Busse 2016</td>
<td>404</td>
<td>-3.7 (-11.5, 4.8)</td>
</tr>
<tr>
<td>Pooled Estimate: p&lt;0.001 for heterogeneity, I²=90.7%</td>
<td></td>
<td>-11.8 (-35.5, 20.6)</td>
</tr>
<tr>
<td>Non-operatively managed fresh fractures</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heckman 1994</td>
<td>67</td>
<td>-46.3 (-56.5, -33.8)</td>
</tr>
<tr>
<td>Kristiansen 1997</td>
<td>61</td>
<td>-33.8 (-43.7, -19.1)</td>
</tr>
<tr>
<td>Mayr 2000</td>
<td>30</td>
<td>-30.3 (-43.1, -14.7)</td>
</tr>
<tr>
<td>Liu 2014</td>
<td>81</td>
<td>-21.4 (-24.9, -17.7)</td>
</tr>
<tr>
<td>Pooled Estimate: p=0.002 for heterogeneity, I²=80.1%</td>
<td></td>
<td>-32.4 (-43.2, -19.6)</td>
</tr>
<tr>
<td>Osteotomy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tsarnaki 2004</td>
<td>42</td>
<td>-10.1 (-22.3, 3.3)</td>
</tr>
<tr>
<td>El-Mowafi 2005</td>
<td>19</td>
<td>-37.5 (-46.0, -27.7)</td>
</tr>
<tr>
<td>Duddy 2011</td>
<td>36</td>
<td>-28.5 (-47.0, 2.1)</td>
</tr>
<tr>
<td>Uthra 2013</td>
<td>27</td>
<td>-26.0 (-39.7, 9.1)</td>
</tr>
<tr>
<td>Salem 2014</td>
<td>21</td>
<td>-26.7 (-38.3, 29.0)</td>
</tr>
<tr>
<td>Pooled Estimate: p=0.018 for heterogeneity, I²=66.6%</td>
<td></td>
<td>-25.6 (-37.4, -11.6)</td>
</tr>
<tr>
<td>Non-union</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ricaudo 2006</td>
<td>21</td>
<td>-49.4 (-58.7, -30.8)</td>
</tr>
<tr>
<td>Rutten 2012</td>
<td>11</td>
<td>-57.2 (-74.7, -27.6)</td>
</tr>
<tr>
<td>Pooled Estimate: p=0.235 for heterogeneity, I²=29.1%</td>
<td></td>
<td>-41.9 (-49.7, -32.9)</td>
</tr>
<tr>
<td>Total Pooled Estimate: p&lt;0.001 for heterogeneity, I²=84.7%</td>
<td></td>
<td>-27.3 (-34.7, -19.0)</td>
</tr>
</tbody>
</table>
Figure 2, Forest plot for percent difference for low intensity pulsed ultrasound (LIPUS device) compared with control (sham device or no device) for days to radiographic healing, by compliance. Interaction $p=0.99$

<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>% Difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High Compliance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kristiansen 1997</td>
<td>61</td>
<td>-33.8 (-45.7, -19.1)</td>
</tr>
<tr>
<td>Emami 1999</td>
<td>32</td>
<td>24.0 (-10.6, 72.0)</td>
</tr>
<tr>
<td>Mayr 2000</td>
<td>30</td>
<td>-30.3 (-43.1, -14.7)</td>
</tr>
<tr>
<td>Leung 2004</td>
<td>30</td>
<td>-42.5 (-51.6, -31.7)</td>
</tr>
<tr>
<td>Tsumaki 2004</td>
<td>42</td>
<td>-10.1 (-22.3, 3.9)</td>
</tr>
<tr>
<td>Ricardo 2006</td>
<td>21</td>
<td>-40.4 (-48.7, -30.8)</td>
</tr>
<tr>
<td>Rutten 2012</td>
<td>11</td>
<td>-57.2 (-74.7, -27.6)</td>
</tr>
<tr>
<td>Urita 2013</td>
<td>27</td>
<td>-26.0 (-39.7, -9.1)</td>
</tr>
<tr>
<td>Salem 2014</td>
<td>21</td>
<td>-26.7 (-58.3, 29.0)</td>
</tr>
<tr>
<td>Busse 2014</td>
<td>47</td>
<td>-6.1 (-30.3, 26.5)</td>
</tr>
<tr>
<td><strong>Pooled Estimate:</strong> $p&lt;0.001$ for heterogeneity, $I^2=77.4%$</td>
<td></td>
<td>-27.2 (-37.4, -15.2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>% Difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Moderate Compliance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heckman 1994</td>
<td>67</td>
<td>-46.3 (-56.5, -33.8)</td>
</tr>
<tr>
<td>El-Mowafi 2005</td>
<td>19</td>
<td>-37.5 (-46.0, -27.7)</td>
</tr>
<tr>
<td>Dudda 2011</td>
<td>36</td>
<td>-26.5 (-47.0, 2.1)</td>
</tr>
<tr>
<td>Liu 2014</td>
<td>81</td>
<td>-21.4 (-24.9, -17.7)</td>
</tr>
<tr>
<td>Busse 2016</td>
<td>404</td>
<td>-3.7 (-11.5, 4.8)</td>
</tr>
<tr>
<td><strong>Pooled Estimate:</strong> $p&lt;0.001$ for heterogeneity, $I^2=90.9%$</td>
<td></td>
<td>-27.3 (-38.8, -13.7)</td>
</tr>
<tr>
<td><strong>Total Pooled Estimate:</strong> $p&lt;0.001$ for heterogeneity, $I^2=84.7%$</td>
<td></td>
<td>-27.3 (-34.7, -19.0)</td>
</tr>
</tbody>
</table>
Figure 3, Funnel plot for days to radiographic healing. Egger’s linear regression test for asymmetry of the funnel plot: $p=0.251$
Figure 4, Sensitivity analysis: Forest plot for mean difference for low intensity pulsed ultrasound (LIPUS device) compared with control (sham device or no device) for pain, by risk of bias considering 10% attrition or more representing high risk of bias. Interaction p=0.35

<table>
<thead>
<tr>
<th>Study or subgroup</th>
<th>Experimental Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
<th>Mean Difference IV, Random, 95% CI</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lucioni 2008 (1)</td>
<td>27.895</td>
<td>15.6</td>
<td>52</td>
<td>28.33</td>
<td>17.7</td>
<td>49</td>
<td>25.2%</td>
<td>-0.42 [-6.15, 5.28]</td>
<td>2008</td>
</tr>
<tr>
<td>Fatou 2014 (2)</td>
<td>-72.41</td>
<td>8.93</td>
<td>14</td>
<td>-44.29</td>
<td>14.53</td>
<td>14</td>
<td>23.6%</td>
<td>-28.12 [-77.05, -11.81]</td>
<td>2014</td>
</tr>
<tr>
<td><strong>Subtotal (95% CI)</strong></td>
<td>66</td>
<td>63</td>
<td>46.9%</td>
<td>-14.06 [-41.18, 13.07]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity: $T^2 = 268.53, Q = 26.17, df = 1 (P = 0.00001), I^2 = 96%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test for overall effect: Z = 1.02 (P = 0.31)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 1.1.5.2 Low risk of bias

<table>
<thead>
<tr>
<th>Study or subgroup</th>
<th>Experimental Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
<th>Mean Difference IV, Random, 95% CI</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Borst 2014 (3)</td>
<td>-41.8</td>
<td>10.3</td>
<td>23</td>
<td>-36.9</td>
<td>11.2</td>
<td>27</td>
<td>25.0%</td>
<td>-1.90 [-7.86, 4.06]</td>
<td>2014</td>
</tr>
<tr>
<td>Borst 2014 (4)</td>
<td>-39</td>
<td>9.8</td>
<td>237</td>
<td>-38.1</td>
<td>9.2</td>
<td>238</td>
<td>22.2%</td>
<td>-0.94 [-2.61, 0.81]</td>
<td>2016</td>
</tr>
<tr>
<td><strong>Subtotal (95% CI)</strong></td>
<td>260</td>
<td>265</td>
<td>53.1%</td>
<td>-0.98 [-2.62, 0.67]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity: $T^2 = 0.00, Q = 0.10, df = 1 (P = 0.75), I^2 = 0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test for overall effect: Z = 1.16 (P = 0.24)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Total (95% CI)

<table>
<thead>
<tr>
<th>Experimental Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
<th>Mean Difference IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>326</td>
<td></td>
<td>100.0%</td>
<td>328</td>
<td></td>
<td></td>
<td></td>
<td>-6.92 [-15.39, 1.55]</td>
</tr>
</tbody>
</table>

### Footnotes:

1. Non-operatively managed fresh fracture of clavicle, 4 weeks follow-up, 1-10 visual analogue scale, end score, transformed to 0-100
2. Non-operatively managed fresh fracture of mandible, 3 weeks follow-up, 0-10 visual analogue scale, mean change, transformed to 0-100
3. Operatively managed fresh fracture of tibia, 6 weeks follow-up, 0-100 scale, 3F-36 bodily pain
4. Operatively managed fresh fracture of tibia, 6 weeks follow-up, 0-100 scale, 3F-36 bodily pain
Figure 5, Sensitivity analysis: Forest plot for percent difference for low intensity pulsed ultrasound (LIPUS device) compared with control (sham device or no device) for days to radiographic healing, by risk of bias considering 10% attrition or more representing high risk of bias. Interaction p=0.004

<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>% Difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Risk of Bias</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heckman 1994</td>
<td>67</td>
<td>-46.3 (-56.5, -33.8)</td>
</tr>
<tr>
<td>Kristiansen 1997</td>
<td>61</td>
<td>-33.8 (-45.7, -19.1)</td>
</tr>
<tr>
<td>Mayr 2000</td>
<td>30</td>
<td>-30.3 (-43.1, -14.7)</td>
</tr>
<tr>
<td>Loung 2004</td>
<td>30</td>
<td>-42.5 (-51.6, -31.7)</td>
</tr>
<tr>
<td>Tsumaki 2004</td>
<td>42</td>
<td>-10.1 (-22.3, 3.9)</td>
</tr>
<tr>
<td>El-Mowafi 2006</td>
<td>19</td>
<td>-37.5 (-46.0, -27.7)</td>
</tr>
<tr>
<td>Ricardo 2006</td>
<td>21</td>
<td>-40.4 (-48.7, -30.8)</td>
</tr>
<tr>
<td>Dudda 2011</td>
<td>36</td>
<td>-26.5 (-47.0, 2.1)</td>
</tr>
<tr>
<td>Rutton 2012</td>
<td>11</td>
<td>-57.2 (-74.7, -27.6)</td>
</tr>
<tr>
<td>Urga 2013</td>
<td>27</td>
<td>-26.0 (-39.7, -9.1)</td>
</tr>
<tr>
<td>Liu 2014</td>
<td>81</td>
<td>-21.4 (-24.9, -17.7)</td>
</tr>
<tr>
<td>Salem 2014</td>
<td>21</td>
<td>-26.7 (-58.3, 29.0)</td>
</tr>
<tr>
<td>Busse 2016</td>
<td>404</td>
<td>-3.7 (-11.5, 4.8)</td>
</tr>
<tr>
<td>Pooled Estimate: p&lt;0.001 for heterogeneity, I²=85.3%</td>
<td></td>
<td>-30.5 (-37.8, -22.3)</td>
</tr>
</tbody>
</table>

| Low Risk of Bias    |     |                      |
| Emami 1999          | 32  | 24.0 (-10.6, 72.0)   |
| Busso 2014          | 47  | -6.1 (-30.3, 26.5)   |
| Pooled Estimate: p=0.228 for heterogeneity, I²=34.2% |     | 6.5 (-14.6, 32.7)    |

Total Pooled Estimate: p<0.001 for heterogeneity, I²=84.7%  

Interaction p=0.004
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Abstract

Objective: To systematically survey the methodological literature and collect suggested criteria for assessing the credibility of effect modification and associated rationales.

Study design: We searched MEDLINE, Embase, textbook chapters to March 2018 for publications providing guidance for assessing the credibility of effect modification identified in randomized trials or meta-analyses. Teams of two investigators independently identified eligible publications and extracted credibility criteria and authors’ rationale, reaching consensus through discussion. We created a taxonomy of criteria that we iteratively refined during data abstraction.

Results: We identified 150 eligible publications that provided 36 criteria and associated rationales. Frequent criteria included: significant test for interaction (n=54); a priori hypothesis (n=49); providing a causal explanation (n=47); accounting for multiplicity (n=45); testing a small number of effect modifiers (n=38); and pre-specification of analytic details (n=39). For some criteria, we found more than one rationale; some criteria were connected through a common rationale. For some criteria, experts disagreed regarding their suitability (e.g. added value of stratified randomization; trustworthiness of biologic rationales).

Conclusion: Methodologists have expended substantial intellectual energy providing criteria for critical appraisal of apparent effect modification. Our survey highlights popular criteria, expert agreement and disagreement, and where more work is needed including testing performance of criteria in practice.
What is new?

Key findings:
We identified 36 criteria for assessing the credibility of apparent effect modifiers and associated rationales

What this adds to what is known:
Key differences from previous systematic surveys include explicit definitions and eligibility criteria, a comprehensive search, rigorous methods for data collection and qualitative synthesis, and inclusion of reported rationales for suggested credibility criteria.

What is the implication, what should change now:
The systematic survey informs those considering making subgroup claims, or evaluating subgroup claims made by others, of the most important criteria and their rationale. Further work should determine the most useful criteria and how they should be structured and implemented to develop and review subgroup claims.
Introduction

Most large randomized controlled trials (RCTs) and many meta-analyses include analysis of effect modification (i.e. investigation of whether the effect of an intervention varies depending on patient characteristics such as age, or intervention characteristics such as dose). Identification of true effect modification – often referred to as subgroup effect or interaction – is important for optimizing treatment for individual patients. Apparent effect modification may, however, be spurious, and if acted upon may be to the patient’s detriment.

The methodological literature has widely acknowledged the challenges of dealing with putative effect modification. In response, many methodologists have provided criteria for judging the credibility of effect modification, in particular for RCT and meta-analyses of RCTs. Examples include presence of an a priori hypothesis, use of an interaction test, and adjustment for multiplicity.

Previous groups have systematically surveyed the methodological literature addressing effect modification. Two groups focused on credibility criteria but had important limitations in their search strategy (identifying 18 or fewer relevant publications) and methods for data abstraction. Three other groups used more rigorous methods to survey the literature but did not explicitly focus on credibility criteria, one of these had a selective focus on systematic reviews. Moreover, these previous surveys failed to systematically collect authors’ rationales for their suggested criteria.

We therefore performed a new systematic survey of the methodological literature addressing effect modification in RCTs and meta-analyses to identify credibility criteria and their associated rationales.

Methods

Eligibility criteria
We included publications (journal articles, reports, text book chapters) that met the following criteria:
1: The publication devoted at least one paragraph to the interpretation of apparent effect modification (synonyms included interaction, subgroup effect, subset effect, moderation, heterogeneity of treatment effect, and predictive factor). We considered any definition of effect modification, i.e. independent of the statistical approach, effect measure, or causality.
2: The publication reported one or more criteria for the credibility of apparent effect modification. We defined a criterion as a statement that links a characteristic of an apparent effect modification with an increase or decrease in credibility. We considered any synonym or paraphrase for credible including valid, true, proper, or reliable.
3: The publications addressed effect modification observed in RCTs or meta-analyses of RCTs.
4: The criteria reflect the authors’ own views. We did not consider a publication if there were explicit statements such as “review” or “summary”, or exclusive referencing of other publications.

**Search strategy**
In collaboration with an experienced medical librarian (NB), we developed a search strategy (Appendix A) for MEDLINE and EMBASE designed to capture 10 key publications of which we were already aware and which would cover a wide range of synonyms for effect medication. In addition, we applied an adapted search strategy to the WorldCat library to identify potentially eligible textbook chapters by searching their table of contents. We performed the last update in March 2018.

Teams of two methodologically trained reviewers independently screened abstracts and acquired full texts for articles that at least one reviewer deemed potentially eligible. Teams of two investigators independently assessed full texts and textbook chapters for final eligibility, resolving disagreements by discussion. One reviewer (StS) screened the reference lists of all eligible publications and other methodological surveys for additional potentially relevant articles and included them in the full text assessment process.

**Data abstraction**
We designed and pre-tested an online spreadsheet offering detailed instructions for data abstraction that we updated to capture issues requiring clarification as they arose. We developed a taxonomy summarizing the criteria and associated rationales as they emerged (the taxonomy provided the basis for the qualitative synthesis, see below). After participating in an initial calibration exercise, pairs of reviewers independently abstracted data, resolving disagreements through discussion. To ensure consistency of judgments, StS was a member of all reviewer pairs (i.e. StS and one of YC, ND, JK, LEC, YL, AA, TD, or YZ).

In teams of two, reviewers abstracted reported credibility and rationales offered as explanations why a criterion would increase or decrease credibility. By copying statements from the eligible papers into our data extraction forms, we captured the views of the authors verbatim. In addition to criteria and rationales, we recorded the type of publication, focus on a specific study design if any, and whether the article included a supporting simulation. When a publication provided an explicit checklist with key considerations for analysis of effect modification, we abstracted characteristics of this checklist: Number of items (not necessarily fulfilling our definition of criteria), intended audience (i.e. for users who are interpreting an apparent effect modification – which is the perspective we are taking here – or investigators who are planning an analysis of effect modification), intended study design (RCT or meta-analysis or both), presence or absence of explicit response options for item, provision of an overall judgment, and whether the development of the checklists was informed by 1) a systematic survey of the literature, 2) a formal consensus study among experts, 3) user testing (i.e. a qualitative practice test to find out whether users find the proposed checklist useful, comprehensive, relevant, and easy-to-use, 4) a reliability study (i.e. a quantitative practice test.
to find out whether the criteria actually helps users differentiate between more or less credible subgroup effects), or 5) other formal methods for instrument development or testing.

**Qualitative synthesis**

In parallel to the data abstraction process, we developed a separate list of criteria and rationales using our own language (a taxonomy). We created new categories as they emerged. For each criterion, the taxonomy provided a keyword (e.g. *a priori hypothesis*), and a collection of common terms used to convey the same or related ideas (e.g. *pre hoc, post hoc, exploratory, confirmatory*). Reviewers used the taxonomy to organize the quotations they extracted by assigning the most closely related keywords. The taxonomy evolved in parallel with the data extraction in that reviewers could suggest new keywords when a quotation did not fit existing ones. The continuous updating of the taxonomy provided a method to involve all reviewers in the qualitative synthesis process while they were reading the publications. After completion of the data extraction, reviewers reviewed the taxonomy and suggested improvements to the wording. For each criterion and rationale, we referenced the publications from which they were extracted.

**Results**

**Search results**

We screened 2117 records or journal publications and tables of contents of 151 textbooks, assessed 557 publications in full text, and finally included 150 publications (Figure 1). The dates of publication spanned four decades. Publications were mostly journal articles (n=130), focused on individual RCTs (n=97) and provided up to 15 criteria (Table 1).

**Credibility criteria**

With respect to the taxonomy, we observed a saturation effect after approximately 50 publications; that is, the taxonomy changed only slightly when we abstracted the remaining 100 abstractions. Our final taxonomy included a total of 36 criteria suggested to inform the credibility of putative effect modification (Table 2). We grouped the criteria into six categories: design characteristics (8 criteria), sample characteristics (3 criteria), analysis characteristics (11 criteria), numerical results (3 criteria), contextual considerations (10 criteria), and transparency (1 criterion).

The four most frequently mentioned criteria were significant test of interaction rather than non-significant or no test (n=54); hypothesized a priori rather than post hoc explanation (n=49); strong causal (e.g. biologic) rationale rather than weak rationale or no rationale (n=47); and account of multiplicity rather than ignoring multiplicity (n=45). Most criteria applied to both individual RCTs and meta-analyses of RCTs. Two criteria were specific to meta-analysis: analysis of effect modification based on within rather than between study comparisons (n=25), and random rather than fixed effects model for between study differences (n=9) (Table 2).
Appendix B provides reported rationales and caveats for each criterion. For some criteria, we identified up to 4 rationales (e.g. explaining why within-study analyses are more credible than between-study analyses). Some criteria were connected through a common rationale (e.g. those addressing multiplicity). For some criteria, we did not identify an explicit rationale (e.g. why a large effect modification would be more credible than a small effect modification).

Some criteria were contentious, as suggested by conflicting rationales and caveats. For instance, a strong causal explanation (mostly framed as biologic rationale) is amongst the most popular criteria. Some authors have, however, argued that deducing a causal hypothesis is almost always possible and the criterion may therefore add little credibility. Some have argued that the causal explanation criterion is useful only when a causal hypothesis is absent, in which case the credibility of the putative effect markedly diminishes. Others have argued that considerations of causality are largely irrelevant if the aim of the analysis is to identify target subgroups. Other contentious criteria include whether effect modifiers are more credible when used as a stratification factor at randomization; whether qualitative effect modification is more or less credible than quantitative effect modification; or whether or not a significant main effect increases the plausibility of an apparent effect modification (see Appendix B for details).

For twelve criteria, we found one or more supporting simulation studies (e.g. demonstrating that a formal test of interaction is more appropriate than subgroup-specific tests; Appendix B).

**Checklists**

Thirty publications provided key considerations for analyses of effect modification in the form of explicit checklists (Table 3). The number of items per list ranged from 3 to 21 (not all of the items met our definition of credibility criteria). Fifteen checklists, varying from 3 to 16 items, were explicitly designed for users of evidence (e.g. developers of clinical practice guidelines who are critically appraising claims of effect modification). Of those, two were based on a systematic survey of the literature followed by a consensus study. None of the checklists have undergone user or reliability testing (Table 3).

**Discussion**

Many methodologists have suggested criteria for assessing the credibility of effect modification: We identified a total of 36 criteria, most of which are relevant for both individual RCTs and meta-analyses investigating effect modification (Table 2). Authors suggested some criteria – for instance tests of interaction, a priori hypotheses, or causal rationale – much more frequently than others – for example expert input, consistency across outcomes, or overall risk of bias. For most criteria, authors provided a rationale for their choice, sometimes including caveats or reservations (Appendix B). Fifteen publications provided criteria in the form of a checklist explicitly designed for critical appraisal of apparent effect modification.

Key credibility criteria that were broadly acknowledged and well justified included the presence of a strong a priori hypothesis; analysis confined to a small number of effect modifiers; putative
effect modifier is a baseline characteristic (as opposed to a characteristic observed after providing an intervention); pre-specified details of the analysis of effect modification (e.g. variable definition, statistical model, time points); effect modification supported by a test of interaction; potential multiplicity taken into account; replication of the apparent effect modification across independent studies; and transparent reporting of all analyses of effect modification. A key criterion specific to meta-analysis was increased credibility if the effect modification was identified within studies (e.g. individual participant data meta-analysis) rather than by comparing summary effects between studies (e.g. meta-regression).

The identified criteria reflect two common themes in the literature regarding effect modification: one is providing safeguards against random error both on the design level (e.g. limiting number of effect modifiers and pre-specified analytic details) and on the analysis level (e.g. applying a formal test of interaction, accounting for multiplicity, shrinking estimates towards the overall, or performing a sensitivity analysis). Another common theme is consideration of external knowledge when interpreting the results (e.g. presence of a causal rationale, a priori hypothesis, indirect evidence, and replication across studies). Many methodologists noted a low confidence in claims of effect modification based on a single, typically underpowered study, and stressed external knowledge as a safeguard against spurious inferences.

Many criteria address general principles of observational research that are not specific to effect modification. For example, the most frequent criterion was whether the apparent effect modification was supported by an appropriate statistical test. Other examples include whether investigators considered confounding, pre-specified analytic details, or reported all analyses. The limited attention to credibility provided in most current reports of putative subgroup effects in RCTs and meta-analyses may explain why most criteria are rather general.10-32

A strength of our systematic survey is the comprehensive search. Previous systematic reviews abstracted credibility criteria from a maximum of 18 publications2-6; we abstracted criteria from 150 publications. We applied transparent eligibility criteria and rigorous methods for systematic data abstraction, developed a flexible taxonomy to synthesize and calibrate the views of the involved reviewers while they were abstracting the criteria, and observed a saturation effect (i.e. very few new criteria) after abstraction of approximately 50 eligible publications. We are therefore confident that we did not miss any key criteria. Another strength is that we systematically abstracted the rationales and caveats that authors offered for their criteria (Appendix B).

Our survey has limitations. The process of synthesizing verbatim quotes to characterize rationales introduced subjectivity, as did the decisions regarding lumping and splitting in the labeling of criteria. For example, a number of criteria addressed corroboration through external knowledge and we labeled these items as a priori hypothesis, causal rationale, expert input, correct anticipation of direction, prior probability, Bayesian analysis, indirect evidence, consistent across outcomes, and consistent across studies. Others may have merged these into fewer items.
Our approach may have missed certain methodological aspects that are not typically framed as credibility criteria. For instance, different methods are available to adjust for multiplicity,\textsuperscript{33} performing exploratory subgroup analyses,\textsuperscript{34} modelling continuous effect modifiers\textsuperscript{35-37}, or addressing the correlation between subgrouping variables.\textsuperscript{38} Those considerations, however, are complex, require statistical expertise, and may therefore be impossible to frame as universal criteria.

Our findings suggest a number of inferences. The plethora of available articles addressing subgroup credibility may leave both authors of RCTs and meta-analyses, and clinicians and policy makers using their results, confused and uncertain. Most of the 15 available checklists for critical appraisal have not been developed as practical instruments. The two checklists that provide explicit response options and an overall rating have important limitations: One is a preliminary algorithm suggested by the European Medical Agency that lacks any explanation.\textsuperscript{39} The other checklist, developed based on a systematic survey and a Delphi consensus study, addresses both prognostic factors and effect modifiers and combines credibility with applicability and clinical relevance.\textsuperscript{6} Moreover, none of the existing checklists have been tested for feasibility, acceptability, or reliability.

Our systematic survey of reported criteria may serve as a starting point for further development of the criteria-based approach credibility of effect modification. Criteria that are widely acknowledged or strongly supported by simulation studies could provide the basis for a new instrument. Criteria for which we identified conflicting rationales or caveats seem less suitable or would require modification. Development of a new instrument would require careful attention to the target audience (e.g. clinicians, systematic review authors, guideline developers, journal editors, policy makers). Determining the feasibility, acceptability and reliability of any instrument suggested for wide use would therefore be crucial.
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Figure 1: Study selection flow chart

- Search of Medline and Embase: 2117 unique records
  - 398 potentially relevant journal articles
    - 109 additional potentially relevant publications identified through screening of citations
  - 50 potentially relevant Textbooks
    - 557 publications screened in full text
      - 150 eligible publications reported one or more credibility criteria
        - 36 credibility criteria abstracted from eligible publications
Table 1: Characteristics of the 150 included publications

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Frequency (total = 150)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decade of publication</td>
<td></td>
</tr>
<tr>
<td>2010s (up to 2017)</td>
<td>62</td>
</tr>
<tr>
<td>2000s</td>
<td>57</td>
</tr>
<tr>
<td>1990s</td>
<td>20</td>
</tr>
<tr>
<td>1980s</td>
<td>9</td>
</tr>
<tr>
<td>Type of publication</td>
<td></td>
</tr>
<tr>
<td>Journal article</td>
<td>130</td>
</tr>
<tr>
<td>Textbook</td>
<td>16</td>
</tr>
<tr>
<td>Guidance from organization a</td>
<td>4 a</td>
</tr>
<tr>
<td>Focus regarding study design</td>
<td></td>
</tr>
<tr>
<td>RCT</td>
<td>97</td>
</tr>
<tr>
<td>Meta-analysis of RCTs b</td>
<td>30 b</td>
</tr>
<tr>
<td>Both RCT and meta-analysis of RCTs</td>
<td>5</td>
</tr>
<tr>
<td>Explicitly any design</td>
<td>3</td>
</tr>
<tr>
<td>No explicit focus</td>
<td>15</td>
</tr>
<tr>
<td>Number of credibility criteria (according to our definition)</td>
<td></td>
</tr>
<tr>
<td>1-3</td>
<td>77</td>
</tr>
<tr>
<td>4-6</td>
<td>34</td>
</tr>
<tr>
<td>7-9</td>
<td>18</td>
</tr>
<tr>
<td>10-12</td>
<td>14</td>
</tr>
<tr>
<td>13-15</td>
<td>7</td>
</tr>
<tr>
<td>Provides explicit checklist or instrument (see Table 3 for details)</td>
<td>29</td>
</tr>
</tbody>
</table>

\(^a\) Cochrane collaboration (REF), Centre for Reviews and Dissemination (REF), European Medicines Agency (REF), The National Institute for Health and Care Excellence (REF)

\(^b\) Includes 18 publications focusing on aggregate data meta-analysis, 4 on individual patient data meta-analysis IPD, and 8 explicitly on both
### Table 2: List of identified criteria (according to our definition; see Appendix B for reported rationales, caveats, supporting simulation studies, and references to included publications)

<table>
<thead>
<tr>
<th>Criterion</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Design characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Pre-specification of analytic details: Credibility is higher if analytic details such as cut points, time-points, or statistical methods have been pre-specified prior to the analysis</td>
<td>39</td>
</tr>
<tr>
<td>Small number of candidate effect modifiers: Credibility is higher if only a small number of effect modifiers have been tested</td>
<td>38</td>
</tr>
<tr>
<td>Within versus between study comparison: Credibility is higher if inferences regarding effect modification are based on within-study analyses rather than a comparison of main effects across studies (individual vs study level, individual patient data vs aggregate data)</td>
<td>25</td>
</tr>
<tr>
<td>Baseline characteristic vs. characteristic measured after randomization: Credibility is higher if the effect modifier is a characteristic measured at randomization, lower if the effect modifier was measured after randomization and could have been influenced by the intervention</td>
<td>24</td>
</tr>
<tr>
<td>Power: Credibility increases with the power to detect the effect modifier</td>
<td>23</td>
</tr>
<tr>
<td>Stratified randomization: Credibility is higher if the effect modifier was a stratification variable at randomization</td>
<td>15</td>
</tr>
<tr>
<td>Regression on control group risk: Credibility is lower if the effect modifier in a meta-analysis is defined by the risk of an outcome in the control group</td>
<td>6</td>
</tr>
<tr>
<td>Primary outcome: Credibility is higher for effect modifiers claimed for primary rather than secondary outcomes</td>
<td>4</td>
</tr>
<tr>
<td><strong>Sample characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Sample size per subgroup: Credibility increases with sample size per subgroup and balance of sample size across subgroups</td>
<td>13</td>
</tr>
<tr>
<td>Prognostic balance within subgroups: Credibility is higher if, within each subgroup, prognostic factors are balanced</td>
<td>7</td>
</tr>
<tr>
<td>Measurement error: Credibility is higher if the effect modifier is measured without error, e.g. no misclassification</td>
<td>12</td>
</tr>
<tr>
<td><strong>Analysis characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Interaction test: Credibility is higher if an interaction test suggests a small likelihood for a chance finding (rather than compatibility with chance or not interaction test at all) (test of homogeneity, test of heterogeneity)</td>
<td>54</td>
</tr>
<tr>
<td>Multiplicity addressed: Credibility is higher if investigators accounted formally or informally for multiplicity (data-dredging, data-mining)</td>
<td>45</td>
</tr>
<tr>
<td>Effect modification persists after adjusting for other effect modifiers: Credibility is higher if a multivariable analysis suggests that the apparent effect modifier is independent of other effect modifiers (confounding addressed, adjusted, joint effect vs marginal effect, marker, proxy, surrogate)</td>
<td>17</td>
</tr>
<tr>
<td>Functional form considered: Credibility is higher if the researchers considered the functional form of the model for continuous effect modifiers, e.g. linear or logarithmic relationships</td>
<td>12</td>
</tr>
<tr>
<td>Categorization: Credibility is higher if continuous effect modifiers are not categorized but analyzed as a continuum</td>
<td>10</td>
</tr>
<tr>
<td>Justified cut point: Credibility is higher if continuous effect modifiers are categorized, credibility is higher if the researchers justify the threshold, ideally a priori</td>
<td>1</td>
</tr>
<tr>
<td>Random effects model: Credibility is higher if the analysis accounts for true variation between studies (within subgroups) by applying a random effects model (Hierarchical model, multilevel model)</td>
<td>9</td>
</tr>
<tr>
<td>Scale dependence: Credibility is lower if effect modification depends on the scale / effect measure</td>
<td>7</td>
</tr>
</tbody>
</table>
**Table 2 (continued)**

<table>
<thead>
<tr>
<th>Sensitivity analysis:</th>
<th>Credibility is higher if a sensitivity analysis suggests robustness to relevant assumptions such as cut points or type of model</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian analysis:</td>
<td>Credibility is higher if priors were explicitly specified and incorporated using Bayesian methods (vs. informal account of prior knowledge)</td>
<td>3</td>
</tr>
<tr>
<td>Shrinkage applied:</td>
<td>Credibility is higher if investigators applied shrinkage methods (weighted average of overall effect and subgroup specific effect)</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Numerical results</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative vs qualitative:</td>
<td>Credibility is higher if the effect modification is quantitative (direction of effect consistent across levels of effect modifier) rather than qualitative (direction varies by levels of effect modifier)</td>
<td>12</td>
</tr>
<tr>
<td>Large effect:</td>
<td>Credibility is higher if the effect modification is large</td>
<td>6</td>
</tr>
<tr>
<td>Dose-response: c</td>
<td>Credibility is higher if there is a dose-response relationship across ordered levels of an effect modifier</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Contextual considerations</th>
<th>A priori hypothesis: Credibility is higher if investigators stated a hypothesis prior to performing the study, lower if an explanation arose post hoc (confirmatory vs exploratory; hypothesis testing vs hypothesis generating)</th>
<th>49</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Causal rationale: Credibility is higher if there is a compelling causal rationale explaining the effect modification, ideally specified a priori, and lower if not (biologic rationale, clinical rationale, other mechanism)</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>Prior probability: Credibility increases with the prior probability of the effect modification being true (prior knowledge, strength of hypothesis)</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Pre-specified direction: Credibility is higher if investigators correctly anticipated the direction of the subgroup effect, lower if they failed to anticipate a direction or anticipated the other direction (specific vs. vague hypothesis)</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Expert input: Credibility is higher if content expert were involved in the selection of candidate effect modifiers</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Consistent across studies: Credibility is higher if the effect modification is consistent across independent studies (reproducibility, replicability)</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Indirect evidence: Credibility is higher if indirect evidence supports the effect modifier, e.g. evidence from animal studies, observational studies, related populations, or related interventions (as opposed to theory only or replication in same type of study)</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Consistent across outcomes: Credibility is higher if the effect modification is consistent across related outcomes</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Overall effect is significant: Credibility is higher if the overall effect is statistically significant (&quot;positive&quot; vs &quot;negative&quot; trial)</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Overall effect is at low risk of bias: Credibility is lower if the overall treatment effect is at low risk of bias</td>
<td>7</td>
</tr>
<tr>
<td>Transparency</td>
<td>Complete reporting: Credibility is higher if all performed analyses and results are reported, ideally verified in protocol (vs incomplete or selective reporting)</td>
<td>28</td>
</tr>
</tbody>
</table>

*a* We did not count another 26 publications that reported pre-specification but without further specification (pre-specification of what? Could refer to the effect modifier, the outcome, the cut point, the model, the test, or test results)

*b* Applies to meta-analysis only

*c* Applies to continuous or ordinal effect modifiers only
Table 3: Characteristics of published checklists/instruments for effect modification

<table>
<thead>
<tr>
<th>Study</th>
<th>Intended audience (users or investigators)</th>
<th>Number of items</th>
<th>Target studies</th>
<th>Response options for items</th>
<th>Informed by systematic review/consensus study?</th>
</tr>
</thead>
<tbody>
<tr>
<td>VanHoorn 2017</td>
<td>users</td>
<td>11</td>
<td>observational, RCT, and MA</td>
<td>yes, no, don't know, not applicable</td>
<td>systematic survey and consensus study</td>
</tr>
<tr>
<td>Donegan 2015</td>
<td>users and investigators°</td>
<td>20</td>
<td>MA</td>
<td>yes, no</td>
<td>no</td>
</tr>
<tr>
<td>Burke 2015</td>
<td>n.s.</td>
<td>3</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>European Medicines Agency 2018</td>
<td>users</td>
<td>4-5 (f)</td>
<td>RCT</td>
<td>yes / no</td>
<td>no</td>
</tr>
<tr>
<td>Koch 2014</td>
<td>n.s.</td>
<td>7</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Wang 2014</td>
<td>users</td>
<td>11</td>
<td>RCT</td>
<td>implicitly yes / no</td>
<td>no</td>
</tr>
<tr>
<td>Desai 2014</td>
<td>investigators</td>
<td>17</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Sun 2014</td>
<td>users</td>
<td>5</td>
<td>RCT and MA</td>
<td>implicitly yes / no</td>
<td>no</td>
</tr>
<tr>
<td>Gagnier 2013</td>
<td>investigators</td>
<td>13</td>
<td>MA</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Varadhan 2012</td>
<td>investigators</td>
<td>9</td>
<td>ns</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Paget 2011</td>
<td>investigators</td>
<td>7</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Pincus 2011</td>
<td>users</td>
<td>5</td>
<td>RCT</td>
<td>implicitly yes / no</td>
<td>systematic survey and consensus study</td>
</tr>
<tr>
<td>Cochrane Handbook 2011</td>
<td>n.s.</td>
<td>5</td>
<td>MA</td>
<td>implicitly yes / no</td>
<td>no</td>
</tr>
<tr>
<td>Sun 2010</td>
<td>users</td>
<td>4</td>
<td>RCT and MA</td>
<td>implicitly yes / no</td>
<td>no</td>
</tr>
<tr>
<td>Kent 2010</td>
<td>investigators</td>
<td>5</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Fernandez 2010</td>
<td>users and investigators°</td>
<td>14 (g)</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Dijkman 2009</td>
<td>users</td>
<td>16</td>
<td>RCT</td>
<td>implicitly yes / no</td>
<td>no</td>
</tr>
<tr>
<td>Wang 2002</td>
<td>investigators</td>
<td>6</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Fletcher 2007</td>
<td>users</td>
<td>3</td>
<td>RCT</td>
<td>implicitly yes / no</td>
<td>no</td>
</tr>
<tr>
<td>Aulakh 2007</td>
<td>users</td>
<td>6</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Koopman 2007</td>
<td>investigators</td>
<td>6</td>
<td>individual patient data MA</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Hernandez 2006</td>
<td>investigators</td>
<td>6</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Bhandari 2006</td>
<td>users</td>
<td>11</td>
<td>RCT</td>
<td>implicitly yes / no</td>
<td>no</td>
</tr>
<tr>
<td>Rothwell 2005</td>
<td>n.s.</td>
<td>21</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Grouin 2005</td>
<td>n.s.</td>
<td>11</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Cook 2004</td>
<td>users</td>
<td>12</td>
<td>RCT</td>
<td>implicitly yes / no</td>
<td>no</td>
</tr>
<tr>
<td>Moreira 2002</td>
<td>users</td>
<td>8</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Brookes 2001</td>
<td>users and investigators°</td>
<td>15 (i)</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
<tr>
<td>Oxman 1992</td>
<td>users</td>
<td>7</td>
<td>RCT and MA</td>
<td>implicitly yes / no</td>
<td>no</td>
</tr>
<tr>
<td>Yusuf 1991</td>
<td>investigators</td>
<td>15</td>
<td>RCT</td>
<td>n.s.</td>
<td>no</td>
</tr>
</tbody>
</table>

Abbreviations: RCT = randomized controlled, MA = meta-analysis, n.s. = not specified

° Users refers to clinicians, systematic reviewers, guideline developers, journal editors, policy makers and other who are considering the credibility of claimed effect modification. Investigators refers to trialists or meta-analysts who are looking for guidance on how to design, carry out, or interpret their own analysis of effect modification.

¢ Criteria proposed for reporting and conduct of analyses; wording seems most appropriate for critical appraisal

d We considered the following categories: systematic survey of methodological literature; formal consensus study; user testing; and reliability study. None of the studies performed user tests or test of reliability (if the purpose was critical appraisal).

f Includes overall judgement

Present criteria as an algorithm with yes/no decision nodes and a final classification into credible, possibly credible, and not credible. The number of criteria depends on the path chosen.

o 7 items for users, 5 for investigators, 2 for editors

h Reporting guideline
Appendix A: Search strategies

Search for journal publications in MEDLINE and Embase (Ovid):
1 (subgroup* or "sub group" or "sub groups").ti.
2 (subset* or "sub set" or "sub sets").ti.
3 (effect modif* or heterogen* or interaction* or moderator* or stratif* or strata or stratum).ti.
4 1 or 2 or 3
5 clinical trials as topic.mp. or exp Clinical Trials as Topic/
6 meta-analysis as topic.mp. or exp meta-analysis/
7 (metaanaly* or meta-analy* or meta analy* or meta-regression or "meta regression").ti.
8 5 or 6 or 7
9 4 and 8
10 exp Drug Interactions/
11 9 not 10

Search for Textbook chapters in WorldCat.org:
((kw:"subgroup analysis#s") OR (kw:"effect modif**") OR ((kw:interaction OR kw:"heterogeneity") AND (kw:meta-analysis# OR kw:randomi#ed OR ti:epidemiology)))
Then activate filters “eBook” and “Print book”
Explanation: “kw” stands for key words and includes search of chapter titles; “ti” applies the search term to book titles only.
## Appendix B: Reported credibility criteria, associated rationales, caveats, simulation studies, and references

<table>
<thead>
<tr>
<th>Criterion (related terms)</th>
<th>Reported rationales and caveats</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Design Characteristics</strong></td>
<td></td>
</tr>
</tbody>
</table>
| Pre-specification of analytic details (n=39): Credibility is higher if analytic details such as cut points, time-points, or statistical methods have been pre-specified prior to the analysis. 1,5,7,9,11,19,21,41,43,46,48,50,53,55-78 | 1) Pre-specifying analytic details can help limit the number of analyses and thus multiplicity problems (as long as the analysis plan was specific, the number of analyses small, and the investigators adhered to the plan)41,43,46,57,59,65,73  
2) Pre-specification of analytic details can decrease the risk of selective reporting (as long as the analysis plan is available and the investigators report all analysis accordingly)79  
3) Ability to pre-specify an analysis in detail suggests prior knowledge (see “a priori hypothesis”)40,79  
Caveat: statements of pre-specification can often not be verified in study protocols79  
Caveat: Pre-specification of analytic details without knowledge of the data may not be plausible57  |
| Small number of candidate effect modifiers (n=38): Credibility is higher if only a small number of effect modifiers have been tested. 1,5,7,9,16,20,27,28,30,31,41,43,44,46,47,49,51,53-55,57,59,69,74,75,80-89 | 1) Avoids multiplicity issues by design41,44,45,58,88  
2) Preserves power (see “power”)40,51,55  
3) As investigators add subgroup analyses with less and less evidence or theory to support them, the average prior probability for an effect modification falls, thus further reducing credibility.40,82  |
| Within versus between study comparison (n=25): Credibility is higher if within-study analyses rather than a comparison of main effects across studies. (individual patient data vs aggregate data meta-analysis) 3,7,22,44,46,47,54,57,64,68,72,80-90,102 | 1) Within-study comparison avoids aggregation bias7,94,98,99  
2) Within-study comparison has usually more power because of a larger sample size and a wider spectrum of values57,91,99  
3) Inferences based on within-study comparisons are particularly susceptible to confounding.44,77,64,68,99,102  
4) Comparison of within-study analyses facilitates a formal assessment of consistency across studies (see “consistency across studies”)102  
Simulations studies: 92,97  |
| Baseline characteristic vs. characteristic measured after randomization (n=24): Credibility is higher if the effect modifier is a characteristic measured at randomization, lower if the effect modifier was measured after randomization and could have been influenced by the intervention. 2,5,6,20,21,43,44,47,49,50,55,59,60,66,67,77,103-108 | If subgroup membership is influenced by an effect of the intervention, this biases the prognostic balance between intervention and control within subgroups. 6,43,44,47,52,54,55,59,66,67,104-108  |
| Power (n=23): Credibility increases with the prospective power to detect the effect modifier 3,5,21,26,31,36,40,42,49,51,57,59,85,92,109-115 | More power increases the likelihood of a claim being true. The analogy of a cross-table for a diagnostic test provides an explanation, with a positive test result being a significant test of interaction: sensitivity corresponds to the prospective power (i.e. the ability of the test to detect a true interaction, e.g. 50%) and specificity corresponds to 1 - α (i.e. the ability of the test to correctly dismiss a spurious interaction due to randomness, e.g. 95%). Our interest is in the probability of a significant test being true which corresponds to the positive predictive value. The latter increases with sensitivity/power40,110 (The issue of low power is widely acknowledged in the context of false-negative conclusions, less so in the context of false positive) Simulation studies: 89,116  |
Appendix B (continued)

**Regression on control group risk (n=6):** Credibility is lower if, in a meta-analysis, the effect modifier is defined by the risk of an outcome in the control group.  
57,68,38,102,121,122

**Primary outcome (n=4):** Credibility is higher for effect modifiers claimed for primary rather than secondary outcomes.  
23,31,74,83

A number of papers have shown that regression of the effect on the control group risk in a meta-analysis introduces a bias (regression to the mean). Methods are available to handle the problem.  
102,104,108,121,122

1) Trials have usually most power for the primary outcome (see "power")  
74
2) Confining analyses of effect modification to the primary outcome limits the number of analyses (see "small number of candidate effect modifiers")  
83

**Sample size per subgroup (n=13):** Credibility increases with sample size per subgroup and balance of sample size across subgroups  
56,39,40,42,46,49,51,75,115,123-126

This maximizes power (see "power")  
9,89,110,125

Simulation studies:  
9,89,110,125

**Prognostic balance within subgroups (n=7):** Credibility is higher if, within each subgroup, prognostic factors are balanced.  
39,49,51,70,72,119

As for the overall trial, randomization is assumed to balance the prognosis between arms within a subgroup. If randomization fails, e.g. in small subgroups, this may result in spurious inferences (related to "stratified randomization").  
49,74

**Measurement error (n=12):** Credibility is higher if the effect modifier is measured without error, e.g. no misclassification.  
2,7,42,55,71,78,89,95,127-129

Measurement error can lead to biased conclusions. Random misclassification would most likely dilute an effect modification, which is most relevant in the context of false-negative.  
7,6,78,95,127,128

**Interaction test (n=54):** Credibility is higher if an interaction test suggests a small likelihood for a chance finding (rather than compatibility with chance or not interaction test at all) (test of homogeneity, test of heterogeneity).  
2,5,9,16,20,21,23,29,38,39,42-50,52-56,59,61,65,69,70,73,74,80,85,89,96,106,107,113-115,124,130-132

The interaction test directly addresses random error.  
9,30,54,58,124

Simulation studies:  
9,122

**Multiplicity addressed (n=45):** Credibility is higher if investigators accounted formally or informally for multiplicity (data-dredging, data-mining).  

Multiple analyses increase the risk for identifying random results. There are a number of methods available to address multiplicity such as reducing the number of analyses, considering lower thresholds for significance, multivariable analysis, or using composite variables.  
23,45,49,55,61,67,69,73,85,88,96,106,110,128,133,134,136
Caveat: Adjustment for multiplicity reduces power  
85,129,133

Simulation studies:  
110,140

**Effect modification persists after adjusting for other effect modifiers (n=17):** Credibility is higher if a multivariable analysis suggests that the apparent effect modifier is independent of other effect modifiers.  
7,8,20,46,47,57,68,80,88,128,135,141-144

1) Statistical independence means confounding less likely. Credibility is higher if the effect modifier is a cause of the outcome as opposed to being a proxy for the cause (e.g. age as a proxy for comorbidity). Treatment decisions may be unreliable if the proxy is unreliable (e.g. if age is a poor proxy for comorbidity).  
38,68,80,85,93,135,144,145
2) multivariable analyses control the type 1 error (see "multiplicity addressed")  
85
Caveat: Some authors argue that a causal interpretation is not necessary as the aim is identification of target subgroups.  
88,146, but others disagree.  
38
Simulation studies:  
38

**Functional form considered (n=12):** Credibility is higher if the researchers considered the functional form of the model for continuous effect modification, such as linear or logarithmic relationships.  
39,51,57,71,128,134,147-151

1) Model misspecification is a potential source of bias as the apparent interactions may be driven by a few influential observations.  
148,151
2) Model misspecification may cause a loss of power.  
134
Caveat: model selection adds another layer of multiplicity (REF)  
Simulation studies:  
37,148

**Categorization (n=10):** Credibility is higher if continuous effect modifiers were not categorized (vs. continuous).  
16,40,51,53,71,93,98,134,135,149

1) Arbitrary selection of cut-points is associated with multiplicity issues.  
98,134,135
2) Loss of power (see "power")  
40,93,98,134
## Appendix B (continued)

<table>
<thead>
<tr>
<th><strong>Justified cut point (n=1):</strong> If a continuous effect modifier is categorized, credibility is higher if the researchers justify the threshold, ideally a priori.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Random effects model (n=9):</strong> Credibility is higher if the analysis accounts for true variation between studies (within subgroups).</td>
</tr>
<tr>
<td><strong>Scale dependence (n=7):</strong> Credibility is lower if effect modification depends on the scale.</td>
</tr>
<tr>
<td><strong>Sensitivity analysis (n=5):</strong> Credibility is higher if a sensitivity analysis suggests robustness to relevant assumptions such as cut points or type of model.</td>
</tr>
<tr>
<td><strong>Bayesian analysis (n=3):</strong> Credibility is higher if priors were explicitly specified and incorporated using Bayesian methods.</td>
</tr>
<tr>
<td><strong>Shrinkage applied (n=2):</strong> Credibility is higher if investigators applied shrinkage methods (weighted average of overall effect and subgroup specific effect).</td>
</tr>
<tr>
<td><strong>Numerical results</strong></td>
</tr>
<tr>
<td><strong>Quantitative vs qualitative (n=12):</strong> Credibility is higher if the effect modification is quantitative (direction of effect consistent across levels of the effect modifier) rather than qualitative (direction varies by levels of the effect modifier).</td>
</tr>
<tr>
<td><strong>Large effect (n=6):</strong> Credibility is higher if the effect modification is large.</td>
</tr>
<tr>
<td><strong>Dose-response (n=2):</strong> Credibility is higher if there is a dose-response relationship across ordered levels of an effect modifier.</td>
</tr>
<tr>
<td><strong>Contextual considerations</strong></td>
</tr>
<tr>
<td><strong>A priori hypothesis (n=49):</strong> Credibility is higher if the investigators stated a hypothesis prior to performing the study, lower if an explanation arose after data analysis.</td>
</tr>
</tbody>
</table>

### Not reported

- Assuming true variation between individuals (or studies) within subgroups is usually plausible and has implications for both summary effects and standard error. In most instances, significant results are harder to achieve with a random effects model, and the approach would protect against over-interpretation. 57,88,95,110,152
- Caveat: estimation of within group dispersion within a subgroup may be imprecise if the number of studies is small. 58
- Simulation studies: 101,110,125

- Effect modification is usually scale dependent. Some authors consider effect modifiers that disappears by modifying the scale as artificial. 49,143,147
- Caveat: Testing effect modification on several scales creates a multiplicity problem. 71
- Simulation studies: 71,85

- Sensitive to assumptions means more likely spurious. 43,128,129

- 1) Priors allow explicit quantification of prior knowledge/uncertainty. 69
- 2) Automatic adjustment for multiple comparison. 65
- Caveat: prior distributions may not reasonably represent the prior beliefs. 69
- Simulation studies: 154

- 1) Tempers optimism regarding the size of effect modification. 124,135
- 2) A method to control for multiplicity issues. 129,135
- Simulation studies: 124

- 1) Qualitative interactions have a low prior probability because they are generally rare. 30,155
- 2) Qualitative interactions would require a rather complex causal rationale for justifying both benefit for one subgroup but harm for another subgroup. 106
- Caveat: There are specific situations where qualitative interactions are plausible, e.g. in trials investigating targeted anti-cancer drugs. 156

- Not reported

### Simulation studies: 101,110,125,143,147,49,58,65,69,71,76,88,95,99,106,110,128,143

### References:

- 1) Using a Bayesian approach to account for prior knowledge or evidence more likely; credibility increases with prior probability. 21,40,55
- 2) When the explanation arose post hoc, investigators likely considered many possible explanations. This creates a multiplicity (and possibly selective reporting) problem. 5,7,49,50,54,55,59
Chapter 4: Development of a new Instrument to assess the Credibility of Effect Modification ANalyses (ICEMAN) in randomized controlled trials and meta-analyses

We are currently formatting this manuscript for submission to BMJ.

Stefan Schandelmaier, methodologist\textsuperscript{1,2}; Matthias Briel, associate professor \textsuperscript{1,2}; Ravi Varadhan, associate professor of Oncology Biostatistics\textsuperscript{4}; Christopher H Schmid, professor of biostatistics\textsuperscript{10}; Niveditha Devasenapathy, associate professor\textsuperscript{11}; Rodney A Hayward, professor\textsuperscript{12}; Joel Gagnier, associate professor\textsuperscript{13}; Michael Borenstein, statistician; Geert JMG van der Heijden, clinical epidemiologist\textsuperscript{8}; Issa J Dahabreh, assistant professor; Xin Sun, professor\textsuperscript{15}; Willi Sauerbrei, professor in medical biometry\textsuperscript{16}; Michael Walsh, associate professor\textsuperscript{1,3,7}; John PA Ioannidis, professor\textsuperscript{9}; Lehana Thabane, professor\textsuperscript{1,5,6}; Gordon H Guyatt, distinguished professor\textsuperscript{1,3}

1) Health Research Methods, Evidence, and Impact, McMaster University, Hamilton, Ontario, Canada
2) Institute for Clinical Epidemiology and Biostatistics, Department of Clinical Research, Basel University, Basel, Switzerland
3) Department of Medicine, McMaster University, Hamilton, Ontario, Canada
4) Division of Biostatistics and Bioinformatics, Sidney Kimmel Comprehensive Cancer Center, Johns Hopkins University, Baltimore, MD 21205
5) Departments of Pediatrics and Anesthesia, McMaster University, Hamilton, Ontario, Canada
6) Biostatistics Unit, St Joseph’s Healthcare—Hamilton, Ontario, Canada
7) Population Health Research Institute, Hamilton Health Sciences/McMaster University, Hamilton, Canada
8) Department of Social Dentistry, Academic Center for Dentistry Amsterdam, University of Amsterdam and VU University Amsterdam
9) Departments of Medicine, of Health Research and Policy, of Biomedical Data Science, and of Statistics and Meta-Research Innovation Center at Stanford (METRICS), Stanford University, CA, USA
10) Center for Evidence Based Medicine, School of Public Health, Brown University, Providence, Rhode Island, USA
11) Indian institute of Public Health-Delhi, Public Health Foundation of India, New Delhi, India
12) Department of Internal Medicine and Department of Health Management and Policy, University of Michigan, Ann Arbor, Michigan, USA
13) Department of surgery and epidemiology, University of Michigan, Ann Arbor, Michigan, USA
14) Department of Health Services, Policy & Practice, and Department of Epidemiology, Center for Evidence Synthesis in Health, School of Public Health, Brown University, Providence, Rhode Island, USA
15) Chinese evidence-based medicine centre, Sichuan University, China
16) Institute for Medical Biometry und Statistics, Albert-Ludwigs-University Freiburg, Germany
Abstract

Background: Some randomized controlled trials (RCTs) and meta-analyses make claims of effect modification (synonyms: subgroup effect or interaction) in which the effect of an intervention varies by another variable (the effect modifier). Deciding on the credibility of an apparent effect modification presents challenges.

Objective: To develop a formal instrument for assessing the credibility of effect modification analyses (ICEMAN) in an RCT or meta-analysis of RCTs.

Methods: Following a stepwise process, we developed a detailed concept; identified candidate credibility considerations in a systematic literature survey; together with leading experts, performed a consensus study to identify key considerations and develop them into instrument items; and refined the instrument based on feedback from trial investigators, systematic review authors, and journal editors who applied drafts of ICEMAN to published claims of effect modification.

Results: The final instrument consists of a set of preliminary considerations, core questions (five for RCTs, eight for meta-analyses) with four response options, one optional item for additional considerations, and a credibility rating on a visual analogue scale ranging from very low to high credibility. An accompanying manual provides rationale, detailed instructions, and examples from the literature. Seventeen potential users tested the instrument. Implementing their suggestions improved the user-friendliness of the new instrument.

Conclusions: ICEMAN is a rigorously developed instrument to rate the credibility of apparent effect modification. The content and presentation has been optimized for trial investigators, systematic reviewers, journal editors and others who are interpreting claims of effect modification.
Box 1: Variation in terminology

<table>
<thead>
<tr>
<th>Synonyms for effect modification</th>
<th>Synonyms for effect modifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Subgroup effect</td>
<td>• Subgrouping variable</td>
</tr>
<tr>
<td>• Interaction</td>
<td>• Predictor of treatment response</td>
</tr>
<tr>
<td>• Moderation</td>
<td>• Moderator</td>
</tr>
<tr>
<td>• Differential effect</td>
<td></td>
</tr>
<tr>
<td>• Heterogeneity of treatment effects</td>
<td></td>
</tr>
</tbody>
</table>

Note that some methodologists conceptually distinguish effect modification from interaction, but most authors use the terms synonymously referring to effect modification.

Introduction

Investigators of randomized clinical trials (RCTs) and meta-analyses of RCTs often perform analyses of effect modification to assess whether intervention effects might vary by another variable such as age, disease severity, or, in a meta-analysis, type of intervention or risk of bias. The terminology varies; Box 1 presents the alternatives currently in use.

Not infrequently, investigators claim to have identified an effect modification. Meta-research suggests that 14-26% of RCTs and meta-analyses emphasize a potential effect modification in their abstract or discussion.

The interest in effect modification is understandable: if patients with differing characteristics respond differently to the same intervention, then the overall effect estimate is misleading for some, if not all, individuals. Identifying situations in which true variation in effects exist is important, and the notion of tailoring therapy to patient characteristics – particularly in an era of precision medicine – has enormous appeal. Moreover, the opportunities for analyzing effect modification grow with the constantly increasing number of newly developed diagnostic and genomic markers.

At the same time, however, mistaken claims of effect modification may compromise optimal patient care. Examples of putative effect modification refuted by subsequent evidence include claims that aspirin is effective for secondary stroke prevention in men but not women; that antihypertensive treatment reduced stroke and heart failure in younger patients but not in the elderly; or that ticlopidine is superior to aspirin in preventing cardiovascular events in blacks but not in whites. A substantial number of examples of effect modification subsequently proved spurious. Applying an effect modification that is spurious may either cause harms through administration of ineffective treatment or deny beneficial therapies to patients, and will likely increase health care costs.

Numerous theoretical analyses and simulation studies explain why claims of effect modification are often misleading. The fundamental reason is chance: if an effect truly is the same in all subgroups of patients, testing a sufficient number of candidate effect modifiers will inevitably reveal an apparent, but misleading, effect modification. Other reasons that contribute to
spurious claims include selective reporting, lack of hypotheses and supporting evidence, and failure to use a proper test of interaction. In the context of meta-analysis, uncertainty may be further increased because of confounding on the study-level.

Nevertheless, some claims of effect modification – probably a small minority – will represent true effects. Because most claims arising for single studies will never undergo replication to determine their veracity, stakeholders – including health care providers, clinical investigators, systematic review authors, guideline developers and journal editors – need criteria to differentiate spurious versus real claims.

In response, methodologists first suggested credibility criteria in the early 1990s. Since then, a total of 30 groups have suggested sets from 3 to 21 criteria. Aside from variability certain to sow confusion, previous sets suffer from suboptimal presentation, resulting in ambiguity in applying criteria. Some criteria – for instance whether the effect modifier was one of a small number tested – involve substantial subjectivity, and would therefore benefit from more detailed guidance. Most importantly, none of the previous sets of criteria followed a rigorous development process or underwent serious user-testing before publication.

We therefore systematically developed ICEMAN to provide a methodologically rigorous, user-friendly instrument to assess the credibility of apparent effect modification.

**Development process**

ICEMAN development consisted of four steps recommended for the development of measurement instruments in general and specifically for research quality appraisal tools: A) clarifying the concept, B) systematic literature survey to identify existing instrument and candidate credibility criteria, C) consensus study among experts to select criteria and develop items, and D) formal user-testing.

A) Concept
Members of the steering committee (StS, GG, MB, XS, MW, LT) developed the concept of the instrument based on their methodological expertise and practical experience in performing and interpreting analysis of effect modification, and development of quality appraisal tools. The draft concept specified the following:

**Aim of the new instrument**: To assist users in assessing the credibility of a claimed effect modification (rather than claims that an effect modification is absent, which would require different criteria).

**Definition of credible effect modification**: Effect modification means that the effect of an intervention on an outcome varies by levels of another variable. An effect modification is credible if it is very likely true, i.e. not the result of chance or bias. We also clarified that patient-importance is not part of the credibility assessment, because considerations of
importance depend on context, and that credibility can be assessed on any scale, e.g. risk ratio
or risk difference scales.

**Target users:** Health care providers, trial investigators, systematic review authors, journal
editors, guideline developers, and health policy makers.

**Type of studies:** The instrument will address RCTs and meta-analyses of RCTs.

**Format:** The core instrument will consist of signaling questions with response options, and no
more than 8-12 items.

**Responsiveness:** The instrument should be responsive, i.e. studies should vary in the extent to
which they meet criteria. Overly strict or lenient items that do not vary are useless for
distinguishing more from less credible effect modification.

**Overall credibility:** The instrument should conclude with a summary rating that expresses the
overall credibility of the proposed effect modification on a continuum ranging from very low to
high credibility.

This concept influenced all steps in the development process including the design of the
systematic survey, the selection of experts (we presented the concept in our invitation), the
selection and development of candidate items, and the design of the user-testing. We refined
the concept throughout the project. Major developments were the decisions to make two
separate versions for RCTs and meta-analyses of RCTs and to include an optional item
addressing additional credibility considerations.

**B) Systematic survey of the methodological literature:** The objectives of the systematic survey,
presented in a separate publication, were to identify 1) existing instruments for assessing
credibility of effect modification and verify that none of them satisfied our concept, 2)
candidate credibility criteria, defined as characteristics of an analysis of effect modification
suggested to either in- or decrease credibility, and 3) leading experts in the field, defined as
first, second, or last authors of two or more eligible publications. The systematic survey
included a comprehensive search of journal articles and textbooks; teams of reviewers
extracted data in duplicate and performed a formal qualitative synthesis process.

The systematic survey identified 150 eligible publications from which we extracted 36
candidate criteria, 30 previous sets of criteria (none sufficiently reflected our concept) and 40
experts. The survey highlighted which criteria are most popular, most controversial, and more
or less supported by a rationale or simulation studies.

**C) Expert consensus.** The aim of the consensus study – informed by the results of the
systematic survey and later the user-testing study – was to identify key criteria for the
credibility of effect modification and develop the criteria into a user-friendly and responsive
instrument.

A colleague not involved in the project and blinded to names randomized the order of the 40
candidate experts. The steering committee invited the first 18 experts, of whom 11 agreed to
participate, 4 declined, and 3 did not respond. Of the 11 who initially agreed, 9 participated in
the final consensus study; 1 withdrew before the first telephone conference due to over-
commitment, and 1 due to a research focus on observational studies. The final group included 15 members (the 6 members from the core group and 9 external experts). The consensus study took place between March 2018 and February 2019 and consisted of the following steps:

1) Selection of key criteria: StS created a list of the 36 candidate criteria identified in the systematic survey, including for each criterion frequency of reporting and rationale (Appendix 1). Members of the group (excluding StS) reviewed the candidate criteria and rated the importance of each criterion using a 7-point scale with 1 indicating not important at all and 7 indicating highly important for credibility assessment. In addition, group members suggested to the group to merge, drop, or add new criteria. StS summarized the results that then provided the basis for the first video-conference.

2) During the first video-conference (1.5 hours, 11 participants) the group agreed on a concept and decided on criteria that should be definitely included or excluded. The group identified 20 criteria that should be definitely included (some of which we later combined), 8 definitely excluded, and 8 optional (Appendix 1). After the conference, all group members received a detailed summary of the discussion and decisions and had the opportunity to provide additional written feedback to all group members.

3) Based on the initial criteria selection, the core group developed a first draft of the instrument and transformed the credibility considerations into explicit items composed of signaling questions (Appendix 1), each item with four response options, and illustrative examples for each response option. Initially, we planned to create a single instrument applicable to individual RCTs, aggregate data meta-analyses, and individual participant data meta-analyses. Because a single version proved excessively complex, the group decided to create two separate versions, one for individual RCTs (6 initial core items) and one for meta-analyses (9 initial core items). In addition, the group offered a set of preliminary considerations, included less important credibility criteria as a list of optional considerations, and drafted a final item to assess overall credibility using a visual analogue scale. Where possible, we used a format similar to other popular quality appraisal instruments such as the Cochrane risk of bias tool 37 or the GRADE evidence to decisions frameworks.38 In preparation for the second video conference, all group members had the opportunity to comment on the draft.

4) The aim of the second video conference (1.5 hours, 11 participants in two group sessions and 3 individual discussions with experts who could not attend group sessions) was to find a consensus on a general structure of the instrument, including preliminary considerations, core items, optional considerations, format of the overall rating, but not yet precise wording. Main discussion points included approaches to make response options explicit, e.g. whether to use p-values, thresholds for p-values, relevant sources of multiplicity, issues of threshold selection for continuous effect modifiers, how to frame optional considerations, and whether individual patient-data meta-analyses should be combined with the version for RCTs or meta-analyses. The group agreed on the main structure, number of response options, the design of the overall rating item, and several statistical details (Appendix 1). After the conference, all group
members received a summary of the decisions and had the opportunity to provide additional written feedback to all group members.

5) The last part of the consensus study included the following: 1) We created a detailed manual and sought, for each response option, a supporting example of an apparent effect modification published in the medical literature. Applying drafts of the instrument to potential examples led to a number of improvements. 2) We presented the instrument at the annual Cochrane Conference in Edinburgh 2018; a discussion with attending methodologists led to a refined concept on which we elaborate in the manual. 3) Most relevant suggestions for improvement came from the user testing (see next section).

Through the last phases of development, we periodically circulated updated versions to the experts, inviting them to provide comments.

Appendix 1 documents major developments throughout the consensus study.

D) User-testing
The aim of the user-testing was to identify the challenges experienced by members of the target audience in applying an advanced draft of ICEMAN to a published claim of an effect modification that we provided. Each user received the abstract and full text of an RCT or meta-analysis in which authors claimed one effect modification, the appropriate version of ICEMAN, and the manual. To ensure variation across the range of possible claims, we selected claims that we judged to have very low (n=4), low (n=5), moderate (n=4) or high (n=4) credibility of effect modification. We included 10 RCTs and 7 meta-analyses.

We recruited 17 potential users from three main sources: corresponding authors of randomly selected Cochrane reviews published after July 2017 (7 participants); corresponding authors of randomly selected RCTs published in Lancet, JAMA, BMJ, Annals of Internal Medicine, or PLOS Medicine after July 2017 (3 participants); and 5 journal editors and 2 trial investigators from personal networks who were not involved in instrument development and not located at McMaster University. We continued to enroll users until they did not identify any new major limitations. The users varied with respect to gender (which we used as a stratification factor), background, and familiarity with issues of effect modification (Table 1).

One of two investigators (StS or ND) interviewed users immediately after they had applied ICEMAN following a semi-structured interview guide. The guide included pre-defined open questions (e.g. “What was your experience when you applied the first item?”), but allowed interviewer or interviewee to extend on relevant ideas that came up during the interview (Appendix 2). Interviews lasted from 25 to 70 minutes (median 37 minutes). The interviewers immediately transcribed the recorded interviews and extracted positive comments, negative comments, and suggestions for improvement using qualitative data analysis software www.dedoose.com.
Appendix 2 lists the number of positive and negative comments and major changes resulting from the comments. Critical comments that we could not address included that some users may have to seek assistance from a statistician when using ICEMAN; ICEMAN does not address uncertainty arising from potential conflicts of interest of authors, e.g. when subgroup analyses of otherwise uninteresting results are motivated by the desire to publish secondary papers; or that ICEMAN does not fit one page. Frequent positive comments included that users would be happy to use the ICEMAN again and found it instructive, useful, and easy to follow.

We updated the instrument three times during the ongoing user-testing (after 7 interviews, 12 interviews, and 15 interviews) before the consensus group finalized the instrument and manual.

**The final instrument**

Appended are the final versions of ICEMAN for an individual RCT (Appendix 3), a meta-analysis of RCTs (Appendix 4), and the manual for both versions (Appendix 5).

Both versions start with a set of five preliminary considerations designed to link ICEMAN to a study and, if available, a study protocol; define the effect modification under consideration through a single outcome, effect measure, and effect modifier; and alert users that ICEMAN may not apply to effect modifiers measured after randomization (see manual for more details).

The version for meta-analysis includes 8, the version for individual RCTs 5 core signaling questions, 4 of which overlap among the two versions (Table 2).

For each response option, ICEMAN provides four response options. The response options differ in wording but share the same order and logic such as definitely no, probably no or unclear, probably yes, and definitely yes. Response options on the left indicate definitely or probably reduced credibility, response options on the right probably or definitely increased credibility. We included response option probably no with unclear to cover situations with insufficient information (Appendices 3 and 4).

After the core questions, one optional question allows additional credibility considerations such as results from a sensitivity analysis, a dose-response relationship, or other considerations that are difficult to ascertain, are less relevant, or seldom apply. Additional consideration are optional, and can reduce or increase credibility (Appendices 3 and 4).

ICEMAN concludes with an overall credibility rating presented on a visual analogue scale (VAS) on which users place a mark. The VAS is divided into four areas labelled as very low, low, moderate, and high credibility. The areas roughly correspond to probabilities of <25%, 25-50%, 50-75%, and >75% that the effect modification truly exists. To aid interpretation, the final item provides suggestions – rather than an algorithm – for deriving overall credibility from the responses to the previous questions (Appendices 3 and 4).
The manual provides, for each element of ICEMAN, more detailed explanations, a rationale with key references and examples for support, and examples of completed credibility assessments. In addition, the manual includes practical suggestions for presentation and using ICEMAN in combination with other risk of bias instruments and GRADE. A final chapter elaborates on conceptual considerations (Appendix 5).

**Discussion**

ICEMAN provides a systematically developed instrument to assess the credibility of effect modification proposed in an RCT or meta-analysis of RCTs, providing a guide for users to consider the implications of proposed effect modifications for patient care. ICEMAN was developed by experts in assessment of effect modification building on a systematic survey of the entire relevant literature; provides versions for randomized trials and meta-analyses; is succinct (5 core items for the RCT version and 8 for the systematic review version); is structured (preliminary considerations, signaling questions, overall rating); and provides a detailed instruction manual to guide its use (Appendices 3-5).

A possible limitation of ICEMAN is that, to optimize the reliability of application, formulating four response options required specification of threshold values for credibility with respect to the number or studies in a meta-analysis, p-values, and number of candidate effect modifiers. These thresholds suffer from some degree of arbitrariness, and experts initially disagreed on the thresholds. Particularly controversial within our group were thresholds for interaction p-values, although the group finally found compromises acceptable to all. Perhaps reassuring, none of the participants of the user-testing study mentioned concerns with chosen thresholds, and those who made a comment appreciated the explicit thresholds. Nevertheless, some users might disagree with the chosen thresholds.

Another potential limitation is that the core questions do not include all credibility considerations that experienced analysts might deem relevant, in particular for complex analyses such as modeling of continuous effect modifiers or data-driven algorithms for subgroup discovery. For instance, experienced analysts might question the appropriateness of statistical models underlying tests for interaction, differ in their conceptualization of family wise error, or may want to consider the correlation structure between multiple effect modifiers. Even for such users, ICEMAN will provide a useful starting point for analysis of effect modification. For instance, if the core questions suggest low or very low credibility, it is very unlikely that investing in more complex analyses could substantially increase credibility; if the core questions suggest moderate credibility, ICEMAN provides an optional item in which users can refer to additional considerations.

Some properties of ICEMAN remain uncertain. In a future project, we will investigate the reliability of ICEMAN ratings when applied by different raters to claims of effect modification. Another open question is the validity of ICEMAN ratings. We are unsure, however, if there will ever be sufficient data available to investigate validity if we consider independent replication.
the reference standard for establishing a true effect modification. A recent analysis has shown that attempts to replicate effect modification claimed in RCTs are extremely rare. Therefore, we invite users of ICEMAN to share their ratings with us so we can start building a database of more or less credible claims of effect modification and, at a later time-point, potentially assess the extent to which the claims withstood or failed tests of replication. This will also allow better calibration of the different categories of assigned overall credibility. In addition, we will continue to evaluate the performance of ICEMAN in practice. We invite users to report difficulties or suggestions for improvement for consideration in future modifications of ICEMAN (please write to corresponding author).

In summary, ICEMAN provides a rigorously developed and thoroughly user-tested instrument for judging the credibility of putative effect modification in RCTs and meta-analyses. We anticipate that both authors and target audiences of RCTs and meta-analyses, and other groups including journal editors, will find the structured assessment of credibility of proposed effect modification helpful.

**Acknowledgements:** We thank the 17 users who tested drafts of ICEMAN and the manual and shared their valuable experience with us in detailed interviews. We also thank the authors of the many well written methodological publications about effect modification that provided a comprehensive knowledge base. In addition, we thank Noel Weiss, Ian Shrier, and X referees for their constructive comments.
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### Table 1: Characteristics of participants in the user-testing study

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (total 17)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>10</td>
</tr>
<tr>
<td>Continent</td>
<td></td>
</tr>
<tr>
<td>US / Canada</td>
<td>7</td>
</tr>
<tr>
<td>Europe</td>
<td>6</td>
</tr>
<tr>
<td>Asia</td>
<td>3</td>
</tr>
<tr>
<td>Australia</td>
<td>1</td>
</tr>
<tr>
<td>Current primary professional activity</td>
<td></td>
</tr>
<tr>
<td>Journal editor</td>
<td>5</td>
</tr>
<tr>
<td>Health care provider</td>
<td>5</td>
</tr>
<tr>
<td>Researcher</td>
<td>5</td>
</tr>
<tr>
<td>Statistician</td>
<td>2</td>
</tr>
<tr>
<td>Experience in roles (more than one possible)</td>
<td></td>
</tr>
<tr>
<td>Trial investigator</td>
<td>7</td>
</tr>
<tr>
<td>Systematic review author</td>
<td>13</td>
</tr>
<tr>
<td>Guideline developer</td>
<td>6</td>
</tr>
<tr>
<td>Journal editor</td>
<td>8</td>
</tr>
<tr>
<td>Highest academic degree</td>
<td></td>
</tr>
<tr>
<td>PhD</td>
<td>6</td>
</tr>
<tr>
<td>MSc</td>
<td>6</td>
</tr>
<tr>
<td>MD</td>
<td>5</td>
</tr>
<tr>
<td>Self-rated familiarity with analyses of effect modification</td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>0</td>
</tr>
<tr>
<td>A little</td>
<td>6</td>
</tr>
<tr>
<td>Somewhat</td>
<td>7</td>
</tr>
<tr>
<td>Very</td>
<td>4</td>
</tr>
</tbody>
</table>
Table 2: Core questions of the two versions of ICEMAN (numbers reflect order of appearance)

<table>
<thead>
<tr>
<th>Core questions</th>
<th>Meta-analysis of RCTs</th>
<th>Individual RCT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is the analysis of effect modification based on comparison within rather than between trials?</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>For within-trial comparisons, is the effect modification similar from trial to trial?</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>For between-trial comparisons, is the number of trials large?</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Was the direction of effect modification correctly hypothesized a priori?</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Was the effect modification supported by prior evidence?</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Does a test for interaction suggest that chance is an unlikely explanation of the apparent effect modification?</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Did the authors test only a small number of effect modifiers or consider the number in their statistical analysis?</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Did the authors use a random effects model?</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>If the effect modifier is a continuous variable, were arbitrary cut points avoided?</td>
<td>8</td>
<td>5</td>
</tr>
</tbody>
</table>
Appendix 1: Overview of steps in the consensus study (electronic file)

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Identify the list of criteria for evaluation.</td>
</tr>
<tr>
<td>2.</td>
<td>Establish the methodology for the expert group.</td>
</tr>
<tr>
<td>3.</td>
<td>Collect and analyze the evidence.</td>
</tr>
<tr>
<td>4.</td>
<td>Plan the expert meeting.</td>
</tr>
<tr>
<td>5.</td>
<td>Conduct the expert meeting.</td>
</tr>
<tr>
<td>6.</td>
<td>Finalize the consensus document.</td>
</tr>
</tbody>
</table>
### Appendix 2: Summary of the input from the user testing

<table>
<thead>
<tr>
<th>Interview Question</th>
<th>Number of users who made one or more positive comments</th>
<th>Number of users who made one or more critical comments or suggestions</th>
<th>Critical comments or suggestions that led to changes</th>
<th>Critical comments or suggestions for which we judged changes are not necessary</th>
</tr>
</thead>
<tbody>
<tr>
<td>What was your overall experience when you applied ICEMAN?</td>
<td>14</td>
<td>1</td>
<td>“When you are using it for the first time, it will take a lot of time”; simplify the manual, revise structure, improved navigation; include key instructions in main sheet</td>
<td>None</td>
</tr>
<tr>
<td>How happy or unhappy would you feel about using the instrument again?</td>
<td>13</td>
<td>1</td>
<td>None</td>
<td>“As a journal editor, I hope I don’t have to personally do it for every paper. I hope it would be my statistical reviewer who would use it or the regular reviewers with more statistical background”</td>
</tr>
<tr>
<td>Are there any additional items that you would include?</td>
<td>1</td>
<td>3</td>
<td>Mention in limitations that appropriateness of model is beyond scope of instrument</td>
<td>None</td>
</tr>
<tr>
<td>What do you think about … ... the number of questions?</td>
<td>13</td>
<td>0</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>... the structure of the instrument?</td>
<td>6</td>
<td>0</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>... the language of the instrument?</td>
<td>4</td>
<td>5</td>
<td>“Effect modification put me off”; replace difficult words such as putative, spurious, multiplicity, consistent, model; include clarification of terminology at top of sheet</td>
<td>Translate in other languages (perhaps at later time point)</td>
</tr>
</tbody>
</table>
### Appendix 2 (continued)

<table>
<thead>
<tr>
<th>... the format and layout</th>
<th>8</th>
<th>5</th>
<th>Make the instrument sheet an editable word file instead of fillable form which causes software compatibility problems; make comment section more visible; change font size; provided more space for preliminary considerations</th>
<th>Instrument doesn't fit one page which complicated the overall assessment. We experimented with short versions but eventually decided to stick with one full version; font still small if printed; We will create a excel template that can be used for data collection, e.g. for meta-research</th>
</tr>
</thead>
<tbody>
<tr>
<td>... the name &quot;ICEMAN&quot;</td>
<td>6</td>
<td>1</td>
<td>None</td>
<td>&quot;Would be nice if the meaning was related to effect modification&quot;</td>
</tr>
<tr>
<td>What was your experience in applying ... ... the preliminary considerations</td>
<td>7</td>
<td>9</td>
<td>Improve wording; improve format; add protocol reference; include examples; add time-point; make clear that one form applies only to a single effect modification</td>
<td>Clarify that “measured before randomization” refers to the original RCTs</td>
</tr>
<tr>
<td>... the item: Was the direction of effect modification correctly hypothesized a priori?</td>
<td>8</td>
<td>5</td>
<td>Mention statistical analysis plan as an alternative to protocol; Include preliminary consideration addressing availability of study protocol; improve instruction in manual</td>
<td>None</td>
</tr>
<tr>
<td>... the item: Was the direction of effect modification correctly hypothesized a priori? (RCT only)</td>
<td>4</td>
<td>2</td>
<td>Include “no evidence” in second response option; improved example</td>
<td>None</td>
</tr>
<tr>
<td>... the item: Does a test for interaction suggest that chance is an unlikely explanation of the apparent effect modification?</td>
<td>8</td>
<td>6</td>
<td>Revise negative wording (was “support against chance”); add explanation; revise cut-points for p-values that used wording “like around 0.05 and around 0.01 ... e.g. .03 what is that? Around is such a vague word ... probably too vague if there are multiple raters”; add to preliminary considerations that clinical relevance is not part of the credibility assessment; mention in limitations that appropriateness of model underlying test is too sophisticated;</td>
<td>Difficult to understand for some users “there is not a lot of understanding about chance”</td>
</tr>
</tbody>
</table>
## Appendix 2 (continued)

<table>
<thead>
<tr>
<th>Item</th>
<th>Score</th>
<th>Rating</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>... the item: Did the authors test only a small number of effect modifiers or consider the number in their statistical analysis?</td>
<td>5</td>
<td>9</td>
<td>Replace difficult words adjusted and multiplicity; Simplify explanation and mention only number of effect modifiers and potential adjustment, but not other potential sources of multiplicity</td>
</tr>
<tr>
<td>... the item: If the effect modifier is a continuous variable, were arbitrary cut points avoided?</td>
<td>9</td>
<td>2</td>
<td>Explain what continuous means “I instantly understood what a continuous variable is but not everyone would”</td>
</tr>
<tr>
<td>... the item: Is the analysis of effect modification based on comparison within rather than between trials? (meta-analysis only)</td>
<td>4</td>
<td>2</td>
<td>Revise wording; improve explanation and examples</td>
</tr>
<tr>
<td>... the item: For within-trial comparisons, is the effect modification similar from trial to trial? (meta-analysis only)</td>
<td>2</td>
<td>3</td>
<td>Replace “consistency across studies”, which was unclear with “similar from study to study” and improve explanation in manual</td>
</tr>
<tr>
<td>... the item: For between-trial comparisons, is the number of trials large? (meta-analysis only)</td>
<td>4</td>
<td>0</td>
<td>None</td>
</tr>
<tr>
<td>... the item: Did the authors use a random effects model? (meta-analysis only)</td>
<td>5</td>
<td>2</td>
<td>Simplify the question and the explanations, remove “mixed effects” which flummoxed users</td>
</tr>
<tr>
<td>... the optional item: Are there any additional considerations that may increase or decrease credibility?</td>
<td>2</td>
<td>8</td>
<td>Include word “optional”; simplify the item by removing a checklist of additional considerations; include link to manual; allow both increase and decrease credibility; make two response options corresponding to probably reduced or increased</td>
</tr>
<tr>
<td>... the last item: How would you rate the overall credibility of the proposed effect modification?</td>
<td>7</td>
<td>13</td>
<td>“The hardest thing would be filling in the overall credibility ... where to place that cross?” Revise labels (users didn’t know where to put uncertain: we modified the concept from probability of being true to strength of evidence, then infer probability of being true in second step through explanation); add explicit instructions; include interpretation; include consequences; improve manual navigation; Some users prefer categories; some prefer the continuous option</td>
</tr>
</tbody>
</table>

ICEMAN – instrument for assessing the credibility of effect modification analyses
RCT – randomized controlled trial
Appendix 3: Instrument for assessing the credibility of effect modification analyses (ICEMAN) in a randomized controlled trial

Quick Instructions
- Synonyms for effect modification include subgroup effect, interaction, and moderation
- The instrument applies to a single proposed effect modification at a time; complete one form per each outcome, time-point, effect measure, and effect modifier
- Response options on the left indicate definitely or probably reduced, response options on the right probably or definitely increased credibility
- Completely unclear goes under probably reduced credibility
- It is helpful to provide a supporting comment or quotation under each question
- Whether an effect modification is patient-important is not part of the credibility assessment
- The manual provides more detailed instructions and examples

Preliminary considerations

Study reference(s):

If available, protocol reference(s):

State a single outcome and, if applicable, time-point of interest (e.g. mortality at 1 year follow-up):

State a single effect measure of interest (e.g. relative or absolute risk difference):

State a single potential effect modifier of interest (e.g. age or comorbidity):

Was the potential effect modifier measured before randomization?  [ ] yes, continue  [ ] no, stop here and refer to manual for further instructions
### Credibility assessment

1: Was the direction of the effect modification correctly hypothesized a priori?

<table>
<thead>
<tr>
<th>Option</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definitely no</td>
<td>Clearly post-hoc or results inconsistent with hypothesized direction or biologically very implausible</td>
</tr>
<tr>
<td>Probably no or unclear</td>
<td>Vague hypothesis or hypothesized direction unclear</td>
</tr>
<tr>
<td>Probably yes</td>
<td>No prior protocol available but unequivocal statement of a priori hypothesis with correct direction of effect modification</td>
</tr>
<tr>
<td>Definitely yes</td>
<td>Prior protocol available and includes correct specification of direction of effect modification, e.g., based on a biologic rationale</td>
</tr>
</tbody>
</table>

Comment:

2: Was the effect modification supported by prior evidence?

<table>
<thead>
<tr>
<th>Option</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inconsistent with prior evidence</td>
<td>Prior evidence suggested different direction of effect modification</td>
</tr>
<tr>
<td>Little or no support or unclear</td>
<td>No prior evidence or consistent with weak or very indirect prior evidence (e.g., animal study at high risk of bias) or unclear</td>
</tr>
<tr>
<td>Some support</td>
<td>Consistent with more limited or indirect prior evidence (e.g., large observational study, nonsignificant effect modification in prior RCT, or different population)</td>
</tr>
<tr>
<td>Strong support</td>
<td>Consistent with strong prior evidence directly applicable to the clinical scenario (e.g., significant effect modification in related RCT)</td>
</tr>
</tbody>
</table>

Comment:

3: Does a test for interaction suggest that chance is an unlikely explanation of the apparent effect modification? (consider irrespective of number of effect modifiers)

<table>
<thead>
<tr>
<th>Option</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chance a very likely explanation</td>
<td>Interaction p-value &gt; 0.05</td>
</tr>
<tr>
<td>Chance a likely explanation or unclear</td>
<td>Interaction p-value ≤ 0.05 and &gt; 0.01, or no test of interaction reported and not computable</td>
</tr>
<tr>
<td>Chance may not explain</td>
<td>Interaction p-value ≤ 0.01 and &gt; 0.005</td>
</tr>
<tr>
<td>Chance an unlikely explanation</td>
<td>Interaction p-value ≤ 0.005</td>
</tr>
</tbody>
</table>

Comment:

4: Did the authors test only a small number of effect modifiers or consider the number in their statistical analysis?

<table>
<thead>
<tr>
<th>Option</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definitely no</td>
<td>Explicitly exploratory analysis or large number of effect modifiers tested (e.g., greater than 10) and multiplicity not considered in analysis</td>
</tr>
<tr>
<td>Probably no or unclear</td>
<td>No mention of number of 4-10 effect modifiers tested and number not considered in analysis</td>
</tr>
<tr>
<td>Probably yes</td>
<td>No protocol available but unequivocal statement of 3 or fewer effect modifiers tested</td>
</tr>
<tr>
<td>Definitely yes</td>
<td>Protocol available and 3 or fewer effect modifiers tested or number considered in analysis</td>
</tr>
</tbody>
</table>

Comment:

5: If the effect modifier is a continuous variable, were arbitrary cut points avoided?

<table>
<thead>
<tr>
<th>Option</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definitely no</td>
<td>Analysis based on exploratory cut point (e.g., picking cut point associated with highest interaction p-value)</td>
</tr>
<tr>
<td>Probably no or unclear</td>
<td>Analysis based on cut point(s) of unclear origin</td>
</tr>
<tr>
<td>Probably yes</td>
<td>Analysis based on pre-specified cut points, e.g., suggested by prior RCT</td>
</tr>
<tr>
<td>Definitely yes</td>
<td>Analysis based on the full continuum, e.g., assuming a linear or logarithmic relationship</td>
</tr>
</tbody>
</table>

Comment:

6 Optional: Are there any additional considerations that may increase or decrease credibility? (manual section 3.6)

<table>
<thead>
<tr>
<th>Option</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, probably decrease credibility</td>
<td></td>
</tr>
<tr>
<td>Yes, probably increase credibility</td>
<td></td>
</tr>
</tbody>
</table>

Comment:
7: How would you rate the overall credibility of the proposed effect modification?
The overall rating should be driven by the items that decrease credibility. The following provides a sensible strategy:

- All responses definitely or probably reduced credibility or unclear → very low credibility
- Two or more responses definitely reduced credibility → maximum usually low credibility even if all other responses satisfy credibility criteria
- One response definitely reduced credibility → maximum usually moderate credibility even if all other responses satisfy credibility criteria
- Two responses probably reduced credibility → maximum usually moderate credibility even if all other responses satisfy credibility criteria
- No response options definitely or probably reduced credibility → high credibility very likely

Place a mark on the continuous line (e.g. hit “x” in electronic version)

<table>
<thead>
<tr>
<th>Very low credibility</th>
<th>Low credibility</th>
<th>Moderate credibility</th>
<th>High credibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very likely no effect modification</td>
<td>Likely no effect modification</td>
<td>Likely effect modification</td>
<td>Very likely effect modification</td>
</tr>
<tr>
<td>Use overall effect for each subgroup</td>
<td>Use overall effect for each subgroup but note remaining uncertainty</td>
<td>Use separate effects for each subgroup but note remaining uncertainty</td>
<td>Use separate effects for each subgroup</td>
</tr>
</tbody>
</table>

Comment:
Appendix 4: Instrument for assessing the credibility of effect modification analyses (ICEMAN) in a meta-analysis of randomized controlled trials

Quick Instructions
☐ Synonyms for effect modification include subgroup effect, interaction, and moderation
☐ The instrument applies to a single proposed effect modification at a time; complete one form per each outcome, time-point, effect measure, and effect modifier
☐ Response options on the left indicate definitely or probably reduced, response options on the right probably or definitely increased credibility
☐ Completely unclear goes under probably reduced credibility
☐ It is helpful to provide a supporting comment or quotation under each question
☐ Whether an effect modification is patient-important is not part of the credibility assessment
☐ The manual provides more detailed instructions and examples

Preliminary considerations

Study reference(s):

If available, protocol reference(s):

State a single outcome and, if applicable, time-point of interest (e.g. mortality at 1 year follow-up):

State a single effect measure of interest (e.g. relative or absolute risk difference):

State a single potential effect modifier of interest (e.g. age or comorbidity):

Was the potential effect modifier measured before randomization? [ ] yes, continue [ ] no, stop here and refer to manual for further instructions
## Credibility Assessment

### 1: Is the analysis of effect modification based on comparison within rather than between trials?

<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ ] Completely between</td>
<td>Subgroup analysis or meta-regression comparing overall effects of each individual trial. This is typical for aggregate data meta-analysis.</td>
</tr>
<tr>
<td>[ ] Mostly between or unclear</td>
<td>Subgroup analysis or meta-regression with most information coming from overall effects, but some trials providing within-trial subgroup information</td>
</tr>
<tr>
<td>[ ] Mostly within</td>
<td>Most trials providing within-trial subgroup information; or individual participant data analysis that combines within and between trial information</td>
</tr>
<tr>
<td>[ ] Completely within</td>
<td>Individual participant data analysis that separates within from between trial information, e.g. meta-analysis of interactions</td>
</tr>
</tbody>
</table>

**Comment:**

### 2: For within-trial comparisons, is the effect modification similar from trial to trial? [ ] Not applicable: no or one within-RCT comparison

<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ ] Definitely not similar</td>
<td>Effect modification reported for two or more trials and clearly different directions</td>
</tr>
<tr>
<td>[ ] Probably not similar or unclear</td>
<td>Effect modification not reported for individual trials or too imprecise to tell</td>
</tr>
<tr>
<td>[ ] Mostly similar</td>
<td>Effect modification reported for two or more trials, mostly similar in direction, but considerable differences in magnitude</td>
</tr>
<tr>
<td>[ ] Definitely similar</td>
<td>Effect modification reported for two or more trials, similar in direction, only some differences in magnitude</td>
</tr>
</tbody>
</table>

**Comment:**

### 3: For between-trial comparisons, is the number of trials large? [ ] Not applicable: no between RCT comparison

<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ ] Very small</td>
<td>1 or 2 in smallest subgroup; 5 or less in continuous meta-regression</td>
</tr>
<tr>
<td>[ ] Rather small or unclear</td>
<td>3-4 in smallest subgroup; 6-10 in continuous meta-regression</td>
</tr>
<tr>
<td>[ ] Rather large</td>
<td>5-9 in smallest subgroup; 11 to 15 in continuous meta-regression</td>
</tr>
<tr>
<td>[ ] Large</td>
<td>10 or more in smallest subgroup; more than 15 in continuous meta-regression</td>
</tr>
</tbody>
</table>

**Comment:**

### 4: Was the direction of effect modification correctly hypothesized a priori?

<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ ] Definitely no</td>
<td>Clearly post-hoc or results inconsistent with hypothesized direction or biologically very implausible</td>
</tr>
<tr>
<td>[ ] Probably no or unclear</td>
<td>Vague hypothesis or hypothesized direction unclear</td>
</tr>
<tr>
<td>[ ] Probably yes</td>
<td>No prior protocol available but unequivocal statement of a priori hypothesis with correct direction of effect modification</td>
</tr>
<tr>
<td>[ ] Definitely yes</td>
<td>Prior protocol available and includes correct specification of direction of effect modification, e.g. based on a biologic rationale</td>
</tr>
</tbody>
</table>

**Comment:**

### 5: Does a test for interaction suggest that chance is an unlikely explanation of the apparent effect modification? (consider irrespective of number of effect modifiers)

<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ ] Chance a very likely explanation</td>
<td>Interaction or meta-regression p-value &gt; 0.05</td>
</tr>
<tr>
<td>[ ] Chance a likely explanation or unclear</td>
<td>Interaction or meta-regression p-value ≤ 0.05 and &gt; 0.01, or no test of interaction reported and not computable</td>
</tr>
<tr>
<td>[ ] Chance may not explain</td>
<td>Interaction or meta-regression p-value ≤ 0.01 and &gt; 0.005</td>
</tr>
<tr>
<td>[ ] Chance an unlikely explanation</td>
<td>Interaction or meta-regression p-value ≤ 0.005</td>
</tr>
</tbody>
</table>

**Comment:**

### 6: Did the authors test only a small number of effect modifiers or consider the number in their statistical analysis?

<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ ] Definitely no</td>
<td>Explicitly exploratory analysis or large number of effect modifiers tested (e.g. greater than 10) and multiplicity not considered in analysis</td>
</tr>
<tr>
<td>[ ] Probably no or unclear</td>
<td>No mention of number or 4-10 effect modifiers tested and number not considered in analysis</td>
</tr>
<tr>
<td>[ ] Probably yes</td>
<td>No protocol available but unequivocal statement of 3 or fewer effect modifiers tested</td>
</tr>
<tr>
<td>[ ] Definitely yes</td>
<td>Protocol available and 3 or fewer effect modifiers tested or number considered in analysis</td>
</tr>
</tbody>
</table>

**Comment:**
7: Did the authors use a random effects model?

- [ ] Definitely no
- [ ] Probably no or unclear
- [ ] Probably yes
- [ ] Definitely yes

**Comment:**

Fixed (or common) effect(s) explicitly stated

**8: If the effect modifier is a continuous variable, were arbitrary cut points avoided?**

- [ ] Definitely no
- [ ] Probably no or unclear
- [ ] Probably yes
- [ ] Definitely yes

**Comment:**

Analysis based on exploratory cut point(s), e.g. picking cut point associated with highest interaction p-value

Analysis based on cut point(s) of unclear origin

Analysis based on pre-specified cut point(s), e.g. suggested by prior RCT

Analysis based on the full continuum, e.g. assuming a linear or logarithmic relationship

9 **Optional: Are there any additional considerations that may increase or decrease credibility?** (manual section 4.9)

- [ ] yes, probably decrease credibility
- [ ] yes, probably increase credibility

**Comment:**

10: How would you rate the overall credibility of the proposed effect modification?

The overall rating should be driven by the items that decrease credibility. The following provides a sensible strategy:

- All responses definitely or probably decrease credibility or unclear → very low credibility
- Two or more responses definitely decrease credibility → maximum usually low credibility even if all other responses satisfy credibility criteria
- One response definitely decreases credibility → maximum usually moderate credibility even if all other responses satisfy credibility criteria
- Two responses probably decrease credibility → maximum usually moderate credibility even if all other responses satisfy credibility criteria
- No response options definitely or probably decrease credibility → high credibility very likely

Place a mark on the continuous line (e.g. hit “x” in electronic version)

<table>
<thead>
<tr>
<th>Very low credibility</th>
<th>Low credibility</th>
<th>Moderate credibility</th>
<th>High credibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very likely no effect modification</td>
<td>Likely no effect modification</td>
<td>Likely effect modification</td>
<td>Very likely effect modification</td>
</tr>
<tr>
<td>Use overall effect for each subgroup</td>
<td>Use overall effect for each subgroup but note remaining uncertainty</td>
<td>Use separate effects for each subgroup but note remaining uncertainty</td>
<td>Use separate effects for each subgroup</td>
</tr>
</tbody>
</table>

**Comment:**
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1 Introduction

The purpose of ICEMAN is to assess the credibility of an effect modification proposed in a randomized controlled trial (RCT) or meta-analysis of randomized controlled trials.

Effect modification means that the effect of an intervention on an outcome varies depending on another variable, called an effect modifier, such as age or comorbidity.¹

Authors use various terminology for effect modification including subgroup effect, treatment-covariate interaction, moderation, or heterogeneity of treatment effects. Alternative names for effect modifier include moderator or predictive factor.

ICEMAN applies to claims that an effect modification is present (not to claims that an effect modification is absent – such an instrument would require different criteria).

The instrument can be used both by authors of RCTs or meta-analyses who are considering to make a claim of effect modification and by individuals who are critically appraising an effect modification claimed in a publication (e.g. systematic review authors, health technology assessment practitioners, guideline developers, journal editors, reviewers of journal articles, health care system decision makers, and health care providers).

The assessment starts with a set of preliminary considerations to clarify the sources of information and help define the effect modification under consideration (section 2 of this manual).

ICEMAN includes five core credibility considerations for RCTs (section 3) and eight core credibility considerations for meta-analyses (section 4). The considerations are framed as signaling questions, each with four response options. The response options differ in wording but share the same order and logic: Response options on the left indicate reduced credibility, response options on the right increased credibility. Unclear is combined with probably decreased credibility.

One optional question allows additional credibility considerations. Because additional considerations should have less influence on overall credibility than the core questions, the response options include only probably increased or decreased credibility. Leaving the question blank does not affect credibility.

The final part is an overall credibility rating based on the credibility considerations expressed on a continuous scale divided into four credibility areas.

This manual provides, for each element of ICEMAN, more detailed explanations, a rationale with key references for support, examples from the literature, and an example of a completed instrument for both RCTs and meta-analyses.
Section 5 explains how ICEMAN works in context and can be combined with risk of bias tools and GRADE.

Section 6 includes more in-depth conceptual explanations for interested readers.

2 Preliminary considerations

Study reference(s): Use this section to provide a link to the study or publication(s) under consideration. It may also be helpful to specify the comparison of interest, especially if a study includes more than two arms.

If available, protocol reference(s): For optimal assessment, some credibility considerations require that the authors have produced an accessible study protocol or statistical analysis plan, ideally time-stamped. If available, provide a link to a study protocol (e.g. a published protocol or an entry in a study registry such as ClinicalTrials.gov). Many protocols, however, provide insufficient information regarding analyses of effect modification.

State a single outcome and, if applicable, time-point of interest: Use this section to specify a single outcome of interest. In most studies, there is only one population, intervention, and comparator, but usually multiple outcomes. Because ICEMAN refers to a single outcome at a time, users must specify the outcome of interest and, if applicable, the time-point of outcome assessment (e.g. mortality at 1 year follow-up).

State a single effect measure of interest: Use this section to specify a single effect measure of interest (e.g. relative risk, risk difference, odds ratio, or hazard ratio for binary outcomes, or difference or ratio of means for continuous outcomes).

The type of effect measure is a key consideration because the magnitude of effect modification typically differs between effect measures, and in particular between measures of relative versus absolute effect. Therefore, the credibility rating is likely to differ depending on the chosen effect measure.

State a single potential effect modifier of interest (e.g. age, comorbidity): Use this section to specify the potential effect modifier of interest (i.e. one effect modifier on each ICEMAN form). Effect modifiers may be patient characteristics (e.g. disease severity, age, or body mass index), intervention alternatives (e.g. dose, co-interventions, mode of administration), or methodological study characteristics (e.g. risk of bias, outcome definition, type of funding). The instrument does not apply when the effect modifier is another outcome (see following section).

For continuous effect modifiers, it may also be helpful to specify any thresholds used.

Note that an effect modifier (e.g. sex) is different from a particular subgroup (e.g. women).
Was the effect modifier measured before randomization? If the effect modifier is another, typically intermediate, outcome, the assessment of effect modification is complicated and potentially misleading. Those analyses require different methods and result in less secure conclusions.

There are exceptions in which the instrument does apply to effect modifiers measured after randomization: 1) The effect modifier is a non-modifiable characteristic, e.g. sex or age; 2) For meta-analyses: the effect modifier is a study characteristic such as risk of bias, length of follow-up, or mean received dose.

Example: An RCT testing strict or conventional management of hyperglycemia with insulin therapy in ICU patients claimed an effect modification by length of hospital stay. Among patients who stayed in the ICU for less than three days, mortality was greater among those receiving intensive insulin therapy. In contrast, among patients who stayed in the ICU for three or more days, mortality was lower among those receiving intensive insulin. Length of ICU stay, however, was shortened by the intervention. Therefore, the control patients needed a better baseline prognosis in order to qualify for the short-stay subgroup than patients in the intervention group. This prognostic imbalance between intervention and control group within the length of stay subgroups likely created the differences in mortality.

3 ICEMAN for randomized controlled trials

3.1 Was the direction of effect modification correctly hypothesized a priori?

Item explanation: Credibility is higher if investigators correctly anticipated the direction of the effect modification (e.g. that an intervention is more effective in younger than in older patients), lower if they failed to anticipate a direction, and lowest if they anticipated the opposite direction. This item captures a number of credibility considerations:

Correct anticipation of an effect modification implies that the investigators had a specific hypothesis in mind – usually based on a biologic or other causal rationale, or sometimes based on prior evidence (see next item). For instance, investigators may have anticipated a stronger relative effect in younger than in older patients because a disease may be too advanced in older patients for the intervention to be effective. If the data conforms to this hypothesis, the credibility is increased, otherwise decreased.

If the a priori specification of the effect modification hypothesis does not include a direction (e.g. by specifying the in the protocol that that the effect may vary by age but failure to say whether the effect is greater in the old versus the young or the other way round) this is weaker and probably not much better than having no prior hypothesis at all. In the Bayesian framework, the idea of a specific a priori hypothesis corresponds to using an informative rather than non-informative prior.
In addition, the item captures that an explanation (e.g. a biological rationale) stated a priori is much more credible than a post hoc explanation. If post hoc, investigators had likely considered many possible explanations, thereby creating a multiplicity problem.\textsuperscript{6,9,24-28}

Moreover, the item captures that hypotheses are most credible if verified in a prior, ideally in a time-stamped protocol or analysis plan. Note that a statements of pre-specification may not be reliable,\textsuperscript{29} nor do they imply a specific hypothesis.

Note that if an effect modifier was a stratification factor at randomization, it does not necessarily imply a specific hypothesis, but it may increase the likelihood that this was the case.

Note that the direction of an effect modification may depend on the type of effect measure if the effect modifier is also a prognostic factor (most are).

**Response options and examples:**

[ ] **Definitely no:** Clearly post-hoc or results inconsistent with hypothesized direction or biologically very implausible

*Example 1:* The ISIS-2 trial testing ASA conducted a provocative post hoc subgroup analysis comparing patients born under different astrological signs. ASA had a slight adverse effect in patients born under the sign of Gemini or Libra but a substantial benefit in patients born under other astrological signs. The example became famous because the finding was obviously post hoc and not compatible with any biological model.

*Example 2:* In a trial comparing the effect of vasopressin versus norepinephrine for septic shock on mortality, the authors had hypothesized that the benefit of vasopressin over norepinephrine would be larger in patients with more severe septic shock. It turned out, however, that the benefit of vasopressin seemed to be greater in the patients with less severe septic shock (RR 1.04 in more severe v 0.74 in less severe septic shock, interaction P=0.10). The investigators’ failure to correctly identify the direction of the subgroup effect appreciably weakens any inference that vasopressin is superior to norepinephrine in the less severely ill patients.\textsuperscript{30}

[ ] **Probably no:** Vague hypothesis or hypothesized direction unclear

*Example:* The investigators of the first large trial of aspirin for patients with transient ischemic attacks reported that aspirin had a beneficial effect in preventing stroke in men, but not in women with cerebrovascular disease.\textsuperscript{31} For many years, this led many physicians to withhold aspirin from women with cerebrovascular disease. Although the investors may have planned a priori to explore subgroup effects by sex, they had not anticipated a specific direction based on biologic rationale or prior evidence. Therefore, the effect modification had a very low prior probability of the effect modification being true. Subsequent studies and meta-analyses failed to replicate the subgroup effect.\textsuperscript{32}

[ ] **Probably yes:** No protocol available but unequivocal statement of a priori hypothesis with correct direction of effect modification.
Example: A trial in patients requiring dialysis compared jugular versus femoral catheterization and found no significant difference with respect to catheter colonization. An analysis of effect modification suggested that jugular catheters were superior in patients with high BMI but inferior in patients with a low BMI. The authors claimed that they had correctly anticipated the direction of the effect modification but there was not protocol available.\textsuperscript{33}

[ ] \textbf{Definitely yes}: Prior protocol available and includes hypothesis with correct specification of direction of effect modification, e.g. based on biologic rationale

Example: A trial comparing two types of nails (reamed versus undreamed Intramedullary nails) for tibial shaft fractures suggested that reamed nails were superior for closed but potentially inferior for open fractures.\textsuperscript{34} The investigators correctly anticipated the direction of effect modification in their published protocol based on a biologic rationale: damage of endosteal blood supply through reamed nails may be more detrimental in open than in closed fractures.\textsuperscript{35}

3.2 Was the effect modification supported by prior evidence?

Item explanation: Credibility is higher if the effect modification is supported by prior direct or indirect evidence, lower if observed for the first time (often labelled as \textit{exploratory}), lowest if inconsistent with prior evidence.

Replication, ideally in another RCT, makes chance a less likely explanation for an apparent effect modification. Attempts for replication and successful replication, however, seem to be rare\textsuperscript{36} and prior evidence will be mostly unclear.

Similar to the previous item, direction plays an important role. If two trials show different directions of effect modification, this markedly reduces credibility. Because of the role of chance, however, we should not expect to see the same magnitude of effect modification in all trials. Many trials will be underpowered and some may show the opposite direction due to chance alone.

Response options and examples:

[ ] \textbf{Inconsistent with prior evidence}: Prior evidence suggested different direction of effect modification

[\textit{still looking for good example}]

[ ] \textbf{Little or no support or unclear}: No prior evidence or consistent with weak or very indirect prior evidence (e.g. animal study at high risk of bias) or unclear

Example: A trial in patients requiring dialysis compared jugular versus femoral catheterization and found no significant difference with respect to catheter colonization.\textsuperscript{33} An analysis of effect modification suggested that jugular catheters were superior in patients with high BMI but inferior in patients with a low BMI. The authors claimed that they had correctly anticipated the direction of the effect modification and provided a reference to a previous cohort study. The prior evidence, however, was
unclear because the cited study provided no direct support for an interaction and was published after the trial had already started.\textsuperscript{37}

[ ] Some support: Consistent with more limited or indirect prior evidence (e.g. large observational study, non-significant effect modification in prior RCT, or different population)

Example: A trial testing Epoetin Alfa for critically ill patients suggested a reduction in mortality in patients who had a trauma but not in other patients.\textsuperscript{38} Although the interaction test was not significant (p-value 0.16), it was consistent with a similar effect modification seen in a previous RCT which – although not significant either – provides some empirical support.\textsuperscript{39}

[ ] Strong support: Consistent with strong prior evidence directly applicable to the clinical scenario (e.g. significant effect modification in related RCT).

Example: A trial comparing low-carb versus low-fat diet found suggested modification by amount of insulin secretion. Low-carb diet was superior in patients with high insulin secretion but inferior in patients with low insulin secretion (interaction p=0.01).\textsuperscript{40} A previous RCT cited in the paper found a similar, significant effect modification (interaction p=0.02).\textsuperscript{41}

3.3 Does a test for interaction suggest that chance is an unlikely explanation of the apparent effect modification?

Item explanation: Credibility is higher if statistical test for interaction suggests that chance is an unlikely explanation for the apparent effect modification.\textsuperscript{42-44} Credibility is lower if an interaction test suggests that an apparent effect modification is compatible with chance – or no test is available and impossible to compute. (Here we use the term interaction as a synonym for effect modification, acknowledging that some methodologists reserve the term for causal effect modification.\textsuperscript{42})

For this item, consider the results of the interaction test (usually a p-value) as reported, irrespective of whether the p-value was adjusted for the number of analyses or not, or effect modifiers were analyzed jointly or one-by-one. We deal with considerations of multiple analyses separately in the following item.

Note that showing that an effect is significant in one subgroup and not in another is of little use: it provides no information whether chance might explain differences in effects across subgroups.\textsuperscript{9,10,43,45,46}

A number of interaction tests are available. Most common in the context of RCTs is to include an interaction term in a regression model. Most reports of RCTs do not explicitly quantify the effect modification using a single number (e.g. by providing a ratio of risk ratios with associated
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confidence interval). Instead, they typically provide a plot or a table showing subgroup-specific estimates, ideally accompanied by p-values from a test of interaction.

If no interaction p-value is reported, it can sometimes be calculated based on the reported data (point estimates of effect and confidence intervals in individual subgroups).\textsuperscript{47,48} As rule of thumb is that the interaction p-value must be smaller than 0.05 if 95% confidence intervals of subgroup-specific estimates do not overlap.

We anchored the response options around typical thresholds for p-values 0.05, 0.01, and 0.005, with a p-value of 0.005 or smaller representing the most credible category. The response options recognize that p-value thresholds of 0.05 or even 0.01 may be too lenient for claiming statistical significance.\textsuperscript{49} Of course, these are arbitrary settings and some methodologists would recommend even lower thresholds. Because of the low power of many analyses of effect modification, however, this would decrease the responsiveness of the item and the instrument’s ability to distinguish more from less credible effect modification.

Note that other statistical measures than p-values such as interaction confidence intervals or Bayes factors may be more informative and intuitive than p-values but are rarely reported.

Response options and examples:

[ ] **Chance a very likely explanation**: Interaction p-value > 0.05

*Example:* A trial comparing prostatectomy versus observation for early prostate cancer found no difference after nearly 20 years of follow-up. Based on interaction p-values larger than 0.05, the investigators hypothesized a potential benefit in the subgroup of patients with a low PSA value (interaction p=0.06) and in the subgroup of patients with an intermediate risk tumor (interaction p=0.08).\textsuperscript{50} The most likely explanation for those effect modifications is chance, especially considering the rating for the other items of the instrument.

[ ] **Chance a likely explanation or unclear**: Interaction p-value ≤ 0.05 and > 0.01, or no test of interaction reported and not computable

*Example:* The PLATO trial compared the two platelet inhibitors Ticagrelor and Clopidogrel regarding prevention of cardiovascular events. A subgroup analysis comparing patients from different continents suggested that Ticagrelor is superior in patients from all continents but North America where it seemed to be inferior (p=0.05). The p-value suggests that 1 in 20 trials may show such an effect modification or larger, even if not true.\textsuperscript{51}

[ ] **Chance may not explain**: Interaction p-value ≤ 0.01 and > 0.005

*Example:* A trial comparing reamed versus unreamed Intramedullary nailing of tibial shaft fractures suggested that reamed nails a superior for open fractures but not for closed fractures. An interaction p-value of 0.01 provided modest support against chance.\textsuperscript{34}
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[ ] Chance an unlikely explanation: Interaction p-value ≤ 0.005

Example: In a trial testing the administration of tranexamic acid in bleeding trauma patients found that the effect on preventing death due to bleeding varied according to the time from injury to treatment. Early treatment (≤1 h from injury) significantly reduced the risk of deaths due to bleeding (relative risk 0.68), treatment given between 1 and 3 h also reduced the risk (RR 0.79), while treatment given after 3 h seemed to increase the risk of death due to bleeding (RR 1.44). The interaction p-value was smaller than 0.0001 suggesting that the apparent interaction is not a chance finding.52

3.4 Did the authors test only a small number of effect modifiers or consider the number in their statistical analysis?

Item explanation: Performing multiple tests is a major concern in the context of effect modification analysis. Trialists usually measure a large number of baseline variables, many of which they could test for potential effect modification. Because multiple tests increase the risk of a chance finding,53-55 credibility is higher if investigators have tested only a small number of effect modifiers. Conversely, credibility decreases with the number of tested candidate effect modifiers. We therefore advise counting the number of candidate effect modifiers stated, ideally verified in a protocol.

Multiplicity issues can arise in different ways.56 Most obvious are situations in which investigators test multiple candidate effect modifiers and highlight significant results. Another important issue which we address in a separate item concerns selection of cut points of continuous effect modifiers. Other potential multiplicity issues include multiple time points, multiple scales,57 multiple outcomes, or multiple methods for testing the interaction. Therefore, even if the number of effect modifiers is small, one should consider whether other issues might have introduced multiplicity.

An alternative to limiting the number of analyses is to statistically adjust the analysis for multiplicity. Credibility is higher if an effect modification persists after adjustment. Different techniques are available including correction of p-values considering the (familywise) type 1 error rate,58 testing all candidate effect modifiers in a common model, using a composite variable such as a risk score, or shrinkage estimators.45,59 All techniques inevitably reduce power.6,60,61 Most, investigators, however, do not address potential multiplicity issues in design or analysis and leave the judgement to the reader – another reason why a small number of effect modifiers is most helpful.

Assessment of multiplicity crucially depends on reporting (reporting guidelines for effect modification are available 62-64). Without knowing the number of effect modification analyses performed, we cannot assess the potential impact of multiplicity. Ideally, investigators would specify candidate effect modifiers along with definitions and analytic details in a protocol. If no protocol is available, one should look for explicit statements about the number of effect modifiers. A note of caution: an empirical study has shown that retrospective statements about
the number of pre-specified subgroup analyses are not always reliable.\(^{29}\) Also note that a statement that a particular effect modifier was pre-specified does not rule out the problem of multiplicity because investigators may have pre-specified many other effect modifiers.

In summary, this item requires counting the number of effect modifiers (perhaps considering additional multiplicity issues), if possible verifying them in a protocol, and considering whether investigators considered the number of analyses in their statistical analysis.

**Response options and examples:**

[ ] **Definitely no:** Explicitly exploratory analysis or large number of analyses (e.g. greater than 10) and multiplicity not considered in analysis

*Example: A trial assessing the risk of stroke after carotid endarterectomy for symptomatic stenosis suggested that the benefit of the surgery is reduced in patients taking only low-dose aspirin because of an increased operative risk.\(^{65}\) The investigators had tested all their baseline factors (more than 20) for potential effect modification without adjustment for multiplicity. A subsequent trial randomizing patients undergoing endarterectomy to low and high dose aspirin suggested the opposite association, thus providing strong evidence against the claimed effect modification: benefit of endarterectomy was larger in the low dose group than in the high dose group.\(^{66}\) Most likely, the multiple analysis in the first trial had identified a random result.*

[ ] **Probably no or unclear:** No mention of number or 4-10 effect modifiers tested and number not considered in analysis

*Example: A trial comparing prostatectomy versus observation for early prostate cancer found no difference after nearly 20 years of follow-up. Based on interaction p-values larger than 0.05, the investigators hypothesized a potential benefit in the subgroup of patients with a low PSA value (interaction p=0.06) and in the subgroup of patients with an intermediate risk tumor (interaction p=0.08).\(^{50}\) In their interpretation, the investigators did not take into account that they had tested at least seven effect modifiers for this outcome.*

[ ] **Probably yes:** No protocol available but unequivocal statement of 3 or fewer effect modifiers tested

*Example: A trial tested whether training of health professionals reduces the number of cesarean deliveries. A subgroup analysis suggested that the intervention worked for women with low-risk pregnancies but not for women with high-risk pregnancies (interaction p=0.03). No a priori published protocol was available but investigators provided a protocol together with the main publication in which they explicitly pre-specified the two reported effect modifiers.\(^{67}\)*

[ ] **Definitely yes:** Protocol available and 3 or fewer effect modifiers tested or number considered in analysis

*[still looking for good example]*
3.5 If the effect modifier is a continuous variable, were arbitrary cut points avoided?

Item explanation: Categorizing continuous effect modifiers is common but associated with a number of problems. Cut points can introduce multiplicity, reduce power, mask linear or non-linear associations, and complicate comparisons across studies. Therefore, analyses that avoid cut points and make use of the full spectrum of values are the most credible.

Investigators often decide against using the complete data and rather use cut points to partition continuous effect modifiers in two or more categories. Categories with a strong, empirically grounded rationale, are the most credible. For instance, arbitrariness can be avoided by pre-specifying the cut points based on a previous RCT that demonstrates effect modification. Credibility is low if investigators selected the best-fitting data-driven cut point to maximize the effect modification. Such cut points are associated with a high rate of false positive claims.

There are some challenges when modelling continuous effect modifiers that are not part of the instrument but may lower the credibility: model misspecification can occur if the continuous relationship is driven by a few influential observations. Post-hoc modelling can lead to overfitting. Most credible are therefore continuous analyses for which investigators have pre-specified the type of dependency of the treatment effect on the continuous variable (sometimes referred to as treatment effect function) such as a linear or log relationship, or considered a small number of candidate functions.

An alternative to use of cut points and potentially complex modelling is to consider overlapping subgroups (e.g. using a sliding window approach). The credibility is usually much higher than using arbitrary cut points but the interpretation can be difficult.

The credibility of a continuous analysis usually increases if investigators present a plot with confidence bands around the regression function (often a line) and carefully checked the proposed model. Formal interaction tests for continuous effect modification are available and should be applied.

Note that additional considerations related to continuous effect modifiers may apply, e.g. if there is a clear dose-response relationship or results were robust to sensitivity analyses (see following question).

Response options and examples:

[ ] Definitely no: Analyzed based on exploratory cut point(s) (e.g. picking cut point associated with highest interaction p-value)
[still looking for good example]

[ ] Probably no or unclear: Analyzed based on cut point(s) of unclear origin
Example: A trial comparing prostatectomy versus observation for early prostate cancer found no difference after nearly 20 years of follow-up. Based on an interaction p-values of 0.06, the investigators hypothesized a potential effect modification by PSA value below or above 10. The investigator provided no rationale for the chosen threshold. A clear justification, an analysis based on the full spectrum, or a sensitivity analysis using different cut points or could have strengthened or discarded the hypothesized effect modification.50

[ ] Probably yes: Analysis based on pre-specified cut points, e.g. suggested by prior RCT

Example: In a trial testing the administration of tranexamic acid in bleeding trauma patients found that the effect on preventing death due to bleeding decreased with increasing time from injury (interaction p<0.0001). Early treatment ≤1 h from injury significantly reduced the risk of deaths due to bleeding (relative risk 0.68), treatment given between 1 and 3 h also reduced the risk (RR 0.79), while treatment given after 3 h seemed to increase the risk of death due to bleeding (RR 1.44).52 The investigators had pre-specified the three categories in a published protocol.77

[ ] Definitely yes: Analysis based on the full continuum, e.g. assuming a linear or logarithmic relationship.

Example: A trial comparing interferon-alpha versus medroxyprogesterone in patients with renal carcinoma found a benefit of interferon.78 A subsequent analysis suggested white cell count as an effect modifier: that the benefit of interferon – a toxic drug – seemed to disappear as the white cell count increased. The investigators treated white cell count as a continuous variable. By avoiding an arbitrary cut point, the investigators maximized the power of the analysis. A Plot of the continuous relationship provides confidence bands and shows a dose-response relationship.79

3.6 Are there any additional considerations that may increase or decrease credibility?

Item explanation: Methodologists have suggested a number of additional considerations that could be relevant for assessing the credibility of effect modifiers (REF systematic survey, currently under review with JCE). They are not part of the core items because they either are less relevant, rarely apply, or are difficult to assess. Because they are usually less relevant than the previous core items, the only response options are probably decreased and probably increased.

Additional considerations are optional, that is, leaving this section blank does not affect credibility. Note that it may not be worth to consider potential additional considerations if core items already suggest low or very low credibility.

The following list provides potentially relevant additional considerations:

A sensitivity analysis suggested robustness to relevant assumptions: A sensitivity analysis can help to increase the confidence in a proposed effect modification.15,80,81 For
instance, if an effect modification analysis is based on a categorized continuous variable, the credibility increases if the effect modification persists for different cut-points. *Example:* In a trial testing the administration of tranexamic acid in bleeding trauma patients found that the effect on preventing death due to bleeding decreased with increasing time from injury (interaction $p<0.0001$). The authors used two cut points to define three subgroups ($\leq 1$ h from injury, between 1 and 3 h, and after 3 h). to assess the potential influence of choice of cut points, the authors performed a sensitivity analysis treating time as a continuous effect modifier which suggested that results were robust.\(^{52}\)

**“Dose-response effect” across levels of the effect modifier:** Credibility may be higher if effects increase or decrease monotonically with increases in the levels of the modifier, e.g. an effect that increases incrementally across three or more age groups. On the contrary, it is especially important to beware of apparent effect modification that do not reflect a plausible pattern across three or more ordered groups, even if statistically significant. For instance, an effect might me abnormally elevated in one subgroup chosen from a continuum, but not in neighboring subgroups. *Example:* In a trial testing the administration of tranexamic acid in bleeding trauma patients found that the effect on preventing death due to bleeding decreased with increasing time from injury (interaction $p<0.0001$). Early treatment $\leq 1$ h from injury) significantly reduced the risk of deaths due to bleeding (relative risk 0.68), treatment given between 1 and 3 h also reduced the risk (RR 0.79), while treatment given after 3 h seemed to increase the risk of death due to bleeding (RR 1.44). The decrease across levels of the effect modifier strengthen the results.\(^{52}\)

**The effect modification persisted after adjustment for other potential effect modifiers:** Credibility may be higher if a multivariable analysis suggests that the apparent effect modifier is independent of other candidate modifiers.\(^{52}\) For example, a forward stepwise procedure may be used to investigate whether more than one modifier exists. Note that statistical independence of multiple effect modifiers does not guarantee a causal interpretation but makes it more likely. Most analysis of effect modification, however, do not have the power for meaningful multivariable analyses and the most relevant effect modifiers might be unknown. *Example:* In a trial testing the administration of tranexamic acid in bleeding trauma patients found that the effect on preventing death due to bleeding decreased with increasing time from injury (interaction $p<0.0001$). Early treatment $\leq 1$ h from injury) significantly reduced the risk of deaths due to bleeding (relative risk 0.68), treatment given between 1 and 3 h also reduced the risk (RR 0.79), while treatment given after 3 h seemed to increase the risk of death due to bleeding (RR 1.44). The investigators considered also three other potential effect modifiers. When including interaction terms for all four effect modifiers in a common model, the effect modification by time from injury remained highly significant ($p<0.0001$). \(^{52}\)

**Risk of bias of the main effect of the RCTs:** We are less confident in any secondary analysis if studies are at high risk of bias with respect to random allocation, blinding,
missing data, and reporting. A commonly used instrument to formally assess the overall risk of bias is the Cochrane risk of bias tool.\textsuperscript{83} There is, however, limited literature about the relationship between overall risk of bias and bias in analyses of effect modification. Some methodologists have argued that interaction tests are often robust to confounders of the main effect and measurement error of the effect modifier.\textsuperscript{80} Some studies have suggested that industry funded trials are at higher risk of spurious claims of effect modification than non-industry funded studies, especially if the overall effect is not significant.\textsuperscript{84-86}

**The trial had had exceptionally high power to detect the effect modification:** Methodologists have argued that the credibility of a proposed effect modification increases with its prospective power.\textsuperscript{61,87} A rare situation of increased confidence would be a trial of over 10,000 patients with 80\% power to detect a significant effect modification suggested in the study protocol.\textsuperscript{61} Most analyses of effect modification, however, have low power and protocols rarely include an explicit power calculation.

**The effect modification is consistent across related outcomes:** Credibility might be higher if an effect modification is found for outcomes related biologically (or in another way). For instance, effect modifiers may be expected to have similar effects for stroke and myocardial infarction. Note that it is important to assess consistency by the size and direction of the effect modification and not by statistical significance alone which may be driven by differing sample sizes. Beware though that some biases may manifest across related outcomes and erroneously suggest increased credibility.

*Example: In the trial of reamed versus unreamed nailing of tibial fractures, unreamed nailing apparently reduced re-operations in current smokers while reamed nailing reduced re-operations in other patients. The difference co-existed in other outcomes including quality of life measures Health Utility Index and short form-36; Results consistently suggested the superiority of unreamed nailing over reamed nailing in current smoking patients, and no or a small difference between unreamed and reamed nailing in other patients. This result strengthens the inference about the effect modification by smoking status.*\textsuperscript{34}
3.7 How would you rate the overall credibility of the proposed effect modification?

**Item explanation:** The instrument concludes with an overall credibility rating to summarize the considerations of the credibility questions.

The overall rating is a continuous visual analogue scale spanning four credibility areas. The credibility areas provide labels for credibility (the credibility areas roughly correspond to <25%, 25-50%, 50-75%, and >75% confidence that the apparent effect modification is true and not the result of chance or bias)

The overall rating should be driven by the items that decrease credibility. The following provides a sensible strategy:

- All responses definitely or probably reduced credibility or unclear → very low credibility
- Two or more responses definitely reduced credibility → maximum usually low credibility even if all other responses satisfy credibility criteria
- One response definitely reduced credibility → maximum usually moderate credibility even if all other responses satisfy credibility criteria
- Two responses probably reduced credibility → maximum usually moderate credibility even if all other responses satisfy credibility criteria
- No response options definitely or probably reduced credibility → high credibility very likely

It is helpful to justify the overall rating and weighting of items using the space provided below the overall rating.

Below the credibility labels, the scale provides an interpretation of the credibility rating (e.g. very low credibility suggests that there is very likely no effect modification) and implications for decision making (e.g. very low credibility implies that decision makers should consider the overall effect instead of subgroup-specific effects).

Section 5 provides more suggestions for using and presenting ICEMAN in context, section 6 more detailed justification why the scale is continuous and why low credibility suggests likely no effect modification.

Users can put a mark anywhere on the continuous line to rate the overall credibility (type “I” or “X” when using electronically).

It is helpful to justify the overall rating and weighting of items using the space provided below the overall rating.
3.8 Completed example for effect modification claimed in an RCT
A secondary publication of the CRASH-2 trial investigated the effect of tranexamic acid (an antifibrinolytic agent) versus placebo on death due to bleeding in trauma patients. The investigators reported that “the effect of tranexamic acid on death due to bleeding varied according to the time from injury to treatment (test for interaction p<0.0001).” Although the investigators label their analysis as exploratory, an assessment using ICEMAN suggests moderate credibility.

Preliminary considerations
If available, protocol reference(s): https://www.thelancet.com/protocol-reviews/05PRT-1

State a single outcome and, if applicable, time-point of interest (e.g. mortality at 1 year follow-up): Death due to bleeding within 8 hours after injury

State a single effect measure of interest (e.g. relative risk or risk difference): Risk ratio

State a single potential effect modifier (e.g. age or comorbidity): Time from injury to treatment

Was the proposed effect modifier measured before randomization? [X] yes, continue [ ] no, stop here and refer to manual for further instructions
## Credibility assessment

### 1: Was the direction of the effect modification correctly hypothesized a priori?

- [ ] Definitely no
- [ ] Probably no or unclear
- [X] Probably yes
- [ ] Definitely yes

<table>
<thead>
<tr>
<th>Choice</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definitely no</td>
<td>Clearly post-hoc or results inconsistent with hypothesized direction or biologically very implausible</td>
</tr>
<tr>
<td>Probably no or unclear</td>
<td>Vague hypothesis or hypothesized direction unclear</td>
</tr>
<tr>
<td>Probably yes</td>
<td>No prior protocol available but unequivocal statement of a priori hypothesis with correct direction of effect modification</td>
</tr>
<tr>
<td>Definitely yes</td>
<td>Prior protocol available and includes correct specification of direction of effect modification, e.g. based on a biologic rationale</td>
</tr>
</tbody>
</table>

**Comment:** Subgroups pre-specified in published protocol, explicit statement that they had anticipated the direction of smaller effect on preventing death due to bleeding with increasing time after injury (although surprised by qualitative subgroup effect); hypothesis not stated in available protocol.

### 2: Was the effect modification supported by prior evidence?

- [ ] Inconsistent with prior evidence
- [X] Little or no support or unclear
- [ ] Some support
- [ ] Strong support

<table>
<thead>
<tr>
<th>Choice</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inconsistent with prior evidence</td>
<td>Prior evidence suggested different direction of effect modification</td>
</tr>
<tr>
<td>Little or no support or unclear</td>
<td>Consistent with weak or very indirect prior evidence (e.g. animal study at high risk of bias) or unclear</td>
</tr>
<tr>
<td>Some support</td>
<td>Consistent with more limited or indirect prior evidence (e.g. large observational study, non-significant effect modification in prior RCT, or different population)</td>
</tr>
<tr>
<td>Strong support</td>
<td>Consistent with strong prior evidence directly applicable to the clinical scenario (e.g. significant effect modification in related RCT)</td>
</tr>
</tbody>
</table>

**Comment:** The main paper cites three papers that seem to represent expert opinion but no prior cohort study or RCT.

### 3: Does a test for interaction suggest that chance is an unlikely explanation of the apparent effect modification? (consider irrespective of number of effect modifiers)

- [ ] Chance a very likely explanation
- [ ] Chance a likely explanation or unclear
- [ ] Chance may not explain
- [X] Chance an unlikely explanation

<table>
<thead>
<tr>
<th>Choice</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chance a very likely explanation</td>
<td>Interaction p-value &gt; 0.05</td>
</tr>
<tr>
<td>Chance a likely explanation or unclear</td>
<td>Interaction p-value ≤ 0.05 and &gt; 0.01, or no test of interaction reported and not computable</td>
</tr>
<tr>
<td>Chance may not explain</td>
<td>Interaction p-value ≤ 0.01 and &gt; 0.005</td>
</tr>
<tr>
<td>Chance an unlikely explanation</td>
<td>Interaction p-value ≤ 0.005</td>
</tr>
</tbody>
</table>

**Comment:** Interaction p-value <0.00001

### 4: Did the authors test only a small number of effect modifiers or consider the number in their statistical analysis?

- [X] Definitely no
- [ ] Probably no or unclear
- [ ] Probably yes
- [ ] Definitely yes

<table>
<thead>
<tr>
<th>Choice</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definitely no</td>
<td>Explicitly exploratory analysis or large number of effect modifiers tested (e.g. greater than 10) and multiplicity not considered in analysis</td>
</tr>
<tr>
<td>Probably no or unclear</td>
<td>No mention of number or 4-10 effect modifiers tested and number not considered in analysis</td>
</tr>
<tr>
<td>Probably yes</td>
<td>No protocol available but unequivocal statement of 3 or fewer effect modifiers tested</td>
</tr>
<tr>
<td>Definitely yes</td>
<td>Protocol available and 3 or fewer effect modifiers tested or number considered in analysis</td>
</tr>
</tbody>
</table>

**Comment:** Four pre-specified effect modifiers but applied to other outcomes than pre-specified in protocol (therefore labelled exploratory). The p-value is very small and conclusions unlikely to be altered if corrected for multiplicity. No original protocol available, only brief protocol on Lancet website.

### 5: If the effect modifier is a continuous variable, were arbitrary cut points avoided?

- [ ] Definitely no
- [ ] Probably no or unclear
- [X] Definitely yes

<table>
<thead>
<tr>
<th>Choice</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definitely no</td>
<td>Analysis based on exploratory cut point (e.g. picking cut point associated with highest interaction p-value)</td>
</tr>
<tr>
<td>Probably no or unclear</td>
<td>Analysis based on cut point(s) of unclear origin</td>
</tr>
<tr>
<td>Definitely yes</td>
<td>Analysis based on pre-specified cut points, e.g. suggested by prior RCT</td>
</tr>
</tbody>
</table>

**Comment:** Authors present continuous analysis of effect modification and a plot with 95% confidence bands.
6 Optional: Are there any additional considerations that may increase or decrease credibility? (manual section 3.6)

[ ] yes, probably decrease credibility  [ X ] yes, probably increase credibility

Comment: “The evidence for interaction remained strong even after adjustment for interactions between the other pre-specified baseline characteristics and treatment (p<0.0001); apparent “dose-response” effect

7: How would you rate the overall credibility of the proposed effect modification?
The overall rating should be driven by the items that decrease credibility. The following provides a sensible strategy:

- All responses definitely or probably reduced credibility or unclear → very low credibility
- Two or more responses definitely reduced credibility → maximum usually low credibility even if all other responses satisfy credibility criteria
- One response definitely reduced credibility → maximum usually moderate credibility even if all other responses satisfy credibility criteria
- Two responses probably reduced credibility → maximum usually moderate credibility even if all other responses satisfy credibility criteria
- No response options definitely or probably reduced credibility → high credibility very likely

Put a mark on the continuous line (e.g. hit “x” in electronic version)

X

<table>
<thead>
<tr>
<th>Very low credibility</th>
<th>Low credibility</th>
<th>Moderate credibility</th>
<th>High credibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very likely no effect modification Use overall effect for each subgroup</td>
<td>Likely no effect modification Use overall effect for each subgroup but note remaining uncertainty</td>
<td>Likely effect modification Use separate effects for each subgroup but note remaining uncertainty</td>
<td>Very likely effect modification Use separate effects for each subgroup</td>
</tr>
</tbody>
</table>

Comment: Lack of prior evidence and multiple testing are potential limitations but the p-value is very small and the continuous analysis reassuring
4  ICEMAN for meta-analyses

4.1  Is the effect modification based on comparison within rather than between RCTs?

Item explanation: Effect modification suggested by a comparison between studies (i.e. subgroups of studies) are usually much less credible than effect modification suggested by a comparison within studies (i.e. subgroups of individuals).

An important concern with between-study comparisons is study-level confounding: an association observed between a study level variable (e.g. type of intervention) and an outcome may be confounded by other study level variables (e.g. risk of bias).8,68,88-95 If so, the apparent effect modification may be spurious. Study-level confounding might be particularly misleading when the putative effect modifier is a study-level summary of a participant-level variable (e.g. mean age or proportion of men). The study-level summary will often vary little across studies and will not reflect the true variation within studies. As a consequence, the power to identify a true within-trial effect modification can be very low and an apparent effect modification might be largely driven by study-level confounding.94-96.

Most common are aggregate-data meta-analysis in which analyses of effect modification are usually completely based on between-study comparisons, e.g. using meta-regression. Those analysis are at a high risk of study-level confounding and consequently lower credibility.

Sometimes, investigators combine within and between-trial information using one of the following approaches:68,97 1) Estimate within- and between-trial effect modification separately, then combine both; 2) include a simple interaction term in a one-stage IPD meta-analysis; 3) first combine trials within subgroups, then compare summary effects between subgroups. The third approach is the most flexible because it allows inclusion of trials that provide information on one subgroup (at the cost of a higher risk of study-level confounding).68,97

All three combined approaches are at some risk of study level-confounding, which users of ICEMAN can judge using the two middle response options: If the most influential studies contribute data to one subgroup only, then the effect modification might be driven by between-study differences and the credibility is probably decreased (check mostly between). If the most influential studies provide within-trial information, then the effect modification is likely driven by within-study information and the credibility probably increased (check mostly within). This is the case for most individual patient data meta-analyses: A survey of published IPD meta-analyses suggested that only a small proportion of analyses of effect modification separate within- from between-trial information; instead, most analyses seem to combine within and between trial information.68 Therefore, unless there is a statement to the contrary, analyses of effect modification in an IPD meta-analysis likely combine within and between trial information and might not be free of study-level confounding.

An analysis of effect modification is definitely free of study-level confounding if it is completely based on within-trial information. This is possible if all trials in a meta-analysis provide (or allow
estimation of) within-trial effect modification (e.g. a ratio of risk ratios) and, in a separate step, one combines the estimates across trials.\textsuperscript{68,97,98} Alternatively, there are more complex methods available for individual-participant data meta-analyses to separate out within-trial effect modification in a one-stage model.\textsuperscript{68,97,99}

\textbf{Response options and examples:}

[ ] Completely between. Subgroup analysis or meta-regression comparing overall effects of each individual trial. This is typical for aggregate data meta-analysis. 
\textit{Example: In a meta-analysis assessing the effect of inpatient versus usual care, patients undergoing orthopedic focused rehabilitation had a substantially larger functional benefit than patients undergoing geriatric focused rehabilitation (interaction p = 0.01).}\textsuperscript{100} The analysis was based on between-study comparison only and therefore at high risk of confounding. The individual studies may differ in many other ways than type of rehabilitation (e.g. type of participants or type of usual care), especially considering the complexity of the intervention. The apparent effect modification may therefore not translate to the individual patient.

\textit{Example 2: An individual patient data meta-analysis based on three RCTs suggested that mobile phone text messages can improve the adherence to antiretroviral therapy. An analysis of effect modification suggested that interactive messaging (i.e. patients can interact with health care providers by responding to the text messages) is more effective than passive information only (interaction p-value 0.01). Because the type of text message varied only between but not within studies, the significant interaction reflects a between study comparison at high risk of study-level confounding. The example shows that use of individual participant data does not guarantee that an analysis of effect modification is based on within-trial information.}

[ ] Mostly between or unclear: Subgroup analysis or meta-regression with most information coming from overall effects, but some trials providing within-trial subgroup information

\textit{Example 1: A meta-analysis assessing the effect of preoperative chemotherapy for gastroesophageal adenocarcinoma on survival combined individual patient and aggregate data.}\textsuperscript{101} The analysis suggested a potentially larger treatment effect in tumors of the gastroesophageal junction than two other locations (interaction p=0.08). Two trials contributed within trial information to all three subgroups, three trials contributed within trial information to two subgroups, and five trials contributed data to one subgroup only. The investigators first combined trials within subgroups using a random effects model and then compared effects between subgroups – a method that explicitly combines within and between trial information. The apparent effect modification might be explained by study-level confounder, e.g. risk of bias.

[ ] Mostly within: Most trials providing within-trial subgroup information; or individual participant data analysis that combines within and between trial information
Example: A individual participant data meta-analysis combined 13 trials comparing radiochemotherapy versus radiotherapy alone in patients with cervical cancer. A subgroup analysis based on tumor stage (three ordered categories) suggested that the relative benefit of the combined therapy on survival decreased with increasing tumor stage. The authors first pooled subgroup specific effects of each trial, resulting in one pooled effect per subgroup, then applied a chi-square test for trend ($p=0.017$). This method combines within- and between trial information and is therefore potentially affected by study-level confounding.68

[ ] Completely within: Individual participant data analysis that separates within from between trial information, e.g. meta-analysis of interactions

Example: A meta-analysis of individual patient data from 16 trials compared low intensity interventions for depression with usual care. The investigators found a significant effect modification by baseline severity, suggesting that patients who are more severely depressed at baseline demonstrate larger treatment effects than those who are less severely depressed. The investigators chose a model that estimated the effect modification within each trial and separated out between-trial comparisons. In addition, they included a forest plot illustrating the heterogeneity of effect modifications across trials.103

4.2 If two or more within-trial comparisons are available, is the effect modification similar from trial to trial?

Item explanation: Credibility of effect modification increases if the effect modification has been replicated across independent studies. Replication provides the strongest protection against random error and decreases the likelihood of confounding. Because replication is never perfect, the response options allow some graduation by considering the direction and magnitude of the observed effect modifications.

If the item applies, it is helpful to quantify the magnitude of effect modification for each trial, e.g. by calculating a ratio or risk ratios for each trial (e.g. risk ratio in subgroup A over risk ratio in subgroup B98).

Note that this credibility consideration is different from assessing consistency (or heterogeneity) of treatment effects across studies (e.g. expressed by the I²-measure104).

Response options and examples:

[ ] Definitely not similar: Effect modification reported for two or more trials and clearly different directions

[still looking for good example]
[ ] Probably not similar or unclear: Effect modification not reported for individual trials or too imprecise to tell

Example: A individual participant data meta-analysis combined 13 trials comparing radiochemotherapy versus radiotherapy alone in patients with cervical cancer. A subgroup analysis based on tumor stage suggested that the relative benefit of the combined therapy on survival decreased with increasing tumor stage (chi-square test for trend $p=0.017$). The authors reported the effect modification only for the combined dataset, not for individual trials. It was therefore not possible to assess consistency across trials. 102

[ ] Mostly similar: Effect modification reported for two or more trials, mostly similar in direction, but considerable differences in magnitude

Example: A meta-analysis of individual patient data from 16 trials compared low intensity interventions for depression with usual care. The investigators found a significant effect modification by baseline severity, suggesting that patients who are more severely depressed at baseline demonstrate larger treatment effects than those who are less severely depressed. The investigators chose a model that estimated the effect modification within each trial and separated out between-trial comparisons. In addition, they included a forest plot illustrating the heterogeneity of effect modifications across trials. Considering the point estimates of the effect modifications within the 16 trials, 12 suggested a direction consistent with the overall, 1 suggested no effect modification, and 3 were in the opposite direction but with wide confidence intervals. 103

[ ] Definitely similar: Effect modification reported for two or more trials, similar in direction, only some differences in magnitude

Example 1: An IPD meta-analysis of using fixed-dose aspirin for primary prevention of cardiovascular events found a significant interaction with body weight. When the dose was low (<100mg), only patients at low body weight (<70kg) had a benefit. In the supplement, they provided a within-trial subgroup stratified by trial using the hazard ratio scale. Although the effect modification was not significant in some trials, all six trials showed the same direction (more effective in lighter patients) with ratios of hazard ratios ranging between 0.5 and 0.9. 105

4.3 For between-RCT comparisons, is the number of studies large?

Item explanation: For analysis of effect modification based on between-study comparisons, the credibility increases with the number of studies (analogous to number of observations in a regression analysis). If the number of observations is small, the proposed effect modification may result from overfitting or confounding. A large number of studies also increases the power of the analysis and improves modelling of between-study dispersion in a random effects model (see item 5.7). 43,55,87,106

Response options are defined by a minimum number of studies in the smallest subgroup or, for continuous meta-regression, a minimum total number of studies in total. This approximate guidance may need modification in specific situations: When an effect modifier includes more
than two ordered categories, it might be acceptable if one of the subgroups includes a small number of studies. In continuous meta-regression, in addition to the number of studies, users should additionally consider how the studies are distributed across levels of the effect modifier. For instance, if the total is 20 studies but 18 of them cluster at one end of the spectrum, the evidence is much weaker than if the studies were more evenly distributed across the spectrum.

Response options and examples:

[ ] **Very small**: 1 or 2 or in smallest subgroup; 5 or less studies in continuous meta-regression

*Example:* A meta-analysis comparing transcatheter versus surgical aortic valve replacement found a qualitative interaction: transcatheter was superior to surgical if applied transfemoral, but inferior if applied transapical (interaction \( p=0.01 \) using random effect model). The smallest subgroup included only two studies.\(^{107}\)

[ ] **Rather small or unclear**: 3-4 in smallest subgroup; 6-10 studies in continuous meta-regression

*Example:* In a meta-analysis investigating the effect of low-intensity pulsed ultrasound on bone healing, the subgroup of 12 studies at high risk of bias suggested a large benefit of ultrasound whereas the subgroup of 3 studies at low risk of bias suggested no benefit (interaction \( p<0.001 \)). The rather small number of 3 studies in the smallest subgroup is a possible limitation of the otherwise convincing effect modification.\(^{108}\)

[ ] **Rather large**: 5-9 in smallest subgroup; 11 to 15 in continuous meta-regression

*Example:* In a meta-analysis assessing the effect of inpatient rehabilitation versus usual care, patients undergoing orthopedic rehabilitation had a substantially larger benefit within one year than patient undergoing geriatric rehabilitation, showing an interaction \( p = 0.01 \). The investigators conducted a subgroup analysis using random-effect meta-regression. Both subgroups included 6 studies per subgroup. The relatively high number of studies per subgroup reduces the risk of study-level confounding (i.e. another factor than type of rehabilitations explaining the differences between subgroups) although uncertainty remains, especially in the context of complex interventions and usual care as a comparator.\(^{109}\)

[ ] **Large**: 10 or more in smallest subgroup; more than 15 in continuous meta-regression

*Example:* A study-level meta-analysis comparing interventions for preventing hospital readmission after discharge versus standard care performed a subgroup analysis by number of activities included in the intervention. The subgroup analysis suggested that only intervention with 5 or more activities were better than standard care but not intervention with 4 or less activities (interaction \( p=0.001 \)). Because of the high heterogeneity regarding components of interventions and control groups between studies, the risk of confounding by other study characteristics seems relatively high. It is therefore reassuring that the small subgroup included 16 and the larger subgroup 26 studies.\(^{109}\)
4.4 Was the direction of effect modification correctly hypothesized a priori?

**Item explanation:** Credibility is higher if investigators correctly anticipated the direction of the effect modification (e.g. that an intervention is more effective in younger than in older patients), lower if they failed to anticipate a direction, and lowest if they anticipated the opposite direction.

This item captures a number of credibility considerations:

Correct anticipation of an effect modification implies that the investigators had a specific hypothesis in mind – usually based on a biologic or other causal rationale, or sometimes based on external evidence. For instance, investigators may have anticipated a stronger relative effect in younger than in older patients because a disease may be too advanced in older patients for the intervention to be effective. If the data conforms to this hypothesis, the credibility is increased, otherwise decreased.

If the a priori specification of the effect modification hypothesis does not include a direction (e.g. by specifying the in the protocol that the effect may vary by age but failure to say whether the effect is greater in the old versus the young or the other way round) this is weaker and probably not much better than having no prior hypothesis at all. In the Bayesian framework, the idea of a specific a priori hypothesis corresponds to using an informative rather than non-informative prior.22,23

In addition, the item captures that an explanation (e.g. a biological rationale) stated a priori is much more credible than a post hoc explanation. If post hoc, investigators had likely considered many possible explanations, thereby creating a multiplicity problem.6,9,24-28

Moreover, the item captures that hypotheses are most credible if verified in a prior, ideally in a time-stamped protocol or analysis plan. Note that a statements of pre-specification may not be reliable,29 nor do they imply a specific hypothesis.

Note that the direction of an effect modification may depend on the type of effect measure if the effect modifier is also a prognostic factor (most are, e.g. age).

Because meta-analyses are retrospective, a potentially relevant caveat is that the investigators may already know the key trials and most promising effect modifiers when they plan the analysis; 88 if so, this item loses some of its value if it suggests increased credibility. For instance, a large trial may suggest an important effect modification. A subsequent individual patient data meta-analysis, in which the trial is influential, will likely show a similar effect modification. If investigators know the trial beforehand, correct anticipation of direction would essentially be data-driven. The item is more relevant if none of the key trials has tested the effect modifier of interest, and if the analysis of effect modification is completely based on a between-trial comparisons.

**Response options and examples:**
[ ] Definitely no: Clearly post-hoc or results inconsistent with hypothesized direction or biologically very implausible

Example: The ISIS-2 trial demonstrated that treatment with Aspirin can substantially reduce the number of vascular deaths in patients with suspected myocardial infarction.\textsuperscript{31} A nonsense post-hoc subgroup analysis by birth sign suggested that the benefit occurred in all patients but those born under the sign of Gemini and Libra who did not appear to benefit from Aspirin.\textsuperscript{31} This paper has become a classical example demonstrating that post-hoc subgroup analyses can easily mislead.

[ ] Probably no or unclear: Vague hypothesis or hypothesized direction unclear

Example: An IPD meta-analysis of using fixed-dose aspirin for primary prevention of cardiovascular events found a significant interaction with body weight. When the dose was low (<100mg), only patients at low body weight (<70kg) had a benefit. The paper does not clarify whether the effect modification was hypothesized a priori.\textsuperscript{105}

[ ] Probably yes: No protocol available but unequivocal statement of a priori hypothesis with correct direction of effect modification

Example: An IPD meta-analysis combined three trials comparing high versus low positive end-expiratory pressure in ventilated patients with lung injury or ARDS. A subgroup analysis suggested that higher pressure was associated with longer survival in patients with but not in patients without ARDS (interaction $p=0.02$). The authors explicitly stated that they correctly anticipated the effect modification in their protocol which, however, was not published.\textsuperscript{110}

[ ] Definitely yes: Prior protocol available and includes hypothesis with correct specification of direction of effect modification, e.g. based on biologic rationale

Example: A meta-analysis comparing transcatheter versus surgical aortic valve replacement found a qualitative interaction: transcatheter was superior to surgical if applied transfemoral, but inferior if applied transapikal. The investigators had anticipated this interaction with correct direction in a published protocol.\textsuperscript{107}

4.5 Does a test for interaction suggest that chance is an unlikely explanation of the apparent effect modification?

Item explanation: Credibility is higher if statistical test for interaction suggests that chance is an unlikely explanation for the apparent effect modification.\textsuperscript{42-44} Credibility is lower if an interaction test suggests that an apparent effect modification is compatible with chance – or no test is available and impossible to compute.

For this item, consider the results of the interaction test (usually a p-value) as reported, irrespective of whether the p-value was adjusted for the number of analyses or not, or effect modifiers were analyzed jointly or one-by-one. We deal with considerations of multiple analyses separately in the following item.
Note that showing that an effect is significant in one subgroup and not in another is of little use: it provides no information whether chance might explain differences in effects across subgroups.\textsuperscript{9,10,43,45,46}

There are a number of tests available including a chi square test, a chi square test of trend for ordered categories, or meta-regression for study-level analysis, or, if individual participant data is available, an interaction term in a one stage regression model, or a meta-analysis of trial-level interactions among other options.\textsuperscript{97}

If no interaction p-value is reported, it can sometimes be calculated based on the reported data (point estimates of effect and confidence intervals in individual subgroups).\textsuperscript{47,48} As rule of thumb is that the interaction p-value must be smaller than 0.05 if 95% confidence intervals of subgroup-specific estimates do not overlap.

We anchored the response options around typical thresholds for p-values 0.05, 0.01, and 0.005, with a p-value of 0.005 or smaller representing the most credible category. The response options recognize that p-value thresholds of 0.05 or even 0.01 may be too lenient for claiming statistical significance.\textsuperscript{49} Of course, these are arbitrary settings and some methodologists would recommend even lower thresholds. Because of the low power of many analyses of effect modification, however, this would decrease the responsiveness of the item and the instrument’s ability to distinguish more from less credible effect modification.

Note that other statistical measures than p-values such as interaction confidence intervals or Bayes factors may be more informative and intuitive than p-values but are rarely reported.

Response options and examples:

[ ] Chance a very likely explanation: Interaction p-value > 0.05

Example: A meta-analysis assessed the effect of preoperative chemotherapy for gastroesophageal adenocarcinoma on survival explicitly. The investigators combined trials within subgroups according to tumor site using a random effects model, and then compared effects between subgroups using a chi-square test. The analysis suggested larger treatment effects in tumors of the gastroesophageal junction than other locations, but the p-value was only 0.08. Appropriately, the investigators emphasized that the finding requires prospective confirmation.\textsuperscript{101}

[ ] Chance a likely explanation or unclear: Interaction or meta-regression p-value ≤ 0.05 and > 0.01, or no test of interaction reported and not computable

Example: An individual patient data meta-analysis investigated the effects of adding whole-brain radiation therapy to stereotactic surgery of brain metastases. An analysis of effect modification treating age as a continuous effect modifier suggested a lower mortality of surgery alone in younger patients, but the effect disappeared with increasing age. The p-value of 0.04 for the interaction term provided only little support against chance.\textsuperscript{111}
[ ] Chance may not explain: Interaction or meta-regression p-value \( \leq 0.01 \) and \( > 0.005 \)

*Example:* In a meta-analysis assessing the effect of inpatient rehabilitation versus usual care, patients undergoing orthopedic-focused rehabilitation had a substantially larger improvement in function 3-12 months after randomization than patient undergoing geriatric-focused rehabilitation. A random effects meta-regression analysis showed an interaction p-value of 0.01.\(^{100}\)

[ ] Chance an unlikely explanation: Interaction or meta-regression p-value \( \leq 0.005 \)

*Example:* An individual participant data meta-analysis combining trials comparing low-dose aspirin versus placebo reported a subgroup analysis by body-weight. The interaction test suggested that aspirin reduced cardiovascular events in patients weighing less than 70kg but not in other patients. The interaction p-value of 0.007 suggested substantial support against chance.\(^{105}\)

### 4.6 Did the authors test only a small number of effect modifiers or consider the number in their statistical analysis?

*Item explanation:* Performing multiple tests is a major concern in the context of effect modification analysis. Trialists usually measure a large number of baseline variables, many of which they could test for potential effect modification. Because multiple tests increase the risk of a chance finding,\(^{53-55}\) credibility is higher if investigators have tested only a small number of effect modifiers. Conversely, credibility decreases with the number of tested candidate effect modifiers. We therefore advise counting the number of candidate effect modifiers stated, ideally verified in a protocol.

Multiplicity issues can arise in different ways.\(^{56}\) Most obvious are situations in which investigators test multiple candidate effect modifiers and highlight significant results. Another important issue which we address in a separate item concerns selection of cut points of continuous effect modifiers. Other potential multiplicity issues include multiple time points, multiple scales,\(^{57}\) multiple outcomes, or multiple methods for testing the interaction. Therefore, even if the number of effect modifiers is small, one should consider whether other issues might have introduced multiplicity.

An alternative to limiting the number of analyses is to statistically adjust the analysis for multiplicity. Credibility is higher if an effect modification persists after adjustment. Different techniques are available including correction of p-values considering the (familywise) type 1 error rate,\(^{58}\) testing all candidate effect modifiers in a common model, using a composite variable such as a risk score, or shrinkage estimators.\(^{45,59}\) All techniques inevitably reduce power.\(^{6,60,61}\) Most, investigators, however, do not address potential multiplicity issues in design or analysis and leave the judgement to the reader – another reason why a small number of effect modifiers is most helpful.

Assessment of multiplicity crucially depends on reporting (reporting guidelines for effect modification are available \(^{62-64}\)). Without knowing the number of effect modification analyses
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performed, we cannot assess the potential impact of multiplicity. Ideally, investigators would specify candidate effect modifiers along with definitions and analytic details in a protocol. If no protocol is available, one should look for explicit statements about the number of effect modifiers. A note of caution: an empirical study has shown that retrospective statements about the number of pre-specified subgroup analyses are not always reliable.29 Also note that a statement that a particular effect modifier was pre-specified does not rule out the problem of multiplicity because investigators may have pre-specified many other effect modifiers.

In summary, this item requires counting the number of effect modifiers (perhaps considering additional multiplicity issues), if possible verifying them in a protocol, and considering whether investigators considered the number of analyses in their statistical analysis.

A potential limitation is that the meta-analysts might have scanned key trials for promising effect modifiers before they planned the meta-analysis. If so, a small number of tested effect modifiers in a meta-analysis might obscure potential multiplicity issues introduced in earlier selection processes in the individual trials.

Response options and examples:

[ ] Definitely no: Explicitly exploratory analysis or large number of effect modifiers tested (e.g. greater than 10) and multiplicity not considered in analysis
Example: A meta-analysis investigating interventions to reduce early hospital readmissions reported results for 12 effect modifiers. One analysis suggested that interventions with at 5 or more components were more effective than interventions with less than 5 components (interaction p=0.001). The authors correctly highlighted the possibility of a chance findings due to multiplicity. Sources of multiplicity were the number of tested effect modifiers and, for this particular effect modifier, choice of cut point.109

[ ] Probably no or unclear: No mention of number or 4-10 effect modifiers tested and number not considered in analysis
Example: In a meta-analysis assessing the effect of inpatient rehabilitation versus usual care, patients undergoing orthopedic rehabilitation had a substantially larger improvement in function than patient undergoing geriatric rehabilitation. A random effects meta-regression analysis showed an interaction p-value of 0.01. According to the authors, all reported meta-regression analyses were pre-specified in an analysis plan, increasing the confidence that selective reporting is unlikely.100 Nevertheless, they tested 9 effect modifiers for 3 outcomes at 2 time points, most of which were not significant. The multiple analyses increase the risk of finding a spurious result as extreme as p=0.01.

[ ] Probably yes: No protocol available but unequivocal statement of 3 or fewer effect modifiers tested
[still looking for good example]
[ ] Definitely yes: Protocol available and 3 or fewer effect modifiers tested or number considered in analysis. Example: A meta-analysis comparing the effect of low-intensity pulsed ultrasound versus sham ultrasound on bone healing reported a convincing effect modification: studies at high risk of bias suggested a large while studies at low risk of bias no treatment effect (p<0.001 using random-effects meta-regression). The investigators had pre-specified the analysis in the published protocol together with two other subgroup hypotheses. In addition, the protocol provided explicit criteria for classifying trials into high or low risk of bias. The low number of tested effect modifiers and the pre-specified definition makes multiplicity issues less likely.

4.7 Did the authors use a random effects model?

Item explanation: The credibility of claimed effect modification increases if investigators used a random effects model for between-study differences that allows true effects to differ among studies. The credibility is lower if investigators used a fixed (or common) effect, or fixed effects (plural) model within subgroups; those models do not appropriately address uncertainty due to heterogeneity between studies. More appropriate is a random-effects (or, more precisely, mixed effects) model. Simulation studies have shown that failure to assume random effects increases the risk of bias and false positive claims for both for study-level and individual-patient data meta-analysis because standard errors are underestimated. A random effect model strengthens a test of interaction because a significant result is harder to achieve.

If investigators just state that they used a random-effects model without further specification, it is reasonable to assume that they refer to a random-effects model for between-study differences within subgroups. When investigators do not sufficiently describe the methods, one may deduce that they probably employed a random-effects model, e.g. when they specified a random-effects model in their protocol for analyzing the main effect.

If investigators state that they used a mixed effects model without further specification, it usually implies that they used a random effects model for between-study differences and a fixed effects model for between-subgroup differences (the latter being appropriate). Therefore, the appropriate answer is usually definitely yes.

The question also applies to individual-participant data meta-analysis. An empirical study has shown that most IPD meta-analyses do not apply a random effects model.

Response options and examples:

[ ] Definitely no: Fixed (or common) effect(s) is explicitly stated. Example: An IPD meta-analysis of using fixed-dose aspirin for primary prevention of cardiovascular events found a significant interaction with body weight and age. The authors explicitly used a fixed effects model.

[ ] Probably no or unclear: Probably fixed effects model or unclear.
Example: A individual participant data meta-analysis combined 13 trials comparing radiochemotherapy versus radiotherapy alone in patients with cervical cancer. A subgroup analysis based on tumor stage suggested that the relative benefit of the combined therapy on survival decreased with increasing tumor stage. The authors used the chi-square test for trend (p=0.017) but did not explicitly report whether the analysis of effect modification was based on a fixed effects model, as in their primary analysis, or random effect model as in their secondary analysis. Most likely, they used a fixed effect model as for the primary analysis.102

[ ] Probably yes: Probably random (or mixed) effects model.
[still looking for good example]

[ ] Definitely yes: Random (or mixed) effects model is explicitly stated.
Example: In a meta-analysis assessing the effect of inpatient rehabilitation versus usual care, patients undergoing orthopedic rehabilitation had a substantially larger improvement sin function that patient undergoing geriatric rehabilitation. A meta-regression analysis showed an interaction p-value of 0.01. In the methods, the authors explicitly specify a random effects model for between study differences.

4.8 If the effect modifier is a continuous variable, were arbitrary cut points avoided?
Item explanation: Categorizing continuous effect modifiers is common but associated with a number of problems: Cut points can introduce multiplicity, reduce power, mask linear or non-linear associations. In the context of meta-analysis, cut points can cause additional problems. If two studies assessed the same continuous effect modifier but used different cut points, it may be impossible to combine the (within-study) results in a meaningful way unless individual patient-data is available. Therefore, analyses that avoid cut points and make use of the full spectrum of values are the most credible.

Investigators often decide against using the complete data and rather use cut points to partition continuous effect modifiers in two or more categories. Categories with a strong, empirically grounded rationale, are the most credible. For instance, arbitrariness can be avoided by pre-specifying the cut points based on a previous RCT that demonstrates effect modification. Credibility is low if investigators selected the best-fitting data-driven cut point to maximize the effect modification. Such cut points are associated with a high rate of false positive claims.69,71

There are some challenges when modelling continuous effect modifiers that are not part of the instrument but may lower the credibility: model misspecification can occur if the continuous relationship is driven by a few influential observations.72-74 Post-hoc modelling can lead to overfitting. Most credible are therefore continuous analyses for which investigators have pre-specified the type of dependency of the treatment effect on the continuous variable (sometimes referred to as treatment effect function) such as a linear or log relationship, or considered a small number of candidate functions.75
An alternative to use of cut points and potentially complex modelling is to consider overlapping subgroups (e.g. using a sliding window approach). The credibility is usually much higher than using arbitrary cut points but the interpretation can be difficult.

The credibility of a continuous analysis usually increases if investigators present a plot with confidence bands around the regression function (often a line) and carefully checked the proposed model. Provided individual participant data is available, it is also possible to average functions across several studies and base conclusions on the resulting mean function (i.e. a meta-analysis of interactions, see item 4.1). Credibility increases if most of the individual function show a similar relationship between the continuous variable and the outcome (see item 4.2).

Note that additional considerations related to continuous effect modifiers may apply, e.g. if there is a clear dose-response relationship or results were robust to sensitivity analyses (see following question).

Response options and examples:

[ ] Definitely no: Analysis based on exploratory cut point(s), e.g. picking cut point associated with highest interaction p-value
[still looking for good example]

[ ] Probably no: Analysis based on cut point(s) of unclear origin
Example: A meta-analysis investigating interventions to reduce early hospital readmissions reported a potential effect modification by the number of intervention components. Studies with Interventions with 5 or more components showed a significant effect while studies with less than 5 components showed no significant effect (interaction p=0.001). The published protocol did not specify cut points and the investigators explicitly highlighted the exploratory character of the analysis. Presentation of different cut points or treating the effect modifier as a continuous variable would have been reassuring.

[ ] Probably yes: Analysis based on pre-specified cut point(s), e.g. suggested by prior RCT
Example: In a meta-analysis on inpatient rehabilitation versus usual care in elderly patients, the intervention was better in preventing nursing home admissions in patients younger than 80 than in patients older than 80 (p=0.045). According to the authors, the threshold was pre-specified thus avoiding multiplicity due to arbitrary selection of cut points. There is some uncertainty as no protocol is available.

[ ] Definitely yes: Analysis based on the full continuum, e.g. assuming a linear or logarithmic relationship
Example: An IPD meta-analysis investigated whether patients with acute respiratory distress syndrome (ARDS) benefit from higher positive end-expiratory pressure (PEEP)
ventilation strategies. A continuous analysis of effect modification suggested a nonlinear effect modification by degree of hypoxaemia (expressed as the ratio of PaO\(_2\)/FiO\(_2\)). A higher PEEP reduced mortality only in patients with values between 100 and 150 but not in patients with lower values.\(^{117}\) A previous analysis dichotomized the effect modifier and could not reveal the potential non-linear relationship.\(^{110}\) The investigators also provided plots of the proposed effect modification including confidence limits (suggesting high uncertainty in this case).\(^{117}\)

4.9 Optional: Are there any additional considerations that may increase or decrease credibility?

**Item explanation:** Methodologists have suggested a number of additional considerations that could be relevant for assessing the credibility of effect modifiers.\(^{118}\) They are not part of the core items because they either are less relevant, rarely apply, or are difficult to assess. Because they are usually less relevant than the previous core items, the only response options are probably decreased and probably increased.

Additional considerations are optional, that is, leaving this section blank does not affect credibility. Note that it may not be worth to consider potential additional considerations if core items already suggest low or very low credibility.

The following list provides potentially relevant additional considerations:

- **A sensitivity analysis suggested robustness to relevant assumptions:** A sensitivity analysis can help to increase the confidence in a proposed effect modification.\(^{15,80,81}\) For instance, if an effect modification analysis is based on a dichotomized continuous variable, the credibility increases if the effect modification persists for different cut-points.

  **Example:** A meta-analysis comparing the effect of low-intensity pulsed ultrasound versus sham on bone healing reported a convincing subgroup effect: studies at high risk of bias suggested a large while studies at low risk of bias consistently suggested no effect (interaction p<0.001 based on univariable random-effects meta-regression). Part of the criteria for classifying trials into high and low risk of bias was 20% or more missing data. In a sensitivity analysis requested by the editors, the investigators applied a more strict threshold for missing data (≥10%). Although the different criteria led to reclassification of one trial from low to high risk of bias, the effect modification remained significant (p=0.004). The sensitivity analysis increased the confidence of the editors that the effect modification was real.\(^{108}\)

- **Effect modification supported by external evidence:** The credibility may be higher if the proposed effect modification is consistent with findings from studies that are not included in the meta-analysis, e.g. a high quality cohort study.

  **Example:** A meta-analysis comparing transcatheter versus surgical aortic valve replacement found a qualitative interaction: transcatheter was superior to surgical if applied transfemoral, but inferior if applied transapical. A prior cohort study of 501
patients (i.e. data not included in the meta-analysis or RCTs) using propensity score matching had suggested that the transapical approach was associated with more adverse events and higher mortality than the transfemoral approach.  

“Dose-response effect” across levels of the effect modifier: Credibility may be higher if effects increase or decrease monotonically with increases in the levels of the modifier, e.g. an effect that increases incrementally across three or more age groups. On the contrary, it is especially important to beware of apparent effect modification that do not reflect a plausible pattern across three or more ordered groups, even if statistically significant. For instance, an effect might me abnormally elevated in one subgroup chosen from a continuum, but not in neighboring subgroups.

Example: A individual participant data meta-analysis combined 13 trials comparing radiochemotherapy versus radiotherapy alone in patients with cervical cancer. A subgroup analysis based on tumor stage suggested that the relative benefit of the combined therapy on survival decreased with increasing tumor stage (across three stages), suggesting a possible “dose-response” effect (chi-square test for trend, \( p=0.017 \)).

Risk of bias of the main effects of the individual RCTs or the meta-analysis: We are less confident in an analysis of effect modification if the individual studies or the meta-analysis itself is at high risk of bias. A commonly used instrument to formally assess the overall risk of bias is the Cochrane risk of bias tool for individual trials and the ROBIS tool for systematic reviews. There is, however, limited literature about the relationship between overall risk of bias and bias in analyses of effect modification. Some methodologists have argued that interaction tests are often robust to confounders of the main effect and measurement error of the effect modifier. Note that reporting bias can be introduced if only some studies report an effect modifier but not others as reporting is likely driven by the results. Also, meta research has suggested that industry funded trials are at higher risk of spurious claims of effect modification than non-industry funded studies, especially if the overall effect is not significant.

Example: An IPD meta-analysis combined three trials comparing high versus low positive end-expiratory pressure in ventilated patients with lung injury or ARDS. A subgroup analysis suggested that higher pressure was associated with longer survival in patients with but not in patients without ARDS (interaction \( p=0.02 \)). Although the \( p \)-value provides only modest support against chance, the high methodological quality of all three trials is reassuring.

The meta-analysis had had exceptionally high power to detect the effect modification: Methodologists have argued that the credibility of a proposed effect modification increases with its prospective power. A rare situation of increased confidence would be an IPD meta-analysis of over 10,000 patients with 80% power to detect a significant effect modification suggested in the study protocol. Most analyses of effect
modification, however, have low power and protocols rarely include an explicit power calculation.

**The effect modification persisted after adjustment for other potential effect modifiers:** Credibility may be higher if a multivariable analysis suggests that the apparent effect modifier is independent of other candidate modifiers. Note that statistical independence of multiple effect modifiers does not guarantee a causal interpretation but makes it more likely. Most analysis of effect modification, however, do not have the power for meaningful multivariable analyses and the most relevant effect modifiers might be unknown.

*Example 1:* An IPD meta-analysis of using fixed-dose aspirin for primary prevention of cardiovascular events found a significant interaction with body weight and age. The effect modification by weight remained when the investigators stratified their analysis by both variables.

**The effect modification is consistent across related outcomes:** Credibility might be higher if an effect modification is found for biologically (or in another way) related outcomes. For instance, effect modifiers may be expected to have similar effects for stroke and myocardial infarction. Note that it is important to assess consistency by the size and direction of the effect modification and not by statistical significance alone which may be driven by differing sample sizes. Beware though that some biases may manifest across related outcomes and erroneously suggest increased credibility.

*Example:* A meta-analysis comparing transcatheter versus surgical aortic valve replacement found a qualitative interaction: transcatheter was superior to surgical if applied transfemoral, but inferior if applied transapical. The interaction was consistent across outcomes mortality, stroke, acute kidney injury, and bleeding.
4.10 How would you rate the overall credibility of the proposed effect modification?

**Item explanation:** The instrument concludes with an overall credibility rating to summarize the considerations of the credibility questions.

The overall rating is a continuous visual analogue scale spanning four credibility areas. The credibility areas provide labels for credibility (the credibility areas roughly correspond to <25%, 25-50%, 50-75%, and >75% confidence that the apparent effect modification is true and not the result of chance or bias)

The overall rating should be driven by the items that decrease credibility. The following provides a sensible strategy:

- All responses definitely or probably reduced credibility or unclear → very low credibility
- Two or more responses definitely reduced credibility → maximum usually low credibility even if all other responses satisfy credibility criteria
- One response definitely reduced credibility → maximum usually moderate credibility even if all other responses satisfy credibility criteria
- Two responses probably reduced credibility → maximum usually moderate credibility even if all other responses satisfy credibility criteria
- No response options definitely or probably reduced credibility → high credibility very likely

It is helpful to justify the overall rating and weighting of items using the space provided below the overall rating.

Below the credibility labels, the scale provides an interpretation of the credibility rating (e.g. very low credibility suggests that there is very likely no effect modification) and implications for decision making (e.g. very low credibility implies that decision makers should consider the overall effect instead of subgroup-specific effects).

**Section 5** provides more suggestions for using and presenting ICEMAN in context, **section 6** more detailed justification why the scale is continuous and why low credibility suggests likely no effect modification.

Users can put a mark anywhere on the continuous line to rate the overall credibility (type “I” or “X” when using electronically).

It is helpful to justify the overall rating and weighting of items using the space provided below the overall rating.
4.11 Example for an effect modification claimed in a meta-analysis
An individual patient data meta-analysis of 13 trials compared radiochemotherapy versus radiotherapy alone in women with cervical cancer. The authors report in their abstract “a suggestion of a difference in the size of the survival benefit with tumor stage”. The credibility assessment suggested low credibility for the proposed effect modification.

Preliminary considerations

Study reference(s): J Clin Oncol 2008 26:5802-5812, radiochemotherapy versus radiotherapy alone in women with cervical cancer

If available, protocol reference(s): Not published, publication states available on request

State a single outcome and time-point of interest: Death

State a single effect measure of interest (e.g. relative risk or risk difference): Hazard ratio

State a single proposed effect modifier (e.g. age or comorbidity): Tumor stage (three ordered stages)

Was the effect modifier measured before randomization? [X] yes, continue [ ] no, stop here and refer to manual for further instructions
1. Is the analysis of effect modification based on comparison within rather than between trials?

<table>
<thead>
<tr>
<th>[ ] Completely between</th>
<th>[ ] Mostly between or unclear</th>
<th>[ X ] Mostly within</th>
<th>[ ] Completely within</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subgroup analysis or meta-regression comparing overall effects of each individual trial. This is typical for aggregate data meta-analysis.</td>
<td>Most trials providing within-trial subgroup information; or individual participant data analysis that combines within and between trial information</td>
<td>Individual participant data analysis that separates within from between trial information, e.g. meta-analysis of interactions</td>
<td></td>
</tr>
</tbody>
</table>

Comment: All trials provided individual participant data. The authors probably first pooled trials within subgroups, then compared pooled effects between subgroups. This method combines within and between study information, although the suggested effect modification is likely driven by within-study information.

2. For within-trial comparisons, is the effect modification similar from trial to trial? [ ] Not applicable: no or one within-RCT comparison

<table>
<thead>
<tr>
<th>[ ] Definitely not similar</th>
<th>[ X ] Probably not similar or unclear</th>
<th>[ ] Mostly similar</th>
<th>[ ] Definitely similar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effect modification reported for two or more trials and clearly different directions</td>
<td>Effect modification not reported for individual trials or too imprecise to tell</td>
<td>Effect modification reported for two or more trials, mostly similar in direction, but considerable differences in magnitude</td>
<td>Effect modification reported for two or more trials, similar in direction, only some differences in magnitude</td>
</tr>
</tbody>
</table>

Comment: No information

3. For between-trial comparisons, is the number of trials large? [ ] Not applicable: no between RCT comparison

<table>
<thead>
<tr>
<th>[ ] Very small</th>
<th>[ ] Rather small or unclear</th>
<th>[ X ] Rather large</th>
<th>[ ] Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 or 2 or in smallest subgroup; 5 or less in continuous meta-regression</td>
<td>3-4 in smallest subgroup; 6-10 in continuous meta-regression</td>
<td>5-9 in smallest subgroup; 11 to 15 in continuous meta-regression</td>
<td>10 or more in smallest subgroup; more than 15 in continuous meta-regression</td>
</tr>
</tbody>
</table>

Comment: 13 trials

4. Was the direction of effect modification correctly hypothesized a priori?

<table>
<thead>
<tr>
<th>[ ] Definitely no</th>
<th>[ X ] Probably no or unclear</th>
<th>[ ] Probably yes</th>
<th>[ ] Definitely yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clearly post-hoc or results inconsistent with hypothesized direction or biologically very implausible</td>
<td>Vague hypothesis or hypothesized direction unclear</td>
<td>No prior protocol available but unequivocal statement of a priori hypothesis with correct direction of effect modification</td>
<td>Prior protocol available and includes correct specification of direction of effect modification, e.g. based on a biologic rationale</td>
</tr>
</tbody>
</table>

Comment: No information

5. Does a test for interaction suggest that chance is an unlikely explanation of the apparent effect modification? (consider irrespective of number of effect modifiers)

<table>
<thead>
<tr>
<th>[ ] Chance a very likely explanation</th>
<th>[ X ] Chance a likely explanation or unclear</th>
<th>[ ] Chance may not explain</th>
<th>[ ] Chance an unlikely explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interaction or meta-regression p-value &gt; 0.05</td>
<td>Interaction or meta-regression p-value ≤ 0.05 and &gt; 0.01, or no test of interaction reported and not computable</td>
<td>Interaction or meta-regression p-value ≤ 0.01 and &gt; 0.005</td>
<td>Interaction or meta-regression p-value ≤ 0.005</td>
</tr>
</tbody>
</table>

Comment: P=0.017 for chi-square test of trend

6. Did the authors test only a small number of effect modifiers or consider the number in their statistical analysis?

<table>
<thead>
<tr>
<th>[ ] Definitely no</th>
<th>[ X ] Probably no or unclear</th>
<th>[ ] Probably yes</th>
<th>[ ] Definitely yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explicitly exploratory analysis or large number of effect modifiers tested (e.g. greater than 10) and multiplicity not considered in analysis</td>
<td>No mention of number or 4-10 effect modifiers tested and number not considered in analysis</td>
<td>No protocol available but unequivocal statement of 3 or fewer effect modifiers tested</td>
<td>Protocol available and 3 or fewer effect modifiers tested or number considered in analysis</td>
</tr>
</tbody>
</table>
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Comment: At least 8 subgroup analyses; no published protocol

7: Did the authors use a random effects model?

[ ] Definitely no  [ ] Probably no or unclear  [ ] Probably yes  [ ] Definitely yes

*Fixed (or common) effect(s) explicitly stated*  
Probably fixed (or common) effect(s)  Probably random (or mixed) effects  Random (or mixed) effects explicitly stated

Comment: Not explicitly stated but authors used a fixed effects model for the overall analysis

8: If the effect modifier is a continuous variable, were arbitrary cut points avoided?  [ X ] not applicable: not continuous

[ ] Definitely no  [ ] Probably no or unclear  [ ] Probably yes  [ ] Definitely yes

*Analysis based on exploratory cut point(s), e.g.*  
Analysis based on cut point(s) of unclear origin  Analysis based on pre-specified cut point(s), e.g. suggested by prior RCT  Analysis based on the full continuum, e.g. assuming a linear or logarithmic relationship

Comment:

9 Optional: Are there any additional considerations that may increase or decrease credibility? (manual section 4.9)

[ ] yes, probably decrease credibility  [ X ] yes, probably increase credibility

Comment: Possible “dose-response effect”; effect modification consistent across outcomes

10: How would you rate the overall credibility of the proposed effect modification?

The overall rating should be driven by the items that decrease credibility. The following provides a sensible strategy:

- All responses definitely or probably reduced credibility or unclear → very low credibility
- Two or more responses definitely reduced credibility → maximum usually low credibility even if all other responses satisfy credibility criteria
- One response definitely reduced credibility → maximum usually moderate credibility even if all other responses satisfy credibility criteria
- Two responses probably reduced credibility → maximum usually moderate credibility even if all other responses satisfy credibility criteria
- No response options definitely or probably reduced credibility → high credibility very likely

Put a mark on the continuous line (e.g. hit “x” in electronic version)

[ ] Very low credibility  [ ] Low credibility  [ ] Moderate credibility  [ ] High credibility

X

Very likely no effect modification  Use overall effect for each subgroup
Likely no effect modification  Use overall effect for each subgroup but note remaining uncertainty
Likely effect modification  Use separate effects for each subgroup but note remaining uncertainty
Very likely effect modification  Use separate effects for each subgroup

Comment: Prior knowledge or evidence unclear; p-value not very small and possibly affected by multiple analyses; fixed effect model not optimal
5 Practical considerations

5.1 Assessment in duplicate
Confidence in the assessment increases if two investigators independently apply ICEMAN, discuss discrepancies, and present a version based on their consensus.

5.2 Reporting
We recommend specifying use of the instrument in the study protocol and in the methods, results, and interpretation sections of the final publication as in the following examples:

Study protocol: “We will assess the credibility of potentially relevant effect modification using ICEMAN.”

Methods section of publication: “We used ICEMAN to assess the credibility of potentially relevant effect modification.”

Results section: “An analysis of effect modification treating age as a continuous effect modifier suggested that the benefit of the intervention diminished with increasing age of participants (Figure). We judged the credibility of the potential effect modification as low with uncertainty arising from lack of prior evidence and an inconclusive test of interaction (see supplement for detailed credibility assessment).”

Interpretation: “An analysis of effect modification suggested that the effect of the intervention might vary by age, but a formal credibility assessment rated the apparent effect modification as likely spurious. Therefore, we recommend considering the overall effect estimate for all patients, independent of their age.”

When presenting the results of ICEMAN, we suggest sticking closely to the wording used in the instrument, which we developed based on user-testing.

We do not recommend reporting overall credibility as a percentage (e.g. 30% credible).

5.3 Using ICEMAN in combination with other instruments
ICEMAN can be used in combination with an instrument to assess the risk of bias of main effects such as the Cochrane risk of bias tool for RCTs or the ROBIS tool for meta-analyses. If the overall risk of bias is low, use of ICEMAN is straightforward. If the overall risk of bias is substantial, there are three possible responses:

1) Do not apply ICEMAN because a rating of moderate or high credibility is unlikely, and evidence users are probably not interested in analyses of effect modification if the overall effect is uncertain.
2) Apply ICEMAN but mention the overall risk of bias as an additional source of uncertainty under *additional considerations*.

3) In the context of a meta-analysis, consider the individual studies’ risk of bias as a potential effect modifier, perform a subgroup analysis based on risk of bias categories, and apply ICEMAN to assess credibility.

ICEMAN is compatible with the GRADE framework to rate the certainty of evidence and strength of recommendations as follows:

1) ICEMAN suggests moderate or high credibility: Apply GRADE to subgroup-specific effects estimates. If moderate credibility, note remaining uncertainty. Considering subgroup-specific estimates may sometimes resolve concerns due to heterogeneity and consequently increase certainty of evidence and strength of recommendation. If the candidate effect modifier is methodological quality (e.g. risk of bias assessed by the Cochrane risk of bias tool), apply GRADE to the high-quality subgroup only.

2) ICEMAN suggests low or very low credibility: Apply GRADE to the overall effect estimate. If low credibility, note remaining uncertainty, especially if the potential effect modification appears to explain heterogeneity.

6 Additional conceptual considerations

**The assessment assumes skepticism regarding possible effect modification:** The instrument reflects the generally skeptical view on effect modification found in the theoretical literature and supported by meta-research, including the very small proportion of subgroup explorations that show apparent effect modification. Moreover, attempts to replicate subgroup effects are rare and, if undertaken, rarely successful.

Several elements of the instrument reflect the general skepticism (equivalent to a skeptical prior in Bayesian terminology): the combination of response options unclear and probably decreased credibility; using relatively strict criteria for response options suggesting increased credibility (though some co-authors would have been even stricter); advice to base the overall credibility rating on response options suggesting decreased credibility (rather than averaging across individual items); and suggestions for interpreting low credibility as likely to indicate an absence of effect modification.

**The assessment is about an association not a causal relationship:** Effect modification refers to an association, not necessarily a causal relationship. For instance, a treatment effect may credibly vary among levels of a risk score, or body weight, although both are not causes of the effect modification. There might be other causal factors associated with both the apparent effect modifier and the outcome. Unless the patients were randomized to subgroups...
defined by the effect modifier, an analysis of effect modification resembles an observational study, even if applied within a randomized controlled trial.\textsuperscript{5,123}

A causal interpretation becomes more likely if the ICEMAN rating is high credibility, but may nevertheless remain unlikely. The uncertainty regarding causality might have implications for further decision making, in particular if the putative effect modifier is an intervention characteristic. Causality is less critical if the effect modifier is a patient characteristic and the aim of the analysis is the identification of optimal patient subgroups for applying an intervention.\textsuperscript{5}

**Magnitude and relevance of effect modification are not part of the assessment:** ICEMAN does not directly address the magnitude of effect modification. Therefore, it is usually not necessary to quantify the effect modification numerically, e.g. by specifying a ratio of risk ratios, or the value of an interaction term in a regression model. The only exception is the second item in the meta-analysis version that addresses consistency of effect modification across individual studies.

ICEMAN does not address whether a credible effect modification is important to the patient. Importance should be considered independently from credibility and depends on absolute effects, additional outcomes, and context.

It may be useful to consider importance of the potential effect modification to any potential course of action first before applying ICEMAN. If it is clear that consequences for decision making would not depend on the (potentially credible) effect modification, then it may not be worth investing in a credibility assessment. For instance, if an intervention compared to placebo shows a large effect in men and a very large effect in women, it might be unimportant to consider whether sex might be a credible effect modifier.

**Choice of effect measure does not inform credibility:** ICEMAN does not address whether a chosen effect measure (e.g. relative or absolute risk difference) is more or less appropriate. Credibility can be assessed on any scale of interest. The instrument addresses credibility on a particular scale that can be specified in the preliminary considerations.

There is no general consensus in the methodological literature on how to select the optimal effect measure.\textsuperscript{125,126} One approach is – for binary outcomes – to generally prefer relative over absolute scales. Relative effects are more likely to be similar across baseline risk,\textsuperscript{3,127} and as a result the heterogeneity of treatment effects is usually substantially lower if one chooses relative rather than absolute effects. The impact on heterogeneity is less clear for continuous outcomes.\textsuperscript{3} Other authors generally prefer absolute effect measures such as risk differences,\textsuperscript{126} which have some advantages (e.g. calculation of number needed to treat) but also disadvantages (e.g. higher heterogeneity across baseline risks makes it more difficult to summarize treatment effects as a single number and complicates meta-analysis).\textsuperscript{127} A common recommendation is to analyze the data on a relative scale in which true effect modification is unusual, and then, for addressing the magnitude of effect in subgroups when effect
modification is credible, calculate magnitude of effects in each subgroup using an absolute scale.\textsuperscript{59}

\textbf{On using categorical and continuous rather than binary response options for addressing credibility of an effect modification claim:} Discussions regarding the credibility of effect modification have often used polarizing terminology such as true positive versus false positive; confirmatory versus exploratory; or pre-specified versus ad hoc. In reality, however, any reasonable assessment of credibility will fall somewhere between definitely true and definitely false. Thus, a continuous, probabilistic concept is much more appropriate. ICEMAN uses four categorical response options for the core items and a continuous scale for the overall assessment divided into four areas. Making the overall assessment continuous instead of categorical results in higher formal ratings of reliability: when two raters differ on a four-point scale, they may in fact almost agree on a continuous scale. ICEMAN’s four credibility areas facilitate reporting and are likely to be useful for consumers of the instrument ratings.

\textbf{On the decision to offer two separate version for RCTs and meta-analyses of RCTs:} In developing ICEMAN, we considered three main types of studies: individual RCTs, aggregate data meta-analyses, and individual participant data meta-analyses. We started with a version that combined all three types of studies but the complexity proved daunting. We also considered combining RCTs with individual participant data meta-analyses because both are based on individual participant data. Our final decision to separate individual trials and meta-analyses but not individual and aggregated data was mainly driven by the following considerations: 1) RCTs are prospective, meta-analyses are retrospective; this has consequences for the relative impact of a priori considerations and the concept of confirmation. 2) Most users are familiar with distinguishing individual trials from meta-analyses but many users are less familiar with the conceptual similarity of RCTs and individual participant data meta-analyses in the context of effect modification. 3) Individual participant and aggregate data meta-analysis is not mutually exclusive and combinations of both are possible.
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Chapter 5: Discussion

Achievements
Compared to previously available quality appraisal instruments for effect modification, such as the one presented in Chapter 2, ICEMAN represents a more transparent, and likely more reliable and valid credibility assessment approach. Table 1 summarizes the main achievements.

Table 1: Comparison of the situation before and after development of ICEMAN

<table>
<thead>
<tr>
<th>Concept</th>
<th>Situation before ICEMAN</th>
<th>Now</th>
</tr>
</thead>
<tbody>
<tr>
<td>Previous checklists vague with respect to definition of effect modification and credibility, distinction between credibility and importance, and study design</td>
<td>ICEMAN makes these considerations explicit</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Response options</th>
<th>Either not available or yes – no – unclear</th>
<th>Four well defined response options with examples for each response option</th>
</tr>
</thead>
<tbody>
<tr>
<td>Additional credibility considerations</td>
<td>Unclear</td>
<td>Explicitly presented</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Overall credibility</th>
<th>Either not available or yes – no – unclear</th>
<th>Visual analogue scale divided in four ordered categories very low, low, moderate, and high credibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert input</td>
<td>Two previous checklists were based on an expert consensus with important limitations (e.g. unclear eligibility criteria)¹²</td>
<td>Expert consensus with explicit eligibility criteria and invitation of experts at random</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>User testing</th>
<th>Not done</th>
<th>User testing based on semi-structured interviews and a formal qualitative analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compatibility with other quality appraisal tools</td>
<td>Unclear</td>
<td>Compatible, explained in manual</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reporting</th>
<th>Unclear</th>
<th>Explicit suggestions in manual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consequences for decision making</td>
<td>Vague</td>
<td>Explicit suggestions in instrument and manual</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Elaboration</th>
<th>One checklist included a detailed explanation document¹</th>
<th>Comprehensive manual with instructions, rationales, and examples from the literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliability</td>
<td>Unknown</td>
<td>Unknown; formal reliability study planned</td>
</tr>
</tbody>
</table>

| Validity | Simulation studies support validity of statistical credibility criteria (e.g. tests of interaction, multiplicity, dependency on prior knowledge, and power) | Same situation with likely improved content validity through rigorous systematic survey and expert consensus and likely improved face validity through user-testing |


New features that will likely increase the transparency of the credibility assessment include an explicit underlying concept, preliminary considerations to define the effect modification under consideration, pre-defined response options with detailed definitions (if possible using numerical thresholds), inclusion of supporting comments and quotations, and suggestion for reporting the overall credibility assessment. ICEMAN encourages users to report credibility as one of four categories very low, low, moderate, and high credibility and justify the rating by referring to the items that suggested reduced credibility. Previous approaches have encouraged users to use dichotomous and vague terminology such as exploratory versus confirmatory.

Reliability increases with standardization, clarity, and variation of responses. The rigorous development process, namely multiple rounds of expert input and, most importantly, a thorough user testing, improved clarity of items and instructions. To ensure sufficient variation, we sought to provide examples for all possible response options in the manual. Therefore, we are confident that ICEMAN is likely to provide considerably greater reliability than previous approaches (other approaches have not, however, been tested). At this time, however, we do not have reliability data available and are therefore planning to perform a formal reliability study.

Given that ICEMAN addresses the validity of subgroup effects, it would be interesting to know how accurate the resulting credibility ratings are or whether they are biased towards being over-critical or over-optimistic. Evaluation of validity, however, is unlikely to be possible. The fundamental problem is that no concurrent reference standard is available – the analysis of effect modification under consideration will often be the best data available. It might be possible, however, to test the predictive validity of an ICEMAN rating, i.e. by defining a references standard in the future. A potential study would be to assess the extent to which ICEMAN credibility ratings can predict the probability that an effect modification proves true or false in the long run as evidence accumulates. The study could theoretically be done retrospectively. We would first identify claims of effect modifications that have proven definitely true or definitely false, for instance if they could be consistently replicated or refuted in a number of subsequent RCTs. The next step would be to select the initial claim and ask a rater who is blinded to the subsequent RCTs to apply ICEMAN. Once these steps have been completed for a large number of definitely true and false claims, one could assess the correlation of the initial ICEMAN ratings and whether the claims proved true or false. Such an approach, however, seems currently not feasible: although we know a number of examples in which claims of effect modification have later been refuted, examples of claims that have stood the test of time are extremely rare. It might be more realistic to perform a prospective study, e.g. by establishing a cohort of claims of effect modification rated by ICEMAN, and systematically collect attempts to replicate the claim until a sufficient number of claims have been established as highly credible. A possible time frame could be 20 years.

Alternative but less strong indicators of validity are the likely high content validity and face validity of ICEMAN, i.e. the extent to which the scale addresses all relevant aspects of credibility (content validity) and generally appears appropriate to measure credibility of effect modification (face validity). We have completed a development approach that optimizes both
content and face validity. The rigorous systematic survey of the literature (chapter 3) and expert consensus study (chapter 4) make it very unlikely that we missed credibility considerations that other experts would deem relevant. In the user testing (chapter 4), many users spontaneously described the instrument as useful, which suggests high face validity.

In addition to improving transparency, reliability, and validity, ICEMAN may have an educational benefit: Most of the participants in the user-testing spontaneously mentioned that they found ICEMAN instructive, in particular the manual. This gives us hope that ICEMAN might to some extent influence the planning of new analyses of effect modification. Ideally, investigators who have used ICEMAN would consider the credibility items when they develop their next study protocol or analysis plan. In particular, they might more frequently consider hypotheses and prior evidence (e.g. guided by the PROGRESS framework\(^8\)), consideration of fewer candidate effect modifiers (e.g. by combing effect modifiers in a risk score\(^9\)), explicit definitions of candidate effect modifiers, more frequent use of interaction tests, refraining from dichotomizing continuous effect modifiers, and consideration of within-trial analyses of effect modification when performing a meta-analysis. To increase the likelihood that ICEMAN will improve planning, we plan to develop associated reporting guidelines (see below).

**Potential risks associated with use of ICEMAN**
Apart from the likely benefits of ICEMAN, formal quality appraisal instruments entail some risk of being misused. A potential risk of misusing analyses of effect modification are situations in which the RCT or meta-analysis suggests overall no effect. In such situations, disappointed investigators might be tempted to perform many analyses of effect modification with the hope to identify a subgroup of patients in whom the interventions might still look promising. ICEMAN is unlikely to be misused for those data-dredging exercises — in contrast, it will likely suggest very low credibility.

The only potential situation for misuse that we see is when investigators have an interest in showing that a potentially true effect modification does not exist. They could artificially lower the credibility rating by intentionally failing to be transparent regarding available prior evidence and using inferior methods such as dichotomizing continuous variables or choosing suboptimal models for individual participant data meta-analyses. We will monitor citations of ICEMAN to investigate whether such a misuse might be a real or just a theoretical concern.

**Dissemination strategy**
The success of ICEMAN depends on its successful uptake in the research community. The following considerations are part of our dissemination strategy:

- We will publish ICEMAN in a journal (Chapter 4), ideally high impact
- In parallel to the journal publication, we are planning to create a separate website from which users can download ICEMAN and the guidance document in their preferred format, including potential updates. On the website, we will encourage users to share with us their experience with ICEMAN and possibly completed instruments.
• We will suggest ICEMAN for inclusion in the main methodological guidance documents for RCTs and meta-analyses. Those include the Cochrane handbook, the GRADE handbook, and a new library of quality appraisal tools that is currently under development.

• Optimal use of ICEMAN depends on reporting. Therefore, we plan to develop related reporting guidelines. Most likely, we will develop extensions to CONSORT (for RCTs), SPIRIT (for protocols of RCTs) PRISMA (for meta-analyses) and PRISMA-P (for protocols of meta-analyses)

• We are considering to translating ICEMAN to Chinese

**Prospects for future research**

ICEMAN is selective in its focus on claims that an effect modification is present and its focus on RCTs and meta-analyses of RCTs.

A future project could be to develop an instrument to assess the credibility of claims of absence of effect modification. The methodological literature addressing absence of effect modification is scarce. Neither non-significant tests of interaction nor a low amount of heterogeneity in a meta-analysis are sufficient to conclude that relevant effect modification is absent. In our systematic review of credibility considerations (Chapter 3), we did not identify criteria for assessing whether a treatment effect is consistent across levels of a potential effect modifier. Developing such an instrument might be the subject of a future project.

Another potential project would be to extend ICEMAN to non-randomized studies. Lack of randomization, however, would introduce the major concern of confounding for the main effect. For most non-randomized studies, the risk of confounding will likely greatly reduce credibility to low just by design. Because of the impact of confounding, an extended version of ICEMAN would likely have a great overlap with existing risk of bias tools for non-randomized studies such as ROBINS-I.

Before we can create such an instrument, however, we would first have to clarify a related issue: We found very little information about the extent to which the risk of bias (including confounding) of the overall effect influences the credibility of a potential effect modification. (Because of the current lack of knowledge, ICEMAN includes this potentially relevant consideration only as an optional consideration).

Apart from developing other versions of ICEMAN, the following project ideas arose during the instrument development process:

• To synthesize the many meta-epidemiological studies (around 30) that addressed aspects of the quality of analyses of effect modification. One might organize such a synthesis by using the ICEMAN structure (i.e. empirical evidence on practice of formulating hypotheses, empirical evidence on practice to referring to prior knowledge, empirical evidence of use of interaction tests, and so on)

• To clarify the consequences of considering different types of effect modifiers. For example, if an effect modifier is an intervention characteristic, a causal interpretation is required,
whereas a causal interpretation is not needed if an effect modifier is a patient characteristic. In meta-analysis, it is also common to consider effect modification by methodological characteristics (e.g. risk of bias) and then, if found to be credible, discard the subgroup with inferior methodology.

- To systematically apply ICEMAN to a large number of claimed effect modifications and assess whether its conclusions support credibility hypotheses that we identified in the literature, e.g. that qualitative effect modification is generally less credible than quantitative effect modification;\(^{21}\) or true effect modification is more likely in target-specific than in unspecific cancer therapy.\(^{22}\)

In summary, ICEMAN is a rigorously developed quality appraisal instrument for claims of effect modification that, compared to previous checklists, includes a number of new features that are likely to improve the quality and usefulness of credibility ratings. Future projects should investigate the reliability of the credibility ratings and, to optimize dissemination, introduce the credibility considerations to key guidance documents and reporting guidelines for RCTs and meta-analyses.
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