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Abstract

Time-Resolved diffuse optics is a powerful and safe technique to quantify the optical properties (OP) for highly scattering media such as biological tissues. The OP values are correlated with the compositions of the measured objects, especially for the tissue chromophores such as hemoglobin. The OP are mainly the absorption and the reduced scattering coefficients that can be quantified for highly scattering media using Time-Resolved Diffuse Optical Spectroscopy (TR-DOS) systems. The OP can be retrieved using Time-Resolved Diffuse Optical Imaging (TR-DOI) systems to reconstruct the distribution of the OP in measured media. Therefore, TR-DOS and TR-DOI can be used for functional monitoring of brain and muscles, and to diagnose some diseases such as detection and localization for breast cancer and blood clot. In general, TR-DOI systems are non-invasive, reliable, and have a high temporal resolution.

TR-DOI systems have been known for their complexity, bulkiness, and costly equipment such as light sources (picosecond pulsed laser) and detectors (single photon counters). Also, TR-DOI systems acquire a large amount of data and suffer from the computational cost of the image reconstruction process. These limitations hinder the usage of TR-DOI for widespread potential applications such as clinical measurements.

The goals of this research project are to investigate approaches to eliminate two main limitations of TR-DOI systems. First, building TR-DOS systems using custom-designed free-running (FR) and time-gated (TG) SPAD detectors that are fabricated in low-cost standard CMOS technology instead of the costly photon counting and timing detectors. The FR-TR-DOS prototype has demonstrated comparable performance (for homogeneous objects measurements) with the reported TR-DOS prototypes that use commercial and expensive detectors. The TG-TR-DOS prototype has acquired raw data with a low level of noise and high dynamic range that enable this prototype to measure multilayered objects such as human heads. Second, building and evaluating TR-DOI prototype that uses a computationally efficient algorithm to reconstruct high quality 3D tomographic images by analyzing a small part of the acquired data.

This work indicates the possibility to exploit the recent advances in the technologies of silicon detectors, and computation to build low-cost, compact, portable TR-DOI
systems. These systems can expand the applications of TR-DOI and TR-DOS into several fields such as oncology, and neurology.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIP</td>
<td>Basic Instrumental Performance</td>
</tr>
<tr>
<td>BSI</td>
<td>Back-Side Illuminated</td>
</tr>
<tr>
<td>CMOS</td>
<td>Complementary Metal-Oxide-Semiconductor</td>
</tr>
<tr>
<td>CPS</td>
<td>Counts Per Second</td>
</tr>
<tr>
<td>CT</td>
<td>Computed Tomography</td>
</tr>
<tr>
<td>CW</td>
<td>Continuous Wave</td>
</tr>
<tr>
<td>DCR</td>
<td>Dark Count Rate</td>
</tr>
<tr>
<td>DE</td>
<td>Diffusion Equation</td>
</tr>
<tr>
<td>DNL</td>
<td>Differential Non-Linearity</td>
</tr>
<tr>
<td>DOI</td>
<td>Diffuse Optical Imaging</td>
</tr>
<tr>
<td>DOS</td>
<td>Diffuse Optical Spectroscopy</td>
</tr>
<tr>
<td>DOT</td>
<td>Diffuse Optical Tomography</td>
</tr>
<tr>
<td>DR</td>
<td>Dynamic Range</td>
</tr>
<tr>
<td>DToF</td>
<td>Distribution Time of Flight</td>
</tr>
<tr>
<td>FD</td>
<td>Frequency Domain</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Method</td>
</tr>
<tr>
<td>FF</td>
<td>Fill-Factor</td>
</tr>
<tr>
<td>FLIM</td>
<td>Fluorescence Lifetime Imaging</td>
</tr>
<tr>
<td>fMRI</td>
<td>Functional Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>fNIRS</td>
<td>Functional Near-Infrared Spectroscopy</td>
</tr>
<tr>
<td>FoMs</td>
<td>Figures-of-Merit</td>
</tr>
<tr>
<td>FoM&lt;sub&gt;C&lt;/sub&gt;</td>
<td>Figure-of-Merit for photon counting</td>
</tr>
<tr>
<td>FoM&lt;sub&gt;T&lt;/sub&gt;</td>
<td>Figure-of-Merit for photon timing</td>
</tr>
<tr>
<td>FR</td>
<td>Free-Running</td>
</tr>
<tr>
<td>FSI</td>
<td>Front-Side Illumination</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full-Width Half Maximum</td>
</tr>
<tr>
<td>GPU</td>
<td>Graphics Processing Unit</td>
</tr>
<tr>
<td>HHb</td>
<td>Deoxyhemoglobin</td>
</tr>
<tr>
<td>HbO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>Oxyhemoglobin</td>
</tr>
<tr>
<td>ICCD</td>
<td>Intensified Charge Coupled Device</td>
</tr>
<tr>
<td>IRF</td>
<td>Instrument Response Function</td>
</tr>
<tr>
<td>IRF&lt;sub&gt;Total&lt;/sub&gt;</td>
<td>Total Instrument Response Function</td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo</td>
</tr>
<tr>
<td>MCP-PMT</td>
<td>Micro-Channel Plate Photomultiplier Tubes</td>
</tr>
<tr>
<td>MPE</td>
<td>Maximum Permissible Exposure</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>ND</td>
<td>Neutral Density</td>
</tr>
<tr>
<td>NIR</td>
<td>Near Infrared</td>
</tr>
<tr>
<td>NIRF</td>
<td>Near Infrared Fluorescence</td>
</tr>
<tr>
<td>NIRS</td>
<td>Near Infrared Spectroscopy</td>
</tr>
<tr>
<td>OCT</td>
<td>Optical Coherence Tomography</td>
</tr>
<tr>
<td>OP</td>
<td>Optical Properties</td>
</tr>
<tr>
<td>OT</td>
<td>Optical Topography</td>
</tr>
<tr>
<td>PDE</td>
<td>Photon Detection Efficiency</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>PET</td>
<td>Positron-Emission Tomography</td>
</tr>
<tr>
<td>PMT</td>
<td>Photomultiplier Tube</td>
</tr>
<tr>
<td>PTA</td>
<td>Photon Time of Arrival</td>
</tr>
<tr>
<td>QE</td>
<td>Quantum Efficiency</td>
</tr>
<tr>
<td>QTH</td>
<td>Quartz Tungsten Halogen</td>
</tr>
<tr>
<td>ROI</td>
<td>Region Of Interest</td>
</tr>
<tr>
<td>RR</td>
<td>Repetition Rate</td>
</tr>
<tr>
<td>RTE</td>
<td>Radiative Transfer Equation</td>
</tr>
<tr>
<td>SDD</td>
<td>Source Detector Distance</td>
</tr>
<tr>
<td>SiPMs</td>
<td>Silicon Photomultipliers</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SPADs</td>
<td>Single-Photon Avalanche Diodes</td>
</tr>
<tr>
<td>StO₂</td>
<td>Tissue Oxygen Saturation</td>
</tr>
<tr>
<td>TCSPC</td>
<td>Time-Correlated Single-Photon Counting</td>
</tr>
<tr>
<td>TDCs</td>
<td>Time-to-Digital Converters</td>
</tr>
<tr>
<td>TD-DE</td>
<td>Time-Dependent Diffusion Equation</td>
</tr>
<tr>
<td>TDEAD</td>
<td>Dead-Time</td>
</tr>
<tr>
<td>TD-RTE</td>
<td>Time-Dependent Radiative Transfer Equation</td>
</tr>
<tr>
<td>TG</td>
<td>Time-Gated</td>
</tr>
<tr>
<td>tHb</td>
<td>Total-Hemoglobin</td>
</tr>
<tr>
<td>TiO₂</td>
<td>Titanium Dioxide</td>
</tr>
<tr>
<td>TPSF</td>
<td>Temporal Point Spread Function</td>
</tr>
<tr>
<td>TR</td>
<td>Time-Resolved</td>
</tr>
<tr>
<td>TR-DOI</td>
<td>Time-Resolved Diffuse Optical Imaging</td>
</tr>
<tr>
<td>TR-DOS</td>
<td>Time-Resolved Diffuse Optical Spectroscopy</td>
</tr>
<tr>
<td>TR-DOT</td>
<td>Time-Resolved Diffuse Optical Tomography</td>
</tr>
<tr>
<td>VCSEL</td>
<td>Vertical-Cavity Surface-Emitting Laser</td>
</tr>
</tbody>
</table>
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Chapter 1

INTRODUCTION

Spectroscopy and imaging technologies have emerged in the recent decades due to the developments for several types of detectors that are capable of measuring waves and particles that are not noticeable by the human senses [1] [2]. Nowadays, it is possible to detect several kinds of signals over a wide range of wavelengths in the electromagnetic spectrum [2]. Therefore, many spectroscopic and imaging technologies have been invented to measure a wide range of wavelengths, mainly from very short wavelengths (ionizing radiation such as gamma ray and x-ray), short wavelengths (non-ionizing radiation such as visible and infrared light), and very long wavelengths (radio waves) [1] [2] [3]. These spectroscopic and imaging technologies have many applications in several fields such as military, industry, and medicine. Figure 1-1 shows examples for the medical imaging modalities and the obtained information over several ranges of wavelengths in the electromagnetic spectrum [4]. Also, Figure 1-1 displays an example of a medical imaging modality (ultrasound) which use sound waves instead of electromagnetic waves.

Ionizing radiations have been widely used to build medical imaging systems due to their high penetration capabilities through objects such as human body and tissues [2]. Therefore, there are safety restrictions to protect patients from the overdose of ionizing radiation exposure [5]. These safety restrictions hinder the over usage for some medical imaging systems such as positron-emission tomography (PET) and computed tomography (CT) for patients, particularly when continuous monitoring is needed [6]. However, using non-ionizing radiation for spectroscopy and imaging systems for medical applications is an attractive approach due to their limited hazards for human tissues relative to the ionization radiation [6]. In recent decades, significant efforts have
been achieved in the biophotonics field to develop several technologies of spectroscopy and imaging using low power non-ionizing radiations such as visible and infrared light [7].

Figure 1-1: Examples of the medical imaging modalities over the electromagnetic spectrum, and the information obtained for each. Reprinted with Creative Commons Attribution License from [4].
Near-infrared (NIR) and red light have become an attractive source of light to be used for several spectroscopic and imaging applications due to the low absorption of red and NIR light by water [8]. Thus, red and NIR light can penetrate translucent objects such as human tissues up to a few centimeters [8] [9]. This ability of the red and NIR light to penetrate biological tissues allow detecting transmitted light through thin organs and tissues, and detecting reflected light from thin and thick organs and tissues, respectively [8] [9].

Red and NIR light lose the wave-like nature when traveling through most biological tissues for more than a few mm (1 mm – 3 mm) due to the domination of the scattering interactions [8] [10]. Therefore, propagated and re-emitted light are dealt with as particles (photons), and these photons are described as diffused photons [8]. Thus, the field of optical spectroscopy using diffuse red and NIR light is usually called diffuse optical spectroscopy (DOS) and near-infrared spectroscopy (NIRS) [8]. Unlike ionizing radiation-based medical imaging, it is not possible to acquire straightforward cross-sectional images from the measured signals of DOS [11]. For instance, the inverse problems are well posed and linear for x-ray and CT systems because they depend on measuring the transmitted ray, since the scattered ray from the measured objects is negligible and ignored in the image reconstruction process [12]. However, the inverse problems are non-linear and ill-posed for diffuse optical imaging (DOI) systems because they depend on measuring light that is highly scattering [12]. Therefore, sophisticated mathematical algorithms are required to reconstruct images of the measured objects from the measured signals of DOS systems [11]. So, a DOS system should be integrated with an inverse problem solver to perform a diffuse optical imaging (DOI) system [9]. There are two approaches of DOI — optical topography (OT) and diffuse optical tomography (DOT) [9]. In practice, useful information about the measured objects can be obtained by analyzing the DOS signals, OT or DOT images [9].

1.1. Diffuse Optical Spectroscopy Approaches

DOS measurements approaches are classified into three categories: continuous wave (CW), frequency domain (FD), and time-resolved (TR) [8] [13] [14]. CW usually
has dozens of sources and detectors that restrict the scalability of the DOI systems and increase the amount of data that must be analyzed to reconstruct the images [15]. Moreover, CW-DOS can only monitor the variation of the optical properties (OP) without estimating the values of optical properties, so its capabilities for structural imaging are limited [16]. FD and TR-DOS can be used to quantify the absolute value of the optical properties. However, with FD-DOS, it is challenging to discriminate depths in reflectance geometry measurements [17]. On the other hand, TR-DOS systems are proven to be the most powerful approach among the three techniques with respect to depth sensitivity, depth selectivity and recovery of the absolute value of the OP of the measured biological objects. Table 1.1 summarizes the main differences between DOS approaches, and Figure 1-2 illustrates the main differences between these three approaches for DOS.

Table 1.1: Main Differences between the three DOS approaches.

<table>
<thead>
<tr>
<th>Method</th>
<th>Source</th>
<th>Measured Parameters</th>
<th>Highlight Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous Wave (CW)</td>
<td>CW Laser</td>
<td>• Light Intensity</td>
<td>• Good monitoring of the optical properties changes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Not accurate in quantifying of the values of the optical properties</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Increasing the depth sensitivity requires larger source-detector distance</td>
</tr>
<tr>
<td>Frequency Domain (FD)</td>
<td>Modulated Laser Light</td>
<td>• Light Intensity</td>
<td>• Good monitoring of the optical properties changes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Phase Shift</td>
<td>• Good quantification of the values of the optical properties</td>
</tr>
<tr>
<td>Time-Resolved (TR)</td>
<td>Ultra-Short Pulsed Laser</td>
<td>• Histogram of the Photons Counts</td>
<td>• Accurate monitoring of the optical properties changes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Time of Flight for Photons</td>
<td>• Accurate quantification of the values of the optical properties</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• More depth sensitivity for deep regions in the turbid media</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Capable of depth selectivity for multilayered turbid media</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Increasing the depth sensitivity does not depend on the source-detector distance</td>
</tr>
</tbody>
</table>
Figure 1-2: Approaches for DOS: (a) CW, (b) FD, and (c) TR. The arrow shows a trend of increasing the cost, the complexity of instrumentation and the acquired information about the measured object.
1.2. Thesis Motivation

DOS and DOI are growing non-invasive tools to analyze the chemical composition for translucent objects using red and NIR light [18]. The chemical compositions for objects, such as the concentrations for each chromophore in biological tissues, can be distinguished according to their optical properties at specific wavelengths [18]. Fortunately, most biological tissues are translucent at red and NIR wavelengths, which allows emerging for several medical applications such as NIR fluorescence (NIRF) and optical coherence tomography (OCT) [8]. Therefore, significant efforts have been made in the recent three decades to study the optical properties of translucent materials and chromophores, particularly in biological tissues [19]. Also, several DOS and DOI have been built and evaluated for some medical applications such as functional monitoring of brains and muscles, and optical imaging for breasts [20]. Since the 1990s, it was shown that TR is the best approach to build DOS and DOI systems to obtain the richest information about the measured objects [9]. However, wider use of TR-DOS and TR-DOI systems are hindered by the high cost, complexity and large-size for the required sophisticated instruments [21].

In recent years, significant hardware and software developments have made it possible for new-generation of low-cost and compact TR-DOS and TR-DOI systems [22]. First, the computation technologies that allow for solving iterative inverse problems to reconstruct 3D tomographic images for the measured objects in a short computation time [23] [24]. Second, silicon photodetector technologies are being used to reduce the cost and size for single-photon counting and timing systems. Figure 1-3 illustrate the evolution of single-photon counters in recent decades that has led to significant reductions for the cost and the size of the detection instruments. Size and cost have reduced by more than three orders of magnitude during the last three decades [21].
In silicon technologies, it is also possible to integrate the photodetectors with time-to-digital converters (TDCs) to build low-cost and compact photon counting and timing multichannel systems [21]. These recent advances have led to a significant reduction of cost, size, and complexity of the detection instruments in TR-DOS and TR-DOI systems [21]. Therefore, these potential developments require investigations towards building computationally efficient, low-cost, compact, and portable new-generation TR-DOI systems [21] [25]. These optical imaging systems can be used to continuously monitor patients without the necessity for ionizing radiation exposure from traditional medical imaging technologies such as CT or PET [6]. Also, these optical imaging systems can be a good alternative for high-cost medical imaging systems such as functional magnetic resonance imaging (fMRI) [6].

1.3. Research Contributions

This research work has resulted in contributions to four main issues towards simplifying TR diffuse optics systems:

1. Review the cutting-edge technologies of the equipment that are required to build TR diffuse optics systems. Thus, the limitations and potential improvements were determined for each category of equipment. Based on the
detailed review, three prototypes have been built to investigate the following important issues.

2. A **time-resolved diffuse optical tomography (TR-DOT)** prototype was built to reconstruct high quality 3D images for turbid media in a short time. This prototype has been evaluated according to several conditions such as different arrangements of sources and detectors, and the presence and absence of the prior knowledge of the anatomy of the measured object.

3. An integrated **free-running (FR)** TR-DOS system using a low-cost and compact custom-designed FR CMOS SPADs detector was constructed. The performance of this system was evaluated by accurately recovering the OP of homogeneous turbid media. Several possible improvements for the custom designed SPAD detectors based on CMOS technology are proposed towards realizing high-efficiency FR CMOS SPAD detectors for multichannel FR-TR-DOS systems.

4. A **time-gated (TG)** TR-DOS system has been built using a custom designed TG CMOS SPADs detector. Fast time-gating detection has enhanced the dynamic range of the measured data with a lower level of noise relative to the free running TR-DOS system. An algorithm has been developed to preprocess the measured data for each used gate and reconstitute the full TG-DToF curves. This algorithm has demonstrated good agreement for simulated data and measured data.
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1.4. Thesis Overview

The contents of this thesis are organized as follows. In Chapter 1, a brief background of DOS and DOI is introduced, and the motivations of this work are presented. Then, the contributions of this research are given.

In Chapter 2, theoretical and practical concepts of diffuse optics field are explained. The main components of DOI are described. The evaluation parameters for TR-DOS and TR-DOI systems and the detectors are defined. Lastly, the potential developments for each component in TR-DOS and TR-DOI systems are discussed.

In Chapter 3, a computationally efficient TR-DOT prototype was built and evaluated according to several measurements conditions. With this prototype, we can reconstruct high quality 3D tomographic images within a short time if the prior knowledge of the anatomy of the measured object is used. Such a system can be suitable for follow-up treatments for some diseases such as breast cancer tumor and hemorrhages in a newborn’s brain.

In Chapter 4, a free-running TR-DOS prototype using a low-cost and compact CMOS SPAD detector was built and evaluated. The potential developments for custom-designed CMOS SPAD detectors are discussed, and the importance of each performance specification is provided. The proposed SPAD detectors in a multichannel format can be used to build low-cost and compact topographic and tomographic imaging systems for functional monitoring of brain and muscles, and for optical mammography. However, the main limitation of this prototype is the limited dynamic range of the detection system for the measured data. Significant improvement of the
dynamic range can be achieved by building a time-gated TR-DOS system or designing free-running CMOS SPAD detectors with lower noise.

In Chapter 5, a time-gated TR-DOS prototype using a custom designed fast gating CMOS SPAD detector was built. This prototype demonstrated a much higher dynamic range for the measured data relative to the free-running TR-DOS prototype described in Chapter 4. This time-gated TR-DOS prototype has been tested for an ex-vivo sample (animal head) and demonstrated that it could be used for some medical applications that require a TR-DOS prototype with a high dynamic range such as in functional brain monitoring. The fast gating CMOS SPAD detector can be used to build a low-cost multichannel time-gated TR-DOS prototype using several source-detector pairs for optical topography and optical tomography in reflectance geometry.

In Chapter 6, the conclusions of the main results are presented. Recommendations for future work are briefly discussed with the main focus on the potential developments based on silicon technology towards realizing a new generation of low-cost, compact and portable TR-DOI prototypes.
Chapter 2

BACKGROUND AND REVIEW

In this Chapter, relevant fundamentals of diffuse optics and the theory of time-resolved diffuse optics are explained. Then, time-resolved diffuse optical spectroscopy (TR-DOS) and imaging (TR-DOI) systems using solid-state detectors are described with a particular focus on single-photon avalanche diodes (SPADs) and silicon photomultipliers (SiPMs). These systems can be categorized into two types based on the operation mode of the detector – free-running (FR) or time-gated (TG). For the TR-DOI prototypes, the physical concepts, main components, figures-of-merit of detectors and the evaluation parameters are described. Also, the potential features of SPADs and SiPMs to improve TR-DOS and TR-DOI systems to expand their future applications are discussed. Then, research challenges and possible developments for time-resolved diffuse optical systems are discussed separately for each component in a TR-DOI system and also for the entire system.

2.1. Fundamentals of Diffuse Optics

Diffuse optical spectroscopy (DOS), also known as near-infrared spectroscopy (NIRS), is an optical spectroscopic technique to investigate the interactions between light and matter within the optical window from 600 to 950 nm (Figure 2-1 (a)). In this wavelength range of red and near-infrared light, the absorption of water is very low, and scattering is the dominant light-matter interaction [26] [13]. Also, the main components of the hemoglobin – Oxyhemoglobin (HbO₂) and Deoxyhemoglobin

---

1 Most of this chapter was published as: Alayed, M. and Deen, M.J., 2017. Time-resolved diffuse optical spectroscopy and imaging using solid-state detectors: characteristics, present status, and research challenges. Sensors, 17(9), p.2115, pp. 1-36.
(HHb) are the most important absorbers in tissues within the biological window (Figure 2-1 (b)).

![Figure 2-1: (a) Optical Window and (b) Extinction coefficients of hemoglobin components HbO₂ (red) and HHb (green). Reprinted from [27] with permission granted.](image)

The incident light in the range of the biological window can propagate inside highly scattering (turbid) media up to a few centimeters until the diffused photons are absorbed or reemitted out of the medium [20] [28]. The light propagation inside a highly scattering medium is described mathematically (by forward problem) using the radiative transfer equation (RTE), or its simplified version, the diffusion equation (DE) [12] [29]. These re-emitted photons can be collected using photodetectors in either reflectance geometry or transmittance geometry [8] [10]. The reflectance geometry can be used for both thin and thick objects such as newborn and adult heads respectively, but the reachable depth of collected photons is limited to less than 4 cm. The transmittance geometry is only applicable to thin objects (less than 8 cm of thickness) such as breasts and newborn heads [10] [16]. Different measurement geometries can be achieved using multiple channels for both sources and detectors, but this is more complex and expensive than a scanning approach that moves around one or more source-detector pairs in order to scan the object [30] [31]. After the re-emitted photons are detected, an inverse problem solver is implemented to analyze the raw data of the detected photons from a DOS setup.

In DOS, using the detected photons, three-dimensional (3D) or two-dimensional (2D) images of the optical properties (OP) of turbid media are reconstructed. From the reconstructed images, any inclusion or heterogeneity inside the object may be detected,
localized, and its size estimated with good spatial resolution up to a few mm [32] [33]. This combination of a DOS system and inverse modeling are what makes a diffuse optical imaging (DOI) prototype [34] [35]. Figure 2-2 illustrates the difference between the forward and inverse problem solvers in the field of diffuse optics.

**Forward Problem Solver**

![Forward Problem Solver Diagram]

**Inverse Problem Solver**

![Inverse Problem Solver Diagram]

Figure 2-2: Forward problem solver versus inverse problem solver in diffuse optics.

Since the 1970s, DOS has emerged as a powerful technique to explore the OP and compositions of objects in several fields such as agriculture, food and medical imaging [18] [36] [37]. In the last few decades, the applications of DOI for non-invasive tomographic and topographic imaging of tissues and organs have expanded and are known by several names such as diffuse optical spectroscopy (DOS) [38], optical topography (OT) [39], and diffuse optical tomography (DOT) [40]. In this thesis, the term DOS is used to describe either the part of TR prototypes that produce raw datasets, that are histograms of the distribution time of flight for the counted photons, or the prototypes that do not reconstruct images of the objects. On the other hand, the terms DOI and DOT are used to describe any prototype that utilizes an inverse problem solver to reconstruct images from raw data obtained from a DOS system.
DOT systems can produce 2D or 3D images (slices) in transmittance geometry (detectors and sources are not on the same side) for thin objects (less than 8 cm thickness) such as muscles, breasts, and heads of newborn babies [8] [41]. The same can be done in reflectance geometry for thicker or high-absorption tissues, but the depth of the interrogated region in the tissue is shallower than in transmittance geometry [10] [42] [43]. On the other hand, topographic imaging can be applied in reflectance geometry to reconstruct only 2D images from illumination sources and detectors on the same side [10] [16]. DOI systems can be used in optical mammography for tumor detection, localization, and evaluating the response from cancer treatment [44] [45] [46]. Also, functional DOI or functional near-infrared spectroscopy (fNIRS) is used to take images and monitor the changes in OP due to the variation in tissue oxygen saturation (StO₂) and blood flow in the brain during some functional activities [8] [26] [47].

2.2. Theory of Time-Resolved Diffuse Optics

The time-dependent radiative transfer equation (TD-RTE) is the major equation in the diffuse optics field, particularly in time-resolved spectroscopy approach. It is described using the following formula [48] [49]:

$$\left\{ \frac{1}{v} \frac{\partial}{\partial t} + \hat{s} \cdot \nabla + \mu_t(r) \right\} L(r, \hat{s}, t) = \mu_s(r) \int_{4\pi} p(\hat{s}, \hat{s}') L(r, \hat{s}', t) d\Omega(\hat{s}') + Q(r, \hat{s}, t) \quad (2.1)$$

where $v$ represents the speed of light in a turbid medium, which is estimated by dividing the speed of light in vacuum $c_0$ by the refractive index $(n)$ of the medium ($v = c_0/n$) [48]. Refractive index $(n)$ for tissues ranges from 1.3 to 1.5, which means $v$ in tissues equals ($\approx 0.22$ mm/ps) [19]. In TD-RTE equation, $r$, $\hat{s}$ and $t$ represent the position in turbid medium, direction, and time, respectively. Also, $L(r, \hat{s}', t)$ is the radiance (W. sr. m⁻²) which represents the light intensity at a specific position $(r)$ and time $(t)$ in the direction $(\hat{s})$. The attenuation coefficient $(\mu_t)$ equals the sum of the scattering coefficient $(\mu_s)$ and the absorption coefficient $(\mu_a)$ at position $(r)$ in the turbid medium $(\mu_t(r) = \mu_s(r) + \mu_a(r))$. The scattering phase function $p(\hat{s}, \hat{s}')$ describes the probability of scattering of photons from the direction $(\hat{s})$ to other direction $(\hat{s}')$ within the solid angle $\Omega$. Lastly, $Q(r, \hat{s}, t)$ represents the light source (injected light into the turbid medium) [48].
The main focus of diffuse optics is to exploit the light-matter interactions in biological tissues to retrieve the OP distribution within the tissue. The probability of each light-matter interaction such as absorption and scattering of photons within a turbid medium is directly related to the values of the OP. The OP values reflect the physiological and pathological status of the biological tissues [50]. Although the OP can be represented in turbid media by several parameters, the main ones in diffuse optics are the reduced scattering coefficient \( \mu_s' \), the absorption coefficient \( \mu_a \) and refractive index \( n \) [51] [8]. The \( \mu_s' \) is estimated by removing the impact of the anisotropy factor \( g \) of scattering \( \mu_s' = \mu_s (1-g) \). In biological tissue, the value of \( g \) typically ranges from \( \sim 0.75 \) to \( \sim 0.95 \), which leads to the much lower value of \( \mu_s' \) of tissue relative to \( \mu_s \) [52].

2.3. Components of TR-DOI Systems

TR-DOS and TR-DOI systems have emerged since the late 1980s [53] [54]. Most of the reported TR prototypes were built in research centers and academic institutions [25]. With the use of TR-DOI, many practical limitations such as large size, high cost and complexity were reduced. These improvements are primarily due to the rapid advances in photodetector technology and timing electronics that led to reducing the cost and the size of photon counting and timing devices by more than three orders of magnitude during the last three decades [21]. Therefore, in this Chapter, compact solid-state detectors such as single-photon avalanche diodes (SPADs) and silicon photomultipliers (SiPMs) are briefly described. These detectors represent cutting-edge technology in the miniaturization and cost reduction of picosecond photon timing and counting applications such as TR-DOS as shown in Figure 1-3. Therefore, by exploiting solid-state detectors, the use of TR-DOS is expected to expand, and more affordable and portable commercial devices are expected within the next few years [21]. Figure 2-3 illustrates the main components for a typical TR-DOI prototype.
Figure 2-3: Main components of a typical TR-DOI prototype and the role of each one. From left to right: light illumination, a turbid medium, photon timing, and image reconstruction tool.

The first subsystem is one or more pulsed laser sources injecting light into a turbid medium. The second subsystem is for photon counting and timing with high temporal resolution (picosecond range). This is performed by integrating photon counting detector(s) with time-correlated single-photon counting (TCSPC) or time-to-digital converters (TDCs) to count photons and record the photon time of arrival (PTA) for each detected photon. TCSPC or TDC produce histograms of the instrument response function (IRF) and the distribution time of flight (DTOF) that are measured from the delay between the time of the photon arrival and the injected laser pulse. A third subsystem is required to reconstruct images by using forward and inverse modeling to analyze the histograms from the photon timing subsystems and estimate the OP for each point within the turbid medium. Eventually, the size, location, shape and OP of a high-absorbent inclusion such as diseased tissue inside a turbid medium, can be investigated based on the variation of the OP versus surrounding healthy tissue [55].

2.3.1. Light Sources

The light sources should have a very short full-width-half-maximum (FWHM) from femtoseconds to a few hundreds of picoseconds, a center wavelength in the range of 600–950 nm, a narrow spectral wavelength (<±10 nm), and a high repetition rate (tens of MHz). Light sources in this range of wavelengths can be used to monitor hemodynamics and estimate the concentrations of oxyhemoglobin (HbO₂),
deoxyhemoglobin (HHb), total-hemoglobin (tHb), and tissue oxygen saturation (StO2). Also, to monitor water and collagen in a turbid medium, light sources of wavelengths longer than 950 nm can be used [56]. However, the use of silicon semiconductor detectors in prototypes for water and collagen is hindered by the poor performance of the detectors at this range of longer wavelengths (see Section 2.5).

Four types of pulsed lasers are usually used in TR-DOS prototypes: pulsed diode laser [46] [57], solid-state laser [54] [58], supercontinuum fiber laser [59] [60], or the recent low-cost pulsed vertical-cavity surface-emitting laser (VCSEL) [61]. Some lab prototypes have used bulky solid-state lasers (such as Mai Tai Spectra-Physics) that have higher power and ultrashort pulse width (FWHM in the tens of fs range), whereas other recent setups were developed by using a supercontinuum fiber laser sources (FWHM in ps range) [54]. Also, pulsed diode lasers usually are used with low average power (a few mW) to maintain a short enough FWHM of the laser pulse (< 300 ps) and to avoid increasing the total IRF \((IRF_{Total})\) of the system. Therefore, in the literature, it is reported that the pulsed diode lasers maintain low power, which leads to a small contribution from the light source to the \(IRF_{Total}\) of the TR prototype [57] [62] [63] [64]. However, pulsed diode lasers are still widely used because of their affordable cost and availability of many models at different wavelengths from several vendors [65] [66] [67] [68]. Also, VCSELs were recently used in TR-DOS prototypes and are projected to be the most widely used pulsed laser sources for future generation of TR-DOS systems due to their compact size and low cost [36].

Although the maximum permissible exposure (MPE) was not specified for some internal tissues such as the brain, the power of the illuminated light must be kept lower than the MPE for skin (1.63 W/cm² for a 785-nm source within 1 second integration time) when the illumination source is chosen [69] [70]. According to the International Electrotechnical Commission standards (IEC 60825-1:2014), MPE values vary depending on the exposure duration and the wavelengths used for illumination, so this should be considered in measurements by DOS prototypes [69]. In addition, to estimate the MPE for skin during a typical experiment (from 10 s up to 8 h) in the NIR range (700 – 1050 nm), a simple formula can be used, where MPE (W/cm²) = 0.2 × \(C_4\), and \(C_4 = 10^{0.002 \times (\lambda-700 \text{ nm})}\) [69]. Moreover, pulsed lasers with high repetition rates can be
approximated as CW laser by considering the average power of the pulsed laser which is represented by the energy of the pulse multiplied by the number of pulses in 1 s [71]. In this case, the MPE must be considered, especially for DOS prototypes to be used in clinical measurements.

2.3.2. Turbid Media

The most common method to classify highly scattering media is based on the similarity of the values of their OP. Most tissues such as an adult head are heterogeneous, but some tissues such as breasts and neonatal heads can be modeled as homogeneous to simplify the analysis of light propagation [62] [72] [73]. Turbid media are categorized according to their type; that is, whether it is a real turbid medium such as a tissue, or a phantom that mimics the OP of a specific organ or tissue. Phantoms are more common in first-stage experiments because of their flexibility in shape, size, the value of their OP and no permission from ethics boards is required for their use [74]. On the other hand, ethics board approval and patient consent are required for in vivo tissues in clinical experiments according to strict protocols.

In TR-DOS measurements, the shapes of the DToF curves are changed according to the OP of the turbid media. Figure 2-4 shows the simulated DToF curves for a homogeneous turbid medium (4 cm thickness, 8 cm length, and 8 cm width) for variable reduced scattering coefficients, absorption coefficients, and a fixed refractive index at 1.4. It can be observed that the $\mu'_s$ values affect the delay of the peaks and the rising edges of the DToF curves, whereas $\mu_a$ values affect the slopes of the falling edge of the DToF curves.
Figure 2.4: Shapes of DToF curves for a homogeneous turbid medium according to different OP and SDD = 3 cm. (a) Variable reduced scattering coefficients; (b) Variable absorption coefficients; and (c) Variable reduced scattering and absorption coefficients.
2.3.3. Photons Counting and Timing

Photon counting and timing equipment that have temporal resolution in the range of tens of picoseconds (ps) are required for TR-DOI prototypes, and two separate categories of equipment are used. The first is single photon counting detectors integrated with timing electronics such as TDCs or TCSPCs. The second category consists of standalone cameras such as streak cameras or time-gated intensified charge coupled device (ICCD) cameras [54] [62]. TR-DOI systems that use ICCD or streak cameras are very costly, complex to use and bulky in size, which restrict the wider use of TR-DOI [62]. Therefore, in this Chapter, we focus on the first category because of recent improvements that exploit the advances of semiconductor detectors based on silicon technology that are affordable and compact for TR-DOI systems.

**Photon Counting**

For TR-DOS measurements, it is important to have detection responses faster than one nanosecond (ns) as well as stable single electron responses for each detected event. Fast response is necessary because having faster detection time helps in better distinguishing between different arrival times for the counted photons so that the DToF can have a higher resolution. This helps in discriminating the differences in arrival times between detected photons due to the variation in path-length for each detected photon in the turbid media [16] [75]. Several detection technologies such as streak cameras [76] [77], time-gated ICCD cameras [59] [64], photomultiplier tubes (PMT) [62] [78], micro-channel plates (MCP-PMT) [31] [79], SPADs [80] [81], and very recently SiPMs [82] [83], can meet these requirements and they were already used in TR-DOI prototypes. These detectors can operate in the FR and TG modes except for traditional PMTs and SiPMs which work in the FR mode only [60] [84]. The benefits of the TG mode are noticeable when the reflectance geometry configuration of measurement, as shown in Figure 2-5, is used. Early photons in the pulse are related to photons that have passed through the superficial region of the turbid medium, whereas late photons are most likely to have reached deeper areas in the medium. These late photons provide useful information about the deep regions in turbid media [85]. Therefore, the TG-TR approach can be used to achieve short source-detector distance (SDD) up to null SDD in reflectance geometry and produce DToF histograms with
higher dynamic range [60]. In Figure 2-5, an illustration of the reachable depths versus delays of the detected photons (Figure 2-5 (a)), and a DToF histogram (Figure 2-5 (b)) were modeled using a time-dependent diffusion equation (TD-DE), are shown. This simulation was done for a homogeneous turbid cube medium (4 × 4 × 4 cm³) that has a reduced scattering coefficient (μs'), absorption coefficient (μa) and refractive index (n) of 1 mm⁻¹, 0.01 mm⁻¹ and 1.37, respectively [86].

![Diagram of Photon Detection Timing](image)

Figure 2-5: Photons reached areas within the turbid medium for each time gate window with different delays. (a) An illustration of increasing the reachable depths for photons detected at late gates. (b) The positions of gates on the DToF histogram and the possible reachable depth of detected photons during each gate.

An excellent way to distinguish between early and late photons is to use ultra-fast time gating circuits that can record the PTA for detected photons within several gates.
In recent years, several types of detectors were used for fast TG-TR-DOI prototypes, such as ICCDs [87] [30] and streak cameras [88]. However, these systems are limited by the large number of early photons, resulting in a significant increase in their noise and saturate the detectors [60] [84]. Also, ICCDs and streak cameras are not compatible with the trend of reducing cost and minimizing the size of TR-DOI systems. On the other hand, SPAD detection systems are a potential alternative when building fast TG detectors capable of rejecting early photons and detecting late photons within selected delays of picosecond resolution. The ultrafast transition time (≈ 200 ps) of turning the gate ON and OFF is one of the most useful features of TG-SPADs modules because it allows the SPADs to detect only the late photons without being saturated by the early photons [60]. This results in improved contrast and an increase in the number of detected photons within the selected gate windows. Thus, the dynamic range (DR) and signal-to-noise ratio (SNR) of the DToF will increase for TG-TR-DOS systems when compared to FR-TR-DOS [60]. The improvement of these factors will lead to significant advances in diffuse optical spectroscopy and imaging, particularly in detecting deep inclusions in turbid media such as blood clots in the brain. This will in turn lead to improved quality and contrast of reconstructed images. Also, using a close to null SDD allows the maximum level of the lateral spatial resolution to be reached in DOI for highly diffusive media such as tissues [60] [80] [89].

**Photon Timing**

The main output of TR-DOS measurement is a DToF histogram which is also called the temporal point spread function (TPSF) of detected photons that are generated using TCSPC modules or TDCs [58] [90] [91]. A DToF is a histogram of the different delay times between the time of triggering the synchronized injected laser pulse and the PTA of the detected photons belonging to the same pulse [92]. The width of time-channel should be short (<50 ps) to achieve a high temporal resolution [93]. TCSPC modules are superior to TDCs because of their reliability, high maximum count rate of photons (up to 10^7 photons s^-1), and short dead time (<100 ns) [94] [95]. However, integrating TDCs with SPADs or SiPM on one chip is a promising approach used in recent TR-DOI prototypes as opposed to using TCSPC modules which are costly [96] [97]. To acquire a DToF histogram, photons that have migrated through turbid media
are detected. For IRF measurements, photons directly from the source without involving a turbid medium are counted. Figure 2-6 illustrates the principle of TCSPC and TDC measurements, and how all detected photons are stored in the DToF histogram according to the differences in delay between each detected photon and the reference pulse (excitation rate of the laser’s pulses). The reference pulse can be connected to the TCSPC or TDC from the laser driver (gain switching case) or through the detected signal from a photodetector that measures the injected laser pulse. From the DToF histograms, the OP of a turbid medium can be determined.

2.3.4. Data Analysis Tools

The measured data from TR-DOS systems can be analyzed directly (spectroscopic approach) or analyzed using inverse problem solvers (imaging approach) to reconstruct 2D topographic images or 3D tomographic images [42]. Therefore, the OP of any turbid medium can be recovered by utilizing inverse problem models or some formulas of the analytical solution of the DE for several geometries [48] [98].

Spectroscopic Approach
The simplest method to retrieve the OP for a homogeneous object is to analyze the measured DToF [98]. For example, in the case of reflectance measurements for a semi-infinite high scattering homogeneous turbid medium, the OP of the turbid medium can be recovered by taking information from the logarithmic slope of a DToF’s falling edge or tail [51] [99]. The absorption coefficient can be estimated from the linear regression of the slope of a DToF as follows (Figure 2-7) [51]. Then, the speed of the light in the medium \( c' \), the absorption coefficient \( \mu_a \), time shift \( t_{max} \) between the peak of \( IRF_{Total} \) and DToF, and the distance between the optical fibers of source and detector \( r \) are substituted in the following formula to estimate the reduced scattering coefficient:

\[
\mu_s' = \frac{1}{3r^2} (4\mu_a(c't_{max})^2 + 10c't_{max}) - \mu_a
\]  

(2.2)

Figure 2-7: Recovering the optical properties of time-resolved DOS reflectance measurement for a homogeneous turbid medium.

This method can be applied to limited geometries of turbid media such as slab, infinite and semi-infinite [48]. Therefore, for complicated geometries and shapes of turbid media, a curve-fitting model (iterative forward modeling) can be used to analyze single point or multiple point measurements to recover the OP for homogeneous or multilayered turbid media, respectively [100]. This curve-fitting method can be applied to monitor fast changes of the OP in several applications such as functional brain or muscles monitoring.
Image Reconstruction Approaches

Images are reconstructed by estimating the OP of each point inside the turbid medium. Thus, the DOI prototypes should implement inverse modeling (in OT or DOT prototypes) to recover the OP and to detect and localize any inclusion. This is done by analyzing the measured signals from source-detector pairs on a turbid medium [31].

Optical Topography

Optical topography (OT) is a useful approach for functional brain or muscles monitoring due to its fast computation time to reconstruct 2D images for the required depths in the measured objects [39]. An OT system solves inverse problem to retrieve the OP at the region underneath each source-detector pair using the modified Beer-Lambert law [10]. Therefore, OT requires multichannel DOS systems (multiple source-detector pairs that measure the raw data simultaneously in reflectance geometry) to reconstruct a 2D image that represents the OP in many positions on the measured object [10]. This simultaneous measured data is essential to observe the changes in the OP over time due to the hemodynamic activities (happen within hundreds of millisecond to a few seconds) [101].

Diffuse Optical Tomography

In diffuse optical tomography (DOT) approach, 2D or 3D images can be reconstructed for the measured objects such as breasts and newborn heads [20]. For DOT prototypes, the measured data from a scanning or multichannel DOS system can be analyzed to obtain more information about the distribution of the OP in the object. 3D DOT is useful for some medical applications such as optical mammography, diagnosing intracranial hemorrhage and stroke in the brain, and follow up treatments for breast cancer [22]. In Figure 2-8, the iterative process of the forward modeling is shown. The iterative process continues until the deviation between measurements and the forward modeling solver for all detectors agree to within a small difference. This is done by comparing the measured data with the forward modeling solver to judge convergence, when reconstructing images for the distribution of the OP, is shown [10]. The forward modeling simulates the light propagation inside the high scattering medium by solving the RTE, or the simplified DE, using stochastic or numerical models such as Monte Carlo (MC) and the finite element method (FEM), respectively.
Using these iterative processes with all the data points of the DToF are computationally expensive. Therefore, some accelerated FEM approaches were recently demonstrated by analyzing a few critical points from the DToF curves for transmittance geometry measurements, instead of using all points on the DToF curves that are not needed. This approach significantly decreases the computation time for reconstructing 3D images [24] [102].

Figure 2-8: Flow diagram of a TR-DOT prototype, the left, and right side represent the measurement setup (DOS) and the flowchart of the inverse modeling, respectively.

Generally, inverse problem solving to reconstruct high-quality images requires prior knowledge of the anatomy of the tissue. However, because of the highly scattering nature of the turbid media, the solution of the inverse problem becomes ill-posed, nonlinear, and ill-conditioned [11] [43] [103]. Hence, if this anatomical information is considered in the inverse modeling, it is called a soft prior. It is called a hard prior if the anatomical information is also being considered in the forward modeling [10] [11]. Overall, many forward and inverse models were developed by several groups to study the light propagation and calculate DToF histograms using different geometries and
shapes of turbid media and to estimate the OP. Some review papers about modeling and image reconstruction for DOT and OT are recommended for more information [10] [11] [39] [104].

2.4. Performance Parameters of TR-DOS Systems

Several protocols such as “basic instrumental performance (BIP)” [105], “MEDPHOT” [106], and “nEUROPt” [107] were proposed to evaluate TR-DOS systems. BIP is a general protocol for evaluating the general features of TR-DOS prototypes without considering a turbid medium or the role of inverse modeling and the image reconstruction subsystem. BIP protocol was successfully applied to TR-DOI prototypes for functional brain imaging [57] [108]. On the other hand, “MEDPHOT” and “nEUROPt” are protocols for advanced evaluation which are mainly related to the recovery of the OP of homogeneous and heterogeneous turbid media, respectively. Parameters for MEDPHOT will be described when they are used in Chapter four. In this Chapter, the main parameters of the BIP protocol, and common figures-of-merit (FoMs) for photon counting detectors such as SPADs and SiPM will be described [105] [109]. These parameters will be described in the following subsections according to the order of the subsystems of TR-DOS prototype, shown in Figure 2-3.

2.4.1. Light Illumination Properties

Pulsed laser sources should be evaluated according to four parameters; the laser’s average power, spectral width, delivered power, and illuminated area [91]. The laser’s average power represents the generated energy per second. It can be calculated using the formula:

\[ P_{AVG} = E_{cycle} \times f, \]  

where \( P_{AVG} \) (W) is the average power of a pulsed laser, \( E_{cycle} \) (J) is the released energy per the cycle of a pulse (e.g., length of a cycle is 100 ns at 10 MHz repetition rate), \( f \) is the repetition rate (number of pulses per second in Hz). Light of a laser source is emitted at a specific wavelength with a range of spectral width (e.g., 700 nm ± 5 nm). Good laser sources have a narrow spectral width of a few nm from the center wavelength [105]. The delivered power (\( P_{Source} \)) is the average laser power that is delivered to the object. \( P_{Source} \) is the measured output optical power from the fiber optics that transmit
the light. $P_{Source}$ can be measured using an optical power-meter or estimated by subtracting the attenuated power in fiber ($P_{Atten}$) from the average power $P_{AVG}$ of the laser source.

$$P_{Source} = P_{AVG} - P_{Atten} \quad (2.4)$$

Lastly, the illuminated area $A_{Source}$ represents the area of the injected light on the surface of the object. Increasing $A_{Source}$ leads to a decrease of the spatial resolution for the reconstructed images from the measurement [91], So

$$A_{Source} \propto \frac{1}{Spatial\ Resolution}. \quad (2.5)$$

### 2.4.2. Detection Features

Several features of photon timing in TR-DOI systems should be considered to evaluate the performance of prototype and particularly the detectors. In this Chapter, we focus on the characteristics of SPADs and SiPM detectors and consider a typical figure-of-merit of photon counting ($FoMC$) and figure-of-merit of photon timing ($FoMT$) to summarize the detectors’ performance. These criteria apply to single pixel SPADs, SPADs array imagers and SiPM, and can be used to compare the detection performance in several application fields. The main parameters are the photon detection efficiency ($PDE$), noise, detection responsivity, dead-time ($T_{DEAD}$), timing jitter, fill-factor and total active area [109] [110]. $PDE$ is a measure of the ratio of the number of detected photons to the number of incident photons in the active area of the SPADs or SiPM detectors [111] [112]:

$$PDE = \frac{Detect_{ph}}{Incident_{ph}} \quad (2.6)$$

The noise in SPADs represents false triggering that may or may not be correlated with time. Dark count rate ($DCR$) is the noise that is not correlated with the avalanche process for photon detection [113]. However, after-pulsing ($P_{AP}$) and crosstalk refer to subsequent noise pulses that appear after a detected photon is generated. $P_{AP}$ happens within the same pixel that detected a photon, while crosstalk happens in external pixels [109] [113]. The $DCR$ ranges between tens to thousands of counts per second for a typical SPAD pixel, whereas $DCR$ ranges between tens of thousands to hundreds of thousands for SiPM detectors [81] [114]. The main sources of $DCR$ in SPADs are the free-carriers because of the thermal generation that occurs in the depletion region [112]
Therefore, the total noise in SPADs and SiPM detectors increases with rising temperature [111] [112]. The real DCR is extracted from the measured DCR (DCRM) using the following formula to eliminate the effects of TDEAD of the TCSPC or TDC:

\[ DCR = \frac{DCRM}{(1 - DCRM \times T_{DEAD})} \]  

The effect of PAP can be eliminated by applying an adjustable dead time TDEAD which is adjusted based on an inverse relationship with PAP:

\[ T_{DEAD} \propto \frac{1}{P_{AP}} \]  

However, long TDEAD leads to a decrease of the feasible maximum count rate (QMAX) of the detector. Most of the parameters stated above affect the value of the FoM_C and the FoMT [109] [111]:

\[ FoM_C(m) = PDE \times \frac{\sqrt{Active \ Area}}{\sqrt{DCR}} \times \frac{1 - P_{AP}}{T_{DEAD}} \]  

\[ FoM_T(m/s) = PDE \times \frac{\sqrt{Active \ Area}}{\sqrt{DCR}} \times \frac{1 - P_{AP}}{T_{DEAD}} \times \frac{1}{FWHM} \]  

Furthermore, detection responsivity (RDet) is described by the ratio of detected photons that are transmitted through a slab which has a known kp(\lambda) transmittance factor [105].

\[ R_{Det} = \frac{N_{photons}}{T_{Meas} \times k_p(\lambda) \times P_{in}(\lambda)} \]  

where Nphotons, TMeas, and P_{in}(\lambda) represent the number of detected photons, the time of the measurements, and the optical power of the light delivered to the sample, respectively [91] [105].

2.4.3. Photon Timing Histogram

The time width of the channels in the histogram built using TCSPC or TDC must be stable and equal [91] [97]. To measure if the time widths of the channels are equal, the differential nonlinearity (\(\epsilon_{DNL}\)) is used [105]. This nonlinearity is estimated using a continuous light source to illuminate the detector, and the TCSPC module to accumulate enough detected photons of \(\geq 10^4\) photons per time-bin [105]. These photons are stored in channels (time-bins) based on the differences in the arrival time. Theoretically, the detected photons from a continuous light source should have equal counts for all time channels [91] [97] [105]. However, in practice, the width of channels
of the timing electronics suffers from instability, which leads to the difference of $N_{ph}$ (the number of detected photons in each time-bin) [97] [105]. The $\varepsilon_{DNL}$ can be calculated by comparing the difference between the highest $N_{ph,\text{Max}}$ and lowest $N_{ph,\text{Min}}$ photon counts and normalized by the mean counts using the following formula [91] [105]:

$$\varepsilon_{DNL} = \frac{N_{ph,\text{Max}} - N_{ph,\text{Min}}}{N_{ph}}$$  \hspace{1cm} (2.12)

Differential nonlinearity should be measured for the TR-DOS prototypes and $\varepsilon_{DNL}$ should be maintained as low as possible [91] [105].

2.4.4. TR-DOS Systems

TR-DOS setups are evaluated based on the raw data produced by the prototype, mainly stability and FWHM of the $IRF_{Total}$ and the DR of the DToF [16] [90]. Figure 2-9 shows how the measured DToF represents the convolution of the $IRF_{Total}$ and the real DToF that is a histogram of the re-emitted photons from a turbid medium, plus the noise in the setup [91] [117].

![Figure 2-9: Broadening of measured DToF. Main contributions of the broadening are the time of flight of photons in a turbid medium, the noise of the setup and the IRF of laser source, detector, and TDC/TCSPC.](image)

**The Instrument Response Function ($IRF_{Total}$)**

The FWHM of $IRF_{Total}$ is the square root of the sum of squares of the individual IRF resulting from each piece of equipment except the turbid medium of a TR-DOS prototype, and is given by [118]:

$$FWHM \text{ of } IRF_{Total} \approx \sqrt{IRF_{\text{laser}}^2 + IRF_{\text{Detector}}^2 + IRF_{\text{OpFb}}^2 + IRF_{\text{TCSFC}}^2}$$  \hspace{1cm} (2.13)

Having a short and stable $IRF_{Total}$ is required for TR-DOS systems [105] [119]. The $IRF_{Total}$ of the setup is estimated by measuring the transmitted light from the laser
source to the detector when a thin, highly scattering material with small temporal dispersion, such as a white sheet of paper or a Teflon layer, is inserted between the source and detector [82] [120] [121]. Using a thin and highly scattering material between laser source and detector ensures that the detected photons are diffuse and have multiple directions when they impinge the detector. This is similar to the re-emitted photons from a turbid medium [120]. With this setup, the $IRF_{Total}$ can be determined from the FWHM of the measured pulse. All sources of noise such as $P_{AP}$ and $DCR$ should be estimated separately for the setup, and they must be reduced to achieve a high dynamic range ($DR$) for the $IRF_{Total}$ and DToF histograms. Also, the width of $IRF_{Total}$ needs to be as short as possible because it may distort the accuracy of TR-DOS measurements when it exceeds one ns [75] [120].

**Dynamic Range ($DR$)**

The dynamic range ($DR$) represents the ratio of the maximum detectable signal $Sig_{Max}$ to the minimum detectable signal $Sig_{Min}$ [109]. A high $DR$ is desirable for any TR-DOI prototype. The $DR$ is calculated using:

$$DR = \frac{Sig_{Max}}{Sig_{Min}}.$$

(2.14)

Having a high $DR$ is important for TR-DOS systems, especially when small SDDs are used in reflectance geometry. TR-DOS systems with more than three orders of magnitude ($10^3$) of $DR$ are required to be appropriate for applications that require very deep detection capabilities such as functional brain monitoring for adults’ heads [60].

**2.4.5. TR-DOI Systems**

MEDPHOT [106], and the nEUROPt [107] [122], protocols include several parameters to evaluate DOS and DOI prototypes according to their ability to recover the OP of turbid media. The MEDPHOT protocol focuses on the accuracy and linearity of the OP quantification for homogeneous turbid media. The nEUROPt protocol evaluates the depth sensitivity of the prototypes and their ability to detect inclusions in deep regions of a turbid medium and the accuracy of the OP quantification for two-layered turbid media such as a human’s head. Also, the parameters of nEUROPt evaluate how good is the estimation of the size of inclusion, and the depth and lateral localization versus the actual OP distribution in a heterogeneous turbid medium [107].
In this thesis, parameters from BIP and MEDPHOT protocols will be clarified with more details later (in Chapter 4) when the performance of the integrated FR-TR-DOS prototype is evaluated.

2.5. TR-DOS using SPAD and SiPM

Single-photon counting detectors are used to generate an electrical signal for each photon that is absorbed [123] [124] [125]. PMTs were the most commonly used detectors in photon counting and timing systems for low light such as TR-DOS [126] [18] [127] [128] [31]. The use of SPAD detectors has recently increased because they possess several advantages over PMTs: low DCR, high quantum efficiency (QE), timing jitter less than 200 picoseconds, small size, low power dissipation, low supply voltage, high reliability, and ultrafast gating [129]. However, there are also some limitations of SPAD detectors such as small detection area (active area) and low PDE in the NIR range [130]. SPADs in standard complementary metal-oxide-semiconductor (CMOS) silicon technology typically have lower sensitivity to photons of wavelengths longer than the visible range (400–700 nm). This is due to the low absorption coefficient and the longer absorption depth of silicon relative to other semiconductor materials as shown in Figure 2-10 [131] [132].

![Absorption coefficients](image)

Figure 2-10: Comparison of the Absorption coefficients for some semiconductor materials over the wavelengths range of visible and NIR light [132].
Therefore, SPADs fabricated using standard silicon CMOS technologies and operating in the NIR range cannot achieve high PDE and PDE levels are usually less than 20% [112] [129] [133]. However, the PDE of SPADs is generally higher than PMTs in the NIR range [133].

2.5.1. SPADs

A SPAD detector typically consists of a pn junction that is reverse-biased with a voltage that exceeds its breakdown voltage $V_{BD}$ [112] [134]. In Geiger-mode, a large current is created in the depletion layer from one or more free charges, for example, from “dark current” charges or photogenerated electron-hole pairs. This leads to self-sustaining avalanche multiplication events that increase the current to the milliamp range with sub-ns to few ns rise time [111] [135]. The avalanche current flows into the junction until the quenching circuit lowers the bias voltage to below the $V_{BD}$. Biasing of the SPADs is done by waiting for the adjusted $T_{DEAD}$ (also known as hold-off time) after each pulse to eliminate the $P_{AP}$ effect. Then, the SPADs is reset and ready for triggering again in the Geiger mode by a new photon. The length of $T_{DEAD}$ varies from tens of ns to a few µs, which is essential to be as short as possible to increase the sensitivity and to maximize the photon counts of the SPADs, particularly in the NIR range [123]. Because of the low absorption coefficient of silicon in the NIR range, a thicker depletion region is needed to increase the detection efficiency of the SPADs. However, timing jitter in the detector increases for thicker depletion regions. Therefore, there is a trade-off in this issue for TR-DOS measurements because they require very short timing jitter (< 500 ps) and an acceptable level of PDE [123]. Consequently, many of the reported schemes and designs of SPADs focus mainly on reducing the $T_{DEAD}$, timing jitter ($IRF_{Detector}$), and noise sources such as $DCR$ and $P_{AP}$ [109].

SPADs Categories

SPAD detectors can be categorized into two types based on their implementation technology: standard CMOS silicon technology and custom silicon technology [112] [113]. Several research groups implemented many custom-designed SPADs based on CMOS technology for a variety of visible wavelength applications such as fluorescence lifetime imaging (FLIM) and Raman spectroscopy [125] [136]. In general, SPAD detectors are fabricated in standard CMOS technology based on a thin depletion region
The main limitations of CMOS SPADs are modest PDEs especially in the NIR range \cite{135, 137}, worse timing resolution \cite{138}, higher DCR per unit area \cite{139, 140} and more $P_{AP}$ in comparison with SPADs fabricated using custom silicon technology. The timing jitter ($IRF_{SPAD}$) can be as short as 30 ps for CMOS and custom technology \cite{109}. Note that the timing jitter for SPADs increases to > 100 ps when the diameter of the detection area reaches 100 μm or larger in CMOS, whereas 35 ps timing jitter was demonstrated for 200 μm diameter SPADs based on custom silicon technology \cite{113, 141, 142}.

Figure 2-11 shows that it is desirable to enhance the PDE without increasing the $IRF_{SPAD}$ to more than a few hundred ps for picosecond photon-timing applications such as TR-DOS. For example, a popular custom silicon technology, SPADs SPCM, produced by Excelitas Technologies has high PDE (>50% in 600 to 800 nm), but it was rarely used in TR-DOS prototypes because of its large FWHM of $IRF_{SPAD}$ (350 ps) as a result of having a thick depletion layer (20–25 μm) \cite{143, 144}. Although custom silicon technology is a potential approach to optimizing SPADs characteristics and minimizing the limitations, standard CMOS is a superior option for TR-DOS system regarding size, cost, and compactness with having TDCs on the same SPADs chip \cite{97} \cite{130}.

Figure 2-11: Compromise of SPAD: blue and green curves represent the $IRF_{SPAD}$ and the PDE changes with increasing thickness of depletion layer and the size of the active area respectively, whereas the black line indicates the maximum acceptable $IRF_{SPAD}$. 
Most reported TR-DOS prototypes were implemented with SPADs based on the front-side illumination (FSI), although a backside-illuminated (BSI) CMOS SPADs based prototype was reported [25].

2.5.2. SiPMs

A SiPM is an array of hundreds or thousands of SPADs pixels connected in parallel, and function as a single large area detector (few mm$^2$) with two terminals (one cathode, another anode) [121] [145]. The total area of the SiPM can be estimated by multiplying the number of pixels by the fill-factor (FF) for each pixel [109]. When each SPAD pixel connects to one passive quenching circuit, it is called an analog SiPM. If an active quenching circuit is connected to each pixel, this is a digital SiPM [109] [146]. In analog SiPMs, the number of photons can be estimated from the output current that represents a summation of all photons that are absorbed [109]. However, each single SPAD pixel in digital SiPM is connected to a circuit to generate a signal for each counted photon, and a quenching circuit to turn off the SPADs when it exceeds the maximum time of activity [146] [147]. Presently, most commercially available SiPMs cannot reach high enough resolutions to perform single photon counting with high temporal resolution in 100 ps range without a custom module integrated with the SiPMs detector to extract the timing information for each photon, as demonstrated in [115].

Overall, SiPMs combine the benefits of both photocathode-based (e.g., PMTs) and solid-state detectors such as large active detection area (few mm$^2$), affordability, simplicity, compactness, high quantum efficiency in the NIR, low bias voltage, and non-sensitivity to the magnetic field. However, SiPMs detectors suffer from a limited dynamic range of around two orders of magnitude ($10^2$) and a long diffusion tail because of the sequence of carriers generated inside the detector for each single photon response [82].

2.5.3. SPADs Operation modes

SPAD detectors can be classified into two categories based on their operation mode: free-running (time-invariant) or time-gated (time-variant) [148]. Free-running SPAD detectors are ready to count any incident photon on the active area, but they are kept off only during an adjustable $T_{DEAD}$ after each photon counting process to reduce
the $P_{AP}$ effect [149] [150]. However, TG SPADs are completely blind to photons impinging on the active area when the gate is turned OFF. Photons can only be detected if they arrive while the gate is ON [151]. That is, FR SPADs are always biased above the $V_{BD}$ to stay ready to count impinging photons, whereas TG SPADs are periodically biased above the $V_{BD}$ to detect impinging photons only within a very short, precise, and synchronized time gate window [150] [151]. Figure 2-12 illustrates the main differences between photon counting in FR and TG detectors (photons with blue colored symbols), reasons for losing photons (photons with green colored symbols) in FR and (photons with green and red colored symbols) in TG, and the importance of $T_{DEAD}$ to reduce the effects of false triggering, particularly $P_{AP}$. Later in this Section, the major differences between FR and TG TR-DOS systems will be described.

![Diagram](image)

Figure 2-12: Photon counting process for identical incident photons using (a) FR detector, (b) TG detector. Reasons for missing photons are indicated on the right for each operation mode.
2.5.4. Features of the Detectors

In literature, several reported TR-DOS prototypes were built using seven SPADs or SiPMs detectors. Five of these detectors were SPADs [152] [141] [153] [130] [154], and two were SiPMs [155] [156]. Three of these detectors are state-of-the-art (PDM series) SPADs modules with three sizes of active area (diameters 50, 100, 200 µm) fabricated in custom silicon technology by Micro Photon Devices (MPD, Bolzano, Italy) [152] [141] [153]. Table 2.1 shows a summary of the features of the SPAD and SiPM detectors that have been used to build TR-DOS prototypes [25].

Table 2.1: Main features of SPADs and SiPM detectors used in TR-DOS prototypes.

<table>
<thead>
<tr>
<th>Detector Type</th>
<th>Front-Side Illuminated SPAD</th>
<th>Backside-Illuminated SPAD</th>
<th>Excelitas-SiPM C30742-11-050-T1</th>
<th>Hamamatsu S10362-11-050C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fabrication Technology</td>
<td>Custom (Planar) silicon</td>
<td>HV 0.35 µm CMOS</td>
<td>3D 130 nm CMOS</td>
<td>NA</td>
</tr>
<tr>
<td>Operation Mode(s)</td>
<td>Free-Running and Time-Gated</td>
<td>Free-Running</td>
<td>Free-Running</td>
<td>Free-Running</td>
</tr>
<tr>
<td>No. of Pixels</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>128 × 128</td>
</tr>
<tr>
<td>Dimension of Pixel(s)</td>
<td>50 µm diameter</td>
<td>100 µm diameter</td>
<td>200 µm diameter</td>
<td>3.2 × 3.2 mm²</td>
</tr>
<tr>
<td>Total Active Area</td>
<td>(1.963 × 10⁵ µm²)</td>
<td>(7.854 × 10⁴ µm²)</td>
<td>(3.1416 × 10⁴ µm²)</td>
<td>0.6144 mm²</td>
</tr>
<tr>
<td>Time-Jitter (ps)</td>
<td>30</td>
<td>31</td>
<td>35</td>
<td>NA</td>
</tr>
<tr>
<td>DCR (cps) @ Room-Temp.</td>
<td>2 k</td>
<td>5 k</td>
<td>60 k</td>
<td>NA</td>
</tr>
<tr>
<td>Dead Time (ns)</td>
<td>77</td>
<td>77</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>Max. Count Rate (Mcps)</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>0.1</td>
</tr>
<tr>
<td>PAP (%)</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>NA</td>
</tr>
<tr>
<td>FoM Timing (m/s)</td>
<td>NA</td>
<td>3400 k</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

2.5.5. FR vs. TG TR-DOS

The major difference between FR and TG TR-DOS systems is the necessity to synchronize the time gate windows with the PTA of the re-emitted photons from the turbid medium [60]. Therefore, TG-TR-DOS systems require a common pulse generation unit to synchronize the laser pulses and time gate windows. In addition, a delay unit is required in TG-TR-DOS systems to adjust the delay of the gate and enable the detection of only on early or late re-emitted photons [60]. Nevertheless, FR-TR-DOS systems are simpler than TG because the driver (internally) triggers the laser pulse source according to the adjustable repetition rate in the range of one to tens of (MHz). Also, the detector is always ON and able to count incident photons unless a photon
arrives during the $T_{\text{DEAD}}$. Figure 2-13 shows the differences between the typical components of FR and TG-TR-DOS systems using SPAD detectors.

![Diagram of TR-DOS prototypes using (a) FR Detector, (b) TG Detector.]

2.6. Discussions and Research Challenges

At present, TR-DOS systems that were previously complex, bulky, and costly are being simpler, smaller and more affordable because of massive developments in photon timing and counting, and picosecond pulsed light source technologies. The cost and size have been reduced by more than two orders of magnitude, particularly for photon timing and counting. For example, ICCDs and streak cameras cost more than tens of thousands of US $, whereas SPADs, SiPMs, and TDCs only cost hundreds of US $ or less (see Figure 1-3). In this Section, several issues, challenges, and advances of the prospective TR-DOS systems are described.

Silicon detectors for photon counting and timing can be designed with several desirable performance features such as large total active area, good PDE in the NIR.
range, short $IRF_{Detector}$ (tens of ps range), high dynamic range, low noise sources ($P_{AP}$, crosstalk, $DCR$ and memory effect), high count rate, and short $T_{DEAD}$. However, trade-offs play an essential role in achieving desirable characteristics, since improving one performance feature usually leads to degrading another feature. Several examples are now given.

1. A large active area is one of the most desirable features for detectors to increase the number of impinging photons, and subsequently increase the number of detected photons. However, noise and $IRF_{SPAD}$ increase greatly with larger active area for each SPAD pixel. Therefore, the active area can be enlarged by using arrays of pixels for SPAD detectors or SiPM detectors. Incorporating a dedicated TDC for each pixel increases the noise and reduces the FF which minimizes the total active area of the detector. To avoid this limitation, each TDC could be shared by multiple pixels to increase the FF of pixels, and subsequently, enlarge the total active area. However, when more pixels share one TDC, the acquisition time becomes longer [154].

2. A high $PDE$ in the NIR range can be achieved by increasing the thickness of the depletion layer, and two approaches were demonstrated. The first being the use of a thick front-side illuminated detector and the other being the use of a thick back-side illuminated detector [130] [143]. However, the maximum thickness of the detectors is restricted by the increase of noise and $IRF_{Detector}$ when the thickness is increased. When $IRF_{Detector}$ exceeds a few hundreds of ps, the detectors compatibility with TR-DOS systems is compromised.

3. Timing jitter ($IRF_{Detector}$) can be enhanced by minimizing the active area and the thickness of the depletion layer. However, this results in the lowering of $PDE$ and SNR because photons will transmit for short distances inside the depletion region in the detector, which reduces the probability of detection.

4. Dynamic Range ($DR$) can be improved by using TG instead of FR SPADs, but the $IRF_{Total}$ of the TG-TR-DOS systems are usually wider than FR-TR-DOI systems. However, the design of fast-gating SPADs requires high-efficiency quenching circuits to ensure the fast transition time (range from a few tens of ps up to a few hundreds of ps) for the rising edge of the window.
5. To have low noise, reducing the contribution of sources of noise such as \(P_{AP}\), crosstalk, \(DCR\), and memory effect in TG measurements) is required. Selecting a proper \(T_{DEAD}\) can eliminate the effects of \(P_{AP}\), but the maximum count rate will be degraded considerably if \(T_{DEAD}\) is longer than necessary [150]. Avoiding large active area of pixels and monitoring the temperature of the detector are the best methods to reduce the contribution of \(DCR\) to the total noise in the measurements. In TG measurements, a new source of background noise, called the memory effect, appears as a result of the huge number of early photons that hit the active area of the SPADs while it is in the OFF state [157]. Therefore, zero SDD is not preferred because it increases the memory effect and subsequently reduces the SNR for late photons.

Conventional TCSPC devices are not compatible with the ongoing trend of minimizing size and reducing the cost for each detection channel in a TR-DOS system. Therefore, using a TDC is a good alternative to meet the small size and low-cost requirements, and leads to the possibility of building TR-DOS systems with dense source-detector pairs. Some challenges were highlighted regarding TDC design and particularly with incorporating TDCs and detectors on the same chip [21]. The lack of a general FoM for TDC designs to evaluate the validity of a specific application obstructs the performance comparisons between different architectures of TDCs [158]. Also, the absence of a proper method of modeling TDCs hinders researchers in the design of custom TDCs. Because a modeling method does not exist, researchers must design, fabricate, and test TDCs before determining whether the TDCs will be compatible with their specific TR-DOS systems.

TR-DOI prototypes usually suffer from some limitations that require more research work.

1. The inverse problems for the DE of diffused light are ill-posed, and there is no unique solution to them. No standard inverse problem modeling and image reconstruction tools are available yet. Therefore, a full custom-made analysis of DToF curves is needed for each built prototype to interpret the raw data (DTOF curves) and recover the OP of the turbid medium. However, advanced features of the prototypes such as image reconstructions, localization of inclusions, and
accurate recovery of the OP are time-consuming processes in 3D tomographic imaging if all points in the DTOF curves are used in the inverse problem-solving.

2. 3D Image reconstruction using only a few points of the DToF for measurements in reflectance and transmittance geometry could reduce the time of processing significantly. Parallel computation tools such as graphics processing units (GPU) can be exploited to generate DTOF curves at multiple detection points during the iterative forward problem solver and to reconstruct several slices in DOT in parallel to reconstruct 3D images. However, for each slice, the inverse problem must be solved in series. To date, a fast forward problem model that uses a GPU is available, and the approach of using only a few points was validated in simulation for transmittance measurements only [86] [102] [24]. Therefore, the integration of these two approaches would lead to the reconstruction of images at a much faster speed (within tens to hundreds of seconds).

3. Focusing on the most useful parts of DTOF curves in reflectance geometry was proven to be an effective method in recovering the OP and detecting inclusions at different depths. Developing TG detectors that can collect re-emitted photons during multiple gate-windows (with flexible size and delays between the gates) simultaneously is a powerful approach which was demonstrated and reported for dual-gate measurements [159]. The timing of detected photons during the two gates was achieved using a commercial TCSPC module, and custom-made timing electronics and their performance were proven to be similar [159]. Therefore, the benefits of using a dual window (or more) and replacing expensive TCSPC modules needs further investigation.

4. The detection of multiple inclusions at different depths using reflectance geometry measurements is a known limitation for TR-DOI systems. This limitation appears when there are more than one inclusion within the depth sensitivity range because the shallower inclusion usually makes it difficult for the inverse problem solver to detect the deeper inclusion. More sophisticated inverse problem solvers are required for TR-DOI systems to enable the detection of all inclusions without being distracted by shallow inclusions.
2.7. Conclusions

In this Chapter, we discussed how silicon solid-state detectors have contributed to developing the field of TR-DOS and DOI into a new era of affordability, portability, and compactness. In Section 2.1, the physical principles of diffuse optical spectroscopy in the biological window (600–950 nm) were introduced, and the TR-DOS systems were categorized based on geometry and methods of illumination and detection. Theory of diffuse optics was described briefly in Section 2.2. The main components of TR-DOI prototypes were described in Section 2.3. Parameters for the evaluation of the equipment and the entire prototype were stated in Section 2.4. The advantages and limitations of TR-DOI prototypes were specified, and the main features of the designing of SPADs that overcome the low detection efficiency of silicon in the range of red and near-infrared light (600–950 nm) are stated in Section 2.5. Moreover, the differences between FR and TG detection of photons, and FR vs. TG TR-DOS systems were mentioned in Section 2.5. The rising popularity of SPADs based TR-DOS systems as a result of the promising advances in SPADs technology are discussed, specifically the distinctive capabilities of the ultrafast time-gating SPADs in comparison with traditional FR measurements. The limitations and challenges and the expected future developments according to each component in TR-DOI prototypes were discussed in Section 2.6.

In general, FR-TR-DOI would mainly benefit from the recent and ongoing developments of low-cost SiPM detectors and arrays of SPADs which have a large total active area, and particularly when TDC units are integrated on the same chip as the detector. This can lead to building multichannel FR-TR-DOS prototypes that are portable, compact, and easy to use for several applications with fast data acquisition time. These FR-TR-DOS systems can have very good performance for transmittance geometry measurements for functional brain and muscles monitoring, and optical mammography.

On the other hand, developing on-chip array of TG CMOS SPADs would help in realizing low cost, compact, multichannel TG-TR-DOS portable prototypes for reflectance geometry measurements. These prototypes are expected to have high performance in depth sensitivity, depth selection, and spatial resolution, particularly for
the imaging of multilayered turbid media such as functional brain monitoring for neonates and adults.

Based on the discussion (in Section 2.6) of the recent development of equipment that can be utilized for TR-DOI prototypes, it is noticeable that the main drawbacks of traditional TR-DOI systems (such as size, cost, and complexity) are being eliminated. New generations of TR-DOI prototypes will mainly utilize affordable equipment for light illumination, photon counting and timing, and more accurate and computationally efficient image reconstruction tools. This will lead to spreading the uses of the new generation of TR-DOI prototypes in imaging applications over the next few years.
Chapter 3

INTEGRATION AND EVALUATION FOR A COMPUTATIONALLY EFFICIENT TIME-RESOLVED DIFFUSE OPTICAL TOMOGRAPHY SYSTEM²

In this Chapter, a computationally efficient time-resolved diffuse optical tomography (TR-DOT) prototype will be demonstrated. This TR-DOT prototype used an accelerated inverse problem solver to reconstruct high quality 3D images of highly scattering media such as tissues. The inverse problem solver used seven well-defined points on each experimentally recorded histogram of the DToF. The accuracy of the recovered OP and the computational load and time of TR-DOT prototype were investigated using cylindrical turbid phantoms. These phantoms were measured using transmittance geometry in multiple experiments to evaluate the performance of the prototype. The results of the evaluation are important for the realization of a real-time and highly accurate TR-DOT system for diffuse optical imaging applications such as detecting cancer tumor in the breast or diagnosing blood clots in the brain.

3.1. Introduction

Diffuse optical tomography (DOT) is an emerging noninvasive imaging technology that can be used to reconstruct 2D or 3D images (OP distribution) of turbid

media such as biological tissues [10] [160] [161]. DOT exploits the particle nature of light (photons) in the biological window of 600 nm to 950 nm where light scattering dominates absorption to explore the chemical composition of tissues of up to a few cm in depth [10] [17]. Conversely, other optical tomography modalities such as optical coherence tomography (OCT) are utilized to explore shallow regions (1 - 3 mm depth) of the turbid media by exploiting the wave nature of the light [10] [51]. Therefore, in DOT, light loses its wave-like nature, and photons diffuse within turbid media thicker than 1 cm according to the radiative transfer equation (RTE) [10] [16] [160]. Because of the complexity of the RTE, its simplified approximation, the diffusion equation (DE), is more commonly used to simulate light propagation (forward problem modeling) and to reconstruct 3D tomographic images by recovering the optical properties (OP) distributions (inverse problem solver) of turbid media [48] [43] [104].

Reconstructing 3D images for some organs such as newborn heads or women breasts are useful to detect and localize inclusions such as cancer tumor or blood clots. However, this inverse problem is ill-conditioned, ill-posed and non-linear [8] [11] [12] [162]. The inverse problem can be simplified (linearized) and solved in one-step computation, but with a penalty of the low quality of the reconstructed 3D images [10]. Therefore, it is required to solve the nonlinear inverse problem iteratively to improve the quality of the reconstructed 3D tomographic images, but this is a time-consuming process [10] [12].

For DOT systems, prior knowledge of the structure (particularly hard prior) plays a significant role in improving the reconstructed 3D images of the turbid media because it limits the number of unknowns when estimating the OP [10] [12] [20]. Therefore, using prior knowledge leads to a reduction in the under-determination of the inverse problem [11] [162]. Prior knowledge is classified into two types based on the method of the minimization process — hard prior and soft prior [10] [11] [162]. In the hard prior approach, the turbid media can be segmented (using meshes or voxels) into several homogeneous regions where all nodes within a region have the same OP [10] [161] [162]. Therefore, the number of unknowns is reduced drastically to be the number of regions in the turbid medium instead of the total number of nodes that lead to significant reduction of the computation time for the iterative inverse problem-solving.
On the other hand, prior knowledge is called soft prior when the number of unknown nodes is preserved, whereas the structural information is incorporated into the regularization term [10] [11] [162]. Moreover, the anatomical information of any organ can be extracted from another imaging modality such as magnetic resonance imaging (MRI) or computed tomography (CT) [42] [162].

In DOT, the TR approach is known for its superiority over other approaches of DOT such as CW and FD (see Table 1.1) [10]. This is because the TR approach can be used to accurately quantify the values of the OP \( \mu_s’ \) and \( \mu_a \) separately, and to reconstruct the highest quality images of the OP distribution within the turbid medium [10] [21]. However, the inverse problem solvers suffer from costly computations of a large amount of raw data that is generated by TR-DOT prototypes [10]. Therefore, for functional monitoring, reconstructing 2D images or analyzing spectroscopic measurements are usually used due to the need for real-time results.

During the last few decades, the issue of having a huge amount of data when using TR-DOT systems to reconstruct 3D images was one of the principal challenges that hindered its expansion and wider use. Recently, several methods and algorithms were developed by researchers in the field to speed up data processing [104]. One of these approaches is to reduce the amount of data that is processed by the inverse problem solver and improve the image quality by focusing on the most useful points (seven well-defined points) of the DToF curves of the re-emitted photons [102]. After that, an inverse problem solver (utilizing seven well-defined points of DToF curves) was developed in our research group to reconstruct high-quality images for several shapes of turbid media (simulation based), which increases the algorithm’s computational efficiency [24].

In this Chapter, a TR-DOS setup was built and integrated with the accelerated inverse problem solver to reconstruct 3D tomographic images of solid cylindrical phantoms [24]. The performance of this integrated TR-DOT prototype is investigated using the accelerated inverse problem solver to analyze the experimental raw data (DTof curves) generated by the TR-DOS setup. The performance of the TR-DOT prototype is evaluated based the computational load and time (speed of image reconstruction process) along with several essential criteria for diffuse optical imaging.
such as accuracy of the OP quantification of inclusions and phantoms, inclusions detection, and localization.

The Chapter is organized as follows. In Section 3.2, the components of the TR-DOT prototype such as light sources, the photons counting and timing subsystem, and the inverse problem solver are discussed. In Section 3.3, preparation of phantom and inclusion materials, measurement of $IRF_{Total}$, and procedures for recording the DToF histograms are described. In Section 3.4, the results of the system (3D images and recovered OP of the turbid media) are discussed, and the performance of this prototype is evaluated according to different conditions for the experiments. The main contribution of this Chapter is to validate a computationally efficient TR-DOT that ensures fast reconstruction of high quality 3D images using a relatively small amount of measured data from a reasonable number of source-detector pairs. This work can lead to the development of real-time TR-DOT systems in the near future.

3.2. Prototype Architecture

The TR-DOT prototype has two main parts: TR-DOS setup and software for the image reconstruction process.

3.2.1. TR-DOS setup

A pulsed diode laser (685 nm) is used for illumination with a maximum average power of $\sim 10$ mW [68]. Light is transmitted from the laser source to a phantom through a multi-mode optical fiber [163]. Another optical fiber collects the re-emitted photons from the phantom (Edmund Optics Inc., numerical aperture= 0.22 and diameter = 1 mm). These photons are counted by a state of art SPADs detector (PDM series, MPD Italy) with a pixel that has a diameter of 50 $\mu$m [164] [152]. The laser driver and SPADs are connected to a Time-Correlated Single Photon Counting (TCSPC) module (PicoHarp 300, Picoquant) to measure the $IRF_{Total}$ of the TR-DOS setup, and to acquire histograms of DToF for all source-detector pairs [94]. Figure 3-1 shows the main components of the TR-DOT prototype.
In the TR-DOS setup, a wheel is installed horizontally to adjust the positions of the detectors, while source positions are adjusted using a bipolar stepper motor to rotate the phantom [165]. The motor makes precise movements and has 200 steps per rotation (1.8 degrees per step). In order to control this motor effectively, it is paired with a motor driver and an Arduino Uno microcontroller. With this setup, it is possible to perform precise measurements to emulate a multichannel system and accurately replicate experiments.

3.2.2. Image Reconstruction Process

Light propagation in a turbid medium can be described using the time-dependent diffusion equation (TD-DE) with a boundary condition such as the Robin boundary condition at a particular wavelength [23] [24]. The TD-DE and the Robin boundary condition are given by Eq. (3.1) and Eq. (3.2) respectively.

\[
\left( \frac{1}{c'} \frac{\partial}{\partial t} - \nabla \cdot \kappa(r, \lambda) \nabla + \mu_a(r, \lambda) \right) \varphi(r, t, \lambda) = S(r, t, \lambda) \quad (r \in \Omega) \tag{3.1}
\]

\[
[1 + 2 \kappa(r, \lambda) \xi \hat{n}(r) \cdot \nabla] \varphi(r, t, \lambda) = 0 \quad (r \in \partial \Omega) \tag{3.2}
\]

Here \( c' \) is the speed of light in turbid media, \( \kappa(r, \lambda) \) is the diffusion coefficient at a specific wavelength and is defined as \( [3(\mu_a(r, \lambda) + \mu'_s(r, \lambda))]^{-1} \). In addition, \( \mu_a(r, \lambda) \) and
\( \mu_s'(r, \lambda) \) are the absorption and reduced scattering coefficients, respectively. However, in the TD-DE, the role of the absorption coefficient can be eliminated because most tissues have \( \mu_s' \gg \mu_a \), hence the diffusion coefficient can expressed as \( 3 \mu_s'(r, \lambda)^{-1} \) [8] [10]. The light fluence rate is \( \phi(r, t, \lambda) \) and the source distribution is \( S(r, t, \lambda) \). The domain is represented by \( \Omega \) and the boundary is the derivative of the domain \( \partial \Omega \). \( \hat{n} \) is a unit vector pointed outwardly normal to \( \partial \Omega \), whereas \( \xi \) is derived from Fresnel’s law as follows:

\[
\xi = \left( \frac{2}{(1 - R_0)} \right) - 1 + |\cos \theta_c|^3
\]  

(3.3)

In Eq. (3.3) \( R_0 \) is the reflectivity and \( R_0 = (n-1)^2/(n+1)^2 \), where \( n \) is the refractive index of the turbid medium (e.g. tissue). Also, \( \theta_c \) represent the critical angle and is given by \( \theta_c = \sin^{-1}(1/n) \).

In this Chapter, 3D DOT images are reconstructed using an algorithm that was described and published in [24] [166]. The algorithm discretizes equation (3.1) for each temporal bin in the histograms of DToF. The finite element method is then used to solve the discretized equation (3.1) for each mesh node within the turbid media. This algorithm analyzes only three points from the rising edge and four points from the falling slope of the DToF histogram for each source-detector pair, and these seven points are stored in the index matrix. These points are specified as a fraction of the maximum number of counted photons of each DToF histogram, which are 20%, 50%, and 80% on the rising edge and 80%, 50%, 20%, and 10% on the falling slope [102] [24]. The Jacobians are calculated by a recursive direct method from these seven points to recover the OP of each node inside the turbid medium and to detect and localize any heterogeneity [24].

The recursive algorithm assumes equal \( \mu_s' \) and \( \mu_a \) for all nodes in the phantom in the first iteration. In the following iterations, the values of \( \mu_s' \) and \( \mu_a \) are only updated for nodes within the region of interest (ROI) while the OP values remain constant in the rest of the medium. During each iteration, the Jacobian matrix is calculated for all seven selected points (using a direct matrix multiplication) for all source-detector pairs which significantly reduces the computation time. The algorithm reconstructs images by recovering the OP of each mesh node within the ROI that represents a specific part of the cylindrical phantom, and the source-detector plane is located in the center around
the ROI. This iterative inverse problem algorithm ends when either the results of the forward model (fitted DToF curves) using the assumed OP match the measured results to a certain degree (by solving the minimization problem) or when the specified maximum number of iterations is reached (Figure 3-4).

The minimization problem is ill-posed and requires a regularization scheme to get a convergent and stable solution. The regularization scheme used, as described in [24], is based on solving the minimization problem in a normalized space wherein the sensitivity of the Jacobian matrix is made equal for all nodes in the ROI. Therefore, at each iteration, the minimization function uses different dynamic ranges of the lower and upper limits of the OP at each node based on the corresponding magnitudes of the Jacobian matrix. Therefore, to fit the light fluence data, the minimization function gives priority for changing the OP for deep regions where the Jacobian magnitudes are low, more than that given to the boundary regions where the Jacobian magnitudes are high. This regularization scheme does not require adding an additional penalty term to the objective function for convergence [24]. The reconstructed OP in the original space are obtained by scaling back the reconstructed OP in the normalized space as shown in [24]. In this Chapter, the iterative solution of the minimization problem continues until the change in the maximum error of the simulated fluence relative to the measured fluence goes below 5%, or the predefined maximum number of iterations is reached. More details about the image reconstruction algorithm that is used in this Chapter can be found in [24] [166].

3.3. Measurements

Measurements were taken using an identical arrangement for the source-detector pairs. Each source was monitored with seven detectors located at 90°, 120°, 150°, 180°, 210°, 240°, and 270° degrees (with respect to the source) around a cylindrical phantom. The required number of source-detector pairs was investigated (in simulation) to determine the best possible arrangements to reduce the time in the image reconstruction process and maintain a high quality of the images. It was found that increasing the number of sources to more than 12 did not have a significant effect on the quality of images, probably due to the small size of the phantoms. This configuration was used at multiple positions around the phantom (scanning) to emulate a multichannel prototype.
For precise positioning, a computer controlled step motor was used to rotate the phantom to adjust the positions of the injected laser pulse according to the number of views. The standard configuration used: hard prior, 15 mm ROI, 20 is the maximum number of iterations, 12 sources with 84 detectors at the same height around the phantoms for all measurements except when the impact of fewer sources or detectors, the impact of prior knowledge, and a larger ROI are investigated.

3.3.1. Phantoms and Inclusions

Phantoms were prepared using epoxy resin with hardener, titanium dioxide (TiO$_2$), and India ink for the phantom matrix media, scattering agent and absorbing agent, respectively. A ratio of weight (10/3) is used for mixing Araldite® Epoxy Resin with Aradur® hardener produced by Huntsman Advanced Materials Inc., USA [167]. To adjust $\mu_s'$ and $\mu_a$, TiO$_2$ from Sigma-Aldrich Co. LLC, USA, and India ink were used, respectively [168]. On the other hand, inclusion materials were prepared using mixtures of matrix media (gelatin), scattering agent (TiO$_2$), and absorption agent (India ink). The OP values of each mixture of these materials were determined using a steady-state spatially resolved diffuse reflectance system (Figure 3-2). In this system, a Quartz Tungsten Halogen (QTH) lamp was used to illuminate the phantom and inclusion materials. The re-emitted light was detected at different distances from the source (see the probe in Figure 3-2). Then, an inverse problem solver was used to recover the OP of the phantom and inclusion materials over a broad range of wavelengths.

In this Chapter, two solid cylindrical phantoms (25 mm diameter each) are used, one with one hole, and the other with two holes. The first phantom has one hole (15 mm diameter) and the second phantom has two holes (5 mm diameter each), and each hole was filled with a mixture of inclusion.
Figure 3-2: Diagram of steady-state spatially resolved diffuse reflectance system used to determine the optical properties (OP) accurately for the phantoms and the inclusion materials.

3.3.2. Instrument Response Function

For TR-DOT experiments, the FWHM of the $IRF_{Total}$ of the system should be estimated and considered in the inverse problem solving to improve the accuracy of the recovered OP [58] [82]. The FWHM of the $IRF_{Total}$ represents the square root of the sum of squares of the IRF for each equipment in the setup such as the laser source, the detector, optical fibers, and the TCSPC module using [91] [117] [118] [145]:

$$FWHM\ of\ the\ IRF_{Total} \approx \sqrt{IRF_{laser}^2 + IRF_{detector}^2 + IRF_{OpFB}^2 + IRF_{TCSPC}^2} \quad (3.4)$$

To accurately measure the FWHM of the $IRF_{Total}$, the detected photons should have a similar angular distribution of the re-emitted photons from a thin highly scattering material, such as a sheet of white paper or Teflon tape that is inserted between the light source and detector [105]. A very thin sheet ensures negligible broadening of the illuminated pulse while scattering events occur inside the sheet [91] [105]. However, when the $IRF_{Total}$ is measured with nothing between the detector and source, the photons arrive in one direction. The $IRF_{Total}$ is measured by placing a thin diffuser (a sheet of white paper) between the terminals of the two optical fibers that are connected.
to the laser source and detector [120]. The $\text{IRF}_{\text{Total}}$ must not exceed one ns because a large $\text{IRF}_{\text{Total}}$ may ruin the DToF histograms causing them to be invalid for image reconstruction. This is because an ultrashort pulse (FWHM $< 100$ ps) of injected light is broadened by about one ns (FWHM) for each centimeter that light propagates in biological tissues [75]. However, the measured $\text{IRF}_{\text{Total}}$ of this setup was very good ($< 300$ ps) which helped the inverse problem solver in image reconstruction (Figure 3-3) [169].

![Figure 3-3: The FWHM of the $\text{IRF}_{\text{Total}}$ of our TR-DOS setup (~ 0.3 ns) and the acquired DToF at 180°.](image)

The measured FWHM of the $\text{IRF}_{\text{Total}}$ should be deconvolved from the measured DToF histograms to calibrate the raw data, or convolved in the iterative inverse problem-solving. It is worth noting that deconvolution is time-consuming and an ill-posed problem [75]. Therefore, the measured FWHM of the $\text{IRF}_{\text{Total}}$ is convolved with the simulated $\text{DToF}$ in the inverse problem solver to eliminate the impact of $\text{IRF}_{\text{Total}}$ of the setup using [170]:

$$\text{DToF}_{\text{Fitted}} = \text{DToF}_{\text{Simulated}} \ast \text{FWHM of the } \text{IRF}_{\text{Total}}$$  \hspace{1cm} (3.5)

### 3.3.3. Data Acquisition

Light injected into the phantoms had 0.5 mM optical power measured at the tip of the fiber, and a repetition rate of 10 MHz. A SPAD detector counts the re-emitted photons in free running mode [25]. All DToF histograms are acquired using the same period of measurement (30 s to count the reemitted photons for each source-detector pair) for all phantoms with a temporal resolution of 16 ps for the TCSPC module. Also,
the laser power is fixed for illuminating the two phantoms, and all measurements are taken with no “pile-up” effect which may significantly degrade the accuracy of the measured data [82] [118]. Figure 3-4 shows a flowchart that describes the process, starting from data acquisition, followed by the iterative inverse problem solver, until the reconstruction of tomographic images of the phantom. It is worth noting that the stated computation times in this Chapter is for image reconstruction processes that are done using a personal laptop (Asus N43S) with the following specifications. The processor is Intel Core i7-2670QM 2.2GHz Quad-Core, Cache memory is 6 MB, and Random-access memory (RAM) is 8 GB.

![Flowchart](image_url)

Figure 3-4: Flowchart of the integrated TR-DOT prototype.

In this Chapter, hard prior was used to segment the phantoms in all experiments. Therefore, in the first step of the image reconstruction process, tetrahedral meshes are generated by Iso2mesh (open-source software) to construct the phantom, inclusions, sources, and detectors [171]. Fine density of meshes (10 nodes per mm³) of the phantoms was used in these experiments to ensure the high quality of the reconstructed
images. Then, the iterative inverse problem solver starts the comparison with the calibrated raw data (DToF for each source-detector pair) as described earlier (subsection 3.2.2). This comparison is achieved by solving the minimization problem using the function ‘fmincon’ of Matlab. In all experiments, the initial guess of $\mu_s'$ and $\mu_a$ were 1.8 mm$^{-1}$ and 0.015 mm$^{-1}$, respectively. The lower and upper limits used (in the minimization problem) are 0.25 and 7 mm$^{-1}$ of $\mu_s'$, and 0.0025 and 0.08 mm$^{-1}$ of $\mu_a$, respectively. Also, the results using different number of points on the recorded DToF histograms were compared and analyzed. From this analysis, it was determined that using seven points is enough to maintain the quality of the reconstructed images and speed up of the computational process.

3.3.4. Quantification Accuracy of the OP

To reconstruct the OP accurately, the linearity and accuracy of the prototype should be evaluated [172] [173]. For this purpose, the impact of changing $\mu_s'$ and $\mu_a$ for inclusion were simulated separately, and the recovered OP for inclusion and background obtained in two different ways. First, in Figures 3-5 (a) and (b), the linearity is shown of the recovered $\mu_s'$ and $\mu_a$ for inclusion and background versus several values of the actual $\mu_s'$ and $\mu_a$ of the inclusion, respectively. Second, the crosstalk (coupling) between $\mu_s'$ and $\mu_a$ is displayed. The crosstalk can be observed in Figures 3-5 (c) and (d) from the recovered $\mu_a$ and $\mu_s'$ for inclusion and background versus several values of the actual $\mu_s'$ and $\mu_a$ of the inclusion, respectively. From these results, it is seen that the prototype maintains accurate linearity for the recovered OP of the inclusion in Figures 3-5 (a) and (b), and the recovered OP values for the background slightly fluctuate. However, the crosstalk between $\mu_s'$ and $\mu_a$ is negligible with small values of the actual OP, but it increases noticeably when larger values of $\mu_s'$ and $\mu_a$ are used.
Figure 3-5: Cross-correlation of the actual OP of the inclusion versus the recovered OP for inclusion and background of the first phantom (one inclusion). (a) Recovered $\mu_s'$ against actual $\mu_s'$; (b) Recovered $\mu_a$ against actual $\mu_a$; (c) Recovered $\mu_a$ against actual $\mu_s'$; and (d) Recovered $\mu_s'$ against actual $\mu_s$.

3.4. Results and Discussions

The TR-DOT prototype is evaluated separately for each change in the configurations of the source-detector pairs, sizes and the OP of inclusions, as well as the chosen settings for the inverse problem. First, the accuracy of the OP quantification and the time of image reconstruction for two phantoms are estimated using the standard configuration described in Section 3.3. The first phantom has one inclusion, and the second phantom has two inclusions. Second, the effect on the image quality and the time of image reconstruction using a fewer number of sources (6) with seven detectors
for each source is shown for the second phantom. Third, 12 sources are used, but each source is with a fewer number of detectors (5 and 4) to investigate the expected decrease in the image quality and the time of image reconstruction of the second phantom. Fourth, the impact of prior knowledge of the structure of the first phantom is investigated by comparing reconstructed images with and without hard prior. Fifth, the influence of prior knowledge on the image quality and the time of image reconstruction are studied for the second phantom using different sizes for the ROI (1.5 and 1.8 cm). Figure 3-6 displays images of the actual OP recovered by the steady-state spatially resolved diffuse reflectance system (Figure 3-2) for the phantoms. For the first phantom, the actual values of $\mu_s'$ and $\mu_a$ are 1.6 mm$^{-1}$ and 0.011 mm$^{-1}$ for the background, and 4 mm$^{-1}$ and 0.05 mm$^{-1}$ for the inclusion, respectively. For the second phantom, the actual values of $\mu_s'$ and $\mu_a$ are 1.6 mm$^{-1}$ and 0.011 mm$^{-1}$ for the background, 6 mm$^{-1}$ and 0.075 mm$^{-1}$ for the right inclusion, and 3 mm$^{-1}$ and 0.038 mm$^{-1}$ for the left inclusion, respectively.

Figure 3-6: Cross-sectional and sagittal views of images for actual $\mu_s'$ (left) and $\mu_a$ (right) coefficients for two phantoms: (row one) the first phantom, and (row two) the second phantom.

3.4.1. Image Reconstruction on Phantoms

The first step in evaluating the performance of the prototype is to compare the quality of the reconstructed images for both phantoms that have known OP as shown in Figure 3-6. Accurately determining the OP is important; however high precision is mainly required for $\mu_a$ because small variations of $\mu_a$ is the main factor associated with blood clots and tumors that usually contain more blood vessels than healthy tissues.
Also, $\mu_a$ is associated with the hemodynamic response during muscles or brain activities in functional imaging [119, 174, 54]. 3D images were reconstructed, and Figure 3-7 shows cross-sectional and sagittal views for all phantoms using the standard configuration described in Section 3.3. The total time for image reconstruction process (shown in Figure 3-7) was ~ 480 seconds of each phantom.

![Diagram](image)

**Figure 3-7:** Left column: cross sectional and sagittal views of images. Right column: the recovered $\mu_s'$ and $\mu_a$ for: the first phantom (rows one and two), and the second phantom (rows three and four).

The image reconstruction using this configuration yields good results for both phantoms. The good results can be attributed to having enough information for the image reconstruction process due to the small size of the phantoms and using hard prior.
For instance, hard prior is used to segment the first and the second phantoms into two and three homogeneous regions, respectively. The error percentage in accuracy for the reconstructed OP for phantom (background or inclusion) can be calculated using the following equation [106]:

\[ \epsilon = \frac{OP_{reconstructed} - OP_{Actual}}{OP_{Actual}} \times 100 \]  

(3.6)

Overall, the accuracy of the reconstructed \( \mu_s' \) and \( \mu_a \) is very good (error ~ 5%), particularly for \( \mu_a \). Note that the recovered \( \mu_s' \) of the inclusion material is overestimated by an acceptable range of error (~ 8%) for the inclusion in the first phantom, and underestimated for one inclusion for the second phantom (~ - 13%). The overestimation of the recovered \( \mu_s' \) of the inclusion (in the first phantom) is probably caused due to the crosstalk between \( \mu_s' \) and \( \mu_a \) as described in subsection 3.3.4. On the other hand, the underestimation of the recovered \( \mu_s' \) for the left inclusion (in the second phantom) is caused by the variation of \( \mu_s' \) and \( \mu_a \) in the right inclusion. This inaccurate estimation was also noticed in the simulated results when there is a large variation between the OP used for the two inclusions. The experimental results in this subsection are for the standard configuration for the prototype and will be referenced throughout this Chapter. The results of varying the experimental conditions such as the number of sources and detectors, prior knowledge and ROI size are examined in the following subsections.

3.4.2. Impact of Number of Sources

Increasing the number of source-detector pairs plays a significant role in improving the quality of the images because more photons are collected at more positions on the phantom surface. This results in a larger dataset of the DToF histograms to be processed by the inverse problem solver. In this subsection, the impact of using fewer source-detector pairs is investigated by reducing the number of sources, but keeping the number and positions of detectors for each remaining source the same as in the standard configuration (7 detectors per source). Therefore, the variation in image quality and the time of image reconstruction are compared using two measurement configurations with 12 and 6 sources attached to 84 and 42 detectors respectively. The tradeoff is investigated between reducing the time of data acquisition
and image reconstruction process without losing the acceptable quality of images. The results are shown in Figure 3-8.

In Figure 3-8, it is shown that reducing the number of sources to 6 yields nearly the same accuracy of the recovered OP of the background (phantom) as the standard configuration in subsection 3.4.1 with 12 sources and 84 detectors. Also, the accuracy of the recovered $\mu_s'$ and $\mu_a$ of the right inclusions is slightly lower than the actual values.
as a result of decreasing the number of measured DToF histograms that are used in the inverse problem. This underestimation of the recovered $\mu_s'$ and $\mu_a$ for the right inclusion leads to a decrease in the variation between the actual and the recovered $\mu_s'$ of the left inclusion due to the crosstalk between the two inclusions. All 3D images were reconstructed, and total time for image reconstruction for the experiments using 12 and 6 sources were 480 s and 300 s, respectively. Overall, for a phantom of this size, using half the number of sources compared to the standard configuration results in accurate images requiring a shorter time for data acquisition and analysis. For this size of phantoms or tissue, a smaller number of sources is beneficial as the data acquisition time and the time of image reconstruction will be reduced, and the inclusions are still detected but with a slightly lower accuracy of quantification of the OP values.

3.4.3. Impact of Number of Detectors

Reducing the number of source-detector pairs by using fewer detectors per source is expected to reduce the quality of the images and the time of image reconstruction. Here, these effects are investigated by comparing results from the standard configuration (seven detectors per source) with experiments in which five and four detectors per source are used. The first experiment has the same detector configuration as the standard configuration, except that two detectors are removed (90° and 270°) when five detectors are used. In the second experiment, four detectors are used (90°, 150°, 210° and 270°) to investigate the effect of reducing the number of detectors without reducing the span.
Figure 3-9: Left column: Cross-sectional and sagittal views of images. Right column: the recovered $\mu_s'$ and $\mu_a$ for the second phantom: 12 sources and 84 detectors (rows one and two), 12 sources and 60 detectors (rows three and four), and 12 sources and 48 detectors (rows five and six).
From the results in Figure 3-9, it can be noticed that decreasing the total number of detectors from 84 to 60 resulted in almost the same accuracy in the estimation of the OP of the phantom and the inclusions. In the experiment with five detectors per source, $\mu_s'$ of the inclusions are slightly overestimated (for left inclusion) while the estimated $\mu_a$ remain almost as accurate as in the standard configuration. In contrast to the previous experiment, the accuracy of the reconstructed OP is degraded significantly when only four detectors per source (12 sources – 48 detectors) are used for the span of 90° to 270°. Therefore, using four detectors for this span automatically increases the gap between each two detectors to 60°, which results in a noticeably reduced accuracy of the recovered $\mu_a$ (in this experiment) for the background and two inclusions. Consequently, in this experiment, the resulting large overestimation of the recovered $\mu_a$ (almost 35%) for the background degrades the accuracy of the recovered OP. The total time for image reconstruction for the experiments using 84, 60 and 48 detectors was 480 s, 370 s, and 310 s, respectively. Overall, by a reasonable reduction in the number of detectors without increasing the separation of 30° between them, the data acquisition and the time of image reconstruction can be shortened while obtaining accurate OP.

3.4.4. Influence of Prior Knowledge

Having prior knowledge of a phantom’s structure is required to generate high quality images using any inverse problem solver. Without prior knowledge, the DToF data alone is not enough to estimate the size and accurately localize inclusions and OP [12] [33] [119]. In this subsection, the impact of the incorporated prior knowledge on the image reconstruction with this prototype is investigated. In Figure 3-10, the results obtained for the first phantom are compared with hard prior and without the use of prior knowledge.

The results obtained from the reconstruction process without prior knowledge demonstrate poor localization and poor size estimation of the inclusion. They also show that the recovered OP of the phantom and inclusion are not very accurate, and variations between the actual OP and the recovered OP will be higher at other positions in the cross-section. Also, it is noticed that in this prototype, we can detect the existence of one large inclusion in the phantom (Figure 3-10, rows 3 and 4) which is very beneficial
for situations where prior anatomical knowledge is not available. The poor localization and size estimation results of the inclusion agree with known limitations of the full image reconstruction problem in DOT which leads to blurry images when no prior knowledge is incorporated into the ill-posed inverse problem [103]. On the other hand, the absence of prior knowledge increases the number of unknowns (mesh nodes) which dramatically increases the computation time for image reconstruction [11]. To reconstruct images without prior structural information, the computation time increased to 3300 s, whereas it required only 480 s when hard prior knowledge was incorporated.

Figure 3-10: Left column: cross sectional and sagittal views of images. Right column: the recovered $\mu_s'$ and $\mu_a$ for the first phantom: with hard prior (rows one and two), and without prior knowledge (rows three and four).
3.4.5. Influence of ROI Size

Increasing the size of the ROI is expected to increase the under-determination of the inverse problem and consequently reduce the accuracy of the estimated OP and increase the time it takes to reconstruct images from measurements. Also, the absence of prior knowledge along with a larger ROI is expected to decrease the accuracy of the reconstructed images because of the larger amount of unknown nodes that require OP estimation. In this subsection, the ability of the prototype to detect two small inclusions in the second phantom using two different sizes of ROI (1.5 and 1.8 cm), and without incorporating hard prior is investigated. Figure 3-11 shows the results using 12 sources and 84 detectors.

These results show that there is poor localization of the inclusions which degrades the quantification of the recovered OP in the cross-section at the real positions of inclusions. Also, from the cross-sectional images, the inclusions can be observed in the upper half of the cylinder. The right inclusion can be detected without difficulty due to its large OP values. However, the absence of prior knowledge makes the inclusion’s detection, OP quantification, and localization less accurate, particularly for small inclusions. In addition, several source-detector planes at different heights around the phantom are required if the ROI is enlarged and prior knowledge is not incorporated. Therefore, the ROI was increased by 20% to 1.8 cm, and the results are similar to the original ROI (1.5 cm), whereas the computation time for image reconstruction increased noticeably. The total reconstruction time was 3200 s, and 3700 s for 1.5 and 1.8 cm ROI sizes, respectively.
Figure 3.5. Conclusions

In this Chapter, a major step towards building real-time TR-DOT prototypes to reconstruct high quality 3D images was demonstrated through experiments. The reported TR-DOT prototype significantly reduces the total amount of time required to generate high quality images of objects using a TR approach, when using 7 points on each recorded DToF histogram. This reduces the computational complexity of the
inverse problem solver, which accelerates the image reconstruction without degrading the accuracy of the OP quantification for phantoms and inclusions.

To evaluate this prototype for diffuse optical tomography applications, several experimental variations were used with the configuration, phantoms, and inverse problem solver settings. Two phantoms that were cylindrical in shape and had OP similar to normal human tissues were used. The first phantom has a large inclusion (15 mm diameter) and the second phantom has two small inclusions (5 mm diameter each). In the first experiment, images are reconstructed on both phantoms using the standard configuration (hard prior, 15 mm ROI, 20 is the maximum number of iterations, 12 sources with 84 detectors at the same height around the phantoms), and high quality images were reconstructed in 8 minutes for each phantom. Also, the accuracy of distinguishing the variation of the OP of two small inclusions in the same phantom was successfully tested.

In the second and third experiments, the results were discussed when using fewer numbers of sources and detectors on the second phantom. The accuracy of the recovered OP and the time of image reconstruction process in the second and third experiments were compared with the first experiment. Reducing the total number of sources and detectors by 50% (in the second experiment) from the standard configuration maintained the quality and accuracy of the reconstructed images and the estimated OP, respectively. Also, the time of image reconstruction process is reduced from 8 minutes in the first experiment to 5 minutes in the second experiment (using 6 sources and 42 detectors).

In the third experiment, reducing the number of detectors per source (when 5 detectors per source are used, and the small gap 30° between detectors is maintained) preserved the quality of the reconstructed images. Also, the accuracy of the recovered OP is preserved particularly of $\mu_a$, when compared to the results of the first experiment, whereas the time of image reconstruction process is decreased from 8 minutes to almost 6 minutes. However, the accuracy of the recovered OP was degraded considerably when four detectors per source (larger gap 60° between detectors) were used in the third experiment, and the time of image reconstruction process is decreased from 8 minutes to almost 5 minutes. In general, the second and the third experiments proved
that the data acquisition time of the measurements and the time required for the image reconstruction could be reasonably reduced if enough source-detector pairs (> 40) are used, and the small gap of 30° between detectors is maintained without degrading the quality of the reconstructed images.

In the fourth experiment, when the hard prior knowledge was not used, the image reconstruction process required a much longer time (~ 55 minutes), and poor size estimation and localization of the inclusion were observed. This requires further investigations into what alternative methods can be incorporated into our inverse problem solver to eliminate the poor results obtained when no prior knowledge is used.

In the fifth experiment, a larger ROI (1.8 cm) maintained the same level of accuracy in comparison with small ROI (1.5 cm), but the time for image reconstruction increased from 53 minutes to almost 62 minutes. The fifth experiment demonstrated that source-detector pairs at several heights are required with a larger turbid media in transmittance geometry when no prior knowledge is used, but the time of image reconstruction will be very long (> 1 hour). Overall, the variation of these conditions also helps to establish the best conditions to make image reconstruction fast and accurate when using this TR-DOT prototype for diffuse optical tomography applications.
Chapter 4

DEVELOPMENT OF A TIME-RESOLVED DIFFUSE OPTICAL SPECTROSCOPY PROTOTYPE USING LOW-COST AND COMPACT SPAD DETECTORS

Time-resolved diffuse optical spectroscopy (TR-DOS) is an increasingly used method to determine the optical properties (OP) of diffusive media, particularly for medical applications including functional brain, breast and muscle measurements. For medical imaging applications, important features of new generation TR-DOS systems are low-cost, small size and efficient inverse modeling. To address the issues of low-cost, compact size and high integration capabilities, we have developed free-running (FR) single-photon avalanche diodes (SPADs) using 130 nm silicon complementary metal-oxide-semiconductor (CMOS) technology and used it in a TR-DOS prototype. This prototype was validated using assessments from two known protocols for evaluating TR-DOS systems for tissue optics applications. Following the basic instrumental performance protocol, our prototype had sub-nanosecond total instrument

---

response function and low differential non-linearity of a few percent. Also, using light with optical power lower than the maximum permissible exposure for human skin, this prototype can acquire raw data in reflectance geometry for phantoms with optical properties similar to human tissues. Following the MEDPHOT protocol, the absolute values of the OP for several homogeneous phantoms were retrieved with good accuracy and linearity using a best-fitting model based on the Levenberg-Marquardt method. Overall, the results of this study show that our silicon CMOS-based SPAD detectors can be used to build a multichannel TR-DOS prototype. Also, real-time functional monitoring of human tissue such as muscles, breasts and newborn heads will be possible by integrating this detector with a time-to-digital converter (TDC).

4.1. Introduction

Diffuse optical spectroscopy (DOS), also called near-infrared spectroscopy (NIRS), is non-invasive and non-destructive technology to determine the OP of turbid objects such as tissues in which scattering dominates absorption [8] [21] [25]. DOS exploits the low absorption and high scattering of tissues in the optical window (also called biological window) at red and near-infrared wavelengths (600–950 nm) [9] [10]. In this range of wavelengths, light can diffuse in the tissue and penetrate up to a few cm [9]. Light propagation in turbid media is well described by the radiative transfer equation (RTE) and its simplified version, the diffusion equation (DE) [48]. Hence, re-emitted photons can be detected either in transmittance geometry (source and detectors not on the same side), or in reflectance geometry (source and detector on the same side of the object) for thin and thick objects [8] [98]. The detected signal using DOS can be analyzed using an inverse problem solver to retrieve the OP, particularly the reduced scattering coefficient ($\mu_s'$) and the absorption coefficient ($\mu_a$) [10] [104]. Therefore, the OP of a homogeneous object or the distribution of OP for a heterogeneous object can be recovered [72] [175]. DOS measurements are made using three main approaches: continuous-wave (CW), frequency-domain (FD), and time-resolved (TR) [9] [176].

Continuous-wave diffuse optical spectroscopy (CW-DOS) has limitations in retrieving the absolute values of $\mu_s'$ and $\mu_a$ because this approach depends on one quantity (changes of light intensity) which only allows for estimating the change of $\mu_s'$.
Both FD-DOS and TR-DOS can estimate the absolute values of $\mu_s^*$ and $\mu_a$ with good accuracy [13]. However, TR-DOS has depth selectivity because it discriminates between early and late photons in the histograms of the raw data [16]. This is an important feature in functional brain imaging for retrieving the absolute values of $\mu_s^*$ and $\mu_a$ in multilayered objects such as a human head [10] [16] [53]. However, current TR-DOS requires complex, expensive equipment and costly computation to analyze the raw data [21] [61]. These requirements limit the use of TR-DOS systems for potential applications such as nondestructive optical characterization of food, wood, and for clinical applications such as muscle monitoring, functional brain imaging and optical mammography [21] [25]. Therefore, significant efforts are being made to simplify the complexity of TR-DOS systems to develop and utilize affordable instruments and to analyze the experimental data using efficient computational methods [21] [24] [25] [121]. As a result, it is expected that compact, low cost and portable multichannel TR-DOS systems will be available in the near future [21] [25] [83].

The main advances in reducing the cost and the size for instruments used for single-photon timing applications such as TR-DOS are achieved due to the recent developments in silicon photonics technologies [25] [131]. Using technologies such as the complementary metal-oxide-semiconductor (CMOS) silicon technology simplify the implementation and the fabrication for the solid-state detectors [21] [25] [177]. These detectors, mainly SPADs and SiPMs, are much smaller and cheaper than sophisticated traditional photon timing equipment such as Streak cameras, ICCD cameras, and PMTs detectors as shown in Figure 1-3 [21] [25].

Therefore, several CMOS SPAD detectors have been reported recently for single-photon timing applications, and some of them have been validated for TR-DOS applications [130] [154]. Although CMOS SPAD detectors have lower performance versus SPAD detectors based on custom silicon technologies, they have the potential to be used in building low cost and compact photon timing systems for tissue optics applications using several available options of standard CMOS technologies [25] [177]. Therefore, smaller dimensions CMOS technologies such as 130 nm, 90 nm, 65 nm can be utilized to miniaturize the size of SPAD arrays, and to integrate timing electronics
without significant degradation of the fill factor of the detector in comparison with larger dimensions CMOS technologies (800 nm and 350 nm) [178]. For instance, the fill factor of the SPAD detectors are in the range of 1%, 9%, and 25% for 800 nm 350 nm, and 130 nm CMOS technologies, respectively [179]. Towards this target, we have developed a compact free-running (FR) single-photon avalanche diodes (SPADs) in a standard, low-cost, digital 130-nm CMOS technology that builds on the previous works of our group on SPADs [125] [150] [180] [181] [182] [183].

In this Chapter, we built a TR-DOS prototype using our FR-CMOS SPAD detectors to investigate the importance of each performance feature for the FR-CMOS SPADs in TR-DOS measurements since some desired characteristics of the CMOS SPAD detectors need to be studied, as explained in Chapter 2 and our recent review [25]. The main desired characteristics of the CMOS SPAD detectors are low levels of noise (dark count rate and afterpulsing), short timing jitter, large fill-factor and good photon detection efficiency. When good performance features are achieved for one pixel SPAD detector, it is possible to replicate the pixel to build an array of SPADs [177]. Also, we report on a comprehensive evaluation of this TR-DOS prototype, and we demonstrate its capability when used for tissue optics applications. The evaluation of this prototype was achieved in two different levels that included the instrument performance and the quantification of the OP of realistic phantoms. Our prototype has a short total instrument response function (IRF$_{\text{Total}}$) and low differential non-linearity (DNL). The accuracy assessments showed low average errors that were less than 10% for retrieving $\mu_s'$ and $\mu_a$ for several homogeneous phantoms. Also, this prototype demonstrates good linearity and can be used to estimate differences in the OP values among realistic phantoms.

4.2. TR-DOS Prototype

The main components of this TR-DOS prototype can be classified into three parts. The first part is the light illumination subsystem-pulsed laser source and associated electronics. The second part is the photon counting and timing subsystem. These two parts represent the TR-DOS setup which generates raw data called the distribution of time of flight (DTof) histograms for the re-emitted photons from a phantom. The third
part is the data analysis software which pre-processes the DToF histograms and recovers the OP of the phantoms using a best-fitting model. Figure 4-1 illustrates the main components of the TR-DOS prototype.

4.2.1. Light Sources

Two picosecond pulsed diode laser sources are used to illuminate the phantoms at two wavelengths—685 and 830 nm—within the biological window [68]. These two chosen wavelengths of 685 and 830 nm are suitable to observe the concentrations for deoxy-hemoglobin (HHb) and oxyhemoglobin (HbO₂) in tissues, respectively [9]. The
maximum average optical power of the laser sources is \( \sim 10 \) mW [68]. A multi-mode optical fiber (four-meters long) is used to transmit light from each laser source to a phantom Figure 4-1 (a) [184]. An external pulse generator (MP1763B, Anritsu, Atsugi, Japan) is connected to the laser driver to trigger the laser sources with a repetition rate (RR) that can vary from 1 Hz to 80 MHz [185] [186]. Increasing the intensity and the repetition rate (RR, maximum is 80 MHz) for the laser driver increases the optical power of the light from the laser sources. The maximum average optical power of laser sources decreases by 5% to 15% due to the light losses through long optical fibers. Here, we used 50 MHz of RR of the pulses, that is, one laser pulse every 20 ns. This chosen RR allows the maximum average optical power of the illumination source to reach up to \( \approx 6 \) mW if the highest intensity is used. This high RR increases the probability for detecting the re-emitted photons relative to the noise, thus improving the signal-to-noise ratio (SNR) of the measured DToF histograms.

4.2.2. Photon Counting and Timing Subsystem

The re-emitted photons from a phantom are collected by our custom designed FR CMOS SPAD detectors (100 \( \mu \)m\(^2\) active area) in reflectance geometry [150]. In the excess voltages used (\( V_{ex} = 1.2 \) V), our detector has short timing jitter (< 150 ps), low dark count rate (DCR) \( \approx 13 \) kHz at room temperature, and a photon detection efficiency (PDE) \( \approx 0.6\% \) at 685 nm and \( \approx 0.2\% \) at 830 nm [180]. Also, the dead-time of this detector is approximately 1 \( \mu \)s which allows for a maximum \( \approx 0.5 \) million counts per second. The source to detector distance (SDD) between the fiber of the light source and the detector fixed at 28 mm, as shown in Figure 4-1 (b). The output signals of the FR CMOS SPAD and laser driver are connected to a Teledyne LeCroy oscilloscope (WaveRunner 625Zi, Teledyne LeCroy, Chestnut Ridge, NY, USA) to determine the delay between the edges of the two signals and record the photon time of arrival (PTA) for each detected photon [187]. Then, a DToF histogram can be performed by counting a reasonable number (~10\(^5\)) of re-emitted photons.

4.2.3. Data Analysis Tool

We have developed an iterative inverse problem solver to preprocess the raw data (DTOF histograms) and retrieve the OP of the measured phantoms based on MCXLAB
capabilities [86]. Figure 4-2 illustrates the steps of preprocessing and analyzing the raw data from the TR-DOS setup.

This inverse problem solver uses an analytical solution of the time-dependent diffusion equation (TD-DE) for a semi-infinite medium to simulate the light propagation (the forward problem) and generate DToF histogram for each assumed $\mu_a$ and $\mu_s'$ of a phantom. Before analyzing the raw data using this best fitting model, three steps of preprocessing are performed in sequence - noise removal from the signal, smoothing, and normalizing the DToF curve. In each iteration, the simulated DToF histogram is convolved with the $IRF_{Total}$ of the TR-DOS setup to give a fitted DToF histogram. Then, the fitted DToF histogram (already convolved with $IRF_{Total}$) is matched to the experimentally measured DToF using a nonlinear least square solver (the Levenberg-Marquardt method). The iterative process starts with adjusted initial
values of $\mu_s'$ and $\mu_a$ that are typical of human tissues: $\mu_s' = 1.0 \text{ mm}^{-1}$ and $\mu_a = 0.01 \text{ mm}^{-1}$ [188] [189]. Other OP parameters such as the anisotropy factor ($g = 0.9$) and the refractive index ($n = 1.5$) are kept constant while the iterative process is running. Then, the iterative process continues until the inverse problem solver finds the best solution of the objective function.

4.3. Characterization Methods

We evaluated the performance of our prototype using assessments based on two well-known protocols. The first protocol is the basic instrumental performance (BIP) that focuses on the characterization of the TR-DOS setup and its equipment without considering a measuring object (such as a phantom) [105]. The second protocol is MEDPHOT which evaluates the capability of TR-DOS prototype to recover the OP for homogeneous phantoms [106]. In this Section, we describe the concepts and the experiments to characterize our TR-DOS prototype.

4.3.1. Basic Instrumental Performance Protocol

Following the BIP protocol, three parameters of the TR-DOS setup are measured. These parameters are the average delivered optical power on the phantoms ($P_{\text{Source}}$) from the laser source, the differential non-linearity (DNL), and the total Instrument Response Function of the setup ($\text{IRF}_{\text{Total}}$) [105].

**Light Power**

An optical power meter (Model 1830-C, Newport, Irvine, CA, USA) was used to measure the power of the light from the fiber that transmits light from laser sources to phantoms [190] [191]. Measurements were taken for both light sources with the same repetition rate (50 MHz) that were used to illuminate the phantoms. The illuminated areas ($A_{\text{source}}$) on the surface of the phantoms were $\approx 3 \text{ mm}^2$ for both light sources. The optical powers of the delivered light to the phantoms were 2.2 mW and 3.6 mW for the 685 nm and 830 nm laser sources, respectively. These levels of optical power are much lower than the maximum permissible exposure (MPE) for human skin. The MPE levels for skin are estimated as 6 mW/$A_{\text{source}}$ (3 mm$^2$) for 685 nm and 11 mW/$A_{\text{source}}$ (3 mm$^2$) for 830 nm laser beams. At each wavelength, we calculated the MPE according to
the data acquisition time in the experiments (20 min for each phantom) using formulas reported in the literature [69].

**Differential non-linearity (DNL) of Photon Timing**

The differential non-linearity (DNL) is mainly used to estimate the non-uniformity of the width of the time bins in the photon timing equipment such as time-to-digital converter (TDC) or time-correlated single photon counting (TCSPC) [105]. The DNL is a routine test that is required for TR-DOS systems even if the photon time of arrival (PTA) is measured using different equipment such as an oscilloscope. Ideally, the counted photons in each bin in the histogram should be equal [105]. However, during the experiments, there are differences in the distribution of the counted number of photons as a result of the DNL. We measured the DNL using a pulse pattern generator to send repetitive signals (50 MHz) as the start signal to the oscilloscope, and the FR CMOS SPAD to count photons and send the stop signal to the oscilloscope. It is worth noting that to measure the DNL, a battery-powered light source to illuminate the detector to prevent any electrical power-line interference is recommended [105]. Also, we placed neutral-density (ND) filters between the light source and CMOS detector to attenuate (~ 95%) the light and prevent saturation of the detector. An optical bandpass filter (680 nm) was used to allow only light at the required wavelength to reach the detector. Figure 4-3 illustrates the experimental setup for DNL measurements. It is recommended to measure PTA for more than 10$^5$ counted photons in each time bin to obtain a good SNR and more accurate estimation of the $\varepsilon_{DNL}$ using the following equation [105]:

$$
\varepsilon_{DNL} = \frac{N_{DNL,\text{max}}(t) - N_{DNL,\text{min}}(t)}{\overline{N_{DNL}}}
$$

(4.1)

where $N_{DNL,\text{max}}$ and $N_{DNL,\text{min}}$ are the maximum and the minimum number of recorded photons in the time bins (maximum peak to minimum peak). $\overline{N_{DNL}}$ is the average number of counted photons in time bins.
Figure 4-3: DNL measurement setup to acquire histograms of the PTA for all detected photons.

**Total IRF of the TR-DOS Setup**

The $IRF_{Total}$ is an important performance measure for TR-DOS systems, and the full-width-at-half-maximum (FWHM) of the $IRF_{Total}$ should be as short as possible, especially if short source-detector separations are used. Moreover, the FWHM of $IRF_{Total}$ must be less than 1.0 ns so as not to distort the raw data (DToF histograms) [120] [75]. The FWHM of $IRF_{Total}$ represents the root of the sum of squared $IRF$ for each instrument such as laser source, photon detector (timing jitter of the CMOS SPAD), optical fiber and photon timing equipment (WaveRunner 625Zi, Teledyne LeCroy, Chestnut Ridge, NY, USA) in our TR-DOS setup. The FWHM of $IRF_{Total}$ of this TR-DOS setup is given by [25]:

$$\text{FWHM of } IRF_{Total} \approx \sqrt{IRF_{laser\ source}^2 + IRF_{OpFb}^2 + IRF_{CMOS\ SPAD}^2 + IRF_{Oscilloscope}^2} \quad (4.2)$$

To measure the FWHM of $IRF_{Total}$ of the TR-DOS setup, the optical fiber connected to the laser source is placed in front of the CMOS SPAD detector, and a thin diffuser such as a sheet of white paper was used between the fiber and the detector to ensure scattering of the light [120] [105] [192]. Multiple scattering interactions happen for photons in the thin diffuser that vary the directions of detected photons with a negligible broadening of the measured FWHM of $IRF_{Total}$ [105].

**4.3.2. Optical Properties Quantification of Homogeneous Phantoms**

Following the MEDPHOT protocol, we used two assessments such as accuracy and linearity to characterize the OP for several homogeneous phantoms using the TR-
DOS prototype. The measured DToF histograms (raw data) were preprocessed to remove the noise and smooth the DToF curves. After that, the measured DToF histogram for each phantom was analyzed using the best fitting model to estimate the OP of the phantom as described earlier in Section 4.2.3.

**Accuracy Assessment**

The accuracy of the OP quantification is determined by comparing the true OP of the phantoms with the recovered OP. The accuracy of the retrieved $\mu_s'$ and $\mu_a$ is estimated separately for each phantom by calculating the error using the following equation [106]:

$$\varepsilon = \frac{OP_{\text{recovered}} - OP_{\text{true}}}{OP_{\text{true}}}.$$  \hspace{1cm} (4.3)

The result from Equation (4.3) $\varepsilon$ is converted to a percentage, determines the discrepancy in accuracy assessments.

**Linearity Assessment**

The linearity test focuses on the changed values of the retrieved $\mu_s'$ or $\mu_a$ when the true $\mu_s'$ or $\mu_a$ are varied. The main sources of inaccuracies in the retrieved $\mu_s'$ or $\mu_a$ are from three factors [49]. First, there are some small fluctuations of the time origin ($t_0$) from one measurement to another, and these fluctuations have impacts on the accurate estimation of the OP, particularly $\mu_s'$. Second, there is a systematic distortion of the measured DToF histograms due to the impact of the IRF and the noise (background and false triggering). Third, there is some error in the theoretical approximations when the diffusion equation (DE), which is less accurate than the radiative transfer equation (RTE), is used simulate the light propagation in diffusive media [49] [100].

**Preparation of Phantoms**

To perform accuracy and linearity assessments, sets of nine homogeneous solid cylindrical phantoms were prepared for the measurements. The phantoms have three $\mu_a$ (0.005 mm$^{-1}$, 0.009 mm$^{-1}$ and 0.013 mm$^{-1}$) and three $\mu_s'$ (0.4 mm$^{-1}$, 0.8 mm$^{-1}$ and 1.2 mm$^{-1}$) values. These phantoms are named according to their OP using letters for variable $\mu_s'$ (A, B, and C) and numbers for variable $\mu_a$ (1, 2, and 3). Thus, the OP for phantom A1 are almost 0.005 mm$^{-1}$ and 0.4 mm$^{-1}$, and the OP for phantom C3 are almost 0.013 mm$^{-1}$ and 1.2 mm$^{-1}$ for $\mu_a$ and $\mu_s'$, respectively. The range of OP for these phantoms has been chosen to be in the range of the known OP of human tissue [193].
The height of each phantom is 27 mm, and the diameter is 67 mm, as shown in Figure 4-1 (c).

Phantoms were prepared using epoxy-resin, titanium dioxide (TiO₂), and India ink for the phantom matrix media, scattering agent and absorbing agent, respectively [74]. The concentrations of TiO₂ and ink were varied linearly to produce changes of about 0.005 mm⁻¹ and 0.4 mm⁻¹ (at the wavelengths range between 685 nm and 830 nm) for \( \mu_a \) and \( \mu_s' \), respectively. The TiO₂ was suspended in an ethanol solution (ratio is 1 gm TiO₂/ 3 ml ethanol) to ensure good mixing with the resin. To determine the required TiO₂ and ink concentrations to produce specific OP of phantoms, we used a steady-state spatially resolved diffuse reflectance system with a custom-made inverse problem solver that was described in Chapter 3 and our previous work [175]. After fabricating the phantoms, the surfaces were polished using several sandpapers (grits vary from 120 to 600) to remove scratches. Then, we estimated the actual OP for each phantom using our time-resolved diffuse optical tomography system [175]. Table 4.1 summarizes the actual OP of the used phantoms in this Chapter at the used two wavelengths 685 nm and 830 nm.

<table>
<thead>
<tr>
<th>Phantom</th>
<th>685 nm</th>
<th>830 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \mu_s' ) (mm⁻¹)</td>
<td>( \mu_a ) (mm⁻¹)</td>
</tr>
<tr>
<td>A1</td>
<td>0.41</td>
<td>0.0047</td>
</tr>
<tr>
<td>A2</td>
<td>0.41</td>
<td>0.0083</td>
</tr>
<tr>
<td>A3</td>
<td>0.41</td>
<td>0.0124</td>
</tr>
<tr>
<td>B1</td>
<td>0.81</td>
<td>0.0047</td>
</tr>
<tr>
<td>B2</td>
<td>0.81</td>
<td>0.0083</td>
</tr>
<tr>
<td>B3</td>
<td>0.81</td>
<td>0.0124</td>
</tr>
<tr>
<td>C1</td>
<td>1.23</td>
<td>0.0047</td>
</tr>
<tr>
<td>C2</td>
<td>1.23</td>
<td>0.0083</td>
</tr>
<tr>
<td>C3</td>
<td>1.23</td>
<td>0.0124</td>
</tr>
</tbody>
</table>

**Table 4.1: The nominal OP of the measured phantoms.**

**Data Acquisition and Preprocessing**

To measure the DToF histogram for each phantom, laser light is injected to the phantom, and the re-emitted photons are detected in reflectance geometry using an identical source to detector distance (SDD) of 28 mm. Each measurement is done for
20 min until the DToF histogram was acquired and around 600 K photons and background noise signal were counted. It is worth noting that this long time for data acquisition is not necessary since 200 s of data acquisition time is enough to count \( \approx 10^5 \) events (photons and noise). In our experiments, this slow photons timing process is a result of the limited update rate of the oscilloscope for the time base (20 ns) used. This slow update rate allows only for recording a small portion of the counted photons and noise from the SPAD detectors (~ 500 counts per second), whereas the maximum count rate of our SPAD detectors is up to ~ 0.5 million counts per second. Therefore, using a longer data acquisition time (20 min) is useful to increase the number of the counted photons to acquire smoother DToF curves to more accurately retrieve the OP.

On the other hand, to use this prototype in real-time applications, the SPAD detectors should be connected to TDCs or a TCSPC module to acquire a raw data histogram and count \( \geq 10^6 \) photons within a few seconds. In this Chapter, all the acquired DToF histograms have 20 ns range, and 1000 time bins (width of each bin is 20 ps). These measurements were taken three times (at different positions on the surface for each phantom) using two laser sources at 685 and 830 nm. Figure 4-4 shows the DToF histograms that were measured for high scattering phantoms and high absorption phantoms at 685 nm and 830 nm, and the corresponding \( IRF_{Total} \). In these Figures, the variation of the dynamic range between the \( IRF_{Total} \) and the measured DToF curves can be observed. The DCR (~ 13 kHz) of the detector versus the maximum count rate (500 K) restricts the dynamic range of this prototype to be 1.7 orders of magnitude for high-intensity light in the \( IRF_{Total} \) measurements. This maximum level of the DR is lower than the reported dynamic range for FR-TR-DOS systems by one order of magnitude [154]. The limited DR for our TR-DOS systems is a result of a relatively high percentage DCR (~ 2.5% of the maximum count rate) and the modest PDE of the SPAD detectors used. Therefore, it is noticed that the DToF curves have a lower order of magnitude of the DR due to the lower intensity of the measured light in DToF measurements.
To prepare the DToF histograms for analysis, noise such as DNL distortion is removed from the signals. After that, each DToF curve is smoothed using a moving average filter for a span of seven time bins (representing 140 ps). The last step of preprocessing is the normalization for each DToF before starting the best fitting model process, as illustrated earlier in Figure 4-2. We compared the results (for the OP quantification) for different ranges of points in the DToF histograms that are involved in the best fitting process. Then, we chose the range of points from 60% of the DToF curve peak in the rising edge and 15% of the DToF curve peak in the falling tail because the most accurate OP quantification results were obtained using this range. Figure 4-5 shows an example of the fitting process for the same phantom (B2) at both wavelengths used. The time in the x-axis represents the delay between the DToF curve and the rising edge of the $IRF_{Total}$ (0 ps).
4.4. Results and Discussions

Several measurements were taken to characterize the TR-DOS prototype following the BIP and MEDPHOT protocols. In this Section, we report and discuss the results of the following assessments: DNL, \( IRF_{\text{Total}} \), accuracy, and linearity. Then, we evaluate this prototype and describe its limitations.

4.4.1. Differential Non-Linearity

In the DNL measurements, \( 10^7 \) photons were counted for all time bins (1000 bins and width for each bin is 20 ps). In Figure 4-6, the histogram of PTA distributions that was used to calculate the DNL is shown. The \( \varepsilon_{\text{DNL}} \) was estimated to be 0.073 (7.3\%) using Equation (4.1) and the measurement setup illustrated in Figure 4-3. This level of error is acceptable because the level of DNL error is normally several percent (< 10\%) [105]. It is worth noting that if the error of DNL exceeds 10\%, a correction of DNL should be used [75] [83] [105]. However, no correction of the DNL is required for this TR-DOS system because the DNL result indicates that the oscilloscope performs the time-to-digital conversion (for the counted photons) with a slight distortion of the width for time bins.
Figure 4-6: Histogram of PTA distributions for $10^7$ counted photons in all time bins (1000 bins for 20 ns range).

4.4.2. Total Instrument Response Function

The narrowest FWHM of $IRF_{Total}$ in each wavelength is less than 120 ps for low-power light are shown in Figures 4-7 (a) and (b). However, we used a higher power to illuminate the phantoms, which is essential to eliminate the impact of the CMOS SPAD’s modest PDE and the small active area. At a higher power level, the width of pulses for the picosecond diode laser is increased significantly, which leads to broadening of the FWHM of $IRF_{Total}$ of the TR-DOS setup [25] [68]. Therefore, the temporal widths of $IRF_{Total}$ are broadened to 120 ps and 350 ps using 685 nm and 830 nm laser sources, respectively. Figure 4-7 shows the $IRF_{Total}$ (shown in log scale) that were measured at both wavelengths of 685 nm and 830 nm versus the shapes of the pulses of the light sources (shown in linear scale). In these subfigures, the short timing jitter of the CMOS SPAD detector used makes it possible to produce accurate $IRF_{Total}$ signals that have similar shapes to the pulses of the light sources at different optical power.

An accurate determination of the FWHM of $IRF_{Total}$ is essential because it will be convolved with the simulated DToF (from the forward modeling) to perform the fitted DToF ($DToF_{Fitted}$) as follows [49] [62] [194]:

$$DToF_{Fitted} = DToF_{Simulated} \times \text{FWHM of } IRF_{Total}$$  \hspace{1cm} (4.4)
Figure 4-7: FWHM of $IRF_{\text{Total}}$ of the TR-DOS prototype at two different wavelengths used in this Chapter: (a) 685 nm at low optical power (0.05 mW); (b) 830 nm at low optical power (0.06 mW); (c) 685 nm at the used optical power (2.2 mW) to illuminate the phantoms; and (d) 830 nm at the used optical power (3.6 mW) to illuminate the phantoms.
4.4.3. The Accuracy of the OP Quantification

In the accuracy assessment, we estimated the percentage of error for the recovered OP against the actual OP for each phantom. Table 4.2 shows the results of accuracy assessments for all nine phantoms at the two wavelengths. The percentage of errors were estimated using Equation (4.3), and the average of errors were 6.5% and 9.5% for $\mu_s'$ and $\mu_a$, respectively. These levels of error in OP quantification is a known limitation for DOS techniques [49] [100] [194]. The highest discrepancy for $\mu_s'$ appeared in the phantom (A3) at 685 nm and phantom (A2) at 830 nm that reached up to 12% and 19%, respectively. The main reason for these errors comes from the difficulty in discriminating changes in the shapes of the DToF curves for low $\mu_s'$ turbid media [100]. Also, the percentage errors for the retrieved $\mu_s'$ have increased for low scattering phantoms (A) due to the low values of $\mu_s'$, as shown in Table 4.2. On the other hand, the average discrepancy for retrieved $\mu_a$ decreases significantly at 685 nm in high $\mu_s'$ phantoms (C). Overall, the estimated accuracy for homogeneous phantoms using this prototype is similar to the reported levels of accuracy of TR-DOS measurements for prototypes that use commercial detectors [62] [106] [173].

Table 4.2. Relative errors in the accuracy assessment of the retrieved $\mu_s'$ and $\mu_a$ versus the actual $\mu_s'$ and $\mu_a$ for nine phantoms at two different wavelengths.

<table>
<thead>
<tr>
<th>685 nm Results</th>
<th>$\mu_s'$</th>
<th>$\mu_a$</th>
<th>$\mu_s'$</th>
<th>$\mu_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A (0.41)</td>
<td>B (0.81)</td>
<td>C (1.23)</td>
<td>A (0.41)</td>
</tr>
<tr>
<td>$\mu_a$ 1 (0.0047)</td>
<td>10.5</td>
<td>9.5</td>
<td>1.6</td>
<td>19</td>
</tr>
<tr>
<td>2 (0.0083)</td>
<td>3.5</td>
<td>7.5</td>
<td>5.7</td>
<td>7.2</td>
</tr>
<tr>
<td>3 (0.0124)</td>
<td>12</td>
<td>-1.2</td>
<td>0</td>
<td>-3.2</td>
</tr>
<tr>
<td>830 nm Results</td>
<td>$\mu_s'$</td>
<td>$\mu_a$</td>
<td>$\mu_s'$</td>
<td>$\mu_a$</td>
</tr>
<tr>
<td></td>
<td>A (0.4)</td>
<td>B (0.78)</td>
<td>C (1.17)</td>
<td>A (0.4)</td>
</tr>
<tr>
<td>$\mu_a$ 1 (0.0049)</td>
<td>1.3</td>
<td>5.8</td>
<td>6.8</td>
<td>-12.2</td>
</tr>
<tr>
<td>2 (0.0088)</td>
<td>18.8</td>
<td>10</td>
<td>4.3</td>
<td>6.8</td>
</tr>
<tr>
<td>3 (0.0131)</td>
<td>6.3</td>
<td>7.7</td>
<td>3</td>
<td>-23.7</td>
</tr>
</tbody>
</table>

4.4.4. The Linearity of the OP Quantification

The TR-DOS prototype has presented good linearity for retrieving $\mu_s'$ with some overestimation for all nine phantoms at both wavelengths Figures 4-8 (a) and (b).
addition, the prototype has shown good linearity for retrieving $\mu_a$ for phantoms B and C in both wavelengths with some underestimation at 830 nm Figures 4-8 (c) and (d). On the other hand, better linearity was obtained for the retrieved $\mu_a$ for low $\mu_a$ phantoms (1) versus high $\mu_a$ phantoms (2 and 3). This is a result of the reduction in the absorption-to-scattering coupling at both wavelengths Figures 4-8 (e) and (f). Also, the results show good linearity for the retrieved $\mu_s$ for all phantoms which indicate low scattering-to-absorption coupling as shown in Figures 4-8 (g) and (h). Generally, the linearity of this TR-DOS prototype is very good and comparable to the reported linearity results in the literature [62] [106] [108] [173] [195].

4.4.5. Evaluation of this Prototype and the Potential Applications

The evaluation of this TR-DOS prototype has demonstrated good performance, and it can be used for tissue optics applications for the following reasons. First, the chosen optical power of the illuminated light (much lower than MPE of skin) were useful to overcome the modest PDE and the small active area of the detector by increasing the number of injected photons and accordingly increasing the number of detected photons. Second, the low errors for DNL and the narrow IRF$_{Total}$ verified that raw data (DTOF histograms) could be generated with good accuracy (without distortion) for human tissues such as muscle, breast or a newborn’s head. However, the long time for data acquisition and the modest dynamic range (one order of magnitude) for DTOF curves, as shown in Figure 4-4, are limitations in the use of this prototype for some tissue optics applications such as functional brain imaging. Therefore, it is necessary to develop high temporal resolution TDC and integrate it with this FR CMOS SPAD detector to reduce the data acquisition time to the range of few seconds. This will enable this prototype to observe physiological changes (such as blood oxygen saturation) in tissue which happen within seconds.
Figure 4-8: The linearity of the retrieved OP versus the actual OP for nine phantoms at two different wavelengths: (a) and (b) represent the retrieved $\mu_s'$ against the actual $\mu_s'$ at 685 and 830 nm, respectively; (c) and (d) represent the retrieved $\mu_a$ against the actual $\mu_a$ at 685 and 830 nm, respectively; (e) and (f) represent the retrieved $\mu_a$ against the actual $\mu_s'$ at 685 and 830 nm, respectively; and (g) and (h) represent the retrieved $\mu_s'$ against the actual $\mu_a$ at 685 nm and 830 nm, respectively.
Fast data acquisition time is not expected to improve the dynamic range significantly due to the low PDE, and the small active area for the detector used. Therefore, this prototype will probably not be capable of observing the change of the OP in the deep regions in multilayered tissue such as gray matter and white matter in an adult’s head. Here, the OP mainly depend on the late photons in DToF curves and require a fast time gating detection capability. Third, the results of accuracy and linearity assessments indicated that this prototype could be used to distinguish between pathological tissue and healthy tissue due to the noticeable OP variations between them. Overall, there are some potential improvements that can be achieved to design better FR SPAD detectors in 130 nm CMOS for TR-DOS applications.

### 4.4.6. Potential Developments of SPAD Detectors for Tissue Optics Applications

The SPAD detectors used here have demonstrated good performance in TR-DOS measurements. However, there are some issues that should be considered when SPAD detectors are being designed (particularly in 130 nm CMOS) to improve their performance and overcome some limitations for TR-DOS. The important FR-CMOS SPAD features in TR-DOS measurements are as follow.

1. The most important features for each designed pixel are short timing jitter and low noise sources such as the DCR and after-pulsing. Increasing the size of the active area and the thickness of the depletion region increases the PDE of the detector. However, the size of the active area for each pixel and the thickness of the depletion region should not be enlarged too much to avoid increasing the timing jitter and noise. For instance, in this Chapter, short timing jitter of the detector used enables the TR-DOS system to achieve short $IRF_{Total}$ that was sensitive to the width and the shape of the pulses of the laser sources at different optical powers. Also, short $IRF_{Total}$ is important to achieve good accuracy for retrieving the OP in TR-DOS applications.

2. Reducing the dead time is desirable if we want to increase the count rate for each CMOS pixel and avoid saturation of the detector when many photons are impinging on the active area during a relatively long dead time. However, the typical dead time for CMOS SPAD pixels (tens of ns up to few µs) is enough to count more than $10^5$ photons/s. This count rate of photons is compatible with TCSPC modules and
TDCs units that suffer from pile-up effect if the count rate of photons exceeds 5% of the RR of the reference signal such as the laser repetition rate in TR-DOS systems [137].

3. The impact of a modest PDE of the CMOS SPAD pixels can be eliminated by increasing the optical power of the illuminated light and using a small SDD (1 cm–3 cm).

4. Using an array of SPAD pixels is vital to enlarge the total active area of the SPAD detectors and increase the number of counted photons in TR-DOS measurements, especially when a larger SDD (> 3.0 cm) is used. However, a large number of an array of SPAD pixels is not necessary to increase the number of the counted photons since each TDC will be shared by several pixels to avoid reducing the fill factor of the pixels. Sharing TDCs by a large number of pixels will ultimately lead to an increase in the data acquisition time and keep a limited number of the array’s pixels active during the measurements. Therefore, a CMOS SPAD detector with a reasonable number of pixels (~100) such as in a 1 D array or a 2 D array (10 × 10), where each pixel has an independent TDC, can be useful for TR-DOS measurements using illuminated light with optical power lower than the MPE of the skin. For a TR-DOS, a 1 D line array of pixels is preferable to keep the pixel electronics outside the pixel to increase the fill factor of the SPAD detectors [177].

5. To maintain a good level of SNR, SDD should be reasonable (≤ 4 cm) in TR-DOS measurements without exceeding the MPE of the light for the skin. Otherwise, the DR of the measured DToF curves will be significantly degraded, and the measured DToF curves will not be valid to recover the OP for the measured object.

6. Another possible approach to improve the achievable DR of the TR-DOS prototype is to reduce the percentage of DCR versus the maximum count rate. Therefore, from our perspective, we believe that a TR-DOS prototype using FR CMOS SPAD detectors with DCR lower than 0.1% of the maximum count rate can acquire DToF with DR higher than two orders of magnitude. Such a TR-DOS prototype will achieve better depth sensitivity to recover the OP for deeper regions in tissues (e.g. detecting a blood clot in brain, and a cancer tumor in breast).
4.5. Conclusions

In recent years, significant efforts were made to reduce the complexity, cost and size for time-resolved diffuse optical spectroscopy (TR-DOS) systems. Here, we described and characterized a TR-DOS prototype using low cost, compact, custom-designed free-running (FR) single-photon avalanche diode (SPAD) detectors in standard silicon 130 nm CMOS technology. This prototype was used to successfully perform distribution of time of flight (DTOF) histograms in reflectance geometry for phantoms that have optical properties (OP) in the range of human tissues. The detector was used to acquire histograms using a low-power pulsed laser light with power levels below the maximum permissible exposure for human skin. The differential non-linearity was acceptable (7.3%) for photon timing with a temporal resolution in the range of tens of picoseconds, which is required for TR-DOS systems. The temporal widths of the total instrument response function of TR-DOS prototype were short enough to ensure that DTOF histograms are not distorted and valid to be used to quantify the OP of homogeneous phantoms accurately. The results of the accuracy assessment for quantifications of the OP were very good for the realistic phantoms used, and the levels of error are within the range of results reported in the literature. The results of the linearity assessment demonstrate the potential of the prototype to observe the differences of the OP among several homogeneous phantoms.

However, the long time for the data acquisition is a limitation of this TR-DOS prototype, but it can be shortened significantly by incorporating time-to-digital converters with the SPAD detectors on the same chip to perform the DTOF histograms. Then, multichannel TR-DOS can be built using several low-cost photon-timing subsystems with FR silicon SPADs with TDCs in the same chip. Such a system would be very suitable for clinical applications such as functional newborn brain and muscle monitoring and optical mammography, particularly if the possible improvements of the SPAD detectors are used.
Chapter 5

TIME-GATED TIME-RESOLVED DIFFUSE OPTICAL SPECTROSCOPY PROTOTYPE FOR MULTILAYERED TURBID MEDIA

In Chapter four, the low dynamic range (DR) is an important limitation in using the FR-TR-DOS prototype to generate valid raw data for multilayered objects such as adults’ heads. Therefore, it is difficult to use this FR-TR-DOS prototype (mentioned in Chapter 4) to quantify the OP for deep regions in multilayered objects. Therefore, in this Chapter, we report on a custom-designed fast-gated CMOS SPAD detector used to build a TG-TR-DOS system with a higher DR than that reported for the FR-TR-DOS system in Chapter four. For this purpose, a novel reconstitution algorithm was implemented to preprocess the DToF curves of gates and preform full DToF. In this Chapter, the TG-TR-DOS system and the reconstitution algorithm will be described and evaluated in the following order. In Section 5.1, a brief explanation of the concepts and benefits of using TG measurements in diffuse optics applications is given. Then, the architecture of the TG-TR-DOS prototype and the equipment used are described in Section 5.2. In Section 5.3, the implemented algorithm to reconstitute full DToF from several measurements of the gates is described and validated with simulation results. In Section 5.4, the reconstituted full TG-DToF curves are compared with FR-DToF curves that are acquired by state-of-art SPAD detectors for a multilayered object, an ex vivo animal head.
5.1. Introduction

High dynamic range (DR) of the Measured DToF is an essential requirement in TR-DOS applications to increase the depth sensitivity and recover the OP for deep regions in multilayered turbid media [84]. With a high DR for TR-DOS system, late counted photons reach deep regions in the measured objects such as gray matter and white matter in a human brain [196]. Two approaches can be used to increase the DR of the measured DToF for TR-DOS systems. First, is to use sophisticated, expensive and large photodetectors or cameras such as ICCD cameras, streak cameras, and SPAD detectors (fabricated in custom silicon technology). Second, low-cost and compact ultra-fast time gating capabilities for CMOS SPADs detectors can be used. The first approach is not compatible with the aims to reduce cost, size, and complexity of TR-DOS systems. Therefore, the second approach is attractive due to the flexibility of CMOS technology to implement and fabricate low-cost and compact TG SPAD detectors with varying performance characteristics [84] [196]. However, TG-TR-DOS measurements are more complicated than FR-TR-DOS measurements because of the necessity for accurate synchronization of between the re-emitted photons and the detector’s gates (see Figure 2-13) [84] [196] [197]. Also, TG-TR-DOS measurements require intensive data preprocessing to reconstitute a full TG-DToF curve for multiple signals of the gates used [197]. Therefore, in this Chapter, a TG-TR-DOS prototype is integrated to count the re-emitted photons using several synchronized gates. Also, a reconstitution algorithm was developed to acquire the full TG-DToF curves for the measured signals of the gates.

5.2. TG-TR-DOS Prototype

There are two main components of the TG-TR-DOS prototype. First is the TG-TR-DOS setup that consists of a light illumination subsystem, multilayered phantoms, and a photon counting and timing subsystem. Second is software to preprocess the measured curves for all gates used and reconstitute full TG-DToF for the multilayered turbid media. This software also includes a custom-made curve-fitting model to recover the optical properties (OP) for each layer of the turbid media. The curve-fitting model
was implemented using an iterative Monte Carlo program for forward modeling to simulate the light propagation and the DToF_{Fitted} curves.

5.2.1. TG-TR-DOS Setup

In this setup, a picosecond pulsed diode laser source (805 nm) is used to illuminate the turbid media [68]. A custom-designed fast-gated SPAD detector, fabricated in a 130 nm silicon CMOS technology process, counts the re-emitted photons in reflectance geometry [136]. This detector has a fixed maximum width of its gate window (≈ 3.5 ns), low DCR (3 kHz), maximum count rate ≤ 100 MHz, 100 μm² active area, and very short dead time (540 ps) [136]. Table 5.1 compares the performance features for the detectors used in this Chapter: TG-CMOS SPAD detector and SPAD detector (PDM series, MPD Italy) [164] [152].

Table 5.1: Main performance features of SPAD Detectors.

<table>
<thead>
<tr>
<th>Detector Type</th>
<th>Front-Side Illuminated SPAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fabrication Technology</td>
<td>Custom (planar) silicon</td>
</tr>
<tr>
<td>Operation Mode(s)</td>
<td>Free-Running and Time-Gated</td>
</tr>
<tr>
<td>No. of Pixels</td>
<td>1</td>
</tr>
<tr>
<td>Dimension of Pixel(s)</td>
<td>50 μm diameter</td>
</tr>
<tr>
<td>Total Active Area</td>
<td>1963 μm²</td>
</tr>
<tr>
<td>Time-Jitter (ps)</td>
<td>30</td>
</tr>
<tr>
<td>DCR (cps) @ Room-Temp.</td>
<td>2 k</td>
</tr>
<tr>
<td>Dead Time (ns)</td>
<td>77</td>
</tr>
<tr>
<td>Max. Count Rate (Mcps)</td>
<td>13</td>
</tr>
<tr>
<td>PDE at (λ)</td>
<td>50% @ 550nm</td>
</tr>
<tr>
<td>P_{AP} (%)</td>
<td>1</td>
</tr>
<tr>
<td>FoM_{\text{C}} Counting (m)</td>
<td>11.4</td>
</tr>
</tbody>
</table>

A precision semiconductor parameter analyzer (Agilent 4156C) supplies power to the PCB of the TG-CMOS-SPAD detector [198]. The distance between the laser’s fiber and the detector is fixed at 25 mm. A pulse-generator (Anritsu MP1763B) triggers the laser pulses with the gates of the detector at the same repetition rate [185] [186]. A delay unit (3D9950-0.25A - Data Delay Devices) with a minimum step = 250 ps is used to synchronize the delayed gates with the time of arrival of the re-emitted photons [199]. A DToF curve of each gate is acquired by measuring the PTA which is
determined by the delay between the edge of the gate generated by the detector for each detected photon and the edge of the pulse of the laser driver. PTA is measured using a Teledyne LeCroy oscilloscope (WaveRunner 625Zi) [187]. Figure 5-1 shows the architecture of the TG-TR-DOS setup and its main components.

Figure 5-1: The architecture of the TG-TR-DOS prototype and the equipment used and software.

### 5.2.2. Phantoms

The measurements described in this Chapter are for two types of multilayered turbid objects. The first type of objects is bi-layered cylindrical solid phantoms that were prepared using epoxy-resin [74]. These phantoms were fabricated and calibrated according to the method that was explained in subsection 4.3.2. In these bi-layered phantoms, TiO$_2$ and India ink act as a scattering agent and an absorption agent, respectively. The values of $\mu_s'$ and $\mu_a$ were chosen to be in the range of the OP of human tissues. The thickness of the upper layer and the lower layer are 10 mm and 27 mm, respectively. The thickness of the upper layer is similar to the thickness of the superficial layer (i.e., scalp and skull) of an adult head. Also, this thickness is recommended by “nEUROPt” for bi-layered phantoms to test TR-DOS systems for...
functional brain monitoring [107]. These bi-layered phantoms have fixed $\mu_s'$ for the upper and lower layers and variable $\mu_o$ for the upper and lower layers. The second type of objects is an ex vivo sheep head. This object has a thick superficial layer ($\approx 20$ mm for the scalp and the skull).

5.2.3. Data Acquisition and Preprocessing

A software routine is implemented to acquire the measured signal for each gate-window and reconstitute full TG-DToF for each object [197]. The aim of the reconstitution process is to extract the useful portion from the measured DToF for each gate and use these portions to perform one DToF. In this thesis, the reconstituted DToF is called full TG-DToF. Figure 5-2 illustrates an example (from literature) for extracting the useful portions from rescaled DToF (TPSF) curves for each gate to reconstitute full TG-DToF.

![Figure 5-2: (a) Extracting the useful portion from DToF curves for each gate; and (b) example of reconstituting full TG-DToF from rescaled DToF for 6 gates; reprinted with permission from [197].](image)

The reconstitution algorithm in this Chapter acquires the measured/simulated all signals and estimates the scaling factor of the DToF curve for each gate using the Levenberg-Marquardt method. The reconstitution algorithm in literature requires manual scaling process of the curves for the gates used according to the optical power used (for each gate) of the injected light as shown in Figure 5-3 (b). However, the reconstitution algorithm in this work fits the DToF curve for each gate with the DToF curve for the previous gate over the ranges of overlaps between the gates (without the necessity to consider the differences of the optical power used). After rescaling the DToF curves of the gates, the average value is calculated for the overlap ranges of the
DTof curves of the gates up to three overlapped gates to reconstitute the full TG-DToF. For instance, gate two starts at 0.75 ns, so the reconstitution algorithm calculates the average of gates one and two until 1.5 ns (250 ps after the beginning of gate three that starts at 1.25 ns). Then, the average of gate one, gate two and gate three is calculated until the used portion of gate four starts at 2.0 ns, and so on. This average represents the values of the reconstituted TG-DToF. Whereas, the reconstituted TG-DToF equals the first and last gates when there is no overlap between the used portions of the gates (e.g., the reconstituted TG-DToF = gate one at the range from 0.25 ns to 1.0 ns and the reconstituted TG-DToF = gate four at the range from 3.5 ns to 4 ns). Moreover, this algorithm is validated in simulation (Section 5.3) and measurements (Section 5.4) results. Figure 5-3 (a) illustrates the steps of data acquisition and preprocessing from the TG-TR-DOS setup that are used in this Chapter. Figure 5-3 (b) illustrates the steps of preprocessing (rescaling and reconstitution) of the measured DToF using several gate windows (form literature) [197].

5.2.4. Preliminary Measurements

Several measurements were taken to determine the IRF_{Total} of the TG-TR-DOS setup, and to acquire the DToF curves for multilayered phantoms using the TG-TR-
DOS setup. Also, the accuracy of the delay used must be tested as well to specify the actual delays versus the nominal delays. The results of these preliminary measurements indicate some conditions and limitations that should be considered in the simulations and TG measurements of multilayered phantoms such as the deviation in the delays used and the $IRF_{Total}$ of the TG-TR-DOS setup. Note that, these measurements are essential to determine the useful part in the DToF curve for each gate used since the full TG-DToF curves are reconstituted using a portion of the DToF for each gate [197].

**Accuracy and Stability for the Delay Unit**

The accuracy of the delay unit is estimated by measuring the delays between two signals (40 MHz) from the same pulse generator [185]. The first signal (start signal) is connected to the input of the delay unit. The output of the delay unit is the input of the first channel in the oscilloscope and is used as the trigger signal. The second signal (stop signal) from the pulse generator is connected to the second channel in the oscilloscope. Figure 5-4 displays the results of the deviations in the delays used.

![Estimation of the Accuracy for the Delay Unit](image)

**Figure 5-4**: Nominal delays of the delay unit versus the measured delays using the oscilloscope.

From Figure 5-4, it is observed that there is no interference between the delayed signals. However, in the experiments, the actual delay should be considered instead of the nominal delays to maintain accurate synchronization of the gates in the TG-TR-DOS measurements. Table 5.2 summarizes the variations between the nominal and the actual measured delays for the delay unit used.
Table 5.2: Deviations between the nominal and the actual delays.

<table>
<thead>
<tr>
<th>Nominal Delay (ps)</th>
<th>Actual Delay (ps)</th>
<th>Error (ps)</th>
<th>Nominal Delay (ps)</th>
<th>Actual Delay (ps)</th>
<th>Error (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2000</td>
<td>1940</td>
<td>- 60</td>
</tr>
<tr>
<td>250</td>
<td>260</td>
<td>10</td>
<td>2250</td>
<td>2220</td>
<td>- 30</td>
</tr>
<tr>
<td>500</td>
<td>520</td>
<td>20</td>
<td>2500</td>
<td>2500</td>
<td>0</td>
</tr>
<tr>
<td>750</td>
<td>760</td>
<td>10</td>
<td>2750</td>
<td>2700</td>
<td>- 50</td>
</tr>
<tr>
<td>1000</td>
<td>1040</td>
<td>40</td>
<td>3000</td>
<td>2960</td>
<td>- 40</td>
</tr>
<tr>
<td>1250</td>
<td>1300</td>
<td>50</td>
<td>3250</td>
<td>3240</td>
<td>- 10</td>
</tr>
<tr>
<td>1500</td>
<td>1580</td>
<td>80</td>
<td>3500</td>
<td>3480</td>
<td>- 20</td>
</tr>
<tr>
<td>1750</td>
<td>1700</td>
<td>- 50</td>
<td>3750</td>
<td>3660</td>
<td>- 90</td>
</tr>
</tbody>
</table>

It is worth noting that the results shown in Table 5.2 are for one time bin width = 20 ps. However, events were counted four or five time bins (80-100 ps) for each delayed signal, but at least 45% of the events were counted in one time bin in all delayed signals as shown in Figure 5-4. These results indicate for the good accuracy of the delay unit and validate the use of this delay unit because of the small deviations of measured delays relative to the nominal delays.

**IRF\textsubscript{Total} of the TG-TR-DOS Setup**

Figure 5-5 shows the narrow $IRF\textsubscript{Total} (= 0.15$ ns) for this setup for an optical power of 3.0 mW. This narrow $IRF\textsubscript{Total}$ is due to the very short timing jitter of the TG-CMOS-SPAD (< 70 ps) and the narrow pulses of the picosecond pulsed diode laser. Also, this $IRF\textsubscript{Total}$ signal was measured at the reference delay (delay = 0 ps) according to the delays mentioned in Figure 5-4 and Table 5.2. The SDD was fixed at 25 mm in transmittance geometry for the FWHM of the $IRF\textsubscript{Total}$ measurements.

Figure 5-5: $IRF\textsubscript{Total}$ of TG-TR-DOS setup using an optical power of 3 mW to illuminate the phantoms.
Features of the Gate-_windows

The effective width of gate windows and the useful portion of DToF curve for each gate are important features that should be considered in the reconstitution process. The maximum width the gate window shrinks to around 2.75 ns due to the very low probability for detecting photons in the latest 0.5 to 0.75 ns period of the ideal maximum width (3.5 ns) of the gate window for the detector used. Also, it was found that the probability of detecting photons increases significantly at the beginning of a gate window when it is synchronized with the falling tail of DToF for the re-emitted photons [197]. Therefore, a sharp peak of the counted photons appears in the first 0.25 ns for each synchronized gate window with the falling edge of the DToF. Thus, this peak is usually excluded from the reconstitution process for all gates except if the beginning of the gate window is synchronized to be over the range of the rising edge of the DToF such as in the first gate (see Figure 5-2) [197]. On the other hand, the last 0.25 ns of each gate is contaminated by noise (especially after-pulsing and memory effect) which causes a small peak at the end for each gate [157]. Therefore, the effective width of gates shrinks to be around 2.25 ns that will be used to reconstitute full TG-DToF in the simulation and the measurements in this Chapter. Figure 5-6 shows the measured DToF curves for four gates before and after rescaling and the reconstituted full-TG-DToF.

5.3. Simulation

Simulating the light propagation in two-layered phantoms is the first step to determine the required number of the gates in the measurements for these phantoms using the custom-made TG-CMOS-SPADs. The simulation considers the main features of TG-TR-DOS setup such as the \( IRF_{Total} \) and the effective width of the gate windows that were determined in subsection 5.2.4. The second step is to acquire DToF\textsubscript{Simulated} for each gate used and then to use the reconstitution algorithm to acquire the full-TG-DToF. Also, FR-DToF is simulated and compared with the full-TG-DToF to validate the reconstitution algorithm in the simulation. The third step is to validate this algorithm by comparing the full-TG-DToF versus FR-DToF over the same time range (4 ns) that is used for the DToF\textsubscript{Simulated} curves.
Figure 5-6: Reconstitution process for the measured DToF curves of four gates for two-layered phantoms (thickness of upper layer = 10 mm and lower layer = 27 mm); (a) the measured DToF curves; (b) the scaled measured DToF curves and the full-TG-DToF; and (c) the $IRF_{Total}$ of the TG-TR-DOS setup versus the full-TG-DToF.
5.3.1. Light Propagation in Two-Layered Phantoms

The light propagation is simulated using four gate windows (gate width =2.5 ns), and the delay between gates is fixed at 0.5 ns. Figure 5-7 illustrates the light propagation during four gate windows for two bi-layered phantoms with identical $\mu_s'$ for the upper and lower layers ($\mu_s' = 1.0 \text{ mm}^{-1}$). However, $\mu_a$ values are different, $\mu_a = 0.01 \text{ mm}^{-1}$ for the upper layer for both phantoms, and $\mu_a$ of the lower layers are 0.005 mm$^{-1}$ and 0.015 mm$^{-1}$ for the first and the second phantoms, respectively.

![Figure 5-7: Light propagation in two bi-layered phantoms (thickness of upper layer = 10 mm and lower layer = 27 mm) during four gates. Left column: the first phantom; and right column: the second phantom.](image-url)
Figure 5-7 shows the impact of lower and higher $\mu_a$ in the lower layer versus $\mu_a$ of the upper layer. Due to the low $\mu_a$ of the lower layer in the first phantom, it can be seen that more photons reach deep regions, and the light attenuation is less over the time windows of the four gates. However, in the second phantom, the density of the propagated photons in deep regions is attenuated quicker over time as a result of the high probability for photons to be absorbed in the lower layer due to the high $\mu_a$. Therefore, the counted late photons in the DToF curves will be fewer for the second phantom relative to the first phantom.

5.3.2. FR-DToF vs. TR-DToF

In this subsection, the implemented reconstitution algorithm is tested for two bi-layered phantoms. In the simulation, it is expected to acquire similar curves of the FR-DToF and reconstituted TG-DToF because the limitations of FR detectors in counting late photons are not considered. Figure 5-8 shows the processes of the implemented algorithm toward reconstituting full TG-DToF. First, the DToF$_{\text{Simulated}}$ curves for all four gates are acquired by injecting $10^8$ photons into each phantom. These DToF gates and FR-DToF are convolved with the measured $IRF_{\text{Total}}$ of TG-TR-DOS setup. Second, the scaling factor is estimated using the Levenberg-Marquardt method. The scaling factor is used to fit the DToF for each gate. The full TG-DToF curve is reconstituted and shown in the Second step as well. Third, the full-TG-DToF curves (for both phantoms) are compared with the FR-DToF curves.

From Figure 5-8, good agreement between the outcomes of the reconstitution algorithm versus the FR-DToF curves for both phantoms. However, small differences between the full-TG-DToF curves and the FR-DToF curves when the value of the DToF tails decreased below 3% of the peak values. However, the impact of these small differences is limited on the accuracy the retrieved OP because the fitting processes usually use a large range of points of the DToF curves for fitting (see next subsection).
Figure 5-8: Outcomes of the reconstitution algorithm in the simulation for two bi-layered phantoms (thicknesses of upper layer = 10 mm and lower layer = 27 mm), with SDD = 2.5 cm. Left column: The first phantom. Right column: The second phantom. (a) and (b) acquiring normalized DToF curves using four gates; (c) and (d) scaling the DToF curves and reconstituting full TG-DToF curve; (e) and (f) comparing the full-TG-DToF curve versus the FR-DToF curve.
5.3.3. OP Quantification using TR-DToF Curves

Recovering the OP for multilayered turbid media is more complicated than for homogeneous turbid media. Therefore, two issues should be considered in the fitting model used. First, the analytical solution of the time-dependent diffusion equation (TD-DE) for homogeneous turbid media that was used in Chapter 4 is not valid for multilayered turbid media. Therefore, Monte Carlo (MC) of the radiative transfer equation (RTE) is used instead, and GPU-based computation (based on MCXLAB) is used to speed up the iterative fitting process [86]. Second, the OP can be recovered accurately for homogeneous turbid media using one point measurement, but for bi-layered turbid media, at least two point measurements are required. Thus, MC-based fitting was used to recover the OP for bi-layered turbid media using two detection points (SDD=2.5 cm and 3.5 cm). The fitting process ranges from 30% (of the peak values) in the rising edge until the last point in the falling edge. The used initial guesses of OP are 1.0 mm$^{-1}$ for $\mu_s'$ and 0.01 mm$^{-1}$ for $\mu_a$ for both layers. Figure 5-9 shows the limited impact of these small differences in the full-TG-DToF curves on the retrieved OP for the first phantom and the second phantoms. The values of OP are shown for the upper and the lower layers, respectively. It can be observed that the percentage error of $\mu_a$ is less than 4% for the first phantom and less than 9% for the second phantom as shown in Figure 5-9.

![Figure 5-9](image_url)

Figure 5-9: Retrieving the OP using two TG-DToF curves with SDD = 2.5 cm and 3.5 cm; for (a) the first phantom; and (b) the second phantom.
5.4. Measurements

In this Section, the implemented reconstitution algorithm is validated for the measured DToF curves for the Second type of the turbid objects (ex vivo sheep head). In contrast to the simulation, all features of both TG-TR-DOS and FR-TR-DOS setups that acquire the DToF curves appear in the measurements. Several features such as the DCR, afterpulsing, and memory effect, in addition to the $IRF_{\text{Total}}$ which was already considered in the simulation, affect the measured results. The TG-CMOS-SPADs used had a small active area (100 $\mu$m$^2$) and modest PDE (3%). To overcome limitations due to size and PDE, the optical power of light used to illuminate the phantoms is increased (more injected photons). This higher optical power results in an increase in the number of photons that impinge the active area of the detector. Also, the high optical power is particularly essential to enable the detector to count a reasonable number of late photons. However, the optical power used must be kept lower than the MPE for the skin which must take into the account the source illumination area $A_{\text{source}} \sim 3$ mm$^2$. On the other hand, slow update rate of the time to digital conversion process using Teledyne LeCroy oscilloscope (WaveRunner 625Zi) is a limitation for this setup. Thus, the limited maximum number of the achievable triggers by the oscilloscope due to its relatively slow update rate in the short time base 25 ns reduces the variations between the counted photons among the gates. For instance, sophisticated TCSPC devices can record more than a million photons per second due to their very short dead time ($T_{\text{DEAD}} < 1$ μs). However, the oscilloscope used can record less than a thousand events (number of detected photons) per second. Therefore, there are limited variations between the total counted photons in DToF curves that are acquired for each gate using the oscilloscope during the same data acquisition time. These limited variations make it difficult to rescale the DToF for each gate according to the optical power used of the injected light as shown in Figure 5-3 (b) and reported in the literature [157] [197]. Therefore, we used a fitting algorithm to rescale the measured and the simulated DToF for the gates used.
5.4.1. Measurements Conditions

The illumination source for the surface of the sheep’s head was an 805 nm pulsed diode laser. The repetition rate of the pulses is fixed at 40 MHz. An optical power of 3.0 mW/ $A_{\text{source}}$ (3 mm$^2$) was used for the TG-TR-DOS measurements and 1.0 mW/ $A_{\text{source}}$ (3 mm$^2$) for FR-TR-DOS measurements. The optical power used for the TG-TR-DOS measurements is much lower than the MPE (9.72 mW/ $A_{\text{source}}$ (3 mm$^2$)) for the skin at the wavelength of the light used (805 nm). On the other hand, the FR-SPAD detector used has a larger active area and higher PDE, which lead to a higher number of counted photons. Therefore, this reduction of the optical power of the illuminated light is necessary for FR-TR-DOS measurements to prevent the pile-up effect that may disrupt the accuracy of acquired DToF histograms using the TCSPC module. DToF curves are acquired using reflectance geometry and a SDD = 25 mm for both FR-SPAD and TG-CMOS-SPAD detectors. The data acquisition time for FR-IRF and FR-DToF curves was adjusted at 30 s using MDP SPADs and TCSPC module (PicoHarp 300) [152] [94]. On the other hand, the data acquisition time for TG-IRF and DToF curves for each one of the four gates used was adjusted at 300 s using TG-CMOS-SPADs and Teledyne LeCroy oscilloscope (WaveRunner 625Zi). Figure 5-10 shows the positions of the light source and TG-CMOS-SPADs detector in the measurements for the ex vivo sheep head.

Figure 5-10: Positions of the source and detector attached to the sheep head.
5.4.2. Results and Discussion

In Figure 5-11 (a), the acquired DToF curves for the four gates are shown, and in Figure 5-11 (b), the scaled DToF curves for the four gates are shown. In Figure 5-11 (c), the shape and the DR for the FR-DToF versus the full-TG-DToF for ex vivo sheep head are compared. From Figure 5-11 (c), it is noticed that the TG-TG-DOS had acquired DToF with DR up to 2.4 orders of magnitude. This DR is still lower than the DR using the FR-TR-DOS (2.8 orders of magnitude) that is generated using sophisticated equipment such as FR-SPAD detector and a TCSPC module. This result is expected because of the SDD used is relatively large for TG-TR-DOS and SPADs fabricated in custom silicon technology usually have better performance than SPADs fabricated in standard CMOS technology, as already explained in Chapter 2.

Figure 5-11: Measured raw data for Ex vivo sheep head using FR and TG detectors with SDD = 2.5 cm; (a) acquired DToF curves for four gates; (b) Scaled DToF curves for four gates and the full-TG-DToF curve; (c) Comparison of TG-DToF curve versus FR-DToF curve and the TG-IRF_{Total} versus FR-IRF_{Total}. 
Note that the TG-DToF curve and FR-DToF curve have similar slopes of the tail that is correlated with the value of $\mu_a$ of the object. Also, the TG-DToF and FR-DToF curves have similar delays between peaks of the $IRF_{Total}$ and the DToF which is correlated with the value of $\mu_s'$ of the object. These similarities can be observed in Figure 5-12 when the full-TG-DToF curve in Figure 5-11 (c) is smoothed over ten points of time bins.

![Graph showing comparisons of smoothed DToF curves](image)

Figure 5-12: Comparison of the smoothed measured DToF curves for ex vivo sheep head using FR and TG detectors and their corresponding TG-$IRF_{Total}$ and FR-$IRF_{Total}$.

5.5. Conclusions

In this Chapter, the implemented reconstitution algorithm was validated for simulated and measured DToF curves. This algorithm can be used for different number of gate windows, and simplify the preprocessing of the measured DToF curves using TG-TR-DOS systems.

On the other hand, we have successfully acquired higher DR for TG-TR-DOS raw data using fast time gating capabilities. The DR has been increased by more than an order of magnitude of the TG-TR-DOS setup in comparison with the FR-TR-DOS setup described in Chapter 4. This improvement in the DR allows for measuring re-emitted photons that reach the deeper region in turbid objects. However, the DR of the raw data using the TG-CMOS-SPAD detector is slightly lower than the achievable DR using FR-SPAD detector that are based on custom silicon technology. Thus, fabricating this TG-CMOS-SPAD detector with smaller size of the chip will allow to use smaller
SDD (5 mm – 15 mm) which can lead to an increase of the DR of this TG-TR-DOS prototype by more than one order of magnitude up to around four orders of magnitude.

In general, the TG-CMOS-SPAD detector used has good performance features for TG-TR-DOS measurements of multilayered turbid media. Nevertheless, there are several potential developments for the SPAD detectors based on low-cost and compact CMOS technology to increase the DR for TG-TR-DOS systems. First is to use an array of pixels instead of one pixel to enlarge the total active area of the SPADs detector. Second is to integrate TDCs with the array of pixels on the same chip. Each pixel should have a dedicated TDC to increase the number of counted photons because the maximum count rate for one pixel is up to 100 million counts per second. The very low level of DCR and the afterpulsing versus the achievable maximum count rate for this TG-CMOS-SPADs detector will allow for increasing the DR of each measured gate up to three orders of magnitude. This is because the percentage of noise (DCR ≈ 3 kHz) will represent less than 0.1 % of the maximum measured photons that is four million per second at 80 MHz repetition rate (RR) of the pulsed laser (≤ 5 % of the RR of the laser to avoid pile-up effect). Therefore, the DR of the full TG-DToF for such TG-TR-DOS system will be up to four orders of magnitude. This high DR is higher than the achievable DR for FR-TR-DOS systems that use expensive, sophisticated FR detectors. Also, such a high DR TG-TR-DOS system will be very suitable for functional brain monitoring not only for newborns, but also for adults.
Chapter 6

CONCLUSIONS AND RECOMMENDATIONS

The following sections provide a summary and some concluding remarks, as well as recommendations for future work.

6.1. Conclusions

In this thesis, we started with specifying the main limitations of TR diffuse optics systems. These limitations are mainly the large size, the high cost of equipment required, and the computation cost of the image reconstruction process. In this work, several techniques have been used and investigated to overcome these limitations and to simplify TR diffuse optics systems.

This research work contributes to simplifying TR diffuse optics systems by investigating several issues towards improving the computation efficiency of the image reconstruction process, reducing cost and size for equipment. First, a computationally efficient TR-DOT prototype for 3D image reconstruction was developed and evaluated (Chapter 3). Second, a FR-TR-DOS system was built using a low-cost and compact custom-designed FR CMOS SPAD detector, and used to quantify the optical properties for several homogeneous turbid media (Chapter 4). This system has been evaluated using parameters from two protocols (BIP and MEDPHOT), and demonstrated comparable performance with the reported FR-TR-DOS that use commercial detectors. Third, TG-TR-DOS system was integrated using a low-cost and compact custom-designed TG CMOS SPAD detector to acquire high dynamic range (DR) for the DToF histograms for multilayered turbid media. This system demonstrated good capabilities for multilayered turbid media measurements such as functional brain monitoring.
applications. Fourth, a reconstitution algorithm was implemented to acquire the full TG-DToF based on data fitting of the curves of the gate windows. This algorithm simplifies the preprocessing of the raw data measured by TG-TR-DOS systems.

In Chapter 2, the fundamentals and theory of DOS technology were introduced. Then, the main components of TR-DOS and TR-DOI systems were specified and described. Also, the role of recent technologies for solid state detectors such as SPADs and SiPMs toward reducing the cost and size for photons counting and timing subsystem was clarified. The modes of operations for TR-DOS and TR-DOI systems (FR and TG) were described as well. Lastly, the potential developments for each component in TR-DOS and TR-DOI systems and their performance have been discussed. Therefore, in this thesis, some potential issues have been investigated to improve the computation efficiency for TR-DOT, and to reduce the cost and the size for photodetectors using FR and TG CMOS SPADs.

In Chapter 3, a TR-DOT prototype was built and integrated with accelerated inverse problem solver to reconstruct 3D images for turbid media. This TR-DOT prototype was evaluated for different conditions such as the number of sources and detectors used in the experiments, the size of the ROI, and the impact of the absence of prior structural information. All these experiments have been evaluated based on the computation time of the image reconstruction process, and the quality of the reconstructed images that represent the accuracy of the retrieved OP in each node with the measured phantoms. Overall, this prototype has demonstrated good performance that validated its usage for some applications that require high quality 3D images. Main suitable medical applications for such a prototype is to follow-up treatments for some diseases such as breast cancer tumor and hemorrhages in the newborn’s brain because in these applications the anatomical information will be available from other imaging modalities. This will be helpful to reconstruct high quality 3D images within a short time (a few minutes).

In Chapter 4, a FR-TR-DOS system was built based on a custom-designed FR-CMOS SPAD detector. This prototype has demonstrated comparable performance (less than 10% percentage error for accuracy and linearity for OP quantification for homogeneous phantoms) relative to reported performance for TR-DOS systems that
utilize high-cost commercial detectors. However, this TR-DOS system has some limitations such as the modest DR (~1.7 orders of magnitude) and long data acquisition time (up to 20 minutes). Therefore, several potential improvements for the TR-DOS system and the FR-CMOS SPAD detectors have been concluded to eliminate these limitations. These proposed improvements will lead to realizing multichannel TR-DOS system with the low cost of the photon counting and timing equipment. Such a FR-TR-DOS system can be used in reflectance geometry for TR spectroscopic and topographic imaging for functional monitoring of newborn heads, and muscles.

In Chapter 5, a TG-TR-DOS prototype was built utilizing a custom-designed TR-CMOS SPAD detector. A reconstitution algorithm was implemented to preprocess the measured raw data to perform full TG-DToF. The TG-TR-DOS prototype has demonstrated better SNR and DR (~2.5 orders of magnitude) relative to the FR-TR-DOS system mentioned in Chapter 4. Also, this TG-TR-DOS prototype has demonstrated comparable DR (of the measured raw data) for the Ex-vivo object (sheep head) relative to FR-TR-DOS system based on state of the art commercial SPAD detector (implemented in custom silicon technology). Therefore, this TR-CMOS SPAD detector can be integrated with TDCs to be used for building multichannel TG-TR-DOS prototypes for functional monitoring for brain and muscles.

6.2. Recommendations for Future Work

The developments for TR-DOS and TR-DOI systems will ongoing within the next few years to reduce their cost, size, complexity and the computation time of the 3D image reconstruction. Toward this target, several issues should be investigated to develop better instruments and image reconstruction tools. The principal issues as follow:

1. Reduction of the cost and the size of equipment is important towards affordable, compact, and portable multichannel TR-DOS systems. Optical components, such as fibers to transmit the injected light or collect the re-emitted photons, should not be used in the new generation of TR-DOS systems. Therefore, these systems must be fiberless and use compact pulsed laser sources and detectors. These improvements will lead to building low-cost, compact and portable multichannel
TR-DOS systems that used dense source-detector pairs. This new generation of multichannel TR-DOS systems will require very short data acquisition time (in range of a few seconds) to measure large objects such as heads and breasts.

2. Replacement for the traditional pulsed laser sources such as pulsed diode laser, solid-state laser, and supercontinuum fiber laser are needed to follow the trend of building low cost, compact, and portable TR-DOS and TR-DOI systems. An alternative option is VCSELs with custom timing electronics to generate short pulses for light illumination in the new generation of fiberless and portable TR-DOS and TR-DOI systems due to their compactness and low cost. VCSELs can generate pulses with a repetition rate of tens of MHz similar to other bulky and expensive pulsed laser sources. However, VCSEL sources have lower performance features than other reported pulsed laser sources regarding the width of the pulses (FWHM ≥ 300 ps), and the maximum average power ($P_{AVG} \leq 1$ mW).

3. Arrays of SPADs with TDCs (integrated into the same chip) should replace single pixel FR and TG CMOS SPAD detectors. The performance features for FR-CMOS SPAD detectors should be considered, as stated earlier in subsections 4.4.5 and 4.4.6. For TG CMOS SPAD detectors, adding timing electronics for each set of pixels to adjust different delays will be very useful to achieve the entire TG measurements using one synchronization delay. For instance, if 10 x 10 array of TG CMOS pixels can be designed with a fixed width of the gate ($2 – 3$ ns) for each pixel and associated timing electronics for each row of pixels. Figure 6-1 shows an example of a proposed design of TG-CMOS-SPAD detectors for TR-DOS applications. The width of the gate and the built-in delay for each row of pixels can perform TG-measurements for a range longer than 5.5 ns. This range is enough to acquire DToF curves in which the typical range is from 2 ns up to 5 ns. On the other hand, the size of the chip of the SPAD detector should be reduced from its current size (28mm × 28mm). Minimizing the size of chips will allow of using short SDD measurements and dense source-detector pairs.
4. The Image reconstruction algorithm can be improved by using forward problem solver based on GPUs to shorten the computation time, particularly for the iterative forward modeling. GPU based computation can simulate the propagation of 100 million photons within a few seconds. Thus, the load of the CPUs of the PC is reduced drastically, and the CPU is dedicated to computing the serial processes only (such as solving the Jacobian matrix). Incorporating GPU based computation with the image reconstruction algorithm used in Chapter 3 can reduce the computation time, particularly when no prior knowledge is used.

5. Achieving the abovementioned improvements of new generation of TR-DOI systems will make them affordable, portable, and easy to use. Therefore, new generation of TR-DOI systems can be used in several applications, especially in medicine. For example, they can be used in paramedic services to quickly diagnose some head injuries such as brain hemorrhage. Early diagnosis and treatment are helpful to reduce the consequences of brain hemorrhage.
Appendix I: MATLAB CODES

FWHM of IRF_Total (Results were shown in Figure 4-7)

clc;
clear;
close all;
txt1 = {'FontSize',14,'FontWeight','bold'};
txt2 = {'FontSize',16,'FontWeight','bold'};
txt3 = {'FontSize',12,'FontWeight','bold'};
txt4 = {'FontSize',10,'FontWeight','bold'};
sty = {'LineWidth',2,'MarkerSize',4};
pos = {{[0.1 0.135 0.385 0.825],[0.56 0.135 0.395 0.825]});
cmap=colormap(lines);
d=load('CMOSIRFLOW.dat'); t = d(:,1)/1000; y11 = d(:,2); % Load the IRF curve with the corresponding time bins
% y11 = smooth(y11,1); % Smooth the IRF curve (optional)
[max11, index11]=max(y11); % Find the peak of the IRF curve
y1= y11(index11-74:index11+75); % Adjust the position of the peak to be in the middle of the figure
[max1, index1]=max(y1);
t= t(1:150); t=t-0.02*index1; % Adjust the corresponding time bins
fWHM=0.5*max(y1); % Determine the value of the half maximum
for Start=index1:-1:1 % Determine the time bin if the half maximum on the rising edge
    if y1(Start) <=fWHM
        break;
    end
end
for Last=index1:1:size(y1) % Determine the time bin if the half maximum on the falling edge
    if y1(Last) <=fWHM
        break;
    end
end
if y1(Start)<=fWHM*0.8
    tHstep=tHstep;-1;
elseif y1(Start)<=fWHM*0.9
    tHstep=tHstep-0.5;
elseif y1(Start)<=fWHM*1.1
    tHstep=tHstep;0;
elseif y1(Start)<=fWHM*1.2
    tHstep=tHstep0.5;
end
fWHM=(Last-Start)*(t(2)-t(1))+tHstep;
figure (1) % Draw a figure of the IRF curve with FWHM details
set(gca,'YScale','log',txt2{:})
title({'IRF_Total of the TR-DOS setup at 685 nm using FR CMOS SPAD','Low Optical Power (0.05 mW)'},txt1{:})
ylabel('Counted Photons',txt1{:});
xlabel('Time (ns)',txt1{:});
% ylim([t(1),t(150)]);
ylim([100,max(y1)*2]);
grid on;
yL = get(gca,'YLim');
line([t(index1) t(index1)],yL,'Color','k','LineWidth',2);
line([t(Last-1)-FWMH0 t(Last-1)-FWMH0],yL,'Color','r','LineStyle','--');
line([t(Last) t(Last)],yL,'Color','r','LineStyle','--');
line([t(Last-1)-FWMH0 t(Last)],y1(Last) y1(Last),'Color','r','LineStyle','--','LineWidth',4);
text([t(11)],y1(Last),['FWHM = ',num2str(FWMH0*1000,3), ' ps'],txt1{:},'Color','r');
Quantification of the Optical Properties of Homogeneous Medium (Main Script).

Results were shown in Figure 4-5 and Table 4.1.

clc;
clear;
clear cfg;
close all;
txt1 = {'FontSize',14,'FontWeight','bold'};
txt2 = {'FontSize',16,'FontWeight','bold'};
sty = {'LineWidth',1.5,'MarkerSize',3};
if(exist('tddiffusion','file')~=2 | exist('cwdiffusion','file')~=2)
    error(sprintf('Scripts "tddiffusion.m" and "cwdiffusion.m" were not found'));
end
d1=load('Phantoms685withoutDNL1.dat');
d2=load('CMOSIRF10.dat');
ydata0=d1(:,5);
x1=d2(:,2);
ydata0=smooth(ydata0,7);
ydata0=ydata0/max(ydata0);
[max1, index1]= max(ydata0);
for Start=index1:-1:1
    if ydata0(Start) <=0.612
        break;
    end
end
for Last=index1:size(ydata0)
    if ydata0(Last) <=0.16
        break;
    end
end
ydata=ydata0(Start:Last,:);
xdata=10:20:20*Last+10;
xdata=transpose(xdata);
x1=x1/max(x1);
x0=[0.010,10,1.5];
x=x0;
options = optimoptions(@lsqcurvefit,'Algorithm','trust-region-reflective','CheckGradients',true,'FiniteDifferenceType','central','FiniteDifferenceStepSize',.0001,'MaxFunctionEvaluations',200,'FunctionTolerance',.0000001,'StepTolerance',.0000001,'Display','iter');
%options = optimoptions(@lsqcurvefit,'Algorithm','levenberg-marquardt','CheckGradients',true,'FiniteDifferenceType','forward','FiniteDifferenceStepSize',.0001,'MaxFunctionEvaluations',200,'FunctionTolerance',.00000001,'StepTolerance',.00000001,'Display','iter');
lb = [0.001,1.1,1.45];
ub = [0.04,40,1.55];
%x=x0;
fun = @(x,xdata)ForMod(x1,x,Start,Last);
[x,resnorm, residual, exitflag, output] = lsqcurvefit(fun,x0,xdata,ydata,lb,ub,options);
twin=10+Start*20:20:20*Last+10;
twin=transpose(twin);
figure(1); plot(twin,ydata,’b-‘,twin,fun(x,xdata),’r--‘,sty{:}); hold on;
ylim([0,1.2]);
legend(’Measured DToF Curve’,’Fitted DToF Curve’),txt1{:};
legend boxoff;
set(gca,’yscale’);
xlabel(’Time (ps)’,txt2{:})
ylabel(’Norm. Photons Counts (#)’,txt2{:})
title(’Measured and Fitted DToF Curves for Sample B2 at 830 nm; 2.7 cm SDD’),txt2{:})
% text(twin(2),0.3,’Retrieved \( \mu_u \)’=’,num2str(x(1,2)/10,3),’ mm-1’),txt1{:};’Color’,’r’);
text(twin(2),0.2,’Retrieved \( \mu_a \)’=’,num2str(x(1,1),3),’ mm-1’),txt1{:},’Color’,’b’);
Quantification of the Optical Properties of Homogeneous Medium (Iterative Function)

```
function [fdata] = ForMod(x1,x,Start,Last)
dim=67;
cfg.vol=ones(dim,dim,27);
cfg.vol=uint8(cfg.vol);
for xi=1:dim
    for yi=1:dim
        dist=(xi-34).^2+(yi-34).^2;
        if dist>1156
cfg.vol(xi,yi,1:27)=0;
        end
    end
end

cfg.srctype='pencil';
cfg.srcpos=[22 34 0];   % choose a position of the source
cfg.srcdir=[0 0 1];     % choose a direction of the light
cfg.gpuid=1;
cfg.autopilot=1;
cfg.prop=[0 0 1 1]' x(1,1) x(1,2) 0.9 x(1,3)]; % medium 0: the environment
% medium 1: the homogeneous turbid medium
% running simulation with boundary reflection

cfg.tstart=0;
cfg.tend=5e-9;
cfg.tstep=20e-12;
twin=cfg.tstart+cfg.tstep/2:cfg.tstep:cfg.tend;
twin=transpose(twin);  
cfg.isreflect=1; % enable reflection at exterior boundary
cfg.isrefint=1;  % enable reflection at interior boundary too

detpos=[49 34 0]; % choose a position of the detector
Reff=-1.44*(cfg.prop(2,4))^2+0.71*(cfg.prop(2,4))^2+0.668+0.00636*cfg.prop(2,4);
td1=tddiffusion(cfg.prop(2,1), cfg.prop(2,2)*(1-cfg.prop(2,3)), c0/cfg.prop(2,4), Reff, cfg.srcpos, detpos,  
twin/max(tddiffusion(cfg.prop(2,1), cfg.prop(2,2)*(1-cfg.prop(2,3)), c0/1.37, 0.493, cfg.srcpos, detpos, twin));
y1=double(td1);
y1=transpose(y1);
y1=y1/max(y1);
x1=x1(1:50,:);
output=conv(x1,y1);
output=output/max(output);
output=double(output);
output=transpose(output);
fdata=output(Start:Last,:);
end
```

Light Propagation within 4 Gate windows for bi-layered Medium (Results were shown in Figure 5-7).
smth=3;
cfg.nphoton=1e8;
dim=67;
[xi,yi,zi]=meshgrid(1:dim,1:37,1:dim);
cfg.vol=zeros(size(xi));
cfg.vol=uint8(cfg.vol);
dist=(xi-34).^2+(zi-34).^2;
cfg.vol(dist<1156 & yi<11)=1;
cfg.vol(dist<1156 & yi>10)=2;
cfg.vol(yi>37)=0;
cfg.srctype='pencil';
cfg.srcpos=[0 24 34];
cfg.srcdir=[1 0 0];
cfg.gpuid=1;
cfg.autopilot=1;
cfg.maxdetphoton=1e7;
x = [0.005,10;0.01,10;0.015,10];
cfg.prop=[0 0 1 1 % medium 0: the environment
     x(2,1) x(2,2) 0.9 1.5
     x(1,1) x(1,2) 0.9 1.5];
% calculate the flux distribution with the given config
% running simulation with boundary reflection
cfg.isreflect=1; % enable reflection at exterior boundary
cfg.tstart=0e-9;
cfg.tend=2.5e-9;
cfg.tstep=2.5e-9;
[f1,det1]=mcxlab(cfg);
f1a=f1;

----------------------------------

figure(1);
imagesc(squeeze(log(f1a.data(:,:,34,:))));
colorbar;axis equal;%axis off;
ylim([0,67]);ylim([1,37]);
xlabel('Length (mm)',txt2{:}); ylabel('Depth (mm)',txt2{:});
cl=get(gca,'clim');
title({'Light Propagation in Two-Layered Phantom','First Gate (0 to 2.5 ns)'},txt1{:})
figure(2);
imagesc(squeeze(log(f1b.data(:,:,34,:))));
colorbar;axis equal;
ylim([0,67]);ylim([1,37]);
xlabel('Length (mm)',txt2{:}); ylabel('Depth (mm)',txt2{:});
cl=get(gca,'clim');
title({'Light Propagation in Two-Layered Phantom','Second Gate (0.5 to 3 ns)'},txt1{:})
figure(3);
Reconstitution Algorithm for Simulated DToF for four Gate windows for bi-layered Medium (Results were shown in Figure 5-8).

clc
clear;
clear cfg;
close all;
txt1 = {'FontSize',14,'FontWeight','bold'};
txt2 = {'FontSize',12,'FontWeight','bold'};
c0=299792458000;
smth=3;
d=load('TG-IRF1.dat');
tIRF = d(:,1); IRF = d(:,2);
IRF = smooth(IRF,5);
IRF= IRF/max(IRF);
cfg.nphoton=1e7;
dim=67;
[xi,yi,zi]=meshgrid(1:dim,1:37,1:dim);
cfg.vol=zeros(size(xi));
cfg.vol=uint8(cfg.vol);
dist=(xi-34).^2+(zi-34).^2;
cfg.vol(dist<1156 & yi<11)=1;
cfg.vol(dist<1156 & yi>10)=2;
cfg.vol(yi>37)=0;
cfg.srctype='pencil';
cfg.srcpos=[0 22 34];
cfg.srcdir=[1 0 0];
cfg.gpuid=1;
cfgautopilot=1;
cfg.maxdetphoton=le7;
x = [0.005,0.01,0.015,0.02,10];
cfg.prop=[0 0 1 1] % medium 0: the environment
    x(2,1) x(2,2) 0.9 1.5 % medium 1: the upper layer
    x(3,1) x(3,2) 0.9 1.5]; % medium 2: the lower layer
% calculate the flux distribution with the given config
% running simulation with boundary reflection
cfg.isreflect=1; % enable reflection at exterior boundary

cfg.tstart=0e-9;
cfg.tend=2.5e-9;
cfg.tstep=2.5e-9;
[f1.det1]=mcxlab(cfg);
f1a=f1;
%---------------------------------------------------

cfg.tstart=0.5e-9;
cfg.tend=5e-9;
cfg.tstep=2.5e-9;
[f1, det1] = mcxlab(cfg);
f1b = f1;

%----------------------------------
% cfg.tstart = 1e-9;
% cfg.tend = 3.5e-9;
% cfg.tstep = 2.5e-9;
[f1, det1] = mcxlab(cfg);
f1c = f1;

%----------------------------------
% cfg.tstart = 1.5e-9;
% cfg.tend = 4e-9;
% cfg.tstep = 2.5e-9;
[f1, det1] = mcxlab(cfg);
f1d = f1;

%----------------------------------

figure(1);
imagesc(squeeze(log(f1a(1).data(:, :, 34, :))));
colorbar; axis equal; % axis off;
ylim([0, 67]); ylim([1, 37]);
xlabel('Length (mm)', txt2{:}); ylabel('Depth (mm)', txt2{:});
cl = get(gca, 'clim');
title({'Light Propagation in Two-Layered Phantom', 'First Gate (0 to 2.5 ns)'}, txt1{:});
figure(2);
imagesc(squeeze(log(f1b(1).data(:, :, 34, :))));
colorbar; axis equal;
ylim([0, 67]); ylim([1, 37]);
xlabel('Length (mm)', txt2{:}); ylabel('Depth (mm)', txt2{:});
cl = get(gca, 'clim');
title({'Light Propagation in Two-Layered Phantom', 'Second Gate (0.5 to 3 ns)'}, txt1{:});
figure(3);
imagesc(squeeze(log(f1c(1).data(:, :, 34, :))));
colorbar; axis equal;
ylim([0, 67]); ylim([1, 37]);
xlabel('Length (mm)', txt2{:}); ylabel('Depth (mm)', txt2{:});
cl = get(gca, 'clim');
title({'Light Propagation in Two-Layered Phantom', 'Third Gate (1 to 3.5 ns)'}, txt1{:});
figure(4);
imagesc(squeeze(log(f1d(1).data(:, :, 34, :))));
colorbar; axis equal;
ylim([0, 67]); ylim([1, 37]);
xlabel('Length (mm)', txt2{:}); ylabel('Depth (mm)', txt2{:});
cl = get(gca, 'clim');
title({'Light Propagation in Two-Layered Phantom', 'Fourth Gate (1.5 to 4 ns)'}, txt1{:})

%----------------------------------

figure(1);
imagesc(squeeze(log(f1a(1).data(:, :, 34, :))));
colorbar; axis equal; % axis off;
ylim([0, 67]); ylim([1, 37]);
xlabel('Length (mm)', txt2{:}); ylabel('Depth (mm)', txt2{:});
cl = get(gca, 'clim');
title({'Light Propagation in Two-Layered Phantom', 'First Gate (0 to 2.5 ns)'}, txt1{:})%axis off;
figure(2);
imagesc(squeeze(log(f1b(1).data(:, :, 34, :))));
colorbar; axis equal;
ylim([0, 67]); ylim([1, 37]);
xlabel('Length (mm)', txt2{:}); ylabel('Depth (mm)', txt2{:});
cl = get(gca, 'clim');
title({'Light Propagation in Two-Layered Phantom', 'Second Gate (0.5 to 3 ns)'}, txt1{:})
figure(3);
imagesc(squeeze(log(f1c(1).data(:, :, 34, :))));
colorbar; axis equal;
ylim([0, 67]); ylim([1, 37]);
xlabel('Length (mm)', txt2{:}); ylabel('Depth (mm)', txt2{:});
cl = get(gca, 'clim');
title({'Light Propagation in Two-Layered Phantom', 'Third Gate (1 to 3.5 ns)'}, txt1{:})
figure(4);
imagesc(squeeze(log(f1d(1).data(:, :, 34, :))));
colorbar; axis equal;
ylim([0, 67]); ylim([1, 37]);
xlabel('Length (mm)', txt2{:}); ylabel('Depth (mm)', txt2{:});
cl = get(gca, 'clim');
title({'Light Propagation in Two-Layered Phantom', 'Fourth Gate (1.5 to 4 ns)'}, txt1{:})%axis off;

figure(1);
imagesc(squeeze(log(f1a(1).data(:, :, 34, :))));
colorbar; axis equal; % axis off;
ylim([0, 67]); ylim([1, 37]);
xlabel('Length (mm)', txt2{:}); ylabel('Depth (mm)', txt2{:});
cl = get(gca, 'clim');
title({'Light Propagation in Two-Layered Phantom', 'First Gate (0 to 2.5 ns)'}, txt1{:})%axis off;
figure(2);
imagesc(squeeze(log(f1b(1).data(:, :, 34, :))));
colorbar; axis equal;
ylim([0, 67]); ylim([1, 37]);
xlabel('Length (mm)', txt2{:}); ylabel('Depth (mm)', txt2{:});
cl = get(gca, 'clim');
title({'Light Propagation in Two-Layered Phantom', 'Second Gate (0.5 to 3 ns)'}, txt1{:})
figure(3);
imagesc(squeeze(log(f1c(1).data(:, :, 34, :))));
colorbar; axis equal;
ylim([0, 67]); ylim([1, 37]);
xlabel('Length (mm)', txt2{:}); ylabel('Depth (mm)', txt2{:});
cl = get(gca, 'clim');
title({'Light Propagation in Two-Layered Phantom', 'Third Gate (1 to 3.5 ns)'}, txt1{:})
figure(4);
imagesc(squeeze(log(f1d(1).data(:, :, 34, :))));
colorbar; axis equal;
ylim([0, 67]); ylim([1, 37]);
xlabel('Length (mm)', txt2{:}); ylabel('Depth (mm)', txt2{:});
cl = get(gca, 'clim');
title({'Light Propagation in Two-Layered Phantom', 'Fourth Gate (1.5 to 4 ns)'}, txt1{:})%axis off;

%----------------------------------

%1st Gate delay = 0
cfg.tstart = 0.25e-9;
cfg.tend = 2.5e-9;
cfg.tstep = 20e-12;
twin1 = cfg.tstart + cfg.tstep/2:cfg.tstep:cfg.tend;
detpos = [1 47 34]; % choose a point inside the domain
fprintf('Running simulation ... this takes about 11 seconds on a GTX 470\na');
tic;
f2 = mcxlab(cfg);
toc;

f2 = f2.data;
f2 = f2(detpos(1), detpos(2), detpos(3,:)) / max(f2(detpos(1), detpos(2), detpos(3,:)));
PhotonsMax = max(f2(detpos(1), detpos(2), detpos(3,:)));
f2 = smooth(f2, smth);
f2 = f2(1:113);
f2 = conv(IRF, f2);
f21s = double(f21s);
f21sa = f21s * (1/max(f21s));
twin1 = transpose(twin1);

%---------------------------------------
% 2nd Gate delay = 1 ns
cfg.tstart = 0.75e-9;
cfg.tend = 3.01e-9;
cfg.tstep = 20e-12;
twin2 = cfg.tstart + cfg.tstep/2:cfg.tstep:cfg.tend;
tic;
f2 = mcxlab(cfg);
toc;
f2 = f2.data;
f22 = f2(detpos(1), detpos(2), detpos(3), :)/max(f2(detpos(1), detpos(2), detpos(3), :));
f22s = smooth(f22, smth);
f22s = conv(IRF, f22s);
f22s = f22s(1:113);
f22s = f22s * (1/max(f22s));
twin2 = transpose(twin2);

%---------------------------------------
% 3rd Gate delay = 1 ns
cfg.tstart = 1.25e-9;
cfg.tend = 3.51e-9;
cfg.tstep = 20e-12;
twin3 = cfg.tstart + cfg.tstep/2:cfg.tstep:cfg.tend;
tic;
f2 = mcxlab(cfg);
toc;
f2 = f2.data;
f23 = f2(detpos(1), detpos(2), detpos(3), :)/max(f2(detpos(1), detpos(2), detpos(3), :));
f23s = smooth(f23, smth);
f23s = conv(IRF, f23s);
f23s = f23s(1:113);
f23s = f23s * (1/max(f23s));
twin3 = transpose(twin3);

%---------------------------------------
% 4th Gate delay = 1.5 ns
cfg.tstart = 1.75e-9;
cfg.tend = 4.01e-9;
cfg.tstep = 20e-12;
twin4 = cfg.tstart + cfg.tstep/2:cfg.tstep:cfg.tend;
tic;
f2 = mcxlab(cfg);
toc;
f2 = f2.data;
f24 = f2(detpos(1), detpos(2), detpos(3), :)/max(f2(detpos(1), detpos(2), detpos(3), :));
f24s = smooth(f24, smth);
f24s = conv(IRF, f24s);
f24s = f24s(1:113);
f24s = f24s * (1/max(f24s));
twin4 = transpose(twin4);

%---------------------------------------
shift1 = 6; shift2 = 55;
[max1, index1] = max(f21s); [max2, index2] = max(f22s); [max3, index3] = max(f23s); [max4, index4] = max(f24s);
xdata1 = twin2(index2+shift1:index2+shift2);
ydata1=f21s(index2+25+shift1:index2+25+shift2);
x0=[1];
options = optimoptions(@lsqcurvefit,'Algorithm','levenberg-marquardt','CheckGradients',true,'FiniteDifferenceType','central','FiniteDifferenceStepSize',0.000001,'MaxFunctionEvaluations',200,'FunctionTolerance',0.00000001,'StepTolerance',0.0000001,'Display','iter');
lb = [];
ub = [];
fun = @(x1,xdata1)f22s(index2+shift1:index2+shift2)*x1;
[x1,resnorm1,residual1,exitflag1,output1] = lsqcurvefit(fun,x0,xdata1,ydata1,lb,ub,options);
f22s= f22s*x1;

xdata2=twin3(index3+25+shift1:index3+25+shift2);
ydata2=f22s(index3+25+shift1:index3+25+shift2);
fun = @(x2,xdata2)f23s(index3+shift1:index3+shift2)*x2;
[x2,resnorm2,residual2,exitflag2,output2] = lsqcurvefit(fun,x0,xdata2,ydata2,lb,ub,options);
f23s= f23s*x2;

xdata3=twin4(index4+shift1:index4+shift2);
ydata3=f23s(index4+shift1:index4+25+shift2);
fun = @(x3,xdata3)f24s(index4+shift1:index4+shift2)*x3;
[x3,resnorm3,residual3,exitflag3,output3] = lsqcurvefit(fun,x0,xdata3,ydata3,lb,ub,options);
f24s= f24s*x3;
%-------------------------
DToF(1:50)=f21s(1:50); DToF(51:75)=(f21s(51:75)+f22s(26:50))/2;
DToF(76:100)=(f21s(76:100)+f22s(51:75)+f23s(26:50))/3;
DToF(101:125)=(f22s(76:100)+f23s(51:75)+f24s(26:50))/3;DToF(126:150)=(f23s(76:100)+f24s(51:75))/2;DToF(151:188)=f24s(76:size(f24s));
DToF=smooth(DToF,smth);
cfg.tstart=0.25e-9;
cfg.tend=4.01e-9;
cfg.tstep=20e-12;
twin5=cfg.tstart+cfg.tstep/2:cfg.tstep:cfg.tend;
twin5=transpose(twin5);
%-----------------------
%FR_DToF
cfg.tstart=0e-9;
cfg.tend=4e-9;
cfg.tstep=20e-12;
twin=cfg.tstart+cfg.tstep/2:cfg.tstep:cfg.tend;
twin=transpose(twin);
tic;
f2=mcxlab(cfg);
toc;
f2=f2.data;
FR_DToF=Fr2(detpos(1),detpos(2),detpos(3),:)max((f2(detpos(1),detpos(2),detpos(3),:));
PhotonsMax1=max(f2(detpos(1),detpos(2),detpos(3),:));
FR_DToF=smooth(FR_DToF,smth);
FR_DToF=conv(IRF,FR_DToF);
FR_DToF=Fr2(DToF(1:200));
FR_DToF=Fr2(FR_DToF/max(FR_DToF));
FR_DToF=double(FR_DToF);
twin=transpose(twin);
twin1=twin1*1e9;twin2=twin2*1e9;twin3=twin3*1e9;twin4=twin4*1e9;twin5=twin5*1e9;twin=twin*1e9;
figure(5);
plot(twin1,f21sa, 'r-', 'LineWidth', 2); hold on;
plot(twin2,f22sa, 'g-', 'LineWidth', 2); hold on;
plot(twin3,f23sa, 'b-', 'LineWidth', 2); hold on;
plot(twin4,f24sa, 'm-', 'LineWidth', 2); hold on;
set(gca,'ylim',[10^-4 4.5*10^0]);
legend('First Gate (Delay= 0 ns)','Second Gate (Delay= 0.5 ns)','Third Gate (Delay= 1 ns)','Fourth Gate (Delay= 1.5 ns)',txt2{:});
legend boxoff;
set(gca,'yscale','log');
xlabel('Time (ns)',txt2{:});
ylabel('Norm. Counted Photons (#)',txt2{:})
title('Normalized DToF Curves for Four Gates','2.5 cm SDD')

grid on;
figure(6);
plot(twin1,f21s, 'r-', 'LineWidth', 2); hold on;
plot(twin2,f22s, 'g-', 'LineWidth', 2); hold on;
plot(twin3,f23s, 'b-', 'LineWidth', 2); hold on;
plot(twin4,f24s, 'm-', 'LineWidth', 2); hold on;
plot(twin5,DToF, 'k-', 'LineWidth', 2); hold on;
set(gca,'ylim', [10^-4 5*10^0]);
legend({'First Gate (Delay= 0 ns)','Second Gate (Delay= 0.5 ns)','Third Gate (Delay= 1 ns)','Fourth Gate (Delay= 1.5 ns)', 'Full Reconstituted TG-DToF'},txt2);
legend boxoff;
set(gca,'yscale','log');
xlabel('Time (ns)');
ylabel('Norm. Counted Photons (#)');
title({'DToF Curves for Four Gates and TG-DToF Curve','2.5 cm SDD'});
grid on;
figure(7);
plot(twin5,DToF, 'r-', 'LineWidth', 2); hold on;
plot(twin,FR_DToF, 'b-', 'LineWidth', 2); hold on;
set(gca,'ylim', [10^-4 2*10^0]);
legend({'Full Reconstituted TG-DToF','FR-DToF'},txt2);
legend boxoff;
set(gca,'yscale','log');
xlabel('Time (ns)');
ylabel('Norm. Counted Photons (#)');
title({'TG-DToF Curve vs. FR-DToF Curve','2.5 cm SDD'});
grid on;
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