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ABSTRACT

Latent class riodelling is one method used in the evaluation of diagnostic tests when
there is no gold standard test that is perfectly accurate. The technique determines maximum
likelihood estimates of the prevalence of a disease or a condition and the error rates of
* diagnostic tests or observers. This study reports the effect of departures from the latent class
model assumption of independent misclassifications between observers or tests conditional on
the true state of the iadividual being tested. It is found that estimates become biased in the
presence of dependence. Most commonly the prevalence of the disease is overestimated when
the true prevalence is at less than 50% and the error rates of dependent observers are
underestimated. If there are also independent observers in the group, their error rates are
overestimated. The most dangerous scenario in which to use latent class methods in the
evaluation of tests is when the true prevalence is low and the false positive rate is high. This

is common to many screening situations.
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1. INTRODUCTION

In medicine and epidemiology it is common to classify individuals according to some
characteristic of interest. Often these classifications are made into two categories such as,
diseased or not diseascd, symptomatic or not symptomatic, or exposed to some risk factor or not
exposed. Classificaticns can also be made into more than two categories or levels. For example,

an individual's disease status could be classified as none, mild, moderate, or severe.

Classifications can be done through a variety of tests or observations. Often the methods
of classification are nct perfect. In some instances new tests are compared to a gold standard test
that is considered errcr free. This provides a method of determining the error rates in the new
test. If the gold stand.ard test is truly error free then this is the ideal way of calculating test error

rates.

When there is no gold standard, error rates in classification methods are still of interest
but cannot be determined so easilv. One common approach is to compare tests or observers to
something that is not trulv a gold standard. This approach leads to biased results {1]. For
example, determining the error rates in diagnosis of junior clinicians by comparing them to a
senior clinician will generally lead to overestimation of the error rates if the senior clinician is not

always 100% accurate.
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Latent class modelling techniques have been developed for dichotomous classifications
without assuming a gold standard {1]. They provide maximum likelihood estimates of the error
rates for each test or observer and the prevalence of the characteristic of interest. These models
are called latent class nodels because the true classification of each individual remains unknown.
Latent class methods have been used in a large variety of situations. For example, the esﬁmation
of the error rates for three colorectal cancer screening tests [2] and the evaluation of the accuracy

of tests for tuberculosis [3] have made use of these methods.

Walter and Irwig [1] provide an extensive review of data analysis using latent class
models. A variety of situations are considered, each characterized by the number of populations
or subgroups in the dita and the number of observations made on each individual. When there
1s only one population. it is necessary to impose constraints on the data if there are less than three

observers.

As with most statistical models, latent class models relv on some assumptions. One
assumption is that misclassifications are independent between individuals or subjects. A second
more dubious assumption is that misclassifications are independent between observers conditional
on the true state of the individual. This second assumption may not hold in many situations.
Consider a classification that dichotomizes a continuous characteristic. Individuals close to the
cut off are likely to be misclassified in the same wav by clinicians, especially if the clinicians
received similar trainiag. As this example shows, the association of errors between observers is
likely to be positive, taat is, observers or tests tend to make the same errors when classifying the

same individuals.
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Walter and Irwig discuss some methods that have been developed to handle conditional
dependence of errors between observers. However, they point out that little work has been done
on the effect this dependence has on the resulting estimates if uncontrolled. Vacek {4] has done
some analytic work in the case of two populations and two observers. The estimators for this
situation were analytically derived by Hui and Walter [3]. Vacek showed that the error rates can
be underestimated if the errors are conditionally dependent and that the prevalence can be biased

in etther direction.

This paper exiends the previous work by reporting the effect that a violation of the
assumption of independent observer errors has on estimates obtained from latent class modelling.
Only the more likely cise of violation by a positive association is considered. This project is also
restricted to situations involving one population with three or four observers, where all observers
observe all individuals. Vacek's method of parameterization of the dependence of errors between
observers is adapted. (Computer simulations are used to determine the results. The methods used
in this project are described in Chapter 2. Chapter 3 contains the results. The conclusions,

applications, and opportunities for further research are discussed in Chapter 4.



2. METHODS

2.1 Terminology ind Notation

For the remairder of this report the characteristic of interest will be referred to as disease,
and the methods of classification will be referred to as multiple observers. It should be noted that
this is done only to maintain simple and consistent terminology and should not be considered to
limit the applications of the methods in anv way. For example, disease could be replaced by
symptom, exposure, or condition and multiple observers could be replaced by multiple screening
tests or multiple diagnostic tests. The notation developed here will closely follow that presented

by Walter and Irwig [1].

The true prevalence of the disease will be represented by 6. The false negative rate for
the i observer will be B,. This is the probability that the i observer classifies an individual who
is truly positive for the disease as not having the disease. The probability that the i® observer
classifies an individual who truly does not have the disease as having the disease is the false

positive rate and will be given by ..

Other common terms used when assessing the accuracy of observers are sensitivity and
specificity. Sensitivity is the probability of correctly classifying a truly positive individual and

specificity is the probability of correctly classifying a trulv negative individual. Thus, the
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sensitivity and specificity of the i® observer are the complements of the false negative rate and

the false positive rate and are given by 1-f, and 1-a,, respectively.

If there are r observers classifying each individual then there are 2° possible combinations
of classifications for ezch individual. These combinations of classifications will be referred to as
outcome categories. For example, when there are three observers there are 2° = 8 outcome
categories which can be 1epresented by: ———, ——+, —+- —++ +-— +-+ ++~ +++ The first outcome
category is classification as negative for the disease by all three observers. The second category
1s classification as negative by the first and second observer and as positive by the third observer.

All other categories can be interpreted similarly.

More formally, the classification by the i™ observer will be represented by the random
variable X; where
X, = 0 if the classification is negative,
= 1 if the classification is positive.
The true disease status of the individual will be represented by Y where
Y =0 if the individual is negative,

= 1 if the individual is positive.

The number of outcome categories determines the number of statistical degrees of
freedom, df, available for estimation. For a fixed number of individuals there are 21 df. Thus
in the three observer case there are 8 -1=7 df and for four observers there are 16-1=135 df. When

there are three observers, there are seven parameters to estimate: prevalence, three false negative
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rates, and three false positive rates. When there are fewer than three observers, there are more
parameters than degrezs of freedom. It is then necessarv to impose constraints on the data to
permit estimation of the parameters. When there are greater than three observers, there are more
degrees of freedom than parameters, leaving all parameters estimable with excess degrees of
freedom available for :z0odness of fit testing. In the four observer case there are nine parameters
to estimate: prevalence, four false negative rates, and four false positive rates. Therefore, there

are 15-9=6 df available for goodness of fit testing.

22 Probabilities and Likelihoods

Probabilities and likelihoods will be shown for the three observer case. Extensions to
more observers are straightforward. The probability of an individual being in a particular outcome
category can be calculated conditional on the true disease status of the individual. For example,
the probability that an individual who does not have the disease is classified as negative by all
three observers is the sroduct of the observers' specificities,

Pr(-—-| -) = Pr(X,=0, X,=0, X,=0] Y=0)
= (1-a,)(1-a,)(1-a,).
This formula holds under the assumption that errors in classification are independent between
observers. There are 2 x 8 = 16 such independent conditional probabilities in the three observer

case.
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By the total law of probability [6], the unconditional probability of an individual being
classified as negative by all three observers is
Pr(---) Pr(individual is positive) Pr(--- | +) + Pr(individual is negative) Pr(——-i =)
= Pr(Y=1) Pr(X,=0,X,=0,X,=0 | Y=1) + Pr(Y=0) Pr(X,=0,X,=0,X,=0 | Y=0)
= 6B,B,B, + (1-0)(1 -a,)(1-o)(1 -,

There are eight such unconditional probabilities in the three observer case as shown below.

Outcome Probability
Category

Ol 8B,8.8; + (1-60)(1 -a,)(1 -a,)(1-ay)

e 8B,B,(1-B;) + (1-6)(1~a))(1 -a,)a;
s 88.(1-B.)B, + (1-9)1 -0, Jou, (1 c)
— =+ 6B, (1-B)(1-By) + (1-8)(1 -t )er,0s
b B(1-BB.B; + (1-8)a, (1 -o,)(1 -a1,)
+—+ (1 -BB.(1-B;) + (1-8)a,(1-a,)e,
=+ - 8(1-B)(1-B,)B; + (1-0)a,a,(1 -a,)

S o(1 "51)(1 'B:)(l ’B;) wat L _e)ala:as




Thus, the probability c¢f any individual being classified as (X;=x,, X,=X,, X;=¥,) is

3

Pr(x,, X, X;) = enp;"‘-(l-pi)xx +(1-0) [ e (1-a) ™

i=1

In general, for r observers and N individuals where N(x) are classified as the vector

x=(X;, X» ,..., X;) such that Z N(x) = N , the joint probability mass function when interpreted
k4

as a function of the parameters, 6, o, a,,..., &, B;, B.,..., B, becomes the likelihood function,

- i-x X u « 1-x, P
L= TIIOTI8. ™ (1-B0™ +(1-6) ] & (1-a) ]
x 1=l T=1
Taking the logarithm of this equation for a given data set gives the log likelthood which must be

numerically maximized to obtain maximum likelihood estimates of the parameters. Recall that

all parameters are not estimable for r < 3.

A computer program created by S. Walter called Latent [7] performs the numerical
maximization for three to five observers. The program allows the application of these methods
to appropriate data sets in order to obtain prevalence and error rate estimates. The program also
produces large sample theory estimates of standard errors for the parameter estimates by using
the inverse of the expected Fisher information matrix to estimate the variance-covariance matrix

for the parameters.



2.3 Development ¢f dependence parameters

The conditional dependence of errors in classification between observers will be quantified
as positive terms to be added to or subtracted from the independent conditional probabilities. This
follows the approach used by Vacek [2] where the probability that two observers classifv an
individual as positive when the individual is truly positive is equal to the product of the observers'
sensitivities plus the dependence term for a truly positive individual, 8. That is,

Pr(++|+) = (1-B,)(1-B,) + 5.
The probability of the two observers disagreeing is reduced by the dependence. For example, the
probability of observer 1 classifying a positive individual correctly while observer 2 misclassifies
the individual is

Pr(+-|+) = (1-B)B, - 5.

Since the dependence parameters represent conditional dependence there must be separate
terms for true positive individuals and true negative individuals. Consider only pairwise or two-
way dependence terms The dependence between observers 1 and j will be represented by o, for
truly positive individuals and by g; for truly negative individuals. As mentioned earlier, only
positive association between observers will be considered, therefore, 5; > 0 and ¢; 2 0, for all
1=12...rand j=1,2,..1r, i#j. Thus, the independent unconditional probabilities shown in the last
section for three observers can be rewritten to incorporate dependence between pairs of observers

as shown below.
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QOutcome Probability
Category

- = €[B,B.B,+6,,18,5+8,,] + (1 -O)[(1 -a }(1 —a, ) (1 —0, )€, +8 151 Ex]

-—+ O[B,B,(1-B;)+8,, =813 -8,3] + (1 -6)[(1 —ot, )(1 ot )or,+e, 83 —€05]

-+- 8[B,(1 -B.)B,~8,,18,,-8,] + (1-8)[(1 -0 )a,(1-a,)-€), 7€, -€xs]

-++ 8[B,(1 -B.)(1-B;)-8,,-0,3+8,,] + (1 -0)[(1 ~&¢))or,0t, ~€ ), ~€5+E0s]

+-- EL(1-B)B.B; =0,,-0,,+8,5] + (1 -B)[o, (1 —a,)(1 ~0;) —€,, —€,3 €]

-+ E[(L-BDB.(1-B5)—8,,+8,3-0,] + (1 -B)[ax,(1 oty )at, —€,, €5 —€45]

- (1 -B(1-B,)B,+0,, 013 -8,;] + (1-6)[ar,a.(1 ~at ) +e,, 8,5 —€x]

-+ BI(1-B,)(1-B,)(1-B,)+8,,+8,,+8,,] + (1-8)[ar, 0., +€,,FE.,FE,]

These dependence terms add to the independent probability of a certain classification when two
dependent observers agree and subtract from the probability when two dependent observers
disagree. Consider the first outcome category where all three observers agree that the
classification 1s negative. There are three terms added to the conditional probability when the
individual is truly positive. The terms are added because observers 1 and 2 agree, observers 1
and 3 agree, and observers 2 and 3 agree giving §,,B,+8,,+8,,18,, as the dependent conditional
probability. There are also three terms added to the conditional probability of a correct

classification by all thiee observers when the individual is truly negative. Again. this is because
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all pairs of observers agree. The probability given the individual is truly negative becomes

(1 -a)(1-a, (1 -a,)te,,Te e,

A more formal interpretation of these parameters will now be discussed. Note six

restrictions on the probabilities for a true positive case:

Pr(--- | +) + Pr(-—+|+) + Pr(-+- | +) + Pr(-++]+) = B,

Pr(+-- | +) + Pr(+=+| +) + Pr(++- | +) + Pr(++] +) = 1-B,

Pr(--- | +) + Pr(-—+| 4) + Pr(+--| +) + Pr(+-+| +) = B,

Pr(-+- | +) + Pr(=++|+) + Pr(++- | +) + Pr(3++| ) = 1-,

Pr(=~- | ) + Pr(~+- | +) + Pr(+-=| ) + Pr(+-+-] +) = B,

Pr(-—+| +) + Pr(=++| +) + Pr(+=+| +) + Pr(+++|+) = 1-B,
The first restriction is arrived at by summing the probabilities over the possible outcomes for
observers 2 and 3 while holding observer 1's outcome constant at negative. This is the probability
that observer 1 classifics a truly positive individual as negative, that is, observer 1's false negative
rate, B,. All other restrictions can be explained similarly. Depdendence terms should be

developed in such a way that these restrictions remain true in the presence of dependence.

Now recall the random variables X, X,, X,, and Y that take on the values 0 or I to
represent an observer's classification and the true classification as negative or positive. When

dependence is present,
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E(X,| Y=1) = (DPr(X,=1] Y=1) + (0)Pr(X,=0| Y=1)
= Pr(X,=1] Y=1)
= Pr(+==|+) + Pr(+—+| +) + Pr(++-| +) + Pr(+=+|+)
= (1-B)B:P; =8, =838, + (1-B,)B.(1-B;)~8,,+8,, -85,
+ (1B -BIB;+8,,-8,,-8.; + (1 -B 1 -B.)(A -By)+8,,+8,,+5,,
= (1-)[B:B; + B(1-B3) + (1-B)B, + (1 -B)(1-By)]
=1-B,
This shows that the adcition of the dependence terms into the probability equations does not affect
the previously mentioned restrictions. All other restrictions can be similarly verified. For

example, it can be shown that,

EX;1Y=1) =1-..

Now,

EX,X,! Y=1 = Pr(X,=1.X,=1] Y=1)
= Pr(++-| +) + Pr(+++ 1 +)
= (1B ~Bo)By+d1, =813 =05 + (1B P )1 -B5)+8,,+8,, 15,
= (1-B)(1-B,) + 25,,.

So,

Cov(X, X, | Y=1) = EX,X.] Y=1) - E(X,| Y=DE(X, | Y=1)
= (1B -By) + 28, - (1-B)(1-B)
=26,

Thus,

8,, = 1/2 Cov(X,,X, | Y=1).

The dependence parameter 3, is one half of the conditional covariance between the classifications
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of observers | and 2 given the truth is positive. Similarly, the dependence parameter €,, is one
half of the conditional covariance between the classifications of observers 1 and 2 given the truth
1s negative. The other dependence parameters can also be shown to be equal to one half of their

corresponding conditional covariances in the three observer case.

In the four observer case there are eight restrictions. Similar calculations show that

8,, = 1/4 Cov(X, X, i (=1) and that the other pairwise dependence parameters can be shown to

equal one quarter of their corresponding conditional covariances.

Although this project concentrates on three and four observers, only the pairwise or two-
way dependence terms will be considered. These terms have an intuitive interpretation and can
be expressed in terms of covariances. It is difficult to rationalize the existence of any higher
order dependence terns in this context. For example, a three-way dependence term would
represent how the dependence between two observers is affected by the classification given by
a third observer. It is unlikely that such a dependence would occur in a practical situation where
all observers are classifying individuals physically removed from and without communications

with the other observers.

24 Bounds on De¢pendence Parameter Values

Dependence parameters are defined in terms of probability, therefore. they have an upper

bound. All conditional probabilities must be between 0 and 1. Thus, for a given set of parameter
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values each dependence parameter has a maximum possible value. It is necessary to calculate
these maximum values prior to simulation. The simulations will involve cases with dependence
between one pair of obiservers and cases with dependence between all pairs of observers. Details
of the simulations will be discussed in the next two sections. The maxima for the dependence

parameter values will be determined for four separate cases:

i) Dependence between observers 1 and 2 for three observers,
i) Equal dependence between all pairs of observers for three observers,
iii) Dependence between observers 1 and 2 for four observers,
v) Equal dependence between all pairs of observers for four observers.

In general, it is necessary that the sum of the false positive rate and the false negative rate for the
i™ observer is less tha1 one, that is, o, + B, < 1, for the i™ observer to be useful. This work will
make the further restriction that each of the error rates is at most .5. Thus, only observers with
reasonable error rates will be considered. This bound on the error rates will be used in the

following determinations of dependence maxima.

Starting with case i), the dependence is between observers 1 and 2 with respect to false
negative rate, thus, we are considering true positive individuals. The restrictions on the

conditional probabilities and the resulting restrictions on the dependence parameters follow.



Outcome - Restrictions on Conditional Restrictions on
Category Probability Dependence Parameter
--=  BB.B,+8,<1 8,<1-BB.B,
-—  BB(1-B) +8, < 8, <1 - BiB,(1-B)
—+- vﬂl(l BBy -8, 20 8, < By(1-B.)B,

-+ ‘31(1 "32)(1 _BJ) - 812 20 812 < BI(I—BZ)(I_BJ)

e (1-B)B.B;, -8,,20 8,5 < (1-B,)B,Ps

+—+ (1 —Bl)ﬁz(l 'Bz) - 612 20 512 = (1 'Bx)Bz(l 'B3)

=+ (1 'Bx)(l ‘Bz)ﬁs + 512 <1 12 <l - ‘B a B )Ba

+ (1 B 1 '[3 )1 B3) + 612 = 512 <1- (l'ﬁl)(l'ﬁz)(l'ﬂs)

Recalling that all error rates are at most .3 the most strict restrictions can be determined.

that the first two and the second to last conditions are not as strict as the last. That is,
1 -B,B.B; 21 - (1-B)(1-B.X1-By),
1 -BB(1-B) =21 ~ (1-B,)1-B)1-B,), and
1= (A-B)A-B)By 21 - (1-B)(1-B)(1-By).
Similarly,
B,(1-B,X(1-By) 2 B,(1-B,)B, and
(1-BB,(1-By) = (1-P)B,B.
The three restrictions 1zt are
81, < By(1-B)Bs,
8y, < (1-B,)B,B;. and
<1 - (1-BA-B1-By.

15

Note

(1
)
3)
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It is shown in Appendix A that condition (1) and (2) are more strict than condition (3).
Therefore, determining the maximum value for 3, for any error rate and prevalence setting is
done by restricting

812 < By(1-B,)B; and 8,;, < (1-B))B,B,.
This means that for any given setting of error rate values, the maximum for §,, is determined by
the minimum value given by the above two conditions. It can similarly be shown that the
maximum value of €,, must be determined by restricting

& < ay(l-an)a, and &, < (1 -aa,a,.

For case 11) there is dependence between all pairs of observers with a total of three
observers. The same procedure can be followed to determine the maximum value for the
dependence parameters. In these simulations the dependence values will be set equal for all pairs.
that is, §,,=0,,=0.,=6. In addition, all observers' false negative rates will be equal and all
observers' false positive rates will be equal. The individual parameters will be retained in the
calculations that follow to preserve the general case. Only a special case of dependence between
all pairs of observers is being considered in this study. The restrictions on the conditional
probabilities and the resulting restrictions on the dependence parameters are shown below. Again

we will consider depeadence with respect to false negative rates.



Outcome | Restrictions on Conditional | Restrictions on Dependence
Category Probability Parameter

-—— |BB,B,+36<1 8 < (1-B,B,B,)/3

-—+ |BB,(1-B)-820 & < B,B,(1-B;)

~+-  [B(1-BYB;, -8 20 8 < B,(1-B)B,

| B(I-B)(1-B) -8 20 6 < Bu(1-B,)(1-By)

+--  [(1-B)BB; 620 8 < (1-B,)B.Bs

+—+  [(1-B)B,(1-B) -520 8 < (1-B,)B(1-B,)

= [(1-B)(1-BB, - 820 8 < (1-B)(1-B.)B,

H+ o AP -BL-By) + 38 <1 16 < (1-(1-,)(1-B.)(1-B,))/3

17

It can immediately be seen that the first restriction is not as strict as the last. In addition, the

fourth restriction is not. as strict as the second or third, and that the sixth and seventh restrictions

are not as strict as the fifth. The four remaining restrictions are

8 < B,B(1-B), @
5 < B,(1-B.B,, | 5)
& < (1-B,)B.B, and, (6)
& < (1-(1-B)(1-B)(1-By)/S3. 9

Appendix A gives the proof that restrictions (4), (3), and (6) are more strict than restriction (7).

Therefore, the maximvm value of 8 is determined by restricting

3 < B,B.(1-B,). & < B,(1-B,)B;, and & < (1-B,)B.B,.

Similarly, the maximum value of e=¢,,=¢,;=¢,, is determined by restricting

€ < a,o,(l o), £ < o (1 -a,)a,, and & < (1 -a,)a.a,.
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The four observer cases will now be discussed. Consider dependence between observers

1 and 2, case iii). Tte restrictions on the probabilities and the resulting restrictions on the

dependence values are given below for the case of dependence with respect to false negative rate.

Outcome |  Restrictions on Conditional Restrictions on Dependence
Category Probability Parameter

=== | BiBaBy + 8 < 81, < 1-B,B.8,B,

—=—t |BB.3(1-B) + 8y, < 812 < 1-B,B.By(1-BY)

-=t= [Bfa1-BB, + 3, <1 81, = 1-B,BA1-B)B,s

=+ BB 1-P1-B) + 8, <1 8,2 < 1-B,B,(1-B;)(1-B)

—+== | By(1-B)BsB, ~8,, 20 8y, < By(1-B,)BsB,

—+—+ B, (1-B)B(1-B) -8,,20 8, < B(1-B)B,(1-By)

—+t- 1B (1-B)(1-B;)B, -8, 20 812 < By(1-P)(1-B,)B,

—++ [ B(1-B)(1-B)(1-By) - 8,20 812 £ Bi(1-Bo)(1-Bs)(1-By)

t=-= [(1-BIBPsB, - 8,20 81, < (1-B,)B.B;B,

+-=t 1 (1-B)IB,B(1-B,) -8,,20 8, < (1-BpB.B,(1-B.)

+=t- 1 (A-BIB(1-BIB, - 8,220 8, < (1-B)B(1-B,)8,

+—+ (136, -By)(1-By) - 6,20 812 < (1-BPA1-B5)(1-By

== ((-B)A-BIBP, +8, <1 812 < 1-(1-B)(1-B.)ByB,

=+ TA-BYA-BIB(-B) +8,,<1 81, < 1-(1-B)(1-B.)By(1-B,)

- TA-B)A-BIA-By)B, + 8, < 1 8y < 1-(1-Bp)(1-B)(1-B5)B,

T A-BA BB -By) + 81, < 18, < 1-(1-By)(1-B.)A -ByX1-B)




19
Of all the dependence parameter restrictions beginning with "1-" the last is the most strict since
all error rates are at most 0.5. The sixth, seventh, and eighth restrictions are less strict than the
fifth and the tenth, eleventh, and twelfth are less strict than the ninth. Hence, the most strict

restrictions are

812 < Bx(l 'Bz)BsBu (®)
512 <(1 ‘B1)BzB3ﬁ4 (9)
8, < 1-(1-B (A -B)(1-By)(1-BY) (10)

It is shown in Appendix A that conditions (8) and (9) are more strict than condition (10). Thus,
the restrictions of

812 < By(1-B.)B:B, and 3, < (1-BIB,BB,
are used to determine the maximum possible value of 3,, in the four observer case with
dependence between observers 1 and 2 only. It can similarly be shown that the restrictions

g, < a,(l-a)o,a, and €,, < (1 -a)o,0,a,
determine the maximum possible value for g,, with dependence between observers 1 and 2 only

with respect to false positive rate.

The last case to be discussed here, case iv), involves four observers with all pairwise
dependence terms present. All dependence terms will be set equal, §,,=8,,=8,,=6,,=8,,=5,,=5.
Again, as in the three observer case, all false negative rates are equal and all false positive rates
are equal. The probability and dependence term restrictions for this case are given below for the

case of dependence with respect to false negative rate.



Outcome Restrictions on Conditional Restrictions on Dependence
Category Probability Parameter

---= {BB.P.B, +68<1 8 < (1-B,B.B;B.)/6

--—+ |0<BBRB(1A-B)+05<1 No restriction

-—+- {0<BB,(1-BB,+05<1 No restriction

-+ 1BB.(1-B)1-B,) 2520 8 < (B,B,(1-By)(1-B,))/2

—+-= {0<B,(1-PIBP, + 05 < 1 No restriction

—+—+ | B(1-B)B(1-B) -28 20 8 = (B,(1-B)By(1-By)/2

- | B(-B)(1-BB, 2820 & < (By(1-Bo)(1-B5)B.)2

~+++ |0 < B,(1-B)(1-B,)X1-B,) + 08 < 1 | No restriction

+-—= |0< (. -BIB.BPB. +05< 1 No restriction

+-—+ 1(1-B)B.B,(1-B) -2520 8 < ((1-BBB,(1-B)2

+—t- [ (1-B)B(1-B;)B, -2620 6 < ((1-B)B.(1-B,)B.)2

+—H |0 < (L-BYB.(1-B:)(1-B,) + 06 < 1 | No restriction

- F(A-B)(A-BIBB, -2620 & < ((1-B)(1-B.)B,B.)/2

+—+ |0 < (1-B)(1-B,)B,(1-B,) + 08 < 1 | No restriction

+H+- 10 < (1-B)(1-B.)(1 -B,)B, + 08 < 1 | No restriction

[ (1-B)A-BHA-BHA-B) + 65 <116 < (1-(1-B)(1-B)(1-B;)(1-B.))6
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The first restriction is less strict than the last restriction. All of the remaining restricitons are of

equivalent form. It is shown in Appendix A that the last restriction is not as strict as these others.

Thus, in this case the naximum for & is determined by restricting
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5 < B,B.(1 By -B,)2,
8 < By(1-BB,(1-B.)2,
3 < B,(1-B (1 -ByB./2,
5 < (1-BB.B,(1-B)2,
8 < (1-BB,(1-ByB./2,
and & < (1-B,)(1-B,)B,B./2.
It can be shown that the restrictions on & are
& < a,0,(1-B5)(1-a,)/2,
& < a,(1~a)oy(l-a,)/2,
€ < oy(1-a,)(1 ~az)a,/2,
g < (1-ae,0(1 -a,)/2,
& < (1-a)on(l~a)o,/2,

and ¢ < (1-a,)(1-o)x,0,/2.

In the simulations the dependence values will be expressed in terms of the proportion of
the maximum possible value. This value will be determined by the most strict condition for each
case. To obtain varying degrees of dependence, the parameters will be set at: no dependence,

one half of maximum Jiependence, and full dependence.



23 Simulation Procedure

Simulations were run on a 486DX computer with 4 MBytes of memory and a 220 MByvte
hard drive using progrzms written in Borland Pascal, version 7.0, from Borland International, Inc.
The values for prevalence and observer error rates along with dependence structure and the
number of individuals in the population are input to the simulation program. The program
calculates the probability of an individual being in each outcome category using the formulae
previously given in Section 2.3. Individuals are assigned a random number between zero and one
which is then used to classify them into the various outcome categories with the proper
probabilities. This givas frequencies of individuals in each outcome category that are entered into
the regular program, Latent. The Latent program was translated to Borland Pascal from Fortran
for the purpose of this project. The latent estimates are obtained under the standard assumption

of independence of errors between observers.

For any param zter setting many simulations are run. Each simulation creates a population
distributed in the outcome categories. The mean of the estimates for each parameter over all
simulations is produced. These means are then compared to the originallv set parameters to
determine the effect that a particular dependence structure has on the latent estimates. In addition,
the true standard devistion of the estimates is produced to permit comparison to the large sample

theory estimate of standard error given by the Latent program.



2.6 Qutcome Sumniaries

The comparison of estimated parameters and the true parameters involves looking at the
percent bias in the estimates. A 20% bias is used as a clinically significant bias in the results.
Sample size, meaning the number of simulations, is calculated based on this clinically important
amount. Details of these calculations will be discussed in the next section. Tables included in
this report display the mean of the parameter estimates for each parameter setting and dependence
structure used. Graphs of the means are also included to aid in identifying trends. The graphs
show the mean of the estimates versus dependence for each combination of true prevalence values

and error rates.

In the cases of four observers, there are enough degrees of freedom to permit goodness
of fit testing. The means of the x° values for the simulations are included in the tables. In
addition, an estimate cf power is included. This estimate is calculated as the proportion of ¥
values that are above the critical value at the 5% significance level of x° )5 = 12.59. As a result.
an estimate of the pcwer of the test to detect a departure from the model assumptions of
dependence between observers is obtained. It is expected that at no dependence the value for the

power estimate will be .03,

The true standard deviation of the simulated estimates is compared with the estimated
standard error from lirge sample theory. The standard error was estimated from the Latent
program using expected frequencies as input. The ratio of standard error to standard deviation

will be used as an outcome summary for this comparison.



2.7 Selection of Pirameter Values

Parameters that must be set for the simulations include: disease prevalence, 9; false
negative rates for all osservers, B,,B,,...,8,, where r is the number of observers: false positive rates
for all observers, a,,a,,.,0; and all dependence parameters, 8; and g, for i=1,2,..r and
j=1,2,...r and i#. In addition, the number of individuals in the population. N, must be set as well

as the number of simulations, n, for each parameter setting. Explanations of how these values

are chosen or calculated follows.

Prevalence

In order to ob:ain an appropriate range of prevalence values, the prevalence is set at .03,
.15, and 40. This will be considered low, medium, and high prevalence. Prevalence need not
be set at values over .5 due to the symmetry involved in the problem. For example. in a given
population the prevalence of condition A is .6 and the false positive rate for observer 1 is .1 and
the false negative rate for observer 1 is .15, If an individual does not have condition A then they
have condition A°, A complement. Thus, the same scenario could be reworked by reporting the
prevalence of condition A° as .4 and the false positive rate for observer 1 is .15 while the false

negative rate for observer 1 is .1.

Error rates
Error rates ave typically set at .1 and .25. Combinations include representation of
situations where all observers are equally accurate in their classifications and situations where one

or two observers stand out as particularly accurate or inaccurate.



Population size

The population size is set at 2000 for simulations with three observers and at 4000 for
simulations with four observers. These numbers are chosen to generally avoid outcome category

frequencies of less thar. 5 in most simulations.

Number of simulations

The number of simulations needed for each combination of the above parameter values
is determined using standard sample size calculations. For any parameter, a clinically significant
amount of bias in the mean of the estimates is 20%. It is desired to show, at the 3% significance
level with 80% power, a clinically significant difference between the mean of the estimates and
the true parameter if the difference truly exists. Consider © to be a general parameter of interest.
8, is the true value and 6, is the clinically significant result of interest. Large sample theory

permits the use of the formula,

o= [0 (Z:/—z;lze) ]z

where z,,, = 1.96 and z; = 0.84 [8]. © is estimated by the large sample theory estimate of the
standard error given by the Latent program under the expected frequencies for the given parameter
setting. For any particalar parameter setting the number of simulations will be determined by the

single parameter that requires the largest sample size. All sample sizes will be at least 30.
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2.8 Simulations Runs

Although a factorial design could be implemented here, it was decided to design the
simulations using a mcre basic "one factor at a time" approach. This approach was adopted for
ease of understanding ¢nd explaining results and has been used in other work in this general area
[91. Various situations will be simulated. All situations will be repeated at all three prevalence
levels. Specific input parameter settings for the situations considered are listed below. The first
six runs are for different dependence structures in the three observer case. The last six runs are

the corresponding situations in the four observer case.



Run 1.

Observers: r=3
Population size: N=200
Prevalence: 0=.05, .15, 40

Error rates:

Required number of sinulations:

B=B,=B,=B,=1,25anda=a,=0a,=a,=.1, .25

6=.05 6=15 6=40
a=.1 a=25|a=.1 a=25|la=.1 a=.25
B=1 77 469 30 54 30 30
B=251 30 167 30 30 30 30

Dependence:

zero, one half, and maximum. All other dependencies are 0.

0=.05, 6=.15, 6=.40

o=.1 o =.25
B=.1|8,=0 €,=0
g,,= .0045 €,,= .0234375
€,,= .009 €,,~ .046875
B=25¢e,= €.~ 0
g,,= .0045 g,,= .0234375
g,,= .009 €,,= .046875
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Dependence is between observers 1| and 2 with respect to false positive rate, at



Run 2.

Observers:

r=3

Population size: N=2000

Prevalence:

Error rates:

0=.05, .15, 40

B=B,=B,=B,=1,25anda=a,=a,=a,=.1, .25

Required number of simulations:

Dependence:

©=.05 6=13 =40
a=.1 a=25la=1 a=25{a=1 a=.125
B=.1 77 469 30 54 30 30
=251 30 167 30 30 30 30
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Dependence is between observers | and 2 with respect to false negative rate. at

zero, one half, and maximum. All other dependencies are 0.

8=.05, 6=13, 0=40
a=.1 a=.23

B=.116,=0 8,.=0

§,,= .0045 8,,= .0045

§,,= .009 3,,= .009
B=25{8,=0 8,,=0

3,,=.0234375 3,,= .0234375

5,,= .046875 8,,= .046875




Run 3.

Observers: r=3

Population size: N=2000

Prevalence: 0=.05, .15, 40

Error rates: B=B,=B,=B=1,25anda=a,=a,=0a,=.1,.25

Required number of simulations:

8=.05 6=.15 6=40

B=.1 77 469 30 54 30 30
B=251 30 167 30 30 30 30
Dependence: Depeadence is between observers 1 and 2 with respect to false positive and false

negative rate, at zero, one half, and maximum. All other dependencies are 0.

6=.05, 6=.15, 6=.40
a=.1 a =23

B=1 {g,=1,8,=0 £,=0,8,=0

gp= 0045, 8 = .0045 g,,= 0234375, 8,,= 0045

g,= 009, 5,,= .009 &..= .046875, §,,= .009
B=251gn=1,6,=0 £,=0,8,=0

£,= 0045, 8,,= 0234375 .= 0234275, 8,,= 0234375

g,= 009, 8,,= 046875 &= 046875, 8,,= 046873




Run 4.
Observers: r=3
Population size: N=2000

Prevalence: 0=.05, 15, 40

Error rates: B=f.=1,B=25and o, =0a,=1,a,=25

Required number of simmulations:

30

6=.05 =135 | =40
B=B,=1.8=25anda,=a,=.1, 0, = 25 317 41 30
Dependence: Deperndence is between observers 1 and 2 with respect to false positive and false

negative rate, at zero, one half, and maximum. All other dependencies are 0.

=03, 8=.15, 6=40

By=B.= 1B =25anda, =, = .1, &y =

25

£,=0,6,=0

g,,= 01125, 8,,=

01125

£,= 0225, 8= .0225
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Run 3.

Observers: r=3

Population size: N=2000

Prevalence: 0=.03, .15, 40

Error rates: B=p=25p=landa;,=0a,=25,a,=.1

Required number of simulations:

B,=B,=25,B=1landa, =0, = 25,a,=.1 1756 174 30

Dependence: Dependence is between observers 1 and 2 with respect to false positive and false

negative rate, at zero, one half, and maximum. All other dependencies are 0.

6=.05, 6=.15, 6=40

€,=0.8,,=0
B,=B,=.25B,=.1anda, =a, =.25, a, =.1 |&,,=.009375, 6,,= .009375
g,,= .01875, §,,= .01875




Run 6.

Observers:

r=3

Population size: N=2000

Prevalence:

Error rates:

6=.03, .15, 40

B=B,=B,=B,=.1,25anda=a,=a,=a,=.1,.25

Required number of simulations:

6=.05 6=.15 0=.40
a=.1 a=25la=1 a=25a=.1 a=.25
B=.1 77 469 30 54 30 30
B=.25 30 167 30 30 30 30

813

Dependence: Equal dependence between all pairs of observers with respect to false positive
and false negative rate, at zero, one half, and maximum. Thatis, e =¢,, =
=&y, and 8 = §,, = &;; =5,

6=.03, =15, 6=40
= a =25

B=.11e=0,6=0 e=0,8=0

e= 0045, 3= .0043 g= 0234375, 8= .0045

g= .009, 6= .009 g= 046875, 6= .009
B=251{e=0,8=0 g=0,6=0

g= .0045, 5= 0234375 g= 0234275, 8= 0234375

g= .009, 6= .046875 g= 046873, 3= 046875




Run 7.
Observers: r=4

Population size: N=4000
Prevalence: 0=.05, .13, 40
Error rates:

B=B,=B,=B,=B,=125anda=a,=a,=a,=a, =1, .25

Required number of simulations:

W
(=]
¥ ]
W

30 30

Dependence: Dependence is between observers 1 and 2 with respect to false positive rate, at

zero, one half, and maximum. All other dependencies are 0.

6=.03, 6=15, 6=40
a=.1 o= .25

p=.1 |g.=0 €,= 0

€,,= .00045 g,,= .005859375

€,,= .0009 g,,= .01171875
B=.258,~ g,=0

€,,= .00045 €,,= .005859375

&,,= .0009 €,,= .01171875




Run 8.

Observers:

r=4

Population size: N=4000

Prevalence:

Error rates:

Required number of siinulations:

Dependence:

6=.05, .15, 40

B=B,=B,=B,=pB,=1,25anda=0,=a, =, =a,= 1, .25

6=.05

B=.11] 30

= .25 30

55 30

30 30

30 30
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Deperdence is between observers 1 and 2 with respect to false negative rate, at

zero, one half, and maximum. All other dependencies are 0.

0=.05, 6=.15, 6=40

8,,= 005859375
8,,= .01171875

a=1 a =25
B=116,=0 6,,=0
8,,= .00045 8,,= .00045
§,,= .0009 §,,= .0009
B=.2516,,=0 8,= 0

§,,= .005859375
8,,= 01171875
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Run 9.

Observers: r=4

Population size: N = 4000

Prevalence: = 03, .15, 40

Error rates: B=B =B,=8,=B,=1,25anda=a,=a,=a,=a,=1, .25

Required number of sinulations:

o]
I
-
w
<
(9]}
AV )
[F¥]
<
(V%)
(=]
W
<
(73]
S

B=2: 30 30 30 30 30 30

Dependence: Dependence is between observers 1 and 2 with respect to false positive and false

negative rate, at zero, one half, and maximum. All other dependencies are 0.

8=.05, 6=.15, 6=40

a=.1 a=.25
B=.1 |£,=0,8,=0 €:,=0,8,=0
€,,= .00043, §,,= .00045 g,,= .005859375, §,,= .0045
€,,= .0009, 6,,= .0009 €,,= 01171875, 8,,= .009
B=251€,=0,8,=0 €.=0,6,,=0

£,= 00045, 5,,= 005859375 &,,= .005859375, 5,,= 005859375
g,,= 0009, §,,= 01171875  &,= 01171875, 5,,= 01171875
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Run 10.

Observers: r=4

Population size: N = <000

Prevalence: 0 = .03, .13, 40

Error rates: B,=3=1B=p=25anda,=0,=.1,a,=a, = .25

Required number of simulations:

6=05 | 6=15 | 6=40

B,=B,=1,B,=B,=25and g, =a,= 1,0, =, = 25 59 30 30

Dependence: Dependence is between observers 1 and 2 with respect to false positive and false

negative rate, at zero, one half, and maximum. All other dependencies are 0.

6=.05, =15, 6=40

8= 0.6,=0
B,=B,=.1,B,=B,= 25 anda, =, = .1, &, =, = 25 |g,,= 0028125, 5,,= .0028125
g~ .005625, 6,,= .005625
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Run 11.
Observers: r=4
Population size: N = 4000
Prevalence: 0= .05, .15, 40
Error rates: B,=p,=25B=B,=landa,=a,= 25, a,=a,=.1

Required number of simulations:

6=05 ] 6=15 | 6=40

B,=B.=25B,=B,=land o, =, = 25, ¢, =, = .1 59 30 30

Dependence:  Dependence is between observers 1 and 2 with respect to false positive and false

negat:ve rate, at zero, one haif, and maximum. All other dependencies are 0.

6=.03, 8=15, =40

€,=0,8,=0
B,=B,=25B,=8,=1anda, =a, =25, a,=a,=.1 {g,=.0009373, §,,= .0009375
€,,= .001875, 5,.= .001875




Run 12.

Observers:

r=4

Population size: N = 4000

Prevalence:

Error rates:

8 = .05, .15, 40

B=B, =R =p=B=1,2mla=qa

Required number of simulations:

=g, = oy = o =125
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Dependence: Equal dependence between all pairs of observers with respect to false positive
and false negative rate, at zero, one half, and maximum. That is, e =¢,, =
=8y = 8y = &y = &y, and 8 = 8,, = §;; =5, = 853 = §,, = &y,
0=.05, 8=.15. 6=40
a=.1 a=.25
B=.1 |e=0,8=0 e=0.5=0
e=.00045, 6= .00045 e= 003859375, 6= .00045
e=.0009, &= .0009 e= 01171875, = .0009
B=2351e=0,8=0 e=0.8=0
g= .00045, 5= .005839375 e= .005859375, 6= .005859375
e=.0009, 6= 01171875 e= 01171875, 6= 01171875




3. RESULTS

31 Bias in Estimates

Dependence between two observers means that the observers classify individuals in the
same way more often than in the independent case. In particular, dependence will increase the
frequency of simultaneous classification errors. Through the maximum likelihood procedure the
apparent probability that the misclassifications of two dependent observers are correct will

increase. This will cause the error rates for the dependent observers to be underestimated.

Since the prevalence will always be less than 50% there will always be more truly
negative than truly positive individuals in the simulated populations. This leads to the expectation
that the false negative rate estimates will be less precise and more susceptible to bias due to the
smaller sample of posiiive than negative individuals. These estimates will be more biased because
the larger proportion of dependent errors being made on the truly negative individuals will
overpower the smaller sample of truly positive individuals, thus the false negative rates will be

more biased.

As discussed earlier the mean of the estimates for a parameter will be considered seriously
biased if it differs from the truth by more than 20%. In the tables to be discussed in the

following sections, me:ans biased by more than 20% are printed in boid.

39
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The situations simulated were listed and described in Section 2.8. The results from these
simulation runs will now be reported. The first six runs are for the three observer case while the
next 6 runs are identical situations with four observers. The discussion of the effects of the
dependence on the estinates will be detailed for the three observer cases. The discussion for the
four observer cases will centre mainly on the differences between the four observer and the
corresponding three observer case. In simulations where all error rates are equal, FPR and FNR
will be used to refer to the false positive rates (a, = a, = a,) and the false negative rates (B, =

B, = B,), respectively.

3.1.1 RUN 1 - Dependence between two_observers with respect to false positive rate - Three

Observer Case

This run includes all combinations of 8, FPR, FNR with dependence between observers
1 and 2 with respect to false positive rate only. Tables la, 1b and lc show the results for
8 = .05,0 = .15, and O = .40, respectively. Figures la to l1g are graphs which display the trends

in the mean of the estimates as the dependence increases for each prevalence value.
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OBSERVATIONS

Effect on prevalence estimates

From the tables and Figure la, it can be seen that the dependence tends to produce a
positive bias in the prealence estimates. The most serious bias occurs when the true prevalence
is low at .05 or .15 and the FPR is high at .25. For example, in Table 1a when the FNR = .1 and
the FPR = 25 the mecan of the prevalence estimates is at 11% at one half of maximum
dependence and increases to 17% at full dependence when the true prevalence is 5%. There is

no substantial bias in tic mean of the estimates of prevalence when the true prevalence is high.

Effect on false negativz rate estimates

False negative rates for the two dependent observers are very seriously underestimated
even at one half of maximum dependence. There is an inverse effect on the third observer's false
negative rate which is seriously overestimated. The effect is strongest for low prevalence values

and high FPR. These trends are easily seen in Figures 1b to 1d.

Effect on false positive rate estimates

A bias is seen in the two dependent observers' false positive rates when the FPR is at .25.
This underestimation cf the rates is seen at all prevalences but increases slightly as the prevalence
decreases, see Figure le and If Figure 1g shows an apparent inverse effect on the third

observer's false positive rate. This effect appears to be strongest for high prevalence values.
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EXPLANATIONS

The dependence between observers 1 and 2 with respect to the false positive
classifications causes these observers to classify truly negative individuals in the same way more
often than in the independent case. The more often both observer 1 and 2 make a false positive
error, the higher the prevalence estimate will be, because the errors will be considered more likely
to be correct since thev are occurring together. Thus, when the false positive rate is high, the
prevalence will be mor: biased. Since these false positive errors are being considered correct, the
false positive rates for the two dependent observers drop. In addition the false negative rates will
also drop due to the increased agreement between the dependent observers. The lower the
prevalence the more serious the bias because there are more negative individuals to be classified

in the same way by the dependent observers.

Since observers 1 and 2 are being considered correct a great proportion of the time,
observer 3 is estimatec| to have a high false negative rate due to an increased lack of agreement
with the two dependent observers. The dependent observers misclassify negative individuals as
positive, leaving observer 3 with what appears to be a likely erroneous classification as negative.
The false negative rat: is more strongly affected than the false positive rate because the false

negative rate is based on truly positive individuals of which there are a small number.
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IMPLICATIONS

In situations where the false positive rates are high and the prevalence is low, dependence
between two observers with respect to false positive classifications can lead to very serious bias
in all estimates except the third observer's false positive rate. This situation commonly occurs in
population screenings where the tests are often designed to have high sensitivity (a high
proportion of true positives classified as positive) and lower specificity (a lower proportion of true
negatives classified as negative). Sackett et. al. [5] refer to this kind of a test as SnNout, meaning
a test with a sufficiently high Sensitivity so that a Negative result rules owr the disease.
Therefore, the use of lztent class methods to evaluate screening tests for a rare disease should be
approached with the following warning. The presence of any dependence between the tests with
respect to false positive classifications, meaning any commonalities between the tests when
classifying truly negative individuals that will lead to false positive classifications, will cause
seriously underestimated error rates for these tests, especially the false negative rates.
Equivalently, the specificity and especially the sensitivity of the two dependent tests will be
overestimated leading 10 a false sense of confidence regarding the accuracy of these tests. Most
care should be taken a; very low prevalences where even a slight dependence will result in verv
biased results. The higher the prevalence the more accurate are results from the Latent estimation
procedure in the presence of this kind of dependence. Even at a high prevalence, if the false

positive rate is high then dependence will cause bias in most of the error rates.



TABLE 1a

Means and standard deviations of parameter estimates in the case of three observers,
with dependence between observers 1 and 2 with respect to false positive rate only

True Prevalence = .05
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True Mean of Estimates (%) (standard deviation (%))
Emor Dep”
Rates 9 B B, B, o @ %
B = 0 |523(075) 1049 (6.51) 1075 (5.77) 10.89 (6.19) 995 (0.84)  9.75(0.74)  9.97 (0.70)
70 05 | s34 (0.66) 2.14(287) 182(3.31) 1838(5.44) 944(0.79) 931(0.73) 1021 (0.75)
1 6.05 (0.53) 0.02 (0.22) 0.00 (0.00) 24.19 (4.29) 8.63 (0.73) 8.36 (0.67) 10.12 (0.82)
B=1 0 |577(1.90) 11.43(10.87) 12.14(10.43) 11.74 (10.51) 24.64 (1.36) 24.73 (129) 24.69 (1.32)
* =23 0.5 {1121 (0.86) 0.02 (0.25)  0.05 (0.43) 40.89 (3.91) 1927 (1.02) 1922 (1.04)  24.35 (1.00)
1 |17.46 0.87) 0.00 (0.00)  0.00 (0.00) 4712 (2.79) 13.06 (0.93) 13.03 (0.91) 22.93 (1.07)
B =25 Q 498 (1.21) 24.55(890) 22.19 (8.75) 23.33 (10.97) 10.19 (0.94) 10.02 (0.75)  10.36 (0.75)
*=l 0.5 | 468(0.78) 825(7.00) 9.08(6.15  32.69 (7.87)  9.50 (0.78)  9.74(0.62)  10.66 (0.91)
1 | 49047 050(1.81) 080 (1.83) 3597 (4.35) 9.07 (0.64)  9.21(0.62)  10.66 (0.88)
B=25 0 |647(446) 2295(1741) 2527 (17.45) 24.46 (1830) 24.41 (1.82) 24.85(1.87) 24.77(1.73)
* =23 0.5 | 9.76 (0.83)  0.14 (1.24) 020 (1.33) 4922 (4.41) 1958 (1.03) 19.63 (0.98) 24.93 (1.09)
1 ]1610 (0.85  0.00 (0.00)  0.00 (0.00) 5216 3.28) 13.56 (0.96) 13.64 (0.90)  23.56 (0.99)

" Proportion of maximum dependence between observers 1 and 2 for true negative subjects.
P represents the true false negztive rates, ,= B,= B,.

o represents the true false positive rates, o,= «,= a,.

Means with 20% or greater bizs are displayed m bold.



TABLE 1b
Means :nd standard deviations of parameter estimates in the case of three observers,
with dependence between observers 1 and 2 with respect to false positive rate only

True Prevalence = .15

True Mean of Estimates (%) (standard deviation (%))
Error Dep’
Rates e B, B, B, o, @ o
B =1 0 (14.82(0.96) 10.02(3.15) 934 (2.75) 9.58(2.62) 10.13(1.03) 10.13(096) 9.99 (0.80)
*=1 0.5 {1510 (0.87) 7.85(2.24) 6.89 2.10)  12.86 (2.08) 9.19 (0.70) 938 (0.74)  10.60 (0.78)

1 15.16 (0.81) 3.57 (1.63) 4.04 (1.56) 15.93 (2.41) 9.09 (0.73) 8.95 (0.70) 11.06 (0.85)
=1 0 |1484237) 972(5.11)  937(526)  9.53(5.26) 25.14(1.29) 25.08 (1.24) 24.85 (1.60)
=23 0.5 {18.40 (1.06) 0.66 (1.62)  0.65(1.58) 2612 (3.07) 2032 (131) 2026 (L16) 25.75 (1.08)

1 {2375(1.07)  0.00 (0.00)  0.00 (0.00) 33.45(2.71) 14.25(0.86) 14.46 (0.99) 24.79 (1.16)
B =25 0 [14.55(1.55) 2445415 2448 (4.71) 23.66 (3.28) 10.29 (1.09) 1023 (0.99) 10.18 (1.04)
@=l 0.5 [14.75 (1.14) 2027 (3.97) 19.79(3.89) 28.42(3.00) 939 (0.90) 9.17 (0.80)  10.83 (0.97)

1 1444 (121) 1642 (4.54) 16.57 (4.00) 30.45 (3.37) 9.16 (0.98) 891 (0.87) 11.41 (0.69)
B=25 0 [1785(3.77) 27.04(6.74) 28.81(6.18) 28.39(6.24) 23.87(1.53) 24.08(Ld6) 24.42 (1.97)
*=2 0.5 ]15.00(2.03) 2.34 3.43) 4.33 (5.61) 37.43 (3.56) 21.18(1.64) 2190(1.38) 27.18(1.58)

1 [19.69 (1.07) 0.00 (0.00) 0.00 (0.00) 43.52 (1.90) 16.21 (0.99) 1589 (0.97) 26.51 (1.13)

* Proportion of maximum dep:ndence between observers 1 and 2 for true negative subjects.
P represents the true false negitive rates, ,= B,= B,
« represents the true false positive rates, o,= «,= a;.
Means with 20% or greater biis are displayed in bold.



TABLE lc
Means and standard deviations of parameter estimates in the case of three observers,
with desendence between observers 1 and 2 with respect to false positive rate only

True Prevalence = .40

46

e
—

Truth Mean of Estimates (%) (standard deviation (%))
Emor  Dep’ i B, B, B, o o, o
Rates
B=1 0 [3996(132) 996(1.32) 9.97(1.43) 999 (1.28)  9.95(0.84) 10,08 (1.09)  9.99 (0.95)
=1 o5 |aeso (136)  924(106) 911 (107) 1071 (137)  9.44(106)  938(091) 1046 (L.11)

1 {3997(1.64) 820(1.24)  855(1.53) 11.70(1.35) 8.71(1.06)  8.69(1.09) 11.07 (0.99)
g=1 0 13985(1.72) 10.04 (1.93) 10.32 (1.98) 10.38 (2.04) 25.13 (1.79) 2531 (1.75) 25.25 (1.62)
*=25 0.5 141.23 (1.78) 5.35 (1.56) 6.18 (1.59) 15.36 (1.86) 20.57 (1.75)  21.19 (1.86) 27.64 (1.60)
1 142.48 (1.33) 3.09 (1.76) 2.81 (1.60) 18.95 (1.73) 16.76 (1.99) 17.23 (138) 28.60 (1.61)
=25 0 140.07 (2.02) 24.67(2.40) 24.40(1.99) 25.27 (2.24) 9.98 (1.07) 9.88 (1.38) 10.13 (1.59)
@l 0.5 139.69 (1.55) 24.16(1.53) 23.50 (2.00) 25.80 (2.14) 9.60 (1.45) 9.61 (0.95) 10.93 (1.23)
1 ]4008(202) 2293 (250) 2337(228) 2720 (264) 861 (L15)  9.16(1.28)  11.28(1.07)
B =25 0 141.47 3.51) 2596 (2.54) 24.85(3.51) 26.46 (3.51) 24.67 (2.12) 2427 (2.29) 24.53 (2.36)
*=2 0.5 139.76 (3.23) 17.97(329) 1870 (3.09) 3028 (2.24) 20.54 (2.03) 21.02 (2.19) 28.88 (1.97)
1 39.75 (3.04) 12.58 2.77) 12.88 (3.45) 33.46 (2.36) 16.85 (2.149) 1726 (2.19) 3093 (1.55)

* Proportion of maximum dependence between observers 1 and 2 for true negative subjects.
B represents the true false negztive rates, B,= B,= B,.
o represents the true false positive rates, a,= a,= o;.
Means with 20% or greater bi:s are displayed m bold.



Figure 1a
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Mean of Estimates of Prevalence (6)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive rate only:
mean vs dependence for each true prevalence
by true error rates
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Figure 1b

Mean of Estimates of false negative rate for observer 1 (g,)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive rate only:
mean vs dependence for each true prevalence
by true error rates
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4 represents frue prevalence (6)= 40.
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Figure 1c

Mean of Estimates of faise negative rate for observer 2 (8,)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive rate only:
mean vs dependence for each true prevalence
by true error rates
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o represents the true fals: positive rates, a | =a; =a3.
X represents true prevatence (8) = .05,

= represents true prevalence (8)=.15.

4 represents true prevaleace (8) = 40.



Figure 1d

Mean of Estimates of false negative rate for observer 3 (83)
in the case of three observers, with dependence between

observers 1 and 2 with respect to false positive rate only:
mean vs dependence for each true prevalence
by true error rates
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Figure 1e

Mean of Estimates of false positive rate for observer 1 (o)
in the case of three observers, with dependence between

observers 1 and 2 with respect to false positive rate only:
mean vs dependence for each true prevalence
by true error rates
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p represents the true fais: negative rates, 3y =p2 =p3.
o represents the true fais: positive rates, oy =o; = ;.
x represents frue prevaisice (8)=.05.
= represems true prevale wce (8)= 15.
4 represents trus prevaience (8) = 40.



Figure 1f

Mean of Estimates of false positive rate for observer 2 ()
in the case of three observers, with dependence between
observers 1 arid 2 with respect to false positive rate only:
mean vs dependence for each true prevalence
by true error rates
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Figure 1g

Mean of Estimates of false positive rate for observer 3 (a3)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive rate only:
mean vs dependence for each true prevalence

by true error rates
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3.1.2 RUN 2 - Dependence between two observers with respect to false negative rate - Three

observer case

This run includes all combinations of 8, FPR, FNR with dependence between observers
1 and 2 with respect to false negative rate only. The results for 6 = .05, 0 = .15, and 6 = 40
are given in tables 2a, 2> and 2c, respectively. Figures 2a to 2g display the mean of the estimates

as the dependence increases for each prevalence value.

OBSERVATIONS

Effect on prevalence estimates

Most prevalence estimates show no substantial bias. Table 2a shows that the means of
the prevalence estimates all overestimate the truth by more than 20% when the FNR = .25 and
the FPR = .23, even the estimate from independent observers. A more detailed look at the actual
estimates and the fact that the standard deviations of the estimates are quite large indicated that
a few simulations found the symmetrical solution to the problem. This means that the prevalence
estimates were closer to 95% than 5% and some error rates were estimated to be above .5. This
instability most likely occurred in a few instances due to small frequencies in some outcome

categories because of tae low value for true prevalence.



W
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Effect on false negative rate estimates

The most serious bias is seen when the FNR is high at .25 where for all prevalences the
false negative rate for the two dependent observers is underestimated by more than 20% at
maximum dependence. The third observer's false negative rate is slightly overestimated in the
same situations, just barely reaching 20% bias at full dependence. These biases are not nearly

as severe as those seen in Run 1.

Effect on false positive rate estimates

At © = .05 and 0 = .15 there is no apparent effect from the dependence on the false
positive rate estimates However, at the high prevalence of .40 the rates for the dependent
observers are underestimated when FNR = 25, The third observer's false positive rate is slightly

overestimated when FNR = .25.

EXPLANATIONS

The dependence between observers 1 and 2 with respect to the false negative
classifications causes these observers to classify truly positive individuals the same more often
than if they were independent. This run can be thought of as complementary to Run 1, meaning
that if Run 1 were repeated with prevalences above .5 then the results should be the same as those
found here. True positive individuals in this run would be true negative individuals in Run 1,
false negative classifications would be false positives, and false positive classifications would be

false negatives. For example,



56

Run 2 is equivalent to Run 1
6 =05 = 6 =095
a=.1 = B=.
B=.1 = o=

6 = max = € = max

For this reason trends thiat were discovered in Run 1 will also be present here in a complementary
direction. However, there are fewer truly positive than truly negative individuals, so the effects

of this dependence will not be as strong as in Run 1.

The more oftea both observer 1 and 2 make a false negative error simultaneously the
more often truly positive individuals will simultaneously be classified as negative. These false
negative errors lead to a higher estimated probability that the individual is negative. As a result
the false negative rates for the two dependent observers drop, especially when the true false
negative rates are high. Since the number of truly positive individuals is small, the dependence
does not effect the prevalence or the false positive rates. The false positive rates begin to be
affected when the prevalence becomes high at 40%. This is complementary to the effects on the

false negative rates in Run 1 that were stronger when the prevalence was low.

IMPLICATIONS

If the true prevalence is at most 50% and it is suspected that there is dependence between
two observers with respect to classification of positive individuals then the danger of biased

estimates is not nearly as great as if the dependence was with respect to classification of negative
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individuals or both, as will be discussed next. In this situation large false negative rates will
cause false negative rite estimates to be low for the dependent observers and high for the
independent observer. At high prevalence values the false positive rate estimates will be
underestimated for the clependent observers and overestimated for the independent observer if the
false negative rates are high. Hence, in this situation the dangerous parameter values are high

false negative rates.



TABLE 2a

Means and standard deviations of parameter estimates in the case of three observers,
with dependence between observers 1 and 2 with respect to false negative rate only

True Prevalence = .05

True Mean of Estimates (%) (standard deviation (%))

Error Dep’

Rates 8 B, B. B, o, aQ, o

B = 0 5.15 (0.72) 9.87 (6.62) 10.30 (5.97) 11.27 (5.63) 9.94 (0.77) 9.81 (0.81) 9.84 (0.67)

T 05 | 507(066) 918(657)  901(5.65  1045(549) 996 (087) 997 (0.88) 1011 (0.74)
1 |491(070) 828(6.46) 7.94(559) 1023 (591) 9.92(0.80) 9.93(0.34) 10.19 (0.87)

B =1 0 5.87 (2.25) 1228 (11.16) 11.68 (10.62) 12.29 (11.13) 24.76 (1.34) 2471 (1.39) 24.73 (1.36)

=B s 5.86 (1.99) 1220 (1035) 11.70 (10.58) 11.95 (10.76) 24.69 (1.33) 2461 (1.30)  24.69 (1.27)
1 |591(207) 1213 (1092) 11.15(1041) 13.08 (11.06) 24.70 (1.34) 2468 (131)  24.71 (1.29)

B=25 0 |49 (1.11) 2416 (927) 21.93(9.41) 2503 (9.46) 1034 (0.85) 9.99 (0.85)  10.18 (0.64)

@l 0.5 | 476 (0.71) 19.06 (8.22) 19.60 (6.90) 27.01 (8.03) 9.72 (0.71) 10.12 (0.71) 10.35 (0.72)
1 452(0.78) 1556(8.44) 1234(7.78) 30.18 (8.06) 9.81 (0.72) 9.58 (0.89) 10.57 (0.87)

B=25 0 |880(12.02) 26.71(19.01) 26.15(20.40) 24.81 (19.15) 24.17 3.37) 24.13 (2.95) 24.10 (2.67)

%= 0.5 | 6.60 (478) 2045 (17.27) 2246 (17.12) 2697 (16.02) 2436 (1.87) 2451 (1.86)  24.76 (1.83)
1 7.48 (7.58) 16.99 (16.62) 19.61 (17.14) 32.55 (15.74) 2391 (2.12) 2398(2.10) 24.88(1.74)

" Proportion of maximum depeadence between observers 1 and 2 for true positive subjects.
B represents the true false negative rates, B,= ,= B,

« represents the true false postive rates, o, = a,= ;.

Means with 20% or greater bias are displaved in bold.



TABLE 2b
Means :nd standard deviations of parameter estimates m the case of three observers,
with dejendence between observers 1 and 2 with respect to false negative rate only

True Prevalence = .15

True . Mean of Estimates (%) (standard deviation (%))
Emor Dep
Rates 0 B, B, B, @, o a,
B= 0 115.44 (0.87) 9.91 (2.31) 9.98 (1.85) 10.53 (2.05) 10.15 (0.78)  10.16 (0.91) 9.97 (0.77)
*r 0.5 }15.07 (1.11) 8.49 (2.09) 934 (2.22) 10.75 (2.50) 9.91 (0.81) 9.87 (0.75) 10.22 (0.74)
1 {1509 (0.87) 8.98(227) 844 (207) 1067(2.10) 995(085)  9.65(0.78)  10.09 (0.85)
B=1 0 }1463(1.81) 898(5.14) 847 (4.57)  9.47(456) 2492 (1.33) 2495(1.56) 25.12 (1.42)
=23 0.5 {1526 (2.23) 1037 (547) 887 (491)  10.52(5.00) 24.84(1.57) 2496 (1.45) 24.68 (1.42)
1 J15.52(2.20) 85547 9.52 (5.23) 11.44 (4.92) 2443 (1.44) 2443 (1.64) 2495 (1.42)
B=25 0 [1496(1.76) 25.66 (3.47) 25.86(3.35) 24.74(425) 9.98(097) 10.15(097) 9.97 (1.06)
*=1 0.5 11497 (1.25) 2090 (4.00) 2046 (4.57) 27.03(3.52) 939(1.04)  9.68(0.85)  10.72 (0.85)
1 113.99(1.23) 1629 (3.89) 1584 (3.41) 29.95(429) 923 (0.83)  937(0.67)  11.59 (0.86)
B=25 0 |14.58(5.54) 23.37(8.16) 22.26 (9.64) 22.20 (11.18) 2533 (2.29) 25.35(2.08) 2537 (2.395)
*=2 0.5 11470 (4.17)  21.03 (9.51) 1734 (935) 2816 (6.34) 2432 (1.81) 24.00(1.97) 2593 (1.64)
1 15.15(4.21) 1405 (9.55) 1514 (8.04) 32.64 (4.94) 23.63 (2.00) 23.56 (2.51) 26.44 (1.84)

* Proportion of maximum dependence between observers 1 and 2 for true positive subjects.
P represents the true false negutive rates, B,= ,= B,.
« represents the true false positive rates, a,= o,= o,
Means with 20% or greater bius are displayed in bold.



TABLE 2¢

Means aad standard deviations of parameter estimates in the case of three observers,
with dependence between observers 1 and 2 with respect to false negative rate only

True Prevalence = .40

60

True ) Mean of Estimnates (%) (standard deviation (%))
Emor Dep
Rates 6 B B; Bs o a, a
B=1 0 |40.06(1.04) 10.10(1.40) 10.02(1.34) 1024(1.23) 1026 (1L.01) 9.64(1.01)  10.15 (0.90)
o=l 0.5 139.88 (1.35) 9.53(1.21)  9.48(1.15) 1046 (1.32) 9.51(0.98)  9.67(1.07)  10.23 (1.01)
1 139.64 (1.27) 8.78 (1.12) 8.63 (0.96) 11.11 (1.12) 9.07 (0.80) 9.43 (0.83) 10.78 (1.05)
B=1 0 ]3980 271) 9.63(239)  9.68(221) 9.73(234) 2555(199) 25.10(232) 25.37(2.22)
=23 0.5 140.17 (247) 944 (1.95)  882(234) 1081 (213) 2447(1.96) 2427 (237)  25.50 (1.95)
1 14049 (1.67) 8.25(1.84) 8.81 (2.10) 1194 (1.63) 23.43 (1.46) 23.98(1.93) 26.15 (1.60)
B=25 0 [40.72(1.84) 2568 (2.44) 2542(2.79) 25.07 (2.10) 9.84 (1.30) 9.94 (1.04) 9.62 (1.22)
*=l 0.5 [39.40 (1.91) 2143 (1.90) 2079 (2.50) 27.57 (1.90) 8.21 (1.44) 836 (1.03)  12.56 (1.46)
1 138.09(1.73) 16.92(2.11) 1574 (1.99) 29.26 (2.02) 6.90 (1.18) 6.76 (1.32) 14.60 (1.69)
B=25 0 [3873(3.45) 2284(442) 2447(277) 2363 (3.19) 2500 (2.10) 25.64 (2.43)  25.69 (1.98)
* =3 0.5 ]40.28 (4.01) 19.63 (3.30) 20.94 (3.93) 29.18 (2.61) 2148 (2.95) 22.45(1.84) 27.49 (23D
1 }40.52 (3.47) 1687 (3.43) 1599 (3.68) 3132 (2.74) 19.95(2.53) 18.88 (2.70) 29.35 (1.63)

" Proportion of maximum dependence between observers 1 and 2 for true positive subjects.
B represents the true false negative rates, §,= B,= B,.

« represents the true false positive rates, a,= a,= a,.

Means with 20% or greater bia:: are displayed in bold.
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Figure 2a

Mean of Estimates of Prevalence (§)
in the case of Three observers, with dependence between
observers 1 ard 2 with respect to false negative rate only:
mean vs dependence for each true prevalence
by true error rates
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Figure 2b

62

Mean of Estimates of false negative rate for observer 1 (8,)
in the case of three observers, with dependence between

observers 1 arid 2 with respect to false negative rate only:

mean vs dependence for each true prevalence
by true error rates
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Figure 2¢
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Mean of Estimates of false negative rate for observer 2 (8,)
in the case of three observers, with dependence between

observers 1 and 2 with respect to false negative rate only:

mean vs dependence for each true prevalence
by true error rates
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Figure 2d

Mean of Estimates of false negative rate for observer 3 (83)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false negative rate only:
mean vs dependence for each true prevalence

by true error rates
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Figure 2e

Mean of Estimates of false positive rate for observer 1 (o)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false negative rate only:
mean vs dependence for each true prevalence
by true error rates
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B represents the rue false negative rates, fy=p3 =p3.
o represents the true false positive rates, oj =a; =a 3.
x represents true prevaler ca (8)= .05.
= represents true prevalerice {(8)= 15.
A represents frue prevalerice (8) = .40.
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Figure 2f

Mean of Estimates of false positive rate for observer 2 (o)
in the case of “hree observers, with dependence between
observers 1 and 2 with respect to false negative rate only:
mean vs dependence for each true prevalence
by true error rates
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B represents the true false negative rates, =2 = p3.
o represents the ue false positive rates, oy =oy =a 3.
X represents true prevalence (8} = .05.

= represents true prevaienie (8)= 15.

4 represents frue prevalenie (@)= 40.



Figure 2g

Mean of Estimates of false positive rate for observer 3 (a3)
in the case of three observers, with dependence between

observers 1 and 2 with respect to false negative rate only:
mean vs dependence for each true prevalence
by true error rates

6=‘]., a=01 6=.1, a=025
0.1 0.30
0. —f— ==
0.1 — = ] 0z0
Mean Mean 15
0.05 0.10
0.05
0.00 0.00
0 5 1 0 5 1
Proportion of Maximum Dependence Proportion of Maximum Dependence
B=.25, a=.1 B=.25, @=.25
0.15 0.30
e * 0.2
Mean Mean g 45
0.0s5 0.10
0.05
0.00 0.00
0 5 1 g 5 1
Proportion of Ilaximum Dependence Proportion of Maximum Dependence

p represents the true faise 1egative rates, Ry=R; = p3.
o represents the true faise Jositive rates, ay =a; =a ;.
x represents true prevaience (8) = .05.

= represents frue prevalence (@)= 15.

4 rapresents trus prevaience (8)= 40.
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3.1.3 RUN 3 - Dependence between two observers with respect to false positive and false

negative rates - Three Observer Case

In this simulation there was a positive dependence between observers 1 and 2 with respect
to errors classifying both. positive and negative individuals. Tables 3a, 3b, and 3¢ show the results
for the three different prevalence values which will be interpreted below. Graphs of the means

of the parameter estimales versus dependence level can be found in Figures 3a to 3g.

OBSERVATIONS

Effect on prevalence estimates

In this stmulation run it was found that when FPR is high at .23, dependence causes a low
prevalence to be overestimated. For example, Table 3a shows that when FNR is .1 and FPR is
.25 the estimate of the prevalence which is truly .03 increases to .11 at one half of maximum
dependence and to .18 at maximum dependence. Table 3b which is for a true prevalence of .15
also demonstrates this effect. In Figure 3a, the graphs to the right, with FPR=25, show the
prevalence estimates increasing for low true prevalence values when compared with the other

graphs which show no cffect.

Effect on false negative rate estimates

The false negative rates for the two dependent observers are seriously underestimated.

The third observer's fals: negative rate is overestimated. These effects become more severe with
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lower prevalence. The bias is strongest when the FPR is high at .25,

Effect on false positive rate estimates

The effects on the false positive rates are smaller than those on the false negative rates.
The false positive rates for the two dependent observers are underestimated. At low prevalences
of .05 and .15 this underestimation is only strong when the FPR is high at .25. The third
observer's false positive rate is slightly overestimated with the strongest effect occurring when the

prevalence is at .40.

EXPLANATIONS

The results from this run can be best understood after observing the results from Run 1
and Run 2. This run can be considered a combination of Run | and Run 2 and therefore shares
the main effects from these runs. As in Run 1 the prevalence becomes overestimated with
dependence because negative individuals are being simultaneously misclassified by observers 1
and 2 as positive. This leads to an overabundance of positive classifications, an increased
prevalence estimate, and a decreased false positive rate estimate for the dependent observers. The
false negative rate for the dependent observers is also underestimated as in Run 1. The influence
of Run 2, or more precisely of the dependence with respect to false negative classifications, can
be seen in the false positive rate estimates for the independent third observer which become

overestimates at a high prevalence of .4 and at a high FPR of .25.
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IMPLICATIONS

As discussed in Run 1, SnNout tests are particularly dangerous if dependence between two
of three observers is suspected. The danger increases as the true prevalence decreases and the
true error rates increase. The Latent procedure will produce estimates of prevalence that are too
high and estimates of dependent observer error rates that are far too low if there is dependence
between two tests or observers. In addition, the estimated error rates for the independent third

observer will increase.



TABLE 3a

Means and standard deviations of parameter estimates in the case of three observers,
with dependence between observers 1 and 2 with respect to false positive and false negative rate

True Prevalence = .05

71

True Mean of Estimates (%) (standard deviation (%))
Error  Dep’
Rates ) B, B, B, @, &, %
B=1 0 |495(0.71) 9.56(6.19) 1047 (5.70) 852 (5.54)  9.86 (0.76) 1022 (0.69)  9.96 (0.77)
a =1

0.5 | 531(0.62) 1.95@326) 176 (2.62) 18.67 (505 939 (0.73)  9.30(0.72)  10.45 (0.78)

1 6.35 (0.58)

0.00 (0.00)  0.00 (0.02) 2472 (456) 833 (0.63)  8.39 (0.57)

10.05 (0.70)

B=1 0 |592224
0.5 {11.19 (0.88)

1 [17.56 (0.91)

12.13 (10.88) 1239 (11.04) 12.47 (10.66) 24.59 (1.35) 24.68 (1.29)
0.03 (0.46)  0.01 (0.18)  41.47 (3.82) 1913 (1.03)  19.16 (1.04)

0.00 (0.00)  0.00 (0.00) 46.98 (2.97) 12.91 (0.88) 12.87 (0.86)

24.73 (1.42)
24.46 (1.02)

22.94 (1.00)

B=25 0 | 488(1.07)
0.5 | 4.68 (0.59)

1 | 5.24(0.56)

23.07 (7.81) 24.16 (11.56) 24.06 (3.43)  9.84 (0.96)  10.03 (0.81)
7.64 (7.08)  514(539) 3630 (6.30)  9.41 (0.70)  9.21 (0.80)
0.00 (0.00)  0.00 (0.00) 37.94 (5.45) 828 (0.59) 839 (0.61)

10.04 (0.82)
10.52 (0.84)
10.59 (0.65)

B=25 0 |838(7.49

0.5 110.11 (0.87)

1 116.79 (0.96)

27.77 (1839) 26.04 (18.85) 26.89 (18.96) 2425 (2.15) 24.16 (2.16)
0.11 (0.72)  0.04 (0.53) 4930 (424) 1932 (1.00)  19.33 (1.00)

0.00 (0.00)  0.00 (0.00) 52.45(2.79) 12.93 (0.87) 12.88 (0.84)

24.28 (2.28)
24.93 (1.18)

2339 (0.94)

“ Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects.

B represents the true false negative rates, B,= B,= B,.
« represents the true false positive rates, o,= o,= d,.
Means with 20% or greater bias are displayed in bold.



TABLE 3b
Means a1d standard deviations of parameter estimates in the case of three observers,
with dependence between observers 1 and 2 with respect to false positive and false negative rate

True Prevalence = .15

72

True i Mean of Estimates (%) (standard deviation (%))
Error Dep
Rates 0 B B, B o o, o4
B=1 0 [1509(1.05) 10.72(264) 10.11(297) 893 (249) 10.14(0.92) 10.46 (0.78)  10.09 (0.86)
o= 0.5 11482 (1.03) 6.01 (290) 6.42(236) 1273 (2.82) 9.40(0.93)  9.48(0.89)  10.72 (0.91)
1 |15.00(0.82) 232(220) 3.10(2.03) 1606(232) 886(0.77) 862 (0.74)  10.95 (0.65)
B=1 0 }1509(223) 991(494) 1044(487) 998 (465 2498(137) 24.75(1.34) 2494 (1.65)
4= 0.5 {18.55(1.10)  0.62 (1.41) 036 (1.06)  26.67 (2.82) 19.93 (L17) 20.08 (1.29)  25.99 (1.09)
1 12407 (0.82) 0.00(0.00) 000 (0.00) 34.45(2.53) 13.74 (0.80) 13.89 (0.98) 24.81 (0.88)
B=25 0 [1555(1.77) 2538 (4.05) 27.04(443) 26.18(6.05) 9.73(0.96)  9.86(1.05)  9.72 (1.24)
@t 0.5 ]13.90 (1.00) 14.73 (3.51) 1587 (2.94) 29.71(3.98) 9.18(L.I3)  9.24(0.93)  11.47 (0.86)
1 |13.02(095) 581368 533(3.04) 3241(3.67) 875(0.85) 872(0.76)  12.62 (0.83)
=25 0 |1495(a56) 25.17(7.62) 2224(9.78) 2179 (9.12) 24.88(1.82) 2516 (1.79) 24.85 (2.09)
* =% 0.5 11557 (130) 144234 240 (3.70) 3932 (3.09) 20.68 (139)  20.55 (1.04)  27.28 (0.96)
1 [21.76 (1.10)  0.00 (0.00)  0.00 (0.00) 4438 2.71) 1404 (1.30) 1427 (1.15) 26.49 (1.12)

* Proportion of maximum depetidence between observers 1 and 2 for both true negative and true positive subjects.

B represents the true false negative rates, §,= §,= B,.
« represents the true false positive rates, a,= a,= a,.
Means with 20% or greater bias: are displayed in bold.



TABLE 3¢
Means ar d standard deviations of parameter estimates m the case of three observers,
with dependence between observers 1 and 2 with respect to false positive and false negative rate

True Prevalence = .40

73

True Mean of Estimates (%) (standard deviation (%))
Emor Dep’
Rates o B, B, B, o, @ @,
g=1 0 14040 (1.14) 9.80(1.33) 10.24(1.12) 9.96 (1.15) 9.73 (0.89) 10.00 (L.17)  10.04 (1.02)
o =1
0.5 13989 (1.23) 840(1.34)  865(1.07) 11.49(134) 836(0.89) 9.08(1.08)  10.64 (1.11)
1 [40.14(132) 714135 749 (1.46) 13.09(122) 8.16(0.92)  7.97(1.03)  12.00 (0.96)

B=1 0 |4010(1.84) 9.77(1.94) 1009 (2.03) 951 (1.88) 2503 (133) 2507(L71) 25.13 (195)
¢ 05 laos (2.04) 566 (245 489 (1.98) 1571 (L74) 2068 (2.01) 2030 (1.96) 28.42 (1.79)
1 [4211(1.83) 156 (125 181 (L44)  19.94 (1.52) 1607 (L75) 1627 (1.17)  29.72 (L60)
B=25 0 [39.93(1.85) 2458(224) 25.16(1.63) 24.56(1.73) 9.88 (1.40) 1031 (L50)  9.92 (1.56)
=1 o5 |ae (1.56) 19.65(2.12) 18.95(1.62) 28.07(2.58) 7.99(1.00) 7.83 (129) 13.18 (1.06)
1 [3801(1.30) 13.72 (1.81) 1408 (1.94) 30.07 2.11) 592 (1.07) 595(1.18) 1599 (0.88)
B=25 0 |41.05(625) 25.88(4.74) 24.85(4.71) 2521 3.90) 2499 (2.59) 2421 (3.19) 24.44 (3.04)
=B s laoso (3.20) 1512 (3.10) 1546 (2.94) 3292 (1.96) 17.58 (2.34) 1827 (1.99) 29.83 (2.10)
1 [39.00(217) 635(2.45 580 (2.52) 3600 (1.68) 13.67(1.79) 13.75(1.98) 32.67 (1.67)

" Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects.

P represents the true false negat: ve rates, B,= B,= B,.
« represents the true false positive rates, o,= a,= ;.
Means with 20% or greater bias are displayed in bold.



Figure 3a

| Mean of Estimates of Prevalence (9)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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B represents the true false negative rates, py=52 =p3.
o represents the frue faise positive rates, o =o; = 3.
X represenis true prevalence (8)= .05.
= represents true prevaience {(8)= .15.
A represents frue prevalence (@)= 40.



Mean of Estimates of false negative rate for observer 1 (8)

Figure 3b

in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false

negative rate: mean vs dependence for each true prevalence

Mean

Mean

by true error rates

B=.1, a=.1

01%“*——_‘_&‘ Maan
- %

13 D
1
Propomon of Maximum Dspendence
B8=.25, a=.1
0.30
0.25
0.2
0.15 \ Mean
0.10 \‘\
D.% \
0.00 =
0 5 1

Proportion of Maximum Dependence

B represents the true faise negative rates, 1= p3 = py.
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Mean of Estimates of false negative rate for observer 2 (3,)

Figure 3¢

in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false

hegative rate: rnean vs dependence for each true prevalence
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Figure 3d

Mean of Estimates of false negative rate for observer 3 (33)

in the case of three observers, with dependence between

observers 1 and 2 with respect to false positive and false
negative rate: rnean vs dependence for each true prevalence
by true error rates
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Figure 3e
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Mean of Estimates of false positive rate for observer 1 (ay)

in the case of three observers, with dependence between

observers 1 and 2 with respect to false positive and false
hegative rate: mean vs dependence for each true prevalence
by true error rates
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Figure 3f

Mean of Estimates of false positive rate for observer 2 (a,)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate. rnean vs dependence for each true prevalence
by true error rates
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p represents the true false negative rates, (=2 =p3.
o represents the irue false positive rates, oy =a; =a ;.
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4 represents frue prevalsrce (6) = 40.

g=.1, a=.23

g

0.20
0.15
0.10
005
0.00

0 5 1
Proportion of Maximum Dependence

8=.25, a=.25
0.5
0.28
0.15
0.10
0.05
0.0

0 A 1
Propartion of Maximum Dependence

79



80

Figure 3g

Mean of Estimates of false positive rate for observer 3 (a;)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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B represents the frue false negative rates, Ry= 83 = B3.
o represents the true false positive rates, oy =a; =a3.
X represants frue prevalerce (8)= .05.

a represents true prevalerice (8)= 15.

4 represents frue prevalerice (8) = .40.
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314 RUN 4 - Dependence between two accurate observers - Three observer case

This run only ircludes two observers who are fairly accurate with false negative and false
positive error rates of ... and a third observer who is less accurate with error rates of .25. There
is dependence between the two more accurate observers when classifving all individuals. This
situation is run for prevalences of .05, .15, and .40 and the results can be found in Tables 4a, 4b
and 4c, respectively. Figures 4a to 4g show graphs of the mean of the estimates as the

dependence increases.

OBSERVATIONS

Effect on prevalence estimates

The true prevalence of .03 is overestimated as can be seen in Table 4a. At one half of
maximum dependence the mean of the estimates is .07 and at full dependence the mean is .09.

All other prevalences show no effect of the dependence in this run.

Effect on false negative_rate estimates

The two dependent observers have false negative rates seriously underestimated. The
effect is strongest for low prevalences as was the case in previous runs. There is an inverse effect
on the third observer's false negative rate. It is more severely overestimated for low prevalence

values.
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Effect on false positive rate estimates

There is an underestimation of the two dependent observers' false positive rates. The
amount of bias is similar for all prevalences. The third observer's false positive rate is not

affected by the dependence.

EXPLANATIONS

As seen in earlier runs dependence between two observers makes those two observers
appear more accurate than they truly are. As a result the third observer appears less accurate.
A lower prevalence will cause more serious bias in the estimates due to the dependence with

respect to false positive: classifications as explained in Run 1.

IMPLICATIONS

This run reflecs practical situations in diagnostic test evaluation. For example, consider
two fairly accurate diagnostic tests with similar components that cause their misclassifications to
be dependent while a third test is less accurate and remains independent from the others. The
results show that the prevalence estimate from the Latent procedure may be biased if the true
prevalence is low. In addition, the estimated error rates of the dependent tests will appear too low
and the third test will appear even less accurate. Again, the most dangerous situation is when the

true prevalence is low.



TABLE 4a
Means and standard deviations of parameter estimates in the case of three observers,

with dependen ze between observers 1 and 2 with respect to false positive and false negative Rate

True Prevalence = .05

g3

True Error Mean of Estimates (%) (standard deviation (%))
Rates Dep”
o B B, B, o, @, o
B.B,=.1 0 | 536(L18) 11.43(951) 12.01(1030) 24.89 (6.51) 9.86 (0.95) 9.86 (0.95) 24.81 (1.12)
B;=.25
a: ay=.1 05 |671(062) 024(120) 020111 3615(342) 781 (067) 783 (0.64) 24.85 (1.03)
a; =25 1 9.26 (0.63) 0.00 (0.00) 0.00 (0.00) 4093 (3.87) 519 (0.5¢) 526 (0.51) 24.35(1.00)
* Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects.
Means with 20% or greater bia: are displayed in bold.
TABLE 4b
Means aad standard deviations of parameter estimates in the case of three observers,
with dependence between observers 1 and 2 with respect to false positive and false negative Rate
True Prevalence = .15
True Error Mean of Estimates (%) (standard deviation (%0))
Rates Dep”
6 B B. B8; @ &£, !
B,B.=.1 0 |1550(153) 9.65(5.65) 11.20(431) 2530 (249) 9.77(0.88) 9.94(1.00) 24.93 (139)
By =25
a,a=.1 05 |15200097) 139185 127(202) 30.19(3.17) 831(085) 842(0.86) 2580 (124)
0 =25 1 {17.18(085) 0.00 (0.00) 0.00 (0.00) 32.99 (2.37) 5.77(0.59) 5.78(0.66) 2531 (1.01)

* Proportion of maximum deperidence between observers 1 and 2 for both true negative and true positive subjects.
Means with 20% or greater bias are displaved n boid.

TABLE 4c
Means and standard deviations of parameter estimates in the case of three observers,
with dependence between observers 1 and 2 with respect to false positive and false negative Rate

True Prevalence = .40

True Error Mean of Estimates (%) (standard deviation (%))
Rates Dep”
9 B B, B, ) @, oy
BB, =.1 0 13975(1.49) 1038 (2.04) 9.52(1.83) 25.01 (2.07) 992 (1.57) 10.03 (1.23) 25.14(1.33)
=25
a‘i’% 1 05 |4022(135) 596(1.62) T.11(201) 26.85(203) 7.40(0.99) 7.82 (1.51) 24.21 (1.70)
o =25 1 [3972(1.77) 329145 341 (137) 28.14(1.55) &74(1.19) 580 0.90) 27.11(1.63)

" Proportion of maximum deper dence between observers 1 and 2 for both true negative and true positive subjects.
Means with 20% or greater bias are displayed in bold.
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Figure4a

Mezn of Estimates of Prevalence (6)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

B, - =.1, B3=25; ay,as=.1,x3=.25

05
0.4 +* 4
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02 .

0.1 .
1

Mean

0ga

g 5
Proportion of Maximum Dependence

Figure 4b

Mean of Estimates of false negative rate for observer 1 (8;)
in the case of three observers, with dependence between

observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
By, Bo=.1, B3 =.25; ay, ar=.1, 03=.25
0.15
0.1

Iean
0.05

0.00 -
0 5 1

Proportion of Maximum Dependence

x represents frue prevatenc: (8)=.05.
m represents true prevalencs (8)= 15.
A represents true prevalenc 2 (8)= 40.
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Figure 4c

Mean of Estimates of false negative rate for observer 2 (8,)

in the case of three observers, with dependence between

observers 1 and 2 with respect to false positive and false
negative rate: rnean vs dependence for each true prevalence

by true error rates
B1, Boa=.1, p3=.25; oy, a9=.1,23=.25
0.15
IMean o

005

0.00

g 5 1
Proportion of Maximum Dependence

Figure 4d

Mean of Estimates of false negative rate for observer 3 (83)
in the case of three observers, with dependence between

observers 1 and 2 with respect to false positive and false
negative rate: rnean vs dependence for each true prevalence
by true error rates

ﬁl, ﬁ12=.1, ﬁ3=.25; C(,I,CI.2=.1, C!.3=.25

05
0.4
03 - iy
02
0.1

0.0t
g 5 1

Proportion of Maximum Dependence

Mean

x represents true prevalence (8)=.05.
= represents trus prevalen:e (8)= 15.
& represents true prevalen:e (8)= .40.
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Figure 4e

Mean of Estimates of false positive rate for observer 1 ()
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
By, Bp=.1, p3=.25; oy, ap=.1,a3=.25
0.15
g1

Ivlean
0.05

0.00

—
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Figure 4f

Mean of Estimzaites of false positive rate for observer 2 (a5)
in the case of three observers, with dependence between

observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
ﬁl, ﬁ:z = .1, ﬁ3 =.25 N (11, (12 =.1, (1.3 =25
0.15
a1

Meaan
0.05

0.00
g 5 1

Proportion of Maximum Dependence

x represents true prevalence (8)=.05.
» represents true prevalence ()= 15.
& represents true prevalence (8) = .40.
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Figure 4g

Mean of Estimates of false positive rate for observer 3 (a3)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false
hegative rate: rnean vs dependence for each true prevalence
by true error rates

ﬁl, ﬁ::=.1, ﬁ3=.25; Q,l, (12=.1, (1.3=.25

030
02
0.20
Mean g15
g.10
0.05
0.00
0 A 1

Proportion of Maximum Dependence

X represents true prevalence {(0)= 05.
= represents frue prevalence (8)=.15.
4 represents true prevalence (8) = .40.
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3.1.5 RUN 3 - Deperdence between two_inaccurate observers - Three observer case

This run is similar to Run 4, however, the two dependent observers are less accurate, with
error rates of .25, than the independent observer who has error rates of .1. Tables 3a, 5b, and 5¢
show the results for prevalences of .05, .15, and .40, respectively. The graphs of the estimates

against dependence can be found in Figures 5a to 5g.

OBSERVATIONS

Effect on prevalence esiimates

A bias of more than 20% is shown only in Table 5a when the true prevalence is .05. At
maximum dependence the mean of the prevalence estimates reaches .086. The dependence does

not sertously bias any cther prevalence estimates.

Effect on false negative rate estimates

The false negative rates for the two dependent observers are underestimated. Prevalence
has a strong effect on the bias here as can be seen in Figures 5b and 5c. The lower the
prevalence the more severely biased the estimates. There is an inverse trend for the false negative

rate of the third observer where a lower prevalence leads to a larger overestimation of the rate.
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Effect on false positive rate estimates

There is a much less severe effect of dependence on the false positive rates. A weak
trend towards underestination of the two dependent observers' rates can be seen in Figures 5e and
5f. Figure 5g shows that the third observer's false positive rate is overestimated at prevalences

of .15 and .40. The higher the prevalence the more severe the bias in the false positive rates.

EXPLANATIONS

The two depencent observers appear more accurate due to the dependence while the third
observer appears less accurate. A lower true prevalence causes more severe bias in the prevalence
estimates and the false negative rate estimates through the dependence with respect to false
positive classifications s seen in Run 1. A higher prevalence causes more severe bias in the false

positive rate estimates through the false negative classification dependence as seen in Run 2.

IMPLICATIONS

This run reflects situations where there are two observers who perhaps had the same
inadequate or incomplete training causing them to commit the same errors while a third observer
had different, perhaps superior, training and commits error less often, more randomly, and
independent of the others. This is a dangerous situation because the dependent observers have

high error rates. A low prevalence will result in seriously biased false negative rate estimates
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while a high prevalence: will lead to biased false positive rate estimates. At full dependence, the
less accurate dependent observers appear more accurate when classifying true positives than the
truly accurate observer In the last case the dependence amplified the differences between the
observers false positive rates. In this case conclusions about which observer is the most sensitive

could be completely wiong in the presence of dependence.



TABLE 5a
Means ar d standard deviations of parameter estimates in the case of three observers,
with dependenc: between observers 1 and 2 with respect to false positive and false negative Rate

True Prevalence = .05

91

True Error Mean of Estimates (%) (standard deviation (%))

Rates Dep”

9 B, B, B; @, @, 2]

B, B, =25 0 5.76 (2.28) 24.68 (11.28) 24.81 (11.32) 13.93 (15.15) 24.72(1.28) 24.75(1.28) 9.83 (1.34)

By =1
, ‘11: 25 05 | 5.70(0.55) 133 (3.23) 1.37 (3.34)  36.07 (9.01) 23.17(1.14) 23.19(1.15) 11.01 (0.75)

%= 1 8.60 (0.82) 0.00 (0.00) 0.00 (0.00) 46.44 (5.02) 20.68 (1.04) 20.65(1.04) 10.28 (0.72)

" Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects.
Means with 20% or greater bias are displayed m bold.
TABLE S5b
Means ar d standard deviations of parameter estimates in the case of three observers,
with dependence between observers 1 and 2 with respect to false positive and faise negative Rate
True Prevalence = .15

True Error Mean of Estimates (%) (standard deviation (%))

Rates Dep’

9 B. B. Ps & o, Uy

B, B, =25 0 |1520(2.16) 25.03(4.22) 24.80(4.69) 10.67(7.74) 2490 (1.33) 24.92(1.39) 9.98 (1.40)

By =1
a,, (312 =25 0.5 11463(1.39) 13.49(455) 12.55(4.88) 23.12(591) 23.17(1.50) 23.27(1.33) 12.61 (1.25)

o =1 1 |1427(1.34) 2.79(3.16) 2.58 (3.05) 29.87 (3.86) 21.63 (1.25) 21.72(1.16) 13.99 (0.91)

* Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects.

Means with 20% or greater bias are displaved in bold.

TABLE 5c
Means ar d standard deviations of parameter estimates in the case of three observers,

with dependencz between observers 1 and 2 with respect to false positive and false negative Rate

True Prevalence = .40

True Error Mean of Estimates (%o) (standard deviation (%))
Rates Dep”
0 B B B, oy O, %
B, B, =.25 0 140.00 (2.31) 24.88 (2.38) 24.90 (2.56) 9.61 (4.53) 25.14(2.23) 25.55(2.36) 10.11 (1.98)
B;=.1
a, ;z =25 0.5 [40.44 (1.58) 20.68 (2.09) 20.59 (2.16) 16.62 (2.62) 21.55(1.96) 21.93 (1.60) 14.04 (1.61)
o =1 21.19 2.01) 1921 (1.79) 19.12 (1.45) 17.06 (1.29)

1 [4052 202) 1713 (1.95) 16.69 (2.50)

* Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects.

Means with 20% or greater bias are displayed in bold.



Figure 5a

Mean of Estimates of Prevalence (§)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

B1, B2 =25, B3=.1; oy, ap=.25a3=.1
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Figure 5b

Mean of Estimates of false negative rate for observer 1 (g;)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

B, Bo =25, B3=.1; oay,ar=.25,0a3=.1

Mean 15

0 5 1
Proportion of Maximum Dependence

x represents frue prevalence (8)=.05.
= represents true prevalence (8)= 15.
4 represents true prevalence (8) = .40.
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Figure 5¢

Mean of Estimates of false negative rate for observer 2 (8,)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate. mean vs dependence for each true prevalence
by true error rates

Bi, B2 =25, B3=.1; a,a9=.25, a3=.1
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Figure 5d

Mean of Estimates of false negative rate for observer 3 (83)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

ﬁl, [52:.25, [33=.1; 1 Cl2=.25, (132,1
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x represents true prevalence (8)=.05.
= represents true prevalence (8)= 15.
a represents true prevalence (8)= 40.



Figure 5e

Mean of Estimates of false positive rate for observer 1 ()
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and faise
negative rate: mean vs dependence for each true prevalence
by true error rates '

Bl’ 52:-25, Pg=.4; (1.1,(12=.25, a3 =.1
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Figure 5f

Mean of Estimates of false positive rate for observer 2 (a4)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

B1. Bp =25, B3=.1; 0o5,ar,=.250a3=.1

0.30
0.25
0.20
Mean 15
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Propartion of Maximum Dependence

x represents true prevalence (8)=.05.
= represents truse prevalence (8) = 15.
4 represents frue prevalence (8) = .40.



Figure 5g

Mean of Estimates of false positive rate for observer 3 (a3)
in the case of three observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

ﬁl: 52=-25, ﬁ3=-1; (11,(12-:.25, a3=.1

0.201

i l/::’::
Mean 1
l

~—

0051
ool
0

9 1
Proportion of Maximum Dependence

x represents true prevalence (8)= 05.
m represents true prevalence (8) = .15.
a represents true prevalence (8) = .40.
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3.1.6 RUN 6 - Dependence with respect to false positive and false negative rates

In this simulation there was a positive dependence between all pairs of observers when
classifying both true positive and true negative individuals. Tables 6a, 6b and 6¢c show the results
for prevalences of .05, .15, and .40. The graphs of the means of the estimates can be found in

Figure 6a to 6g.

OBSERVATIONS

Effect on prevalence estimates

Dependence causes prevalences of .05 and .15 to be overestimated when FPR = .25. For
example, in Table 6a it can be seen that when FNR = .1 and FPR = .25 and the true prevalence
is .05, the mean of the prevalence estimates is .12 at half maximum and .18 at maximum
dependence. Figure 6a also shows these results. There is no apparent effect on the estimates of

prevalence when the tnue prevalence is 40.

Effect on false negative rate estimates

There is symmetry here in that all three observers' rates will react to the dependence in
the same way. All falsc negative rates are underestimated due to the pairwise dependence. The

most serious effects occur when the prevalence is low and the FPR is high at .25.
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Effect on false positive rate estimates

The false positive rates for all three observers are most seriously underestimated when
FPR = 25. There appears to be no effect of prevalence on the amount of bias except when
FNR = .25 and FPR = .1 where there is underestimation by more than 20% only when the
prevalence is .40. Figures 6e to 6g clearly show the decrease in the means of the estimates as

the dependence increascs.

EXPLANATIONS

A positive dependence between all three observers will result in underestimation of all
observers' error rates. There is more agreement between all observers than in the independent
case which leads to the bias. In addition a low prevalence is overestimated when the FPR is high

since there are more positive classifications occurring simultaneously due to the dependence.

IMPLICATIONS

If there is dependence between all three observers, or if there are three tests which rely
on some of the same components, then the latent procedure will produce error rate estimates
which may be very misieading. All error rates will be underestimated leading to a false sense of
confidence for those interested in the accuracy of the observers or tests. In this run again, the

most dangerous situations are when the false positive rates are high and the prevalence is low.



TABLE 6a
Means and standard deviations of parameter estimates i the case of three observers,
with dependence between all pairs of observers with respect to false positive and false negative rates

True Prevalence = .05

98

True . Mean of Estimates (%) (standard deviation (%))
Error Dep
Rates 6 8, B, B, a, a, a,
B=1 0 |507(0.73) 10.11(634) 9.60(625) 1022(6.13) 992(0.85)  9.86(0.69)  10.04 (0.73)
a= 0.5 | 5.44(0.58) 237 (2.80) 2.11 (2.63) 224 2.78) 9.25 (0.70) 9.40 (0.59) 9.39 (0.62)
1 6.46 (0.61) 0.09 (0.58) 0.11 (0.40) 0.07 (0.38) 8.14 (0.54) 8.08 (0.67) 8.08 (0.65)
B=1 0 |5750204) 1226(10.75) 11.58(11.04) 11.43(10.73) 24.75(1.34) 2476 (139) 2477 (1.31)
4B 0.5 |11.83 (0.92) 1.60 2.27) 1.51 2.19) 1.61 (2.23) 1884 (1.07) 18.85(1.03) 1877 (1.04)
1 [18.46 (0.87) 0.00 (0.00)  0.00 (0.00)  0.00 (0.00) 11.98 (0.81) 12.01 (0.83) 11.98 (0.79)
B =25 0 499 (1.13) 24.09 (9.18) 26.87(8.51) 22.20(832) 10.08(0.92) 10.02(0.72) 9.69 (0.84)
*=l 0.5 1470057 560(520) 659 (447)  4.62(4.90)  9.42(0.59) 946 (0.79)  9.48 (0.69)
1 5.45 (0.56) 0.36 (1.02) 0.21 (0.71) 0.65 (1.40) 8.28 (0.62) 8.03 (0.79) 8.20 (0.81)
B=25 0 |688(733) 2469 (18.61) 21.66(19.57) 23.81(17.89) 24.76 (2.01) 24.37(222) 24.64 (2.12)
4= 0.5 |10.79 (0.92) 2.75(3.29) 2.66 (3.11) 2,60 2.83) 1916 (0.93) 19.09 (1.11) 19.05 (1.07)
1 [17.47 (0.79)  0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 12.13 (0.84) 12.14(0.85) 12.11 (0.80)

* Proportion of maximum depen jence between all pairs of observers for both true negative and true positive subjects.
P represents the true false negative rates, p,= B,= p;.
o represents the true false positive rates, o,~ a,= ;.
Means with 20% or greater bias are displayed in bold.




TABLE 6b
Means and standard deviations of parameter estimates in the case of three observers,
with dependence between all pairs of observers with respect to false positive and false negative rates

True Prevalence = .15
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True . Mean of Estimates (%) (standard deviation (%))
Emmor Dep
Rates 8 By B, B, o % %
B=1 0 }1496(121) 10.46(2.49) 9.16(326) 10.06(297) 999(0.72) 10.00(0.83)  9.87 (0.78)
*=l 0.5 {15.12(0.89) 6.45(1.8%) 653 (1.92) 642 (2.15) 923 (069)  936(0.82)  9.13 (0.87)
1 {1509(0.89) 295(1.85  346(1.90) 3.58(1.57) 8.34(0.62) 891(0.72)  8.81(0.75)
B=1 0 [1547(211) 991(439) 10.58(5.12)  9.95(437) 2497(1.42) 25.05(1.31) 24.39 (1.32)
4=2 05 {2076 1270 422 (228) A17(216)  4.60 (2.08) 19.07 (1.27) 19.09 (132) 1876 (1.24)
1 [2450(0.94) 018035  022(048) 017 (037) 1359 (1.01) 13.50 (0.91)  13.62 (0.85)
B=25 0 |1538(1.87) 24.99(424) 2573 (4.36) 25.01(545) 999 (0.91)  9.83(0.99)  9.85(0.92)
= 0.5 {1401 (1.01) 1509 (2.56) 1527 3.01) 1440 (2.61) 934 (0.89)  9.52(0.68)  8.99 (0.82)
1 |13.48(0.86) 7.36(221) 711 (177)  7.56(2.04) 824 (0.84) 834 (0.65) 828 (0.67)
B=25 0 ]1648(448) 26.57(939) 2589 (743) 2592(7.46) 2429 (216) 24.51(1.69) 24.69 (1.96)
=B s |18 (1.33)  B87(283) 745334  8.67(2.91) 1952 (121) 19.48(119)  19.17 (0.96)
1 |2222(1.10)  093(1.12) 090(0.98)  127(112) 1377 (0.96) 13.41 (1.17)  13.56 (0.85)

* Proportion of maximum depen dence between all pairs of observers for both true negative and true positive subjects.
P represents the true false negative rates, B,= B,= B,.
o represents the true false positive rates, a,= o,= ot,.
Means with 20% or greater bias are displayed in bold.



TABLE 6¢
Means a1d standard deviations of parameter estimates in the case of three observers,
with dependence between ail pairs of observers with respect to false positive and false negative rates

True Prevalence = .40

100

True . Mean of Estimates (%) (standard deviation (%))
Emror Dep
Rates 0 B, B. By o @ o
=1 o |4002036) 1010(1.36) 10.14(1.28) 9.69(1.57)  996(1.24) 1029(1.29)  9.87 (1.00)
@1 0.5 140.04 (095) 867(136) 854(1.04) 879(1.18)  9.10(0.86) 936 (0.84)  9.07 (0.94)
1 14022 (140) 7391.17) 742 (1.15) 7.24 (1.06) 8.24 (0.94) 8.49 (1.01) 8.07 (0.94)
B=1 0 {3970(202) 961(244) 1000(1.90) 9.98(2.05) 24.67(2.04) 24.71(1.89) 2528 (1.87)
*=23 0.5 [43.88 (1.50) 7.60 (1.58)  7.45(1.08)  7.66 (0.99) 19.01 (1.34) 1924 (127) 18.90 (1.59)
1 |4607(132) 503(113) 512(089) 494 (L10) 13.64 (1.30) 1323 (1.17)  13.87 (1.08)
B=25 o0 [39761.61) 2491245 2504(227) 2523(1.95) 998(1.03) 995(1.28)  9.89 (1.52)
@t 05 13723 (1.71) 1773 2.19) 1836 (1.96) 18.13 (1.80)  8.50(0.92)  8.57(1.05)  8.76 (0.78)
1 |3650(1.03) 12391100 1241 (1.55) 1271 (1.54) 690 (0.86) 679 (0.80)  6.92 (0.81)
B=25 0 {39.44(465 2432 (368) 24.68(2.86) 24.51(421) 2484 (231) 25.05(275) 2522 (2.11)
@2 0.5 140.82 (1.70) 15381 (2.01) 1587 (1.68) 1549234 18.08(1.43) 1810154 17.67 (1.49)
1 ]41.84(1.35) 850(1.32) 881(1.32)  8.64(1.47) 1144 (0.87) 11.77 (1.17) 1186 (1.15)

* Proportion of maximum dependence between all pairs of observers for both true negative and true positive subjects.
P represents the true false negative rates, B;= p,= ;.
o represents the true false positive rates, a,= a,= a;.
Means with 20% or greater bias are displayed in bold.




Figure 6a

101

Mean of Estimates of Prevalence (¢)
in the case of three observers, with dependence between
all pairs of observers with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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B represents the true false negative rates, gy=p2 =p3.
o represents the true false piositive rates, o) =a; = a3,

X represents true prevalenca (6)= .05
= represents true prevalence (8)= .15.
4 represents frue prevalence (8) = 40.
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Figure 6b
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Mean of Estimates of false negative rate for observer 1 (8,)
in the case of three observers, with dependence between
all pairs of obsarvers with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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Mean of Estimates of false negative rate for observer 2 (8,)
in the case of three observers, with dependence between
all pairs of obserrvers with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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p represents the frue faise n2gative rates, p =gz = p3.
o represents the true false pisitive rates, a g =ag =aj.

x represents true prevalence (8)= .05.
= represents true prevalence (8)= 15.
& represents true prevalence {8)= 40.
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Figure 6d

Mean of Estimates of false negative rate for observer 3 (83)
in the case of three observers, with dependence between
all pairs of observers with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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p represents the frue false negative rates, py=p = g3.
« represents the true false positive rates, oy sxy = oy,
x represents true prevalence (8) = 05.

= represents true prevalence (8)= .15.

& represents true prevalence (§)= 40.
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Mean of Estimates of false positive rate for observer 1 (a;)
in the case of three observers, with dependence between
all pairs of observers with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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f regresents the frue false r egative rates, 3y=p = B3.
« represents the true faise rositive rates, oy =ag =a ;.

x represents true prevalenc:2 (8)= .05,
= represents true prevalenc: (8)= 15.
& represants frue prevalenc?2 (6)= 40.
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Figure 6f

Mean of Estimates of false positive rate for observer 2 ()
in the case of three observers, with dependence between
all pairs of observers with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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B represents the frue false negative rates, =32 =py.
o represents the frue faise pasitive rates, oy =op =,
x represents frue prevalence (8)= .05.

= represents true prevaience (8)= 15.
4 represents frus prevalence: (8) = 40.
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Figure 69

Mean of Estimates of false positive rate for observer 3 (a3)
in the case of three observers, with dependence between
all pairs of observers with respect to false positive and false
hegative rate: rnean vs dependence for each true prevalence
by true error rates
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B represents the true false r egative rates, py=p8z = p3.
o represents the true false rositive rates, oy =aj =a.j.
% reprasents true prevalenc:: (8)= .05.

w represents true prevalenc: (8)= .15.

& represents true prevalenc2 (8)= 40.
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3.1.7 RUN 7 - Dependence between two observers with respect to false positive rate - Four

Observer Case

This run includes four observers with dependence between observers 1 and 2 with respect
to false positive rate only. Tables 7a, 7b, and 7¢ give the results for 6=.03, 8=.15, and 6=40,
respectively. Figures 7a to 7i show the trends in the means of the parameter estimates as the

dependence increases.

OBSERVATIONS

Effect on prevalence estimates

The dependence causes a positive bias in the prevalence estimates when the FPR is high
at .25 and the true previlence is low at .05. At other combinations of the initial parameters the

prevalence estimates show no substantial bias.

Effect on the false negative rate estimates

The false negative rates for the two dependent observers are seriously underestimated
when the FPR is high. This effect is strongest when the prevalence is low. At 8=.05 these false
negative rates are even underestimated when the FPR is low. As was seen in the three observer
case, there is an inverse effect on the false negative rates of the independent observers. These
false negative rates are overestimated when the FPR is high and when the prevalence is low.

These trends are most clearly seen in Figures 7b to 7e.
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Effect on the false positive rate estimates

The bias in the false positive rate estimates is not as large as that in the false negative rate
estimates. The false positive rate estimates for the two dependent observers tend to possess a
negative bias when the FPR is high. This effect appears similar for all prevalence values. There

appears to be no effect on the independent observers' false positive rates.

Goodness of fit results

The means of th: y? values for the simulations and the power estimates are also given in
Tables 7a, 7b, and 7c. [t can be seen that in general the ¥’ values increase as the dependence
increases. However, as shown by the power estimates and the x* values, the goodness of fit test
has trouble picking up the presence of dependence when the FPR is low. This corresponds to the

situation where the estimates are not seriously biased.

EXPLANATIONS

These trends can be explained in the same way as the three observer case. That is, the
dependent observers, observers 1 and 2, misclassify negative individuals as positive more often
than if they were independent. When the false positive rate is high there is more simultaneous
misclassification. This over-abundance of positive classifications results in higher prevalence
estimates. The false positive rate for the two observers drops because the simultaneous
misclassifications as positive increases the apparent probability of these classifications being

correct. The false negative rates also drop due to the increased agreement between these two



110

dependent observers. Lower prevalence enhances the effect of the dependence because there are
then more truly negative individuals on which the dependence is acting. The independent
observers, observers 3 and 4, have their false negative rate estimates positively biased. This is
due to their increased lack of agreement with the dependent observers. The false positive rates
of these observers are not so much affected because they are based on truly positive individuals

of which there are a small number.

This run can be compared to the equivalent run with three observers, run 1. It can be

seen that all biases are .arger in the three observer case. The presence of a second independent

observer helps to dilute the effects of the dependence between observers 1 and 2.

IMPLICATIONS

As was stated in the three observer case, the most dangerous situation is when the
prevalence is low and the false positive rate is high. However, the addition of another
independent observer helps control the bias problem. Thus, if it is suspected that two of three
observers or screening tests are dependent then more accurate estimates can be achieved by the

addition of a fourth independent observer.

In this situation the goodness of fit test seems to have good power to identify the
dependence as a departure from the model assumptions when the estimates are biased. However,

in the cases where the estimates were not substantially biased the test had little power.



TABLE 7a
Means and standard deviations of parameter estimates in the case of four observers,
with dependence between observers 1 and 2 with respect to false positive rate only

True Prevalence = .05

True Mcan of Estimates (%) (standard deviation (%0)) Goodness of Fit
Error  Dep’
Rates 0 B, B, B, B, a, a, o, o szan Power'
x
f=1 0 5.05 (0.41) 10.67 (3.49) 9.99 (2.63) 10.98 (2.95) 9.72 (2.37) 10.05 (0.55) 9.99 (0.50) 10.06 (0.50) 10.08 (0.60) 631 0.03
=1 0.5 | 510 (036) 886 (2.50)  881(2.78)  11.13(230)  10.81 (248) 989 (0.51)  9.86 (0.59) 992 (0.48) 1002 (0.71) | 596  0.03
1 4.91 (0.39) 6.78 (2.07) 5.88 (2.24) 11.38 (1.65) 11.94 (3.69) 9.95 (0.36) 9.76 (0.44) 10.13 (0.47) 10.05 (0.55) 8.19 0.17
B =1 0 4.98 (0.78) 10.29 (5.18) 9.19 (5.60) 9.10 (5.16) 9.03 (5.45) 25.00 (0.81) 25.04 (0.79) 2494 (0.80) 25.04 (0.77) 6.44 0.09
« =23 0.5 | 688 (0.61) 035(1.32) 024(0.79) 2534 (470) 2566 (4.46) 2292 (0.77) 2295 (0.83) 2478 (0.79) 2493 (0.73) |2489 093
1 10.61 (0.59) 0.00 (0.00) 0.00 (0.00) 38.24 (2.99) 37.52 (3.10) 19.81 (0.66) 19.68 (0.74)  24.19 (0.78)  24.06 (0.67) 81.18 1.00
B=25 0 | 495(049) 2270 (4.59) 2442 (434) 24.43(422) 2473 (3.50) 1003 (0.58) 10.18 (0.47) 1003 (0.44) 992049 |e607 000
«=t (.5 | 4.82 (0.55) 22.70 (4.76) 21.17 (3.68) 25.40 (5.33) 25.15 (4.35) 10.05 (0.42) 9,97 (0.54) 10.04 (0.49) 10.06 (0.39) 6.62 0.10
1 4.95 (0.53) 20.40 (4.36)  20.41 (4.43) 26.60 (4.94) - 25.54 (5.18) 9.75 (0.34) 9.83 (0.39) 10.15 (0.55) 10.06 (0.43) 841 0.10
B=25 0 |S519(146) 2401 (7.63) 2394 (9.44) 2499 (5.00) 2562 (9.85) 2476 (1.05) 25.11 (0.73) 2499 (1.00) 2483(1.12) |66 000
@ =2 0.5 { 6.07 (0.72) 1.71 (3.23) 1.73 (3.34) 3948 (4.57) 40.14 (5.25) 23.01 (0.88) 22.81 (0.81) 2530 (0.70) 25.41 (0.66) 1569 057
1 | 9720065  0.000.00) 0000.00) 4793 (2.54) 4882 (2.83) 19.76 (0.87)  19.85 (0.82) 2490 (0.66) 2499 (0.64) [48.12 1.00

" Proportion of maximum dependence between observers 1 and 2 for true negative subjects,

! Proportion of ¥* values above the critical value at the 5% significance level of x%g,, = 12.59.
P represents the true false negative rates, B,= B~ B~ f,.

« represents the true false positive rates, u,= a,= ;= u,.

Means with 20% or greater bias are displayed in bold.

Il



TABLE 7b
Means and standard deviations of parameter estimates in the case of four observers,
with dependence between observers 1 and 2 with respect to false positive rate only

True Prevalence - .15

True Mean of Estimates (%0) (standard deviation (20)) Goodness of Fit
Emor  Dep’
Rates ] B B, B, . a, o, Uy a, Mean Power'

o

"~

f=1 0 1495 (0.57) 10.13 (1.45) 9.87 (1.31) 9.71 (1.52) 9.63 (1.19) 9.90 (0.40) 9.93 (0.40) 9.75 (0.49) 9.96 (0.55) 6.56 003
0.5 |14.85 (0.64) 9.67 (1.72) 9.61 (1.38) 9.87 (1.41) 9.90 (1.53) 9.81 (0.64) 10.14 (0.51) 9.96 (0.53) 10.08 (0.59) 546 003

1 14.98 (0.67) 9.36 (1.16) 9.02 (1.36) 10.43 (1.60) 10.30 (1.97) 9.99 (0.63) 9.76 (0.51) 9.98 (0.55) 10.01 (0.47) 731 0.10

p=i1 0 11522 (0.78) 10.50 (1.93) 9.40 2.71) 10.05 (1.47) 9.41 (1.83) 2488 (0.94) 2489 (0.83) 2510 (0.86) 24.95 (1.07) 5.28 0.00

a =25
0.5 |15.82(0.74) 4.80 (1.82) 5.13 (1.57) 14.99 (1.84) 14.67 (2.00) 23.36 (0.78)  23.66 (0.99) 2537 (0.73)  25.29 (1.00) 19.63 090

T }17.25 (0.89) 0.87 (1.20) 1.16 (1.25)  20.76 2.41)  21.11 (2.62) 21.35(0.79) 21.34 (0.96) 2539 (0.65) 25.21 (0.66) {6049 1.00

B =25 0 |1495(0.80) 2455(3.31) 2593 (1.90) 2450(243) 2504(243) 9.88 (0.52) 10.15 (0.43)  10.01 (0.56) 9.88 (0.48) 609 0.10
0.5 |15.08 (0.82) 24.17(2.61) 2447 (2.01) 2503 (1.29) 25.10 (1.86) 9.94 (0.60) 10.05 (0.56)  10.04 (0.64) 10.14 (0.58) 714 010

1 |14.65(0.69) 23.47(235) 2363 (2.53) 25.03 (2.34) 2572 (227) 978 (0.55)  9.86(0.5S) 997 (0.51) 1024 (0.57) | 6.16 007

p =25 0 J1535(192) 2579(3.65) 2546(3.61) 2433(3.21) 25.65(3.49) 25.07(0.98) 2504 (1.08) 24.92(0.86) 25.10(1.28) 623  0.07

0.5 11560 (124) 1627 (237) 1571 (285) 31.04 (3.10) 31.18 (3.03) 2291 (1.10) 22.87 (0.86) 25.80 (0.93) 2584 (097) {1816 0.70

1 [1539(1.28) 582(3.51) 610 (3.07) 36.45(2.50) 36.45(2.74) 2096 (1.07) 21.25(1.12) 2673 (1.05) 26.81 (0.83) [3522 097

" Proportion of maximum dependence between observers 1 and 2 for true negative subjects.

! Propontion of x? values above the critical value at the 5% significance level of 2, - 12.59.
f} represents the true false negative rates, [, B,= B, B

« represents the true false positive rates, a,= a,= a,= «,.

Means with 20% or greater bias are displayed in bold.

Clt



TABLE 7c¢
Means and standard deviations of parameter estimates in the case of four observers,
with dependence between observers 1 and 2 with respect to false positive rate only

True Prevalence ~ .40

True Mean of Estimates (%) (standard deviation (%)) Goodness of Fit
Emor  Dep’
Rates ] B, B, B B a, o, a, u, Mean  Power'
.2
i

B =1 0 |4034(069) 1000 (0.85) 9.85(0.72) 999 (0.70)  10.01 (0.91)  9.95(0.68)  9.74(0.78) 1009 (0.52) 10.03 (0.60) | 694 0.10
0.5 [39.88 (0.81) 998 (0.86)  9.95(085) 983 (0.79) 987 (081) 968 (0.60) 1001 (0.61)  9.97(0.67) 990 (0.68) | 590 0.03

1 3996 (0.87) 9.53(0.99) 977 (1.05) 10.18 (0.98) 1029 (0.89)  9.83 (0.61)  9.88(0.58)  10.07 (0.77) 10.19 (0.83) | 639 0.03

=1 0 4048 (1.00) 1018 (0.88) 1024 (1.02) 1030 (1.15) 10.15(0.94) 2496 (1.17) 2472(1.03) 2477 (0.96) 2466 (134) | 640 0.0
0.5 [40.87(1.00) 891 (0.90) 886 (094) 11.03(1.20) 11.39(1.22) 23.54(1.02) 2339 (1.17) 2518 (095) 2521 (1.08) [17.16 ©.70

1 [4139(0.85)  7.46 (0.93)  7.40 (0.94) 1271 (1.02) 13.02 (0.95) 21.72(0.97) 2175 (1.11) 2552 (1.08) 25.06 (0.94) |48.89 1.00

B =25 0 14021 (1.05) 25.17(1.25) 2526 (1.50) 25.14(1.28) 2498 (1.16) 9.91 (0.93) 10.05 (0.92) 10.01 (0.59) 9.88 (0.83) 538  0.00
0.5 14029 (1.08) 2488 (1.13) 2453 (1.14) 2511 (1.47) 24.68 (1.36) 9.81 (0.75) 9.90 (0.81) 9.97 (0.78) 9.97 (0.75) 5.82 0.13

1 {4017 (080) 2473 (1.28)  24.57(139)  25.13 (1.26) 25.14(1.17)  9.68 (0.63)  10.13 (0.55) 10.14 (0.85) 1024 (0.63) [ 699 0.10

B=25 0 [39.94(200) 2486 (230) 24.80 (1.66) 2495 (1.41) 25.42(235) 2490 (1.68) 25.19(1.32) 2499(1.57) 24.90(134) | 787 017
0.5 13986 (1.40) 21.86 (1.53) 2234 (1.53) 2647 (1.55) 2627 (1.65) 2328 (1.25) 2340 (0.96) 2604 (1.18) 2594 (1.06) {1192 0.0

1 [40.48 (1.55) 19.60 (1.71) 20.14 (1.89) 2797 (1.83) 2837 (1.54) 21.30(1.28) 21.26 (1.41) 2654 (1.19) 26.89 (1.31) 2877 097

* Proportion of maximum dependence between obscrvers 1 and 2 for true negative subjedts.

T Proportion of x* values above the critical value at the 5% significance level of 3%y, = 12.59.
B represents the true false negative rates, 3,= B,= B,= B,

« represents the true false positive rates, o= 0= W= d,.

Means with 20% or greater bias are displayed in bold.

€l
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Figure 7a

Mean of Estimates of Prevalence (¢)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive rate only:
mean vs dependence for each true prevalence
by true error rates
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B represents the true false negative rates, =B, =p3y =f4.
a represents the frue false positive rates, ay =a; =a; =a4.
X represants trus prevalence (3)= .05,

» represents true prevalence (8)= .15.

4 represents frue prevaience ()= 40.



Figure 7b

115

Mean of Estimates of false negative rate for observer 1 (8;)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive rate only:

mean vs dependence for each true prevalence
by true error rates
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B represents the true faise negative rates, 3y= 2 = B3 =py.
o represents the true false Jositive rates, oy =y =y =ag.

x represents true prevalence (8)= .05.
m represents true prevalence (@)= .15,
4 represents trus pravalence (8)= 40.
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Mean of Estimates of false negative rate for observer 2 (3,)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive rate only:
mean vs dependence for each true prevalence
by true error rates
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p represents the true false 1egative rates, =Rz =By =pg.
o represents the true false Jositive rates, g =og =ay =24,

X represants true prevalencs (8) = 05

= represents true prevalente (8)= .15,
4 represents true prevalence (6)= 40.
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Figure 7d

Mean of Estimates of false negative rate for observer 3 (85)

in the case of four observers, with dependence between

observers 1 and 2 with respect to false positive rate only:
mean vs dependence for each true prevalence

by true error rates
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§ represents the true fals:2 negative rates, By = g2 = B3 = B4.
o represents the frue fals: positive rates, o =e; =3y =ay.
x rapresents true prevale1ce (9)= 05.
m represents true prevalence (@)= 15.
& represents trus prevaience (8)= .40.
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Figure 7e

Mean of Estimates of false negative rate for observer 4 (ﬁ )
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive rate only:
mean vs dependence for each true prevalence
by true error rates
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Mean of Estimates of false positive rate for observer 1 (ay)
in the case of four observers, with dependence between

observers 1 and 2 with respect to false positive rate only:
mean vs dependence for each true prevalence
by true error rates
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& represents the true faise negative rates, 1= p2 =py =g
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Figure 7g

Mean of Estimates of false positive rate for observer 2 (a)
in the case of “our observers, with dependence between
observers 1 and 2 with respect to false positive rate only:
mean vs dependence for each true prevalence
by true error rates
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B represents the true false negative rates, py=py = By = fq.
o represents the true false positive rates, oy =ay =@ =g,
x represents true prevalence (8)= 05.

= represents rue prevalence (8)= 15.

& represents frug prevalsncs ()= 40
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Figure 7h

Mean of Estimates of false positive rate for observer 3 (a3)
in the case of four observers, with dependence between

observers 1 ard 2 with respect to false positive rate only:
mean vs dependence for each true prevalence
by true error rates
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B represents the frue false negative rates, py=py = B3 = g4q.
o, represents the true false: positive rates, o | =y =3y =ag.
% represents frue prevalence (8) = .05.

a represents true prevalence (8)= .15,

& represents trus pravalence (8)= .40.
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Mean of Estimates of false positive rate for observer 4 (ay)
in the case of four observers, with dependence between

observers 1 and 2 with respect to false positive rate only:
mean vs dependence for each true prevalence
by true error rates
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3.1.8 RUN 8 - Dependence between two observers with respect to false negative rate - Four

Observer Case

The dependencs in this run is between observers 1 and 2 with respect to false negative

rate. Tables 8a, 8b, and 8¢ give the results for 8=.05, 6=.15, and 6=.40, respectively. The

graphs of the means of the estimates are displayed in Figures 8a to 8i.

OBSERVATIONS

Effect on prevalence estimates

Figure 8a shows that the means of prevalence estimates remain relatively constant in the

presence of this depenclence. There is no detectable bias present in the estimates.

Effect on false negative rate estimates

There appears 1o be a verv slight negative bias in the false negative rate estimates for the
dependent observers wiien the FNR is high. For the independent observers there is no apparent

effect of the dependence.

Effect on the false positive rate estimates

Any bias that rnay be present in the false positive rate estimates is very small, as can be
seen in Figures 8f to 8i. As has been seen before, the trend is towards underestimation for the

dependent observers ard overestimation for the independent observers when the FNR is high
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Goodness of fit results

Tables 8a to 8c present the means of the x* goodness of fit values and an estimate of the
power of the goodness of fit tests. In general the numbers indicate that the test has low power
to detect this type of dependence. When the prevalence is .05 the test shows no power. At the
prevalence of .15 there is some power shown when the FNR is high. There is fairly good power

when the prevalence is .40 and the FNR is high.

EXPLANATIONS

There is not much detectable bias in this particular situation. Any bias that mav be
present is expected to -eflect the biases seen in the three observer case, Run 2. However, it is
interesting to note that the addition of the fourth observer basically alleviated the bias problems

seen in the three observer case.

IMPLICATIONS

The dependency in this situation does not pose much of a threat to the latent class
estimates. As was discussed in the last run, if it is suspected that two of three observers are
dependent then the adcition of an independent fourth observer will effectively remove any bias
effects from the dependency. Again the goodness of fit test appears to only have power when

the FNR is high and the estimates are showing slight trends of being biased.



TABLE 8a
Means and standard deviations of parameter estimates in the case of four observers,
with dependence between observers 1 and 2 with respect to false negative rate only

True Prevalence - .05

True Mean of Estimates (%) (standard deviation (%)) Goodness of Fit
Emror  Dep’
Rates 8 it B, B, B a, o, ua; oy Mean Power'

p=1 0 5.04 (0.32) 9.22 (2.49) 9.76 (2.75) 9.86 (2.55) 8.95 (2.78) 10.01 (0.42) 10.10 (0.65) 10.08 (0.55) 10.09 (0.46) 6.38 0.13
a=1" '
0.5 5.13 (0.43) 9.49 (2.70) 10.23 (2.98) 9.81 (2.58) 10.35 (2.54) 9.82 (0.48) 10.00 (0.47) 10.05 (0.43) 10.07 (0.55) 5.12 0.03

1 4.93 (0.40) 9.97 (2.44) 1032 (3.05) 11.16 (2.53) 1035 (2.74)  10.00 (0.56) 9.92 (0.43) 9.92 (0.41) 10.13 (0.47) 593 0.03

B=1 0 |504(080) 1048(559) 9.40(4.95) 1009 (5.78)  9.10 (5.67) 2495 (0.82) 2490 (0.97) 2502 (0.82) 25.01(0.80) [ 603 005
0.5 | 504069 10.51(4.52) 1049 (4.71) 946 (521)  10.12(5.40)  25.00 (0.79)  25.01 (0.68) 24.96 (0.95) 24.98 (0.62) | 660 0.04

1 5.00 (0.72) 9.62 (4.92) 9.90 (4.85) 992 (5.38) 10.45 (4.90) 25.12 (0.76)  25.08 (0.81) 25.07 (0.84) 24.97 (0.69) 579 0.07

B =25 0 5.01 (0.50)  25.68 (4.15) 24.11 (4.09) 2599 (4.13) 2490 (4.77) 9.92 (0.60) 9.97 (0.62) 10.09 (0.53) 9.93 (0.61) 521 0.00
0.5 | 503(0.58) 23.44(5.59) 23.04(4.09) 26.02(497) 2538(5.15) 9.80 (0.43) 9.89 (0.52) 10.09 (0.50)  10.02 (0.62) 729 010
1 488 (0.62) 20.79 (5.42) 2226 (3.87) 25.62(476) 26.99 (4.88) 9.82 (0.53) 9.78 (0.53) 10.15 (0.64)  10.23 (0.50) 694 0.10

B =25 0 520 (1.53)  22.07 (10.54) 25.50 (6.56) 27.14 (6.00) 24.96 (8.38) 2497 (0.65) 2494 (0.88) 24.85(0.86) 24.86 (1.11) 517 003
- 0.5 | 526 (1.37) 2493 (11.07) 23.48(9.20) 2823 (8.09) 26.20(7.98) 2499 (0.72) 24.75(0.83) 24.87 (0.99) 24.86 (1.10) 620 003

1 547 (2.15) 2179 (9.60) 2036 (9.99) 26.18(935) 2643 (7.74) 2477(1.03) 2450 (1.09) 2481 (0.80) 24.78 (0.81) 6.45 0.00

* Proportion of maximum dependence between observers 1 and 2 for true positive subjects.

! Proportion of ¢ values above the critical value at the 5% significance level of o2, == 12.59.
{ represents the true false negative rates, = ;= B3, B,

« represents the true false positive rates, > o> U;= @,

Means with 20% or greater bias are displayed in bold.

§Cl



TABLE 8b
Means and standard deviations of parameter estimates in the case of four observers,
with dependence between observers 1 and 2 with respect to false negative rate only

True Prevalence = .15

True Mean of Estimates (%0) (standard deviation (%0)) Goodness of Fit
Ermor  Dep’
Rates 6 By B B B a; o, ay a, Mean Power

Py
~

B =1 0 |14750057) 959(1.72) 1016 (1.50)  10.10 (1.39)  10.26 (1.52)  10.12(0.52)  9.92(0.53)  10.11 (0.53) 10.15(0.47) | 596 003
0.5 [14.97(0.50) 988 (1.46)  10.17 (1.41) 10,08 (1.49)  10.17 (1.24)  9.89 (0.58)  9.96 (0.46)  10.00 (0.66) 997 (0.48) | 659 000

1 [15070.60) 984(1.17)  9.69 (1.48) 1019 (1.54) 973 (1.38)  10.09 (0.52)  10.01 (0.46) 990 (0.51)  10.09 (0.54) | 6.43  0.03

B =1 0 |1493(085) 926(1.97) 941 (1.87)  942(1.90) 1037 (2.15) 25.15(0.76) 24.94 (0.88) 25.01 (0.99) 25.16 (0.80) | 523  0.00
0.5 {1501 (0.77)  9.65(1.78)  995(L.73)  10.13 (2.38)  10.15(2.32) 24.84 (0.89)  25.02 (0.52) 24.89 (0.90) 2498 (0.88) | 546 0.0

1 [1529(0.76) 994 (2.59) 1022 (1.99) 1037 (1.64) 1031 (1.79) 24.83 (0.97) 25.08 (0.98) 24.84 (0.85) 25.06 (0.71) | 556 0.03

B=25 0 |1510(0.75) 2493 (270) 25.11 (2.56) 25.01 (2.68) 24.78 (237) 993 (0.64)  10.16 (0.61)  9.99 (0.58)  9.98 (0.55) | 556 0.03
0.5 |14.87 (0.90) 2344 (1.86) 23.57 (236) 2540 (2.61) 2509 (2.71)  9.80 (0.62)  9.74 (0.53)  10.06 (0.54) 10.09 (0.72) | 635  0.07
1 }1485(0.72) 2199 (2.33) 21.72(2.50) 2595 (1.98) 25.63 (1.95)  9.75(0.56)  9.64 (0.55)  10.13(0.67) 1028 (0.47) 1290 050

B =25 0 1527 (1.47) 2503 (394) 2511 (3.68) 25.74(3.06) 2499(3.74) 24.58(1.13) 25.10(0.93) 25.11(0.99) 24.72(0.97) 566 003
) 0.5 11462 (1.55) 22.28(4.73) 2242(3.25) 26.17(3.73) 2456 (3.80) 2462 (098) 24.53(095) 25.16(087) 2522(091) 707 007

1 |1525(1.64) 21.02(3.76) 2170 (3.68) 27.05(3.08) 27.73 (3.48) 2421(087) 2434(0.79) 2532(0.96) 25.28 (0.93) 762 0.13

* Proportion of maximum dependence between observers 1 and 2 for true positive subjects.

! Proportion of y? values above the critical value at the 5% significance level of ¢, = 12.59.
B represents the true false negative rates, B,= f,= B,= B,.

o represents the true false positive rates, a,= a,= a,;= a,.

Means with 20% or greater bias are displayed in bold.

9zl



TABLE 8¢
Means and standard deviations of parameter estimates in the case of four observers,
with dependence between observers 1 and 2 with respect to false negative rate only

True Prevalence - .40

True Mean of Estimates (%0) (standard deviation (%)) Goodnuss of Fit
Error  Dep’
Rates 6 B B, B B, @, a, ) &, Mean  Power'

’VZ

~

B =1 0 {40.03 (0.89) 9.97 (0.83) 9.94 (0.74) 9.87 (0.85) 10.12 (0.99)  10.08 (0.68) 10.00 (0.67)  10.28 (0.54) 9.91 (0.65) 715 017
0.5 139.96 (0.75) 9.93 (0.87) 10.25 (0.88)  10.00 (0.77) 9.93 (0.87) 9.95 (0.55) 10.01 (0.64) 10.05 (0.73)  10.03 (0.70) 595 007

1 [40.06 (0.76) 9.73 (0.99) 9.94 (0.79) 9.90 (0.64) 10.06 (0.80) 10.04 (0.54) 9.87 (0.60) 10.07 (0.64) 9.89 (0.52) 7.51 0.10

B=1 0 13973 (0.86) 10.10 (0.94) 9.86 (0.87) 9.86 (0.96) 9.98 (0.93) 25.15(0.95) 2501 (1.00) 2523 (0.88)  25.05 (1.00) 717 003
0.5 13992 (0.82) 9.66 (1.00) 9.72 (0.89) 10.07 (1.12)  10.05 (1.30) 249} (0.96) 2520 (1.18) 2522 (093) 2490 (1.01) 549 000

1 ]40.06 (0.97) 9.88 (0.86) 10.16 (0.72)  10.17 (0.94) 9.85(0.78) 24.58 (0.84) 25.06 (0.94) 2516 (1.00)  25.08 (0.82) 594 010

B =25 0 {3990 (1.01) 24384 (1.11) 24.87(1.63) 2498 (1.42) 24.73 (1.06) 9.91 (0.94) 10.04 (0.80) 9.99 (0.81) 9.93 (0.63) 570 0.10
0.5 13987 (0.89) 23.53(1.32) 23.46 (1.24)  25.75(1.10)  25.63 (1.41) 9.48 (0.56) 9.26 (0.66) 10.46 (0.76)  10.59 (0.75) 1331 0.53

b 13919 (0.87) 21.96(1.64) 21.82(127) 2538(1.31) 2560 (1.47) 8.70 (0.58) 8.70 (0.84) 1130 (0.78) 11.05 (0.59) }33.16 1.00

B=25 0 |40.58(1.92) 24.80(1.94) 25.60 (2.08) 25.16 (1.82)  25.50 (1.58) 24.93 (1.45) 2527 (1.02) 2479 (1.43) 2485(1.60) | 624 0.10
0.5 }39.95(1.91) 2330(1.75) 22.88 (1.65) 25.60 (1.90) 2531 (1.43) 23.60(1.29) 23.96(1.34) 25.73(1.09) 2545(1.28) | 893 013

b [39.91 (1.80) 21.35(2.02) 2165(1.93) 2632(1.62) 27.00(1.63) 2247(1.23) 2270(1.23) 2609 (1.50) 26.04 (1.20) 1567 063

* Proportion of maximum dependence between observers 1 and 2 for true positive subjects.

! Proportion of y* values above the critical value at the 5% significance level of %, ¢ = 12.59.
B represents the true false negative rates, B,= B,= By~ B

a represents the true false positive rates, u,= @, = o= o,.

Means with 20% or greater bias are displayed in bold.

LTl
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Figure 8a

Mean of Estimates of Prevalence (§)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false negative rate only:
mean vs dependence for each true prevalence
by true error rates
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§ repressnts the true fals 3 negative rates, By=pz =P3 =B4.
o represents the trua false positive rates, @1 =@ =a 3 =ag4.
x represents true prevaleace (8)= .05,

= represants frue prevaience (8)=.15.

& represents frue prevalence (8) = .40.
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Mean of Estimates of false negative rate for observer 1 (8;)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false negative rate only:
mean vs dependence for each true prevalence
by true error rates
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§ represents the true faise negative rates, 1= pr =3 =pg.

o represents the true false positive rates, ey say =y =ay.

x represents true prevalen:e (8) = .05.

» represents true prevalen:e (83= 15.
4 represents true prevalence ()= 40.
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Figure 8c

Mean of Estimates of false negative rate for observer 2 (8,)
in the case of four observers, with dependence between

observers 1 and 2 with respect to false negative rate only:
mean vs dependence for each true prevalence
by true error rates
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B represents the true fals : negative rates, Ry =Ry =By =f4.
o represents the true fals 2 positive rates, oy =y =y =2 4.
x reprasents true prevaiece (8) =.05.

= represents frue prevalence (@)= .15.
a repressnts frue prevalenca (8) = 40.
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Mean of Estimates of false negative rate for observer 3 (83)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false negative rate only:
mean vs dependence for each true prevalence
by true error rates
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Mean of Estimates of false negative rate for observer 4 (8,)
in the case of four observers, with dependence between

observers 1 and 2 with respect to false negative rate only:
mean vs dependence for each true prevalence
by true error rates
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= represents true prevalence (8)=.15.
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Mean of Estimates of false positive rate for observer 1 (ay)
in the case of four observers, with dependence hetween

observers 1 and 2 with respect to false negative rate only:
mean vs dependence for each frue prevalence
by true error rates
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p represents the frue false negative rates, py=p3 =Ry = f4.
o represents the frue false positive rates, oy =@, =@ 3 =ag.

X reprasents true prevalence (8)= 05.
= represents frue prevalerce (8)= 15.
4 represents true prevalerce (8)= 40.
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Figure 8¢9

Mean of Estimates of false positive rate for observer 2 (o)
in the case of four observers, with dependence between

observers 1 and 2 with respect to false negative rate only:
mean vs dependence for each true prevalence
by true error rates
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§ represents the true false negative rates, B1=pz =B3 =B4.
o represents the true faise positive rates, oy =ay =ay =xq.
x represents true prevalence (8) = .05

= represents frue prevalence (8)=.15.

4 represents true prevalence (8) = .40.
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Figure 8h

Mean of Estimates of false positive rate for observer 3 (a3)
in the case of four observers, with dependence between

observers 1 and 2 with respect to false negative rate only:
mean vs dependence for each true prevalence
by true error rates

g=.1,a=.1 B=.1, a=.25

0.15 0.30

0. - -
0.1 —n — 0.20
Mean Mean g 15
0.05 0.10
0.05
0.00 0.00

0 5 1 0 5 1

Proportion of Maximum Dependence Proportion of Maximum Dependence

B8=.25, a=.1 B8=.25, a=.25

0.15 0.30

0.2 i ]
0.10 ————— 3 0.20
Mean Mean g15
0.05 0.10
0.05
0.00 000

0 5 1 0 5 1

Praportion of Maximum Dependence Proportion of Maximum Dependence

B represents the frue false: negative rates, f1=p =By = 4.
o represents the frue false positive rates, oy may =y = gq.
x reprasents trus prevalence (8) = .05.

m represents true prevaience (8)= 15.

& represents frue prevaieace (6) = .40.
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Figure 8i

Mean of Estimates of false positive rate for observer 4 (o)
in the case of four observers, with dependence between

observers 1 and 2 with respect to false negative rate only:
mean vs dependence for each true prevalence
by true error rates
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p represents the true false negative rates, = p2 =py = f4.
o represents the true false positive rates, oy =a; =ay =ay.
x represents frue prevalerce (8} = 05.

= represents true prevalence (8)= 15.

a4 represents frue prevaletice (6)= 40.
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3.1.9 RUN 9 - Dependence between two observers with respect to false positive and false

negative rates - Four Observer Case

In this simulation observers 1 and 2 are dependent with respect to false positive and false
negative rates. The results are shown in Tables 9a, 9b, and 9¢ for 6=05, =15, and 6=40,
respectively. Graphs of the means of the parameter estimates versus dependence are found in

Figures 9a to 91

OBSERVATIONS

Effect on prevalence e;timates

Figure 9a shov/s that the only potentially serious bias occurs when the FPR is high and
the prevalence is low. In these cases the prevalence is overestimated in the presence of

dependence.

Effect on the false negative rate estimates

The false negative rate estimates for the dependent observers are negatively biased. An
inverse effect is seen on the two remaining independent observers, whose false negative rates are
overestimated in the presence of dependence. The strength of this effect increases as the
prevalence decreases and the FPR increases. Figures 9b to 9e clearly show a more serious effect

for a prevalence of .05 and FPR of .25.
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Effect on the false positive rate estimates

The false positive rate estimates are not affected as seriously as the false negative rate
estimates. However, the trend of a negative bias for the dependent observers and a positive bias
for the independent observers is still detectable. There is no apparent difference in the effect of

the dependence due to prevalence.

Goodness of fit results

In this situation the x* values increase with increasing dependence particularly when the
FPR is high. The estiraates of power as shown in Tables 9a to 9¢ are fairly good in most of the
dependence situations. There is very little power when the prevalence is low and the FPR is low,
as shown in Table 9a. There is also little power when the prevalence is higher but both the FPR

and the FNR are low, see Tables 9b and 9c.

EXPLANATIONS

The effects secn here are a combination of the effects described in Run 7 and Run 8.
There was not much of' a bias effect in Run 8 due to the dependence with respect to false negative
rate so the results in this run appear similar to those from Run 7 and are due to dependence with
respect to false positiv: rate. This is the dependence acting on the true negative individuals. Run
3 is the corresponding three observer run. Again the addition of the fourth observer who is

independent of the otters decreases the strength of the effects due to the dependence.



IMPLICATIONS

The implicatiors from Run 7 hold here. There is danger of substantially biased estimates
if this form of dependence exists and there is a low prevalence and a high FPR. In addition, as
stated in the earlier runs, if two of three observers are suspected to be dependent then the addition
of a fourth will help to improve the estimates, although the estimates will remain biased in some
situations. The goodness of fit test has better power at detecting this particular departure from

the model assumptions than in Runs 7 and 8 individually.



TABLE 9a
Means and standard deviations of parameter estimates in the case of four observers,
with dependence between observers 1 and 2 with respect to false positive and false negative rates

True Prevalence = .05

True Mean of Lstimates (%) (standard deviation (%)) Goodness of Fit

Emor  Dep”

Rates 0 B (1 B B, a, o, U, a, Mean  Power!
2

p=1 0 494 (035) 1020(334) 10.54(2.86) 11.20 (2.56) 10.26 (2.68) 9.91 (0.42) 10.03 (0.53)  10.03 (0.51) 9.90 (0.54) 5.81 0.07

a =1

0.5 | 518(033) 940 (241)  896(2.02) 10.82(2.51) 11.53(275)  9.96 (0.44) 991 (0.44) 993 (0.41) 10.06(0.44) | 7.24 007

i 4.99 (0.38) 7.40 (1.93) 7.53 (1.99) 12.60 2.28) 12.24 (3.29) 9.69 (0.35) 9.73 (0.47) 10.08 (0.40) 9.99 (0.61) 9209 020

$=1 0 | 501081 1054(549) 973(5.14)  9.48(542)  9.77(523) 25.04 (0.86) 24.84 (0.75) 2490 (0.79) 2498 (0.76) | 593 005
0.5 1 690(0.54)  0.16 (0.54)  0.16 (0.59) 2631 (4.41) 25.00 (4.28) 22.85 (0.66)  22.92 (0.99) 2495 (0.69) 24.80 (0.78) {2551 091

1 110.57 (0.71) 0.00 (0.00) 0.00 (0.00) 37.93 (3.18) 3833 (2.75) 1973 (0.74) 19.68 (0.69) 2431(0.89) 2423 (0.73) }80.58 1.00

B =25 0 4.83 (0.41) 2368397 2453 (3.77) 2411 (4.15) 25.00 (420) 10.05 (0.42) 10.11 (0.44) 10.04 (0.40)  10.10 (0.42) 6.54 0.13
05 | 498 (0.48) 2138 (4.65) 21.59(3.75) 26.05(5.53) 2626 (4.31) 9.70 (0.54) 9.68 (0.51) 10.11 (0.48)  10.16 (0.44) 6.61 0.07
i 487 (0.44) 1824 (3.28) 1694 (433) 2788 (4.15) 28.65 (5.06) 9.66 (0.47) 9.58 (0.56) 10.23 (0.55) 10.21 (0.54) 1031 030

p=25 0 5.00 (1.27)  24.19(8.58) 2294 (7.51) 2439 (8.06) 2371 (9.19) 25.07(0.69) 2500 (0.83) 24.89(0.89) 24.85(0.93) 594 007
B 05 | 6.29 (0.89) 1.88 (4.58) 1.31 3.11) 3953 (4.95) 4054 (3.39) 2291(1.19) 2289 (0.67) 2538 (0.71) 25.21 (0.67) 1725 073

1 9.84 (0.59) 0.00 (0.00) 0.00 (0.00) 48.45 (2.32) 47.55(2.57) 1961 (0.73) 1949 (0.69) 24.80 (0.85) 24.95(0.72) |60.88 1.00

* Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjots.
! Proportion of ? values above the critical value at the 5% significance level of 2, =~ 12.59.

 represents the true false negative rates, B- By B P

« represents the true false positive rates, o, o,= ;= .

Means with 20% or greater bias are displayed in bold.
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TABLE 9b
Means and standard deviations of parameter estimates in the case of four observers,
with dependence between observers 1 and 2 with respect to false positive and false negative rates

True Prevalence = .15

True Muean of Estimates (%0) (standard deviation (%)) Goodness of Fit
Error  Dep’
Rates 0 B B, . s o, a, ay a, Mean Power'
2
i

B=1 0 11499 (0.60) 10.04 (0.88) 9.72 (1.41) 9.66 (1.59) 10.52 (1.72) 9.81 (0.47) 10.08 (0.60) 9.97 (0.50) 10.06 (0.54) 697  0.07
0.5 114.90 (0.67) 9.25 (1.25) 9.41 (1.00) 10.09 (1.54)  10.18 (1.44)  10.03 (0.61) 9.77 (0.47) 10.07 (0.45)  10.09 (0.70) 676 0.10

1 [1508(0.51) 936 (1.74) 894 (1.58) 1027 (1.46) 1046 (1.41)  9.82(0.55)  9.74(0.53)  10.05(0.48) 10.19 (0.51) | 762 013

p=1 0 [1507(0.87) 9.44(208) 1061 (227) 1025(225) 1025(1.91) 24.82(0.76) 2519 (0.93) 2505 (0.80) 2507 (0.82) | 632  0.03
0.5 |16.06 (0.82) 525(1.55) 537 (1.78) 1525(1.97) 14.87 (1.85) 2326 (0.75) 2334 (0.90) 25.17 (0.83) 2533 (0.87) [2360 093

1 11715(0.79) 084 (1.03) 066 (0.89) 2073 (2.34) 20.53 (2.52) 21.25 (0.69) 2136 (0.67) 25.69 (0.84) 25.77(0.78) ]6597 1.00

p=25 0 |1480(0.75) 23.90(229) 24.67(1.94) 2388 (2.52) 26.11 (2.00) 994 (0.66)  9.96 (0.64)  10.18 (0.51) 10.14 (0.60) | 6.52 0.13
- 0.5 |15.11(0.76) 2295 (2.28) 2332 (2.21) 2543 (244) 2525(1.89)  9.66(0.53)  977(0.T1) 1025 (0.66) 10.15(0.57) |10.72 040

1 [1507(0.76) 2087 (2.44) 2047 (2.22) 2614 (293)  2645(229) 937 (0.61)  9.43 (0.55)  10.41(0.56) 10.54 (0.48) |1932 073

B=25 0 |1501(1.84) 2523 (433) 2506 (426) 24.53 (4.19) 2493 (3.59) 2500 (0.76) 2530 (0.89) 25.01(0.93) 25.14 (1.05) | 6.8 0.10
) 0.5 1537 (1.73) 13.46 (3.61) 13.58 (3.52) 31.69 3.44) 30.87 (2.79) 22.64 (1.15) 22.72(1.22) 25.84 (0.83) 2575 (0.80) [19.86 087

1 |16.16(0.95) 3.59 (2.45)  4.08 (2.94) 38.25(2.53) 3833 (2.07) 2026 (0.85) 2027 (0.85) 2699 (0.71) 2683 (067) |4237 100

* Proportion of maximum dependence between observers | and 2 for both true negative and true positive subjedts,
" Proportion of ¥* values above the critical value at the 5% significance level of %y, = 12.59.

P represents the true false negative rates, = B~ B;= B,

o represents the true false positive rates, o,= a,= a;= a,.

Means with 20% or greater bias are displayed in bold.
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TABLE 9¢
Means and standard deviations of parameter estimates in the case of four observers,
with dependence between observers 1 and 2 with respect to false positive and false negative rates

True Prevalence - .40

True Mecan of Lstimates (%) (standard deviation (%6)) Goodness of Fit
Error  Dep’
Rates 6 B B i B o a, o, o, Mean Power'

2

~

B=1 0 [40.14 (0.90) 1014 (0.96)  9.83 (0.71)  10.00 (0.78)  10.08 (0.95) 996 (0.72)  9.99 (0.64) 992 (0.66) 1002 (0.68) | 570  0.00
) 0.5 {39.79 (0.67)  9.66 (0.82)  9.99 (0.89) 1005 (0.70)  9.85(0.83) 990 (0.73) 1014 (0.51)  10.14 (0.63) 1020 (0.65) | 637  0.10

1 [40.11 (0.89)  9.53(0.78) 932 (085) 1020 (0.79)  10.00 (0.83)  9.77(077) 970 (0.51) 1022 (0.54)  10.04 (0.58) | 821  0.10

p=1 0 4024 (093) 999 (0.99) 1007 (0.96) 1044 (1.05)  9.84(1.01) 2505 (0.83) 25.12(1.12) 2518 (1.25) 2473 (0.86) | 5.48  0.00
0.5 |40.55(0.86) 879 (1.07)  865(0.89) 1171 (1.10) 1139 (1.17) 2297(0.89) 23.00(1.23) 2533 (0.86) 25.40 (0.87) ]16.63 0.0

1 [41.80(1.04) 741 (0.70) 727 (0.89) 1287 (1.09)  13.05 (1.12)  21.20 (0.95) 21.52 (0.93) 2554 (1.09) 2545 (1.20) {5076 1.00

p=25 0 140.26 (0.90) 2523 (1.46) 2538 (1.50) 2494 (1.40) 2535(L.19) 10.19(0.85) 9.87 (0.61) 9.91 (0.66) 9.85 (0.93) 580 0.00
0.5 13971 (1.14)  23.63 (1.01) 2354 (1.34) 2566 (1.29) 25.16 (1.12) 9.30 (0.79) 9.11 (0.91) 10.77 (0.73)  10.66 (0.80) 1255 0.43

1 [39.14 (1.08) 2110 (1.11) 2165 (1.31) 25.76 (1.30)  25.63 (1.45) 8.62 (0.70) 8.82 (0.72) 11.50 (0.76) 11.67 (0.93) |[37.46 1.00

=25 0 {3998(1.59) 2471 (1.44) 2487 (1.49) 2544(202) 2520 (1.78) 2518 (1.50) 2488 (1.21) 2498 (140) 2472 (1.05) | 560 007
B 0.5 [40.19(169) 2079 (1.64) 2090 (1.59) 2728 (1.61)  27.44 (1.61) 2208 (131) 22.43 (1.29) 2649 (0.82) 26.24 (1.41) [2282 087

1 ]40.47 (1.50) 1636 (1.69) 1589 (2.01) 30.14(1.50) 3031 (1.68) 18.47(1.29) 18.64 (1.23) 28.20(1.07) 2836 (1.01) 5758 1.00

* Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjedts.
t Proportion of ¥ values above the critical value at the 5% significance level of 3%, ~ 12.59.

f represents the true false negative rates, B, B,= B, B,

« represents the true false positive rates, u,= o= o,= @,

Means with 20% or greater bias are displayed in bold.

(44!



Figure 9a

Mean of Estimates of Prevalence (9)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and faise
negative rate: imean vs dependence for each true prevalence
by true error rates

g=.1, a=.1
05
13 -
Mean 0-3 Mean
0.2
—— —u
0.1
0.0 9
1} 5
Proportion of IMaximum Dependence Proportion of Maximum Dependence
B=.25, a=.1 8=.25, a=.25
0.5 0.5
0. & — 0. —tr—
Mean O3 Mean O3
02 - 0.2 o a
0.1 0.1 —_—
0.0 0.0
0 5 1 2 5 1
Proportion of lAaximum Dependence Proportion of Maximum Dependence

g represents the frue fal¢ e negative rates, py=82 =p3 =pg.
o represents the true false positive rates, oy =ajy =oy =aq.
x represents true pravalénce (8)=.06.

= represents trus prevalence ()= .15.

a represents true prevalence (8)= .40.
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Figure Sb
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Mean of Estimates of false negative rate for observer 1 ()
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
hegative rate: mean vs dependence for each true prevaience
by true error rates
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p represents the true fais 2 negative rates, By =03 =p3 =pgq.
o represents the true fals:2 positive rates. a.¢ =@y =ay=ag.

x represents true prevaiece (8)=.05.

= represents true prevalence (8)= 15.
& represents frue prevalence (8) = .40.

0.15

0.1

0.05

0.00 y
0 5 1

Propartion of Maximum Dependence

£=.25, x=.25
0.30
0.2
0.20
0.15
0.10
0.05
0.00

0 5 1

Proportion of Maximum Dependence



Figure Sc

Mean of Estimates of false negative rate for observer 2 (3,)
in the case of four observers, with dependence between
observers 1 and 2 with respect to faise positive and false

hegative rate: mean vs dependence for each true prevalence
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B represents the true faisi negative rates, gy =87 =p3 =pg.
o represents the frue false positive rates, o =qy =y =%g4.

x reprasents frue prevalence (8)=.05.

= represents true prevatence (8)= .15.
& reprasents frue prevalece (8)= 40.
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Figure 9d
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Mean of Estimates of false negative rate for observer 3 (33}
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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p represents the frue false negative rates, By =p =y = 4.
o represents the true faise: positive rates. oy =@y =23 =g,
x represents true prevaiernce (8) = 05.

= represents frue prevalence (@)= .15.
4 represents true prevalence (8) = 40.
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Figure 9e
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Mean of Estimates of false negative rate for observer 4 (8,)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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B represents the frue false negative rates, B1 =Bz = B3 =f4.
o represents the frue fals 2 positive rates, @ =ay =y =g,

x represents trus prevaienca (8) = .05
u represents true prevalence ()= 15,
4 reprasents frue prevalence (@)= 40.
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Figure 9f

Mean of Estimates of false positive rate for observer 1 (a)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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p represents the true false negative rates, p1=p2 =3 = 4.
o represents the true false positive rates, oy =@, =23 =ag4.
x represents true prevalence (8) = .05.
= represents true prevalence (8)= 15.
4 represents true prevalence (8) = 40.



Figure 9g

Mean of Estimates of false positive rate for observer 2 (a5)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and faise

negative rate: mean vs dependence for each true prevalence

by true error rates
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B represents the true faise negative rates, gy = g2 =py =pg4.
o represents the true faise positive rates, oy =y =y =24,

X repressnts true prevaience (8)= .05.
= represents true prevalence (8)= .15.
& represents frue prevalence ()= .40.
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Figure 9h

Mean of Estimates of false positive rate for observer 3 (o)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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p represents the frue faise negative rates, p1 =2 = B3 = By.
o represents the true false positive rates, oy =@y =a 3 =ay.

x reprasents rus prevaience (8) = .05,
= represents true prevalence (&)= .15.
4 represents true prevalence (6)= 40.
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Figure 9i

Mean of Estimates of false positive rate for observer 4 (o)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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B represents the frue fals 2 negative rates, By = p2 = p3 = f4.
o represents the true fals 2 positive rates, oy =a; =a 3 =ag4.
X represents true prevaleice (8) = 05.

= represents true prevalence {(8) = 15.
s represents frue prevalence ()= 40



3.1.10 RUN 10 - Dependence between two accurate observers - Four Observer Case

This run includzs two dependent observers who are fairly accurate with error rates of .1
and two independent observers who have higher error rates of .25. Tables 10a, 10b, and 10c
display the means of the parameter estimates for prevalences of .05, .15, and .40, respectively.

The graphs of the means of the parameter estimates versus dependence are in Figures 10a to 101.

OBSERVATIONS

Effect on prevalence estimates

Estimates of th: low prevalence of .05 are positively biased in the presence of dependence
with a mean value of .(1661 when the dependence is at maximum. No apparent bias is shown in

the estimates of larger prevalences.

Effect on false negativ:: rate estimates

The false negative rates for the two dependent observers are substantially underestimated
for all prevalences. The underestimation is more severe for lower prevalences. An inverse effect

is seen on the independent observers whose false negative rates are overestimated.

Effect on false positive: rate estimates

There is a negeative bias in the estimates of false positive rate for the dependent observers.

The bias is around the 20% clinicaily significant level. Any effect on the false positive rates for



the independent observers is not detectable.

Goodness of Fit Resulls

The goodness of fit results seem to indicate that the test has some power to detect the
departure from model assumptions when the dependence is at maximum. The goodness of fit test

is lacking power when the dependence is only at one half of maximum.

EXPLANATIONS

This run shows similar patterns to the three observer run and the bias can be explained
in the same way. Again the addition of the fourth independent observer reduces the bias due to

the dependence between two of the observers.

IMPLICATIONS

This situation is most dangerous when the true prevalence is low. Here again is another
example of where the addition of a fourth observer will result in more accurate estimates if two
of the observers are suspected to be dependent. The goodness of fit test appears to be useful if

the dependence is close to maximum.



TABLE 10a
Means and standard deviations of parameter estimates in the case of four observers,
with dependence between observers 1 and 2 with respect to false positive and false negative rates

True Prevalence = .05

True Mean of Estimates (%) (standard deviation (%0)) Goodness of Fit
Error Dep*

Rates 6 [t B, B (R o, a, a, a, Me:m Power!

X

B.B=1 0 |512(0.59) 1080(523) 1081 (597) 25.19(4.83) 2547 (472) 1005 (0.61) 993 (0.54) 2493 (0.63) 2497(0.66) | 613  0.10
B=25

%lﬁii;_, 0.5 | 5.38(049) 144 (2.41)  1.61 (2.68)  31.01 (4.16) 30.57 (3.63)  9.10(0.54)  9.15(042) 2500 (0.75) 25.14(073) | 842 o015
GWa=25 | 661(0.42) 0.00(0.00)  0.00 0.00) 3631 (2.59) 3505 (3.46) .82 (0.46)  7.98 (0.41) 2494 (0.69) 25.11 (0.75) |[27.24 098

* Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects.
T Proportion of * values above the critical value at the 5% significance level of oy, = 12.59.

B represents the true false negative rates, $,= f,= ;= B,.

o represents the true false positive rates, o= U= ¢;= ¢,

Means with 20% or greater bias are displayed in bold.

Pel



TABLE 10b

Means and standard deviations of parameter estimates in the case of four observers,

with dependence between observers 1 and 2 with respect to false positive and false negative rates

True Prevalence == .15

Goodness of Fit

True Mean of Estimates (%) (standard deviation (%))

Error Dep’

Rates o M i ™ A < <, N “, Mean  Power!
XZ

BuPy<1 0 |1475(061) 962(201)  917(209) 2454 (1.87) 2471 (2.19) 1015 (0.65) 1006 (0.52)  25.14 (0.80) 2499 (0.73) | 596 0.03

B,-25

[:‘11‘21"‘-1 0.5 115.41 (0.69) 6.39 (2.28) 6.62 (1.90) 27.94 (2.06) 27.64 (1.99) 9.05 (0.68) 9.10 (0.73) 25.26 (0.93) 25.31 (0.71) 92.13 017

G025 ) 1531(0.68) 225(135) 247 (126)  29.58(2.13) 2932 (197) 840 (0.60) 830 (0.43) 2562 (0.70) 2573 (0.86) |13.55 037

* Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects.
' Proportion of y* values above the critical value at the 5% significance level of ¥, = 12.59.

B represents the true false negative rates, p= B,~ = p,.
« represents the true false positive rates, o= a,= u= d,.
Means with 20% or greater bias are displayed in bold.

L
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TABLE 10¢

Means and standard deviations of parameter estimates in the case of four observers,

with dependence between observers 1 and 2 with respect to false positive and false negative rates

True Prevalence = .40

Mean of Estimates (%) (standard deviation (%))

Goodness of Fit

True
Emmor  Dep’
Rates 6 B, B, B, B a, a, a, a, Mean Power'
xl
B.B=1 0 [40.11 (0.91) 9.98 (1.00) 9.87 (1.04) 25.34 (1.08) 25.13 (1.13) 9.92 (0.63) 9.72 (0.67) 24.96 (0.67) 25.25 (0.95) 6.70 0.07
B=25
E:ﬁ;z—.;.l 0.5 13995 (0.78) 8.23 (1.05) 8.28 (1.08) 26.02 (1.11) 25.78 (1.22) 8.99 (0.68) 8.85 (0.67) 2536 (1.07) 25.43 (0.68) 6.80 0.10
U5, 0t,:25 1 40.23 (0.91) 6.84 (1.11) 6.63 (0.79) 26.32 (1.14) 26.78 (1.20) 7.73 (0.63) 7.74 (0.61) 26.15 (0.86) 25.90 (0.97) 13.83 0.57

* Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects,
T Proportion of ¥ values above the critical value at the 5% significance level of %y, = 12.59.

P represents the true false negative rates, §,= B,= B,= B,
« represents the true false positive rates, a,= @, d= «,.
Means with 20% or greater bias are displayed in bold.

9¢1
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Figure 10a

Mean of Estimates of Prevalence (¢)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

[51, [32=41, |33, ﬁ4=.25; (1,1,(12=.1, o3, 0g=.25

ol ) .
0.3
0.2
0.1
pot

0

Mean

o

5 1
Proportion of Maximum Dependence

Figure 10b

Mean of Estimates of false negative rate for observer 1 (g,)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

Bi, Bo=.1, B3, Bg=25; oy, an=.1, a3, aq=.25
0.15

0.104

Mean
0.05

0.00
0 5 1

Proportion of Maximum Dependence

x represents frue prevalence (8)=.05.
= reprasants frue prevalence (8)= 15.
4 represents true prevalence (8)= .40.



Figure 10c

Mean of Estimates of false negative rate for observer 2 (85)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false

negative rate: mean vs dependence for each true prevalence
by true error rates

B1, Bo=.1, B3, P4=25; oy, 0p=.1, a3, ag=.25
0.15

01
Mean

005

0.00 *
g 5 1
Proportion of Maximum Dependence

Figure 10d

Mean of Estimztes of false negative rate for observer 3 (83)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false

negative rate: mean vs dependence for each true prevalence
by true error rates

[31, pa=.1. [33, ﬁ4=.25: oy, y=.1, a3, aq=.25

0.4

0_31":£/,&’;;_‘

Mean 2

0.1
0.0
0

5 i
Proportion of Maximum Dependence

x represents true prevalence (8)=.05.
= reprasents frue prevalencs (6= 15.
& represents frue prevalence (@)= .40.



Figure 10e

Mean of Estimates of false negative rate for observer 4 (84)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: rean vs dependence for each true prevalence
by true error rates

B1,» Bp=.1, B3, B4=25; o, ap=.1,0d3,09=.25
04

0.3

Mean g2

0.1

0.0

0 5 1
Proportion of Maximum Dependence

Figure 10f

Mean of Estimates of false positive rate for observer 1 (o)
in the case of four observers, with dependence between
observers 1 ard 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

Bla Bz ='1’ BS» ﬁ4:25’ al’ (12-'-'-.1, as’ G.4=25

0.15
0.1 -
IAsan = |
0.05
0.00
o L) 1

Proportion of Maximum Dependence

x represents true prevaience (8) = .05.
m represents frue prevalents (8)= 15.
A represents true prevalence (8)= .40,
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Figure 10g

Mean of Estimates of false positive rate for observer 2 (@)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true errorrates

B1, Bo=.1, B3, Bg=.25; oy, as=.1, a3, 04=25

0.15
0.1
}ean . o |
0.05
0.00
0 5 1

Proportion of Maximum Dependence

Figure 10h

Mean of Estimates of false positive rate for cbserver 3 (a;)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

Bl’ [32=.1, [33, ﬁ4=.25; a1, oc2=.l, s, ag=.25

0.30
0. -~ =
0.20
Mean (15
0.10
0.05
0.00
1] 5 1

Proportion of Maximum Dependence

x represents true prevalence (8)=.05.
= represents frue pravalencs (8)= 15.
& represents true prevalence (0)= .40.
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Figure 10i

Mean of Estimztes of false positive rate for observer 4 (ay)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true errorrates

ﬁl& 32 =-15 ﬁsp ﬁ4=25; G.l, a2=-1’ a3s d.4=25

0.30
0.2% -~ asmmil
0.20
Mean g 15
0.10
0.06
0.00
0 5 1

Proportion of Maximum Dependence

X reprassms true pravalencs (9)= 05,

= represents fue prevalence [8)=.15.
& reprasents trus prevalance 1 0) = 40.
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3.1.11 RUN 11 - Dependence between two inaccurate observers - 4 observers

This run is similar to the last with the exception that the two dependent observers have
high error rates at .25 while the independent observers are more accurate with error rates of .1.
The means of the param eter estimates are displayed in Tables 11a to 11c and graphed in Figures

l1lato 111

OBSERVATIONS

Effect on prevalence estimates

Tables 1la to 'lc and Figure 1la show no indications of bias in the estimates of

prevalence when the dependence is present.

Effect on false negative rate estimates

The false negative rates for the dependent observers are underestimated when the
prevalence is low at .05 The false negative rates for the independent observers behave in the

opposite way. They are overestimated most severely when the prevalence is low.

Effect on false positive rate estimates

There is no appa-ent bias in the estimates of false positive rates when the dependence is

present, as can be seen bv the straight horizontal lines in Figures 11f to 111



Goodness of fit results

The power of the goodness of fit test is fairly strong when the dependence 1s at maximum.

There is not much power when the dependence is at one half of maximum.

EXPLANATIONS

This situation can be explained in the same way as the equivalent three observer case,
Run 5. The increased agreement between the dependent observers decreases their error rate
estimates. It is interesting to note that the addition of the fourth observer in this case seems to
improve the estimates more than in the last run. In this run the fourth observer is a more accurate
observer with error rates of only .1 compared to the fourth observer added in the last run with

error rates of .23.

IMPLICATIONS

In a situation where the two dependent observers are not very accurate the addition of an
independent accurate observer substantially improves the estimates. The most dangerous situation
remains to be when the prevalence is low. In the three observer case, maximum dependence
caused the less sensitive observers to appear to be the more sensitive observers. In this four
observer run the sensitivities of the observers maintain their ordinality. The results show that the

goodness of fit test cannot always be relied upon to detect the dependence.



TABLE 11a

Means and standard deviations of parameter estimates in the case of four observers,

with dependence between observers 1 and 2 with respect to false positive and false negative rates

True Prevalence = .05

True Mean of Estimates (%) (standard deviation (%0)) Goodness of Fit
Error Dep”
Rates 0 B B, B, B, @, a, a, a, Mean Power!
2
B.p,=25 0 5.01 (0.63) 25.80 (3.88)  24.99 (4.60) 9.65 (5.49) 10.64 (5.70)  25.11 (0.70)  25.14 (0.75) 10.09 (0.54) 9.99 (0.66) 542 0.02
P
uﬁ,fu:—-lS 0.5 | 531 (0.60) 2290 (4.26) 22.22 (4.42) 1335 (5.10) 1333 (4.76)  24.86 (0.71)  24.88 (0.81) 10.18 (0.49) 9.93 (0.60) 9.02 019

U1

1 5.24 (0.59) 19.72 (4.20) 19.84 (3.70) 13.77 (4.91)  14.62 (4.68)  24.55 (0.81)

24.78 (0.68)

10.02 (0.49)

10.10 (0.54)

16.02 061

‘Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects.
! Proportion of y* values above the critical value at the 5% significance level of %%, = 12.59.

B represents the true false negative rates, B,= B,= B,= f3,.

« represents the true false positive rates, a,= a,= o;= d,.

Means with 20% or greater bias are displayed in bold.
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TABLE 11b
Means and standard deviations of parameter estimates in the case of four observers,
with dependence between observers 1 and 2 with respect to false positive and false negative rates

True Prevalence =+ .15

True Mean of Estimates (%) (standard deviation (%)) Goodness of Fit
Emor  Dep’
Rates 0 B B, B s @, a, o, a, Mean Power!
x2
B,.B,=25 0 ]14.99(0.75) 2492 (2.49) 2529 (1.87) 9.63 (2.04) 10.74 (2.11)  25.02 (0.60) 24.86 (0.79) 10.01 (0.60) 10.06 (0.49) 6.60 0.10
BB~
a,ju;=.25 0.5 |15.24 (0.80) 24.56 (2.36) 24.60 (2.09) 11.37 (2.07) 1092 (2.11) 24.58 (0.71) 24.84 (0.55) 10.09 (0.73) 10.09 (0.54) 8.38 013
GOl 547 (078) 2409 (2.24)  2322(242) 1155 (2.19) 1199 (223) 2471 (0.65) 24.66 (0.68)  9.73 (0.67) 997 (0.64) |13.18 0.57

* Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects.
' Proportion of x* values above the critical value at the 5% significance level of %, = 12.59.

P represents the true false negative rates, B,= B,= B,= B,.

o represents the true false positive rates, o= o,= o= a,.

Means with 20% or greater bias are displayed in bold.
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TABLE 11¢
Means and standard deviations of parameter estimates in the case of four observers,
with dependence between observers 1 and 2 with respect 1o false positive and false noegative rates

True Prevalence = .40

Mean of Estimates (%) (standard deviation (%))

Goodness of Fit

True

Emor | Dep”

Rates 0 B B, B B a, a, (¢ a, Mean Power!

1 ©
B,.p,=.25 0 140.05(0.92) 2491(1.19) 25.18 (1.04) 9.90 (1.43) 10.03 (1.14)  25.12 (0.97)  25.00 (0.84) 9.85 (0.92) 9.91 (1.01) 6.40 0.03
B,.By=1
u,j(f,:*.ZS 0.5 140.06 (1.15) 2477 (1.21) 24,95 (1.26) 9.67 (0.96) 10.36 (1.05) 24.76 (1.17) 24,72 (1.10) 9.66 (0.73) 10.17 (0.78) 8.57 0.27
1236 043

Wl 14022 (0.85) 2461 (1.42) 2442 (0.99) 1045 (0.95)  9.95(1.14)  24.61 (0.97) 24.59 (0.90)  9.85(0.89)  9.85 (0.65)

* Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjedts.
' Proportion of ¥’ values above the critical value at the 5% significance level of x4, = 12.59.

P represents the true false negative rates, B,= f,= p,= B,

« represents the true false positive rates, o= o~ o= «,.

Means with 20% or greater bias are displayed in bold.
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Figure 11a

Mezan of Estimates of Prevalence (9)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

By, B2 =.25, B3, Bg=.1; ay,ap=.25, a3, ay=.1

05
0. & ’Y

Mesn 03
0.2 - -

0.1

0.0
0 5 1

Proportion of Maximum Dependence

Figure 11b

Mean of Estimates of false negative rate for observer 1 (8;)
in the case of four observers, with dependence between

observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

Bl’ ﬁ2=.f25, Bs, ﬁ4‘—-‘.1; ay, (!.2=.25, (!.3,(1.4:.1

0.30
0.
0.20
Yiean 15
0.10
0.05
0.00
0 5 1

Proportion of Maximum Dependence

x represents true prevalence (8)=.05.
= represents true prevalance (8)= 15.
& represents true prevalance (@)= 40.
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Figure11c

Mean of Estimates of false negative rate for observer 2 (8,)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false

negative rate: mean vs dependence for each true prevalence
by true error rates

Bl, 52=.25, Bs, ﬁ4=.1; C!.l,d.2=.25, a3, G.4=.1

0.30
0.
0.20
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Figure 11d

Mean of Estimates of false negative rate for observer 3 (83)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

B1. Bo =23, B3, Bg=.1;, aq,a9=.25, a3, ay=.1
0.15

0.1

Nlean
0.05

000

0 5 1
Proportion of Maximum Dependence

x represents frue prevalenco (8)=.05.
= raprasents frus prevalsnca (8)= 15
& represents true prevalenc:2 (8) = .40.
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Figure1le

Mean of Estimates of false negative rate for observer 4 (8,)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false

negative rate: mean vs dependence for each true prevalence

by true error rates
B1, B2 =.25, B3, Bg=.1, oy, a9=.25, a3, a4=.1
0.15
0.1
Mean
0.05
0.00 — .
0 5 1
Proportion of Maximum Dependence

Figure 11f

Mean of Estimates of false positive rate for observer 1 (a)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevaience
by true error rates

B1, B2 =.25, B3, Bg=.1, oy, ®9=.25, a3, 04=.1
0.30

0.25¢ -
0.20
Nean 15
0.10
0.05
0.00

g 5 1
Proportion of Maximum Dependence

x represents frue prevalence (8)=.06.
= rapresents true prevalenc (6)= 15.
& represents true prevalenc:: (8)= .40.



Figure 11g

Mean of Estimates of false positive rate for observer 2 (u,)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates

Bl’ ﬁz =.25, ﬂ3, ﬁ4=.1; aq, (12=.25, a3, 0.4:.1

0.30
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Figure11h

Mean of Estimates of false positive rate for observer 3 (a3)

in the case of four observers, with dependence between

observers 1 and 2 with respect to false positive and false
negative rate: mean vs dependence for each true prevalence

by true error rates
B1, B2 =25, B3, Bg=.1;, o1,a9=.25, a3, 04=.1
p.15
a1
Mean

0.05

0.00

0 5 1
Proportion of Maximum Dependence

x represents true prevaienciy (8) = .05.
u rapresents true prevalenc2 (8) = .15
a represents true prevalenc2 ()= .40.
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Figure 11i

Mean of Estimates of false positive rate for observer 4 (a,)
in the case of four observers, with dependence between
observers 1 and 2 with respect to false positive and false

negative rate: rmean vs dependence for each true prevalence
by true errorrates

Bl, |32 =25, 53, B4=.1', a1, (12=.25, a3, G.4=.1
0.15

04 s 2
Maan
0.05
0.00 g
0 8 1

Proportion of Maximum Dependence

X represents true prevalence [8)= 05.

= represents true prevalence (8)=.15.
4 repressentis tus prevalencs (8)= .40
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3.1.12 RUN 12 - Derendence between all pairs of observers - 4 observers

This run included dependence between all pairs of observers with respect to false negative
and false positive rates. The results of the simulation are shown in Tables 12a, 12b, and 12¢ for

prevalences of .05, .15, 40. Graphs of the means of the estimates are given in Figures 12ato 12i.

OBSERVATIONS

Effect on prevalence estimates

Prevalence estimates are positively biased when dependence is present. The bias is
particularly severe when the true prevalence is low and when the FPR is high. Substantial
decrease in the means of the prevalence estimates is seen when in Table 12¢ and Figure 12a

where the true prevalerce is .40, the FNR is .25, and the FPR is .1.
Effect on false negative: rate estimates
All false negative rates are underestimated in the presence of dependence. The most

severe biases are seen for low prevalence values.

Effect on false positive rate estimates

The false positive rate estimates are also underestimated when the dependence is present.

The true prevalence appiears to have no effect on the bias shown for these estimates.
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Goodness of fit results

The goodness of fit test for this simulation has the highest power of any of the studied
situations. In all cases even at one half of maximum dependence the power of the test is

estimated to be 1.00.

EXPLANATIONS

Even in this situation with all pairwise dependencies present, the addition of a fourth
observer appears to substantially improve the accuracy of the false negative rate estimates over
the three observer case. This could be explained by the absolute values of the dependence terms
added to the probabilities. In this four observer run the absolute value of the dependence term
is smaller than in the three observer case. The bias in the false positive rates is not as large as
the bias in the false negative rates. This shows again that the smaller number of true positive on
which the false negative rate is based allows more bias into the false negative rate estimates.
With the exception of the false negative rates, the addition of the fourth observer appears to have

little effect.

IMPLICATIONS

Dependence between all pairs of observers will lead to substantially biased estimates. All

observers appear more accurate than they truly are. Again, the most dangerous situation is when
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the prevalence is low. Fortunately in this situation the goodness of fit test has ample power to
detect a departure from the model assumptions. A strong advantage still exists for the addition
of a fourth observer, even if this observer is suspected to have pairwise dependence with the
others. In addition to slightly less biased false negative rate estimates the additional observer

permits the use of the goodness of fit test which in this case has very good power.



TABLE 12a
Means and standard deviations of parameter estimates in the case of four observers,
with dependence between all pairs of observers with respect to false positive and false negative rates

True Prevalence - .05

True Mean of Estimates (%) (standard deviation (%0)) Goodness of Fit
Ermmor  Dep’
Rates 0 B B B B a, «, a, Uy Mean Power'
2z
I3

B=1 0 5.05 (0.29) 10.09 (2.79) 9.53 (2.58) 9.77 (2.71) 10.33 (3.06) 9.98 (0.57) 9.82 (0.39) 9.93 (0.52) 9.88 (0.52) 499 0.03
. 0.5 | 6.17 (0.42) 7.14 (1.48) 7.46 (2.23) 8.05 (1.82) 7.24 (2.39) 8.88 (0.54) 8.88 (0.47) 8.74 (0.55) 8.82 (0.52) 3689  1.00

1 7.29 (0.43) 5.64 (1.69) 5.88 (1.27) 5.90 (1.83) 543 (1.44) 7.62 (0.44) 7.72 (0.41) 7.69 (0.50) 7.57 (0.36) 17631 1.00

B =1 0 5.17 (0.79) 10.78 (5.00)  11.23 (5.16) 9.81 (5.66) 1094 (5.71) 2492 (0.78)  25.11 (0.65) 2474 (0.76)  25.08 (0.88) 6.52  0.07
0.5 [12.98 (0.66) 9.59 (1.73) 9.30 (1.62) 9.23 (2.07) 9.53 (1.95) 19.12 (0.68) 18.76 (0.64) 18.76 (0.69) 18.97 (0.68) 63.53 1.00

1 |1891(061) 698(1.07) 695(0.85) 6.67(1.02) 681 (116) 13.15(0.60) 13.13 (0.69) 12.95(0.67) 1321 (0.68) |526.37 1.00

B=25 0 |511(047) 26.56(596) 2508 (5.19) 25.87(5.38) 26.64 (441)  9.85(0.52)  9.92(048)  10.00 (0.63)  9.99 (0.49) 6.55 0.00
0.5 | 5.42(030) 13.57 (280) 1239 2.18) 1250 3.03) 1376 3.00) 890 (0.50) 892 (0.47) 893 (0.47)  R98(0.45) | 3165 1.00

i 6.66 (0.44) 8.37 (1.52) 8.49 (1.83) 9.22 (1.33) 9.04 (1.80) 7.71 (0.40) 7.64 (0.45) 7.57 (0.42) 7.61 (0.45) 18530 1.00

B=25 0 |498(136) 2506(8.12) 2397 (747) 2560 (9.63) 21.63(7.99) 2503 (0.78) 2503 (0.97) 25.22(0.86) 24.85(0.82) | 565 007
0.5 |1233 (0.65) 1234 (2.12) 12.65(2.20) 1274 (2.51)  11.45 (1.80) 19.14 (0.55) 1925 (0.90) 18.94 (0.77) 18.86 (0.59) | 62.45 1.00

1 [18.23 (0.66) 8.21 (1.04) 8.15 (0.89) 8.08 (0.96) 7.95 (0.93) 13.05 (0.64) 13.15(0.54) 13.05(0.56) 13.23 (0.59) |53943 1.00

* Proportion of maximum dependence between observers for both true negative and true positive subjects.
T Proportion of ¥ values above the critical valuc at the 5% significance level of ¥ i, ~ 12.59.

B represents the true false negative rates, By~ B,~ fi,= B,

« represents the true false positive rates, «,= a,= a;= Q,.

Means with 20% or greater bias are displayed in bold.

€L1



TABLE 12b - Dependence between all pairs of observers
with respect to False Positive and False Negative Rate

True Prevalence = .15

Truth Mean of Estimates (%) (standard deviation (%0)) Goodness of Fit
Emmor  Dep’ | Prevalence B, B, B, B, a, a, o a, Mean Power!
Rates 14
p=. 0 1498 (0.64) 9.90(1.55) 985(1.69) 10.55(L.31) 961 (1.61)  9.96(0.56)  10.00(0.52)  9.98 (0.48)  10.05 (0.56) 596 003

a=1"

0.5 |1586 (0.62) 820 (1.17)  827(1.18)  804(L.12)  797(1.37) 881 (0.45)  888(0.55) 883 (0.60) 879 (0.68) |3457 1.00

1 |16.85 (0.59) 7.46 (0.93) 6.91 (1.10) 6.64 (0.88) 6.62 (1.14) 7.64 (0.52) 7.57 (0.42) 7.53 (0.40) 7.67 (0.53) 173.94 1.00

p=1 0 |1504090) 1052(246) 934(241)  9.57(1.60) 982 (1.60) 2523 (0.87) 2497 (1.04) 24.88 (0.64)  25.04 (0.86) 566  0.03
0.5 |22.18 (0.60) 913 (1.09)  922(1.20) 916 (1.06)  9.44(1.23) 19.14(0.72) 1894 (0.82) 1898 (0.92) 1892 (0.65) | 57.08 1.00

1 {2726 (065) 727(0.68) 723(0.80)  739(096)  7.04(0.83) 13.14(0.59) 1332 (0.67) 12.85(049) 13.09 (0.47) [490.12 1.00

B=25 0 ]1500(067) 2499 (2.67) 24.80(238) 2607(272) 25.11(237) 1003 (0.70) 992 (0.58)  10.09 (0.61) 10.03(0.66) | 572 0.00
05 [1435(0.58) 1697 (2.09) 1652 (193) 1641 (1.36) 1643 (1.95)  9.01(0.49)  9.16 (0.46) 895 (0.5T) 893 (0.59) | 3639 1.00

1 1488 (0.50) 11.24 (1.30) 11.23 (1.28) 11.56 (1.57) 10.84 (1.38) 7.59 (0.46) 7.66 (0.45) 7.61 (0.46) 7.62 (0.39) 21692 1.00

B =25 0 1512(1.58) 24.62(4.33) 2531(3.00) 2554 (3.63) 2526(3.40) 25.01(0.99) 2488(0.95) 2496 (0.80) 25.14 (0.65) 6.64 0.07

0.5 12071 (0.74) 1506 (1.94) 1557 (1.67) 1495(1.59) 1504 (1.60) 1894 (0.71) 18.78 (0.79)  19.13 (0.77) 1891 (0.91) 60.41 1.00

1 }25.45 (0.81) 9.59 (0.97) 9.98 (0.85) 10.01 (1.06)  10.01 (1.13)  12.96 (0.53) 13.12 (0.69) 12.86 (0.66)  12.80 (0.60) }521.14 1.00

* Proportion of maximum dependence between observers for true negative and true positive subjects.
! Proportion of y* values above the critical value at the 5% significance level of x% = 12.59
"' and « represent f3,, By, and B, and «,, u,, and ,, respectively
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TABLE 12¢ - Dependence between all pairs of observers
with respect to False Positive and False Negative Rate

True Prevalence = .40

Truth Mecan of Estimatcs (%) (standard deviation (%0)) Goodness of Fit
Emror  Dep” | Prevalence B B, Bs B o, a, o o, Mean Power!
Rates x
B= 0 140.14 (0.84) 9.99 (0.84) 10.03 (0.68) 9.76 (0.84) 10.05 (0.60) 9.92 (0.58) 10.12 (0.76) 9.95 (0.65) 10.07 (0.61) 511 0.00

a=1"

0.5 140.22 (0.84) 8.75 (0.69) 8.55 (0.66) 8.73 (0.85) 8.65 (0.88) 8.60 (0.61) 8.73 (0.58) 8.86 (0.50) 8.85 (0.58) 38.53 1.00

1 [40.42(0.65) 741 (063) 730 (0.52) 742(0.63)  742(0.72)  744(0.48)  7.67(0.40) 746 (0.59)  7.41(0.60) |171.83 1.00

B =1 0 [39.83(1.26) 1024(0.98) 9.83(0.87) 1023 (137) 978 (1.21) 2523 (1.00) 24.80 (1.18) 25.48 (0.81)  24.90 (1.21) 572 0.00
’ 0.5 |45.11 (0.88) 9.10(0.72)  9.03(0.78)  9.00 (0.73)  9.20 (0.79) 1869 (0.86) 1892 (1.01) 1833 (0.70) 1838 (0.82) | 4839 1.00

1 |47.90 (1.00) 742(0.56)  7.58(0.71)  7T34(0.55)  7.67(065) 1292(0.68)  12.95(0.93) 1301 (0.65) 13.00 (0.77) 39570 1.00

=25 0 |4030(092) 2529(167) 2540 (1.31) 2530(1.08) 2504 (120) 10.17(073) 974(0.70)  9.93(0.68) 1002 (085) | 641 007
0.5 [37.13(094) 1810 (131) 1810 (1.08) 1805 (1.18) 1843 (LI11)  9.19 (0.58) 926 (0.77)  9.15(0.70) 923 (047) | 45.03 1.00

1 13549 (0.83) 1270 (0.73) 1273 (0.81) 1275 (0.88) 1245 (0.85)  7.56 (0.53)  7.54(0.58)  7.46 (0.45)  7.65(0.44) [314.80 1.00

B=25 0 {3989 (146) 2421 (1.94) 2497 (1.63) 24.80(1.93) 2485 (1.65) 24.80 (130) 24.95(1.39) 2529 (1.63) 2500 (1.50) | 633 0.00

0.5 {41.08 (1.21) 17.84 (1.05) 17.37(132) 17.51 (1.28) 17.72(122) 19.06 (0.98) 18.12 (0.98) 1869 (0.89) 18.83 (0.83) | 5734 1.00

1 ]42.64(073) 11.73(0.72) 1186 (0.85) 1193 (0.86) 11.83 (0.78)  12.56 (0.83) 12.33 (0.78) 1233 (0.58) 12.66 (0.75) 51330 1.00

* Proportion of maximum dependence between observers for true negative and true positive subjects.
! Proportion of ¥* values above the critical value at the 5% significance level of x4, = 12.59
"' B and « represent f3,, B, and 3, and «,, u,, and «,, respectively
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Figure 12a

Mean of Estimates of Prevalence (4)

in the case of four observers, with dependence between
all pairs of observers with respect to faise positive and false
hegative rate: rmean vs dependence for each true prevalence
by true error rates
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Figure 12b
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Mean of Estimates of false negative rate for observer 1 (8;)
in the case of four observers, with dependence between
all pairs of observers with respect to false positive and false
negative rate: rnean vs dependence for each true prevalence
by true error rates
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Figure 12c¢
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Mean of Estimates of false negative rate for observer 2 (8-)
in the case of four observers, with dependence between
all pairs of observers with respect to false positive and false
negative rate: rnean vs dependence for each true prevalence
by true error rates
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Figure 12d

Mean of Estimates of false negative rate for observer 3 (83)
in the case of four observers, with dependence between
all pairs of observers with respect to false positive and false
negative rate: mean vs dependence for each true prevalence
by true error rates
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Mean of Estimates of false negative rate for observer 4 (8,)

Figure 12e

in the case of four observers, with dependence between

all pairs of observers with respect to false positive and false
negative rate: rnean vs dependence for each true prevalence

by true error rates
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Figure 12f

Mean of Estimates of false positive rate for observer 1 (a)
in the case of four observers, with dependence between
all pairs of observers with respect to false positive and false
hegative rate: mean vs dependence for each true prevalence
by true error rates
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Figure 12g

Mean of Estimates of false positive rate for observer 2 ()
in the case of four observers, with dependence between
all pairs of observers with respect to false positive and false
negative rate: rnean vs dependence for each true prevalence
by true error rates
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a represents true prevalence (8) = 40.
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Figure 12h

Mean of Estimates of false positive rate for observer 3 (o)
in the case of four observers, with dependence between
all pairs of observers with respect to false positive and false
hegative rate: mean vs dependence for each true prevalence
by true error rates
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Mean of Estimates of false positive rate for observer 4 (¢,)
in the case of four observers, with dependence between
all pairs of observers with respect to false positive and false
negative rate: inean vs dependence for each true prevalence
by true error rates
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32 Vanability of Estimates

The estimates of standard error from the Latent program were evaluated by comparison
with the standard deviztions of the estimates estimated empirically from the simulation runs. This
was done for Run 3 only. The Latent program was used to calculate the asymptotic standard error
using expected frequencies for each parameter setting. The full results from this expected run can
be seen in Tables 13a to 13¢ for prevalences of .05, .15, and .40, respectively. The results from

simulation Run 3 were displayed in Tables 3a to 3c.

Tables 14a to l4c compare the estimated standard error with the true standard deviation
for each estimated parameter by reporting the ratio of standard error to standard deviation. It can
be seen that most ratio; are close to 1.00. The exceptions are for the false negative rates for the
two dependent observers. The ratio becomes large as the dependence increases. This corresponds
to the actual rate becoraing more underestimated. In the simulations the estimates for the false
negative rates for observers 1 and 2 bunch up at the lower bound of zero. This causes the
empirical standard deviation to become smaller. Thus, the ratio becomes larger. The ratios
become undefined when the empirical standard deviations become zero because all estimates lie

on the lower bound of zero.

In summary, it appears that in cases where bias is not causing estimates to approach a
bound, the variability estimates from the Latent program are not a problem. When the estimate
is biased, concern about the standard error estimate should really be irrelevant. The standard error

estimates only appear substantially different from the standard deviations in these extreme cases.



TABLE 13a

Means :nd standard deviations of parameter estimates in the case of three observers,
with depender.ce between observers | and 2 with respect to false positive and false negative rate

Results from expected frequencies

True Prevalence = .05

188

Mean of Estimates (%) (standard deviation (%))

Rates 4

B B, B, @, @

o,

B=1 0 4.96 (0.76)
a =1
0.5 { 5.06 (0.72)

1 | 614079

9.69 (6.25) 9.69 (6.25) 9.69 (6.25) 10.02 (0.79)  10.02 (0.79)
0.00 (5.70) 0.00 (5.70) 18.69 (5.19) 9.42 (0.77) 9.42 (0.77)

0.00 (4.75) 000 (475 2537 (4.55) 837(0.74) 837 (0.74)

10.02 (0.79)
10.41 (0.77)

10.03 (0.76)

B=1 0 |501@217
0.5 {11.24 (2.36)

1 |17.63 1.98)

9.85(15.45) 9.85(15.46)  9.85 (15.46) 24.99 (1.43) 24.99 (1.43)
0.00 (1025)  0.00 (1025) 4124 (4.09) 19.16 (1.66)  19.16 (1.66)

0.00 (5.80)  0.00 (5.80)  47.05(2.80) 12.89 (1.52) 12.89 (1.52)

24.99 (1.43)
24.39 (1.26)

22.96 (1.19)

p=25 0 |4920.13)
0.5 | 433 (0.84)

1 | 528¢0382)

24.66 (9.19)  24.66 (9.19) 24.66 (9.19)  10.03 (0.85)  10.03 (0.85)
4.07 (9.14) 4.07 (9.19) 33.33 (6.50) 9.51 (0.81) 9.51 (0.81)

0.00 (7.25)  0.00(725) 3883 (525 842 (0.78) 842 (0.78)

10.03 (0.85)
10.78 (0.79)
10.53 (0.77)

B=25 0 | 490 .04)
0.5 }10.07 3.11)

1 |16.77 @.39)

24.50 (23.05) 24.50 (23.05) 24.50(23.05) 25.03 (1.74) 25.03 (1.74)
0.00 (15.52) 0.00 (15.52) 49.28 (4.35) 1938 (2.02) 19.38 (2.02)

0.00 (7.68)  0.00 (7.68)  52.43 2.87) 12.90 (1.78)  12.90 (1.78)

25.03 (1.74)
24.90 (1.26)

23.46 (1.19)

" Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects.

P represents the true false negat ve rates, B,= B,= f,.
« represents the true false positive rates, o,= a,= a;.
Means with 20% or greater bias are displaved in bold.



TABLE 13b

Means .ind standard deviations of parameter estimates in the case of three observers.
with dependerice between observers 1 and 2 with respect to false positive and false negative rate

Results from expected frequencies

True Prevalence = .15

189

True Mean of Estimates (%) (standard deviation (%))
Error Dep”
Rates 0 B, B, B, o o o
B=1 0 |1508(1.00) 1021 (2.58) 10.21(2.58) 1021 (2.58) 996 (0.84)  9.96 (0.84)  9.96 (0.84)
«=l 0.5 11505 (0.97) 6.49(2.36) 649 (236) 1359 (2.53) 933 (0.81)  9.33(0.81)  10.59 (0.84)
1 |1498(0.95) 282208 282 (2.08) 16.41(2.48) 875(0.79)  875(0.79) 1115 (0.84)
B=1 0 114.94 (2.18) 9.93 (5.23) 9.93 (5.23) 9.93 (5.23) 25.03 (1.52) 25.03(1.52) 25.03(1.52)
* =3 0.5 1820 (1.91) 0.00 (4.60)  0.00 (4.60) 2624 (2.94) 2021 (1.51) 2021 (L.51)  26.05 (1.36)
1 }2424(1.66) 0.00(3.12) 000 (3.12) 33.84(228%) 1387 (1.38) 13.87 (1.38)  24.76 (1.29)
B=25 0 |1483(143) 2476(4.18) 2476 (4.18) 2476 (4.18) 10.04 (0.95) 1004 (0.95)  10.04 (0.95)
*=l 0.5 [14.23(1.23) 1599 (3.89) 1599 (3.89) 29.59 (3.65) 9.09 (0.90) 9.09 (0.90) 11.35 (0.90)
1 13.43 (1.07) 6.86 (3.45) 6.86 (3.45) 32.79 3.29) 8.38 (0.84) 8.38 (0.84) 12.40 (0.88)
B =25 0 115.10(4.21) 25.17(8.08) 25.17 (8.08) 25.17 (8.08) 2497 (1.91) 2497 (1.91) 2497 (1.91)
=2 0.5 |14.76 (2.66)  0.00 (8.58)  0.00 (8.58)  39.14 (3.50) 20.81 (1.85) 20.81 (1.85) 27.59 (1.37)
1 |21.65(219) 000 (516)  0.00(5.16) 44.77(2.51) 1385(1.71) 13.35(L71) 2622 (1.29)

* Proportion of maximum deper dence between observers 1 and 2 for both true negative and true positive subjects.

B represents the true false negative rates, p,= p,= B,.
o represents the true false posit ve rates, o,= «,= «,.
Means with 20% or greater bias are displayed in bold.



TABLE 13c¢

Means and standard deviations of parameter estimates in the case of three observers,
with dependeace between observers 1 and 2 with respect to false positive and false negative rate

Results from expected frequencies

True Prevalence = .40

Fl
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True Mean of Estimates (%) (standard deviation (%))
Ermror  Dep’
Rates 0 B, B. By o o, %
B=1 0 {40.08 (1.25) 10.08(1.32) 10.08(1.32) 10.08 (1.32) 9.95 (1.03) 9.95 (1.03) 9.95 (1.03)
a= 0.5 }40.07 (1.23) 8.69(1.25) 8.69 (1.25) 11.42 (1.33) 9.03 (0.99) 9.03 (0.99)  10.85(1.03)
1 4006 (121) 733 (1.18) 733 (1.18) 1264 (139)  8.14(0.94)  8.14(094)  11.69 (1.04)
B=1 0 139.98 (2.09) 9.99 (1.98) 9.99 (1.98) 9.99 (1.98) 25.01 (1.84) 25.01 (1.84) 25.01 (1.84)
* =2 0.5 [41.43(1.85) 5.57(1.80) 5.57 (1.80) 1599 (1.65) 20.28 (1.75) 20.28 (1.75)  27.65 (1.70)
1 14243165 179157 1L79(1.57) 1988 (1.51) 1616 (1.62) 1616 (1.62)  29.49 (1.61)
B=25 0 [39.89(1.89) 2491 (231) 2491(231) 2491 (231) 1006 (1.33) 10.06 (1.33)  10.06 (1.33)
@=l 0.5 {38.68(1.68) 1941 (2.17) 1941 (2.17) 27.95 (2.13) 7.87 (1.23) 7.87 1.23) 13.26 (1.21)
1 13773 (1.51) 1426 (1.98) 1426 (1.98) 3036 (2.01) 5386 (1.10) 5.86 (1.10)  15.61 (1.16)
B =25 0 14020 (426) 25.12(3.43) 25.12(3.43) 25.12 (3.43) 2492 (2.49) 2492 (2.49) 2492 (2.49)
* =2 0.5 139.75 (3.08) 1472 (3.30) 14.72 (3.30) 32.42 2.30) 1843 (235) 1843 (235 30.10 (1.81)
1 138.86(2.38) 5.83 (2.99) 5.83 (2.99) 3587 (1.92) 13.76 (2.11) 13.76 (2.11)  32.77 (1.59)

* Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects.

P represents the true false negaive rates, B,= B,= p,.
« represents the true false positive rates, a,= a,= a,.
Means with 20% or greater bia;; are displayed in bold.



TABLE 14a
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Ratios of standard error from isymptotic formula to standard deviation from empirical simulations in the case of three observers.

with depender ce between observers 1 and 2 with respect to false positive and false negative rate

Prevalence = .05

True Rittio of standard error from asymptotic formula to standard deviation from empirical simulations
Error Dep”
Rates Preval:nce B, B, B, a, a, o,
B=1 [4) 1.07 1.01 1.10 113 1.04 1.14 1.03
o=t 0.5 1.16 1.75 2.18 1.03 1.05 1.07 0.99
1 1.23 - 237.50 1.00 1.17 1.30 1.09
B=1 0 Q.97 1.42 1.40 1.45 1.06 1.11 1.01
%= 0.5 2.68 22.28 56.94 1.07 1.61 1.60 1.24
1 2.18 - - 0.94 1.73 1.77 1.19
B =25 0 1.06 1.18 0.80 1.09 0.89 1.05 1.04
*=1 0.5 1.4% 1.29 1.70 1.03 1.16 1.01 0.94
1 1.4¢ - - 0.96 1.32 1.28 1.18
p=25 9 0.5¢ 1.25 1.22 1.22 0.81 0.81 0.76
“n 0.5 3.57 21.56 29.28 1.03 2.02 2.02 1.07
1 2.4¢ - - 1.03 2.05 2.12 1.27

* Proportion of maximum deper dence between observers 1 and 2 for both true negative and true positive subjects.
P represents the true false negative rates, B,= B,= B,.
o represents the true false positive rates, a,= a,= ;.

-- Undefined value



TABLE 14b
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Ratios of standard error from isymptotic formula to standard deviation from empirical simulations in the case of three observers.

with dependerce between observers 1 and 2 with respect to false positive and false negative rate

Prevalence = .15

True Ritio of standard error from asymptotic formula to standard deviation from empirical simulations
Error Dep”
Rates Prevalance B B. B, @, «@ @,
B=1 0 0.95 0.98 0.87 1.04 0.91 1.08 0.98
a=1
0.5 0.94 0.81 1.00 0.90 0.87 0.91 0.92
1 1.13 0.95 1.02 1.07 1.03 1.07 1.29
g=1 0 0.93 1.06 1.07 112 111 113 0.92
o =25
0.5 1.74 3.26 434 1.04 1.29 1.17 1.25
1 2.0 - - 0.90 1.73 1.41 1.47
B =25 ] 0.8 1.03 0.94 0.69 0.99 0.90 0.77
o =1
0.5 1.23 1.11 1.32 0.92 0.80 0.97 1.05
1 115 0.94 1.13 0.90 0.99 1.11 1.06
B =25 Q 0.9 1.06 0.83 0.89 1.05 1.07 091
a =25
0.5 2.0¢ 3.67 232 1.13 1.33 1.78 1.43
1 1.9¢ - - 0.93 1.32 1.49 1.15

" Proportion of maximum depen dence between observers 1 and 2 for both true negative and true positive subjects.
P represents the true false negative rates, B,= B,= B,.
o represents the true false positive rates, o,= &,= Q;.

-- Undefined value



TABLE 14c
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-~

2

Ratios of standard error from asymptotic formula to standard deviation from empirical simulations in the case of three observers,

with dependence between observers 1 and 2 with respect to false positive and false negative rate

Prevalence = .40

True Ratio of standard error from asymptotic formula to standard deviation from empirical simulations
Error Dep”
Rates Prevalence By B, B, % oy o
B= 0 1.10 0.99 1.18 1S 1.16 0.88 1.01
o=
0.5 1.00 0.93 1.17 0.99 L4l 0.92 0.93
1 0.92 0.87 0.81 1.10 1.02 0.91 1.08
B=1 0 1.14 1.02 0.98 1.05 1.38 1.08 0.94
o =25
0.5 091 0.73 0.91 0.95 0.87 0.89 0.95
1 0.90 1.26 1.09 0.99 0.93 138 1.01
B=25 0 1.02 1.03 1.42 1.34 0.95 0.89 0.85
a=1
0:5 1.08 1.02 1.34 0.83 1.23 0.95 1.14
1 1.16 1.09 1.02 0.95 1.03 0.93 1.32
B =25 0 0.68 0.72 0.73 0.88 0.96 0.78 0.82
o =25
0.5 0.96 1.06 1.12 L17 1.00 1.18 0.86
1 1.10 122 1.19 1.14 1.18 1.07 0.95

* Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects.
B represents the true false negative rates, §,= B,= B;.
« represents the true false positive rates, o,= a,= d,.

-- Undefined value



4. CONCLUSION

In the application of latent class models, departure from the assumption of conditional
independence betweer the observers will often lead to serious biases in the parameter
estimates. In general, dependence between observers will lead to underestimation of those
observers' error rates due to the excess agreement in their classifications while the error rates
of the independent observers will be overestimated. The prevalence is typically overestimated
in the presence of dependence if the true prevalence is less than 50%. It has repeatedly been
shown that the most severe biases occur when the prevalence is low and the false positive

rates of the observers are high.

As aresult, in the evaluation of diagnostic tests using latent class approaches, the most
dangerous situation occurs when the specificities of the tests are low and the disease or
condition is rare. This describes a typical population screening situation. Therefore, if latent
class analysis 1s being used to evaluate several screening tests it is imperative that the tests
be independent to prcduce accurate estimates of the parameters. If independence is not

present the tests will appear deceptively accurate.

One method to help alleviate the bias problem is to add observers or tests. It was
shown in this study that situations where it 1s suspected that two of three observers or tests
are dependent benefited from the addition of an independent fourth observer. This fourth

observer allowed the latent class methods to produce less biased results. Even the addition
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observer allowed the latent class methods to produce less biased results. Even the addition

of a dependent fourth observer can be considered beneficial since with four observers the fit

can be tested.

The problem with adding an additional observer is that the number of outcome
categories automaticallv doubles when the classification is binary. For example, in the three
observer case there are 2’ = 8 outcome categories and in the four observer case there are
2* = 16 outcome categories. Hence, if there is not a large population then the analysis may
become impossible with the addition of another observer because of small sample problems
encountered when the existing data is spread over twice as many cells. As a result, the

addition of another obszrver will give less biased estimates, but at the price of less precision.

A brief look a: standard error estimates when dependence is present indicates that
dependence does not cause a problem with the estimation of variability unless there is already

a large problem with b.as in the parameter estimates.

The goodness of fit test appears to possess fairly good power to detect the dependence
as a departure from the model assumptions. The best power was seen when the dependence

structure included dependence between all pairs of observers.

This work is just the beginning of an investigation into the behaviour of latent class
estimates. Some questions about the bias of estimates in the presence of dependence have
been answered here wh:le others were brought to light. For example, the comparison of three

observer cases to four observer cases may or may not reveal the same results if absolute
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dependence values are used as the basis of comparison in place of the proportions of
maximum dependence. This question was raised by the surprising results obtained when
comparing Run 6 and Run 12, where Run 12 estimates showed less bias. The problems
encountered when outcome category frequencies became too small were discussed in Run 2.
Thus, a question with potential for further research is, "How small is too small?" This study
considered only binars classifications. The implications of more than two levels of
classification is another potential area for further research into the usefulness of latent class
methods. The goodness of fit statistic was simply summarized in this study. An area of
further inquiry could be the interpretations of the components of the goodness of fit statistic
and determination of whether the examination of the contributions to the goodness of fit
statistic from the individual cells can help determine where and what kind of departure from

the model assumptions is present.
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APPENDIX 1

DETERMINING THE MAXIMUM VALUE OF DEPENDENCE PARAMETERS

Case i) Deternining the maximum value of ., in the case of three observers

with dependence between observers 1 and 2

When there is dependence between observers 1 and 2 with respect to false negative rates

in the three observer case, §,, must be less than or equal to,

Bl(l 'Bz)ﬁss (1)
¢! "Bl)ﬁzBsa (2)
and 1 -(1-B(1-B.)(1-B,), 3)

where 0 < B,, B., B; £ .5. Thus the smallest of these values must be found to determine the
maximum possible value of §,,, Consider value (3) minus value (1).
3 -M=1-1-B)A-B)1-By) - B(1-B.)B;
=1 - 1-B,-B.-B,+B,B,+B,B:+B.B; -B:B:Bs) - BiBs + B.B:B,
=B, + B+ By ~ BB, — BiBy — BBy + BiBBs - BiB, + BBBs
=P, + B, + By — BBy — 2B,By — BB + 2B,B.B;
= B,(1-B,) + B,(1-B)) + By(1-B,) - BiB; + 2B,B,Bs
All terms are positive except —f3,8,. However, B,(1-B,) = B,B,, so (3) - (1) is a positive value.
Thus, (1) is a more strict restriction than (3). A similar argument would show that (2) is also a

more strict restriction than (3). Therefore, the maximum value for 3, is determined by restricting

8, < Bi(1-B,)B, and &, < (1-B,)B,B,.
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Case 11) Determining the maximum value of 6=§,,5,,9,, in the case of three observers

2.

with dependence between all pairs of observers

It has been established that the dependence term for all pairs of observers must be less

than or equal to,

B1B.(1-B,), C)
B.(1-B.)Bs, (5)
(1-B)B:Bs, (6)
and (1 -(1-B,)(1-B)(1-B4))/3 | (N

where 0 < B,, B, B; £ .3. The smallest of the above values must be found. The following will
prove that (4) is less than or equal to (7) by showing that (7) minus (4) is greater than zero.
3x[(7) - (] = 1-(1-B)(A-B)(1-B;) - 3B,B1-By)

=1 - (1-B,-B,-B;+BB.+B,B;+B.B; -B,B.B5) - 3B,B; + 3B,B.B,

=By Byt By ~BiB. - BBy — BBy + BiBaBy - 3B,B. + 3B,B.Bs

=B, ~ B, + B; - 4B\B, - BB, — B,B, + 4B,P.B,

=B, -2B,B, + B, - 2B,B, + By ~ BBy - BaB, + 45,85,

= By(1 =2B,)+ Bo(1-2B)) + B5(1 =B, -B,) + 4B,B.B,
Since all error rates ar¢ positive and at most 0.5 then all terms are positive. Hence, (7) - (4) 1s
a positive value meaning that restriction (4) is more strict than restriction (7). The same
procedure can be followed to show that restrictions (5) and (6) are also more strict than restriction
(7). Thus, the maximum value for the dependence parameters for all pairs of observers is
determined by restricting

6 < B,B.(1-B,), 6 < B,(1-B,)B,, and & < (1-B)P.B,.
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Case 11) Determining the maximum value of §,, in the case of four observers

with dependence between observers 1 and 2

The three most strict conditions for determining the value of the dependence parameter

in this case restrict 3,, to be less than or equal to,

Bl(l 'Bz)ﬁaﬁu (3)
(1 'Bx)BzBsﬁu (9)
and 1-(1-B,)(1-B)(1-B;)(1-B,) (10)

where 0 < B, B,, B, < .5. Taking condition (10) minus condition (8) gives,
(10) = (8)=1-(1 -B )1 B X1 -By)(1 -By) - By(1-B.)B;B,
=1 - 1-B,-B,~B;-B,+B:B:+B:Bs+B: B +B.Bs+B.B,+B,B, -, BB, -B,B.B,
~B1BsBs—B:BsB, +B:B.BB) ~ BiBB, + BiB,B4B,
=By + Bt By + By ~BiBy ~ BBy -~ BBy - BaBs — BBy -~ BiB, + By,

+ BiB.B, + B.BsB,

=By ~ BB, ~ BBy + B, ~ BoBs ~ BB+ By ~ BBy + By ~ By + BiBiBs
+ BB, + BaBsB,

=B,(1 - B, = By) +Bx(1 - By - B+ B:(1 - By + BT -By)+ BB,
+ B,B.B, + B.BiB,

Note that all terms are non-negative. The value of (10) - (8) is no less than zero. Thus,
restriction (8) is at least as strict as restriction (10). This argument can be repeated with
restriction (9) and (10) to show that restriction (9) is also more strict than restriction (10).
Therefore, restricting

8,2 < By(1-B,)BsB, and §,, < (1-B,)B,B,B,

will give the maximum possible value for §,, in this situation.
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Case iv) Dletermining the maximum value of 6=§,,=8 ,=6,,=6,,=3,,=8,,

in the case o1 four observers with dependence between all pairs of observers

In this situation, the dependence parameter § is restricted to be less than or equal to,

B.B.(1-B,)(1-B,)2, (11
B,(1-B,)Bs(1-B.)2, (12)
B.(1-Bo)(1-B4)B./2, (13)
(1-B)B.Bs(1-B.)/2, (14
(1-B)B(1-B)B./2, (15)
(1-B)(A-B)B,B.2, (16)
and (1-(1-B,)(1-B)(1-B,)(1-B,))6, (17

where 0 < B,, B,, B,, B, <.5. Consider value (17) minus value (11).
6 x [(17)-(1D] = 1-(1-B(A B -B)A-By) - 3B,B.(1-B;)(1-By)
=1 = (1-B,-B,~B; -B,+B,B,+P, B, +B, B, +H.B,+B.B,+B,P, B, B.B; -B.B.B. B, BsB,
~B.B:B,+B:B.BsB.) — 3(ByB.~B:BB(L B
=By Byt By + By BBy - BBy — BiBy — BBy ~ BBy — BsB, + BiBaBs
+ BiB.B, + BiBsB, + BBsBy — PiB.BsBs — 3B:B: + 3B,B.B; + 3PP,
= 3B,B.BsB,
At this point two separate cases will be considered. First for the case 0 < B, < .25.
6 x [A7)~(11)] =By - 4BB. + B — BB; —~ BBy + By — BiBs — BsB, + By - BiB,
+ 43,B.B, + 4B,B.B; + BiBiB, + B.PsBs — 4B:B:B1B,
= By(- 4By + B.(1-B;5-By) + Bs(1-B,-B,) + B -B,) + 4B,B.B, + B;Bs:B,
+ B.BsB, + 4B,B.Py(1-By)

All terms above are non-negative, thus, (17) minus (11) is a non-negative value. So for the case
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0 £ B, < .25, (11) is a more strict restriction. Now consider the second case, .23 < 3, < .5.

6 x [(17)-(1D] =B, - 2B,B, + B, - 2B:B, + By - BBy ~ BsB, + By — BiBs - BB, - BiBs
+4B,B,B; + 4B,B.B, + B,B:B, + B.BB, - 4B.B.BsB,
= B,(1 -2B,) + B,(1-2B,) + By(1-B,-By) + By(1-B, -B,) + 4B,B.B, - B\B,
+4B,B.B, - 4B:B.BsB, + BB:B, + B.B,B,
= B,(1-2B,) + Bo(1-2B,) + By(1-B,~B,) + B.(1-B,-B,) + B.B;(4B,-1)
+ 403,B.8,(1-B,) + B,B,B, + B.B:B,
All terms are non-negitive. So, when .25 < B, < .3, (11) is a more strict restriction than (17).
Because the other restr.ctions are of the same form, the same argument can be used to show that
restritions (12), (13), (14), (15), and (16) are more strict than restriction (17). Therefore, the
maximum value for the dependence parameter in this case is determined by restricting,
3 < BB, (1 -By)(1 -Bu)2,
8 < B,(1-B)B,(1-B.)/2,
8 < B,(1-B.)(1 -B,)B./2,
& < (1-B)B,B(1 -B.)/2,
8 < (1-B)B,(1-B,)B,/2,

and & < (1-B,)(1-B.)B;B./2.



