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ABSTRACT 

Latent class t1odelling is one method used in the evaluation of diagnostic tests when 

there is no gold standard test that is perfectly accurate. The technique determines maximum 

likelihood estimates of the prevalence of a disease or a condition and the error rates of 

diagnostic tests or ob;ervers. This study reports the effect of departures from the latent class 

model assumption of independent misclassifications between observers or tests conditional on 

the true state of the i1dividual being tested. It is found that estimates become biased in the 

presence of dependen::e. Most commonly the prevalence of the disease is overestimated when 

the true preHlence is at less than 50% and the error rates of dependent observers are 

underestimated. If there are also independent observers in the group, their error rates are 

overestimated. The most dangerous scenario in which to use latent class methods in the 

evaluation of tests is when the true prevalence is low and the false positive rate is high. This 

is common to many :;creening situations. 
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1. INTRODUCTION 

In medicine and epidemiology it is common to classify individuals according to some 

characteristic of interest. Often these classifications are made into two categories such as, 

diseased or not diseased, symptomatic or not symptomatic, or exposed to some risk factor or not 

exposed. Classificaticns can also be made into more than two categories or levels. For example, 

an individual's disease status could be classified as none, mild, moderate, or severe. 

Classification!: can be done through a variety of tests or observations. Often the methods 

of classification are net perfect. In some instances new tests are compared to a gold standard test 

that is considered ermr free. This provides a method of determining the error rates in the new 

test. If the gold stand.lt"d test is truly error free then this is the ideal way of calculating test error 

rates. 

When there is no gold standard, error rates in classification methods are still of interest 

but cannot be determirted so easily. One common approach is to compare tests or observers to 

something that is not truly a gold standard. This approach leads to biased results [1]. For 

example, determining the error rates in diagnosis of junior clinicians by comparing them to a 

senior clinician ''ill g(:nerally lead to overestimation of the error rates if the senior clinician is not 

always 100% accurate. 

1 
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Latent class modelling techniques have been developed for dichotomous classifications 

without assuming a gold standard [1]. They provide maximum likelihood estimates of the error 

rates for each test or observer and the prevalence of the characteristic of interest. These models 

are called latent class models because the true classification of each individual remains unkno\\<n. 

Latent class methods have been used in a large variety of situations. For example, the estimation 

of the error rates for three colorectal cancer screening tests [2] and the evaluation of the accuracy 

of tests for tuberculosis [3] have made use of these methods. 

Walter and Irwig [1] provide an extensive review of data analysis using latent class 

models. A variety of :;ituations are considered, each characterized by the number of populations 

or subgroups in the dHa and the number of observations made on each individual. When there 

is only one population. it is necessary to impose constraints on the data if there are less than three 

observers. 

As with most statistical models, latent class models rely on some assumptions. One 

assumption is that misclassifications are independent between individuals or subjects. A second 

more dubious assumption is that misclassifications are independent between observers conditional 

on the true state of the individual. This second assumption may not hold in many situations. 

Consider a classification that dichotomizes a continuous characteristic. Individuals close to the 

cut off are likely to be misclassified in the same way by clinicians, especially if the clinicians 

received similar trainilg. As this example shows, the association of errors between observers is 

likely to be positive, bat is, observers or tests tend to make the same errors when classifying the 

same individuals. 
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Walter and lrwig discuss some methods that have been developed to handle conditional 

dependence of errors between observers. However, they point out that little work has been done 

on the effect this dependence has on the resulting estimates if uncontrolled. Vacek [ 4] has done 

some analytic work in the case of two populations and two observers. The estimators for this 

situation were analytic lily derived by Hui and Walter [3]. Vacek showed that the error rates can 

be underestimated if the errors are conditionally dependent and that the prevalence can be biased 

in either direction. 

This paper extends the previous work by reporting the effect that a violation of the 

assumption of independent observer errors has on estimates obtained from latent class modelling. 

Only the more likely c.tse of violation by a positive association is considered. This project is also 

restricted to situations involving one population with three or four observers, where all observers 

observe all individuals. Vacek's method of parameterization of the dependence of errors behveen 

observers is adapted. Computer simulations are used to determine the results. The methods used 

in this project are de!cribed in Chapter 2. Chapter 3 contains the results. The conclusions, 

applications, and opportunities for further research are discussed in Chapter 4. 



2. METHODS 

2.1 Terminology and Notation 

For the remainder of this report the characteristic of interest will be referred to as disease, 

and the methods of classification \viii be referred to as multiple observers. It should be noted that 

this is done only to maintain simple and consistent terminology and should not be considered to 

limit the applications of the methods in any way. For example, disease could be replaced by 

symptom, exposure, or condition and multiple obserYers could be replaced by multiple screening 

tests or multiple diagt1ostic tests. The notation developed here will closely follow that presented 

by Walter and Irwig [ 1]. 

The true prev.llence of the disease will be represented by e. The false negative rate for 

the ith observer \viii be J3i. This is the probability that the ith observer classifies an individual who 

is truly positive for the disease as not having the disease. The probability that the ith observer 

classifies an individu;ll who truly does not have the disease as having the disease is the false 

positive rate and will be given by a.i. 

Other common terms used when assessing the accuracy of observers are sensitivity and 

specificity. Sensitivity is the probability of correctly classifying a truly positive individual and 

specificity is the pr<J babilit)· of correctly classifying a truly negative individual. Thus, the 

4 
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sensitivity and specificity of the ith observer are the complements of the false negative rate and 

the false positive rate <md are given by 1-f3; and 1-a.;, respectively. 

If there are r ohservers classifying each individual then there are 2r possible combinations 

of classifications for e~.ch individual. These combinations of classifications "ill be referred to as 

outcome categories. For example, when there are three observers there are 23 = 8 outcome 

categories which can be 1epresented by: ---, --+, -+-, -++, +--, +-+, ++-, +++. The first outcome 

category is classification as negative for the disease by all three observers. The second category 

is classification as negative by the first and second observer and as positive by the third observer. 

All other categories can be interpreted similarly. 

More formally, the classification by the ith observer will be represented by the random 

variable X; where 

X; = 0 if the classification is negative, 

= 1 if the classification is positive. 

The true disease status of the individual will be represented by Y where 

Y = 0 if the individual is negative, 

= 1 if the individual is positive. 

The number of outcome categories determines the number of statistical degrees of 

freedom, df, available for estimation. For a fixed number of individuals there are 2r-1 df Thus 

in the three observer case there are 8 -1 =7 df and for four observers there are 16 -1 = 15 df When 

there are three observers, there are seven parameters to estimate: prevalence, three false negative 
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rates, and three false positive rates. When there are fewer than three observers, there are more 

parameters than degre~s of freedom. It is then necessary to impose constraints on the data to 

permit estimation of the parameters. When there are greater than three observers, there are more 

degrees of freedom than parameters, leaving all parameters estimable with excess degrees of 

freedom available for :~oodness of fit testing. In the four observer case there are nine parameters 

to estimate: prevalen<e, four false negative rates, and four false positive rates. Therefore, there 

are 15 -9=6 df available for goodness of fit testing. 

2.2 Probabilities and Likelihoods 

Probabilities and likelihoods will be sho"Wn for the three observer case. Extensions to 

more observers are str<lightforward. The probability of an individual being in a particular outcome 

category can be calculated conditional on the true disease status of the individual. For example, 

the probability that an individual who does not have the disease is classified as negative by all 

three observers is the ~roduct of the observers' specificities, 

Pr( ---1 -) = Pr(X1=0, X2=0, X3=0 I Y=O) 

= (1-cx.l)(l -cx.2)(1-cx.3). 

Tills formula holds under the assumption that errors in classification are independent between 

observers. There are~: x 8 = 16 such independent conditional probabilities in the three observer 

case. 
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By the total law of probability [6], the unconditional probability of an individual being 

classified as negative by all three observers is 

Pr( ---'y= Pr(individual is positive) Pr( --- 1 +) + Pr(individual is negative) Pr( ---1 -) 

There are eight such unconditional probabilities in the three observer case as shown below. 

Outcome Probability 
Category 

--- 8f31f32f33 + (l-8)(1-a.l)(l-a.2)(1-a.3) 

--+ 8f31f32(1-f33) + (l-8)(1-a.l)(l-a.2)a.3 

-+- epl (l-f3Jf33 + (I-B)( 1 -a. ~ )a.zC 1 -a.}) 

-++ 8f31(1-f32)(1-f33) + (1-8)(1-a.1)a.:a.3 

+- - 8(l-f3I)f3zf33 + ( l-8)a.I(l-a.2)(1-a.3) 

+-+ 8(1-f31)f32(1-f33) + ( 1-8)a. l( l-a.~)a.3 

++- 8(1-f31)(1-f32)f33 -'- (l-8)a. 1 a.z{1-~) 

+++ 8(1-f31)(1-f32)( 1- f33) + (1-8)a.Ja.:a.3 



Thus, the probability cf any individual being classified as (X,=x,, X2=x2, X3=x3) is 

0 3 

Pr(xl, X", "3) = e II ~i :-x, ( 1-~i.} x, + ( 1-6} II «/' ( 1-«.:.) >:<, 
~=: i=l 

In general, for r observers and N individuals where N(x) are classified as the vector 

x=(x1, ~ , ... , ~) such 1hat L N(z) = N , the joint probability mass function when interpreted 
Jl. 

as a function of the parameters, 9, a. 1, a.2, ... , a." 13" 132, •.• , 13r becomes the likelihood function, 

L = II [ e ii ~i :-:<, ( 1-~i} x, + ( 1-6) ii «/' ( 1-«J 1-x, rx) 
X i=~ i=l 

Taking the logarithm of this equation for a given data set gives the log likelihood which must be 

numerically maximizei to obtain maximum likelihood estimates of the parameters. Recall that 

all parameters are not estimable for r < 3. 

A computer I'rogram created by S. Walter called Latent [7] performs the numerical 

maximization for thret: to five observers. The program allows the application of these methods 

to appropriate data set; in order to obtain prevalence and error rate estimates. The program also 

produces large sample theory estimates of standard errors for the parameter estimates by using 

the inverse of the expncted Fisher information matrix to estimate the variance-covariance matrix 

for the parameters. 
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2.3 Development cf dependence parameters 

The conditional dependence of errors in classification between observers will be quantified 

as positive terms to be added to or subtracted from the independent conditional probabilities. This 

follows the approach 11sed by Vacek [2] where the probability that two observers classify an 

individual as positive when the individual is truly positive is equal to the product of the observers' 

sensitivities plus the dc~pendence term for a truly positive individual, &. That is, 

Pr(++ I+) = (l-J31)(1-J31) + o. 

The probability of the 1wo observers disagreeing is reduced by the dependence. For example, the 

probability of observer 1 classifying a positive individual correctly while observer 2 misclassifies 

the individual is 

Since the dependence parameters represent conditional dependence there must be separate 

terms for true positive individuals and true negative individuals. Consider only pairwise or two

way dependence terms The dependence between observers i and j will be represented by &ii for 

truly positive individuals and by Eii for truly negative individuals. As mentioned earlier, only 

positive association between observers will be considered, therefore, oii ~ 0 and E;i ~ 0, for all 

i= 1 ,2, ... r and j= 1 ,2, ... r, i;t:j. Thus, the independent unconditional probabilities sho'"ll in the last 

section for three obsen·ers can be re\\<ntten to incorporate dependence between pairs of observers 

as shown below. 
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Outcome Probability 

I Category 

--- e lf31f3zf33+o1z+o13+oz31 + o-e)[(l-a.1)(I-~)(I-~)+s12+e13+sz31 

--+ 9[(31f3z(l-(33)+o12 -513 -on) + (l-8)[(1-a.1)(1-a.z~+s1z -s13 -s:31 

-+- 9[(31(l-f3z)f33 -on+o13 -Oz31 + (l-9)[(1-a.1)a.z(l-a.3)-slz+e13 -sz3l 

-++ e [(31(1 -(32)(1-(33)-012 -013 +523] + (l-9)[(1-a.1)a.2a.3 -s12 -sl3 +e23] 

+-- € [(1-(31)(32(33 -on -o13+0z31 + (l-8)[a.1(l-a.z)(l-a.3)-s12 -s!3+e:31 

+-+ E [(l-(31)(3z{l-(33)-o12+ol3 -oz31 + (l-9)[a.1(l-a.z)a.3 -s12+sn -sz31 

++- E'[(l -(31)0-f3z)f33+o12 -513 -Oz31 + ( l-9)[a.1a.z(l -~)+e:2 -s13 -s:31 

+++ 9[(1-f31)(l-f3z)(l-f33)+o12 +513 +oz3l + (l-9)[a.1a.2~ +eiz+e:J +s:3l 

These dependence terms add to the independent probability of a certain classification \vhen two 

dependent observers agree and subtract from the probability when two dependent observers 

disagree. Consider 1he first outcome category where all three obseryers agree that the 

classification is negatiYe. There are three terms added to the conditional probability when the 

individual is truly pos1 tive. The terms are added because observers 1 and 2 agree, observers 1 

and 3 agree, and obsen-ers 2 and 3 agree giving (31(32(33+& 12+013+523 as the dependent conditional 

probability. There are also three terms added to the conditional probability of a correct 

classification by all thl'ee observers when the individual is truly negative. Again. this is because 



all pairs of observers agree. The probability given the individual is truly negative becomes 

(l-a.1)(1-a.2)(1-a.3)+s12+s13~3· 
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A more formal interpretation of these parameters will now be discussed. Note s1x 

restrictions on the probabilities for a true positive case: 

Pr(---1 +) + Pr(--+1 +) + Pr(-+-1 +) + Pr(-++1 +) = ~1 

Pr(+--1 +) + Pr(+-+ I+)+ Pr(++-1 +) + Pr(+++ I+)= 1-~ 1 

Pr(---1 +) + Pr(--+ I+)+ Pr(+--1 +) + Pr(+-+ I+)= ~z 

Pr( -+- I +) + Pr( -++ I +) + Pr( ++-I +) + Pr( +++ I +) = 1-~z 

Pr(---1 +) + Pr(-+-1 +) + Pr(+--1 +) + Pr(++-1 +) = ~3 

Pr(---t I+)+ Pr( -++I+)+ Pr(+-+ I+)+ Pr(+++ I+)= 1-~3 

The first restriction is arrived at by summing the probabilities over the possible outcomes for 

observers 2 and 3 whik holding observer l's outcome constant at negative. This is the probability 

that observer 1 classifi<:s a truly positive individual as negative, that is, observer l's false negative 

rate, ~1 . All other restrictions can be explained similarly. Depdendence terms should be 

developed in such a wily that these restrictions remain true in the presence of dependence. 

Now recall th<: random variables X1, Xz, X3, and Y that take on the values 0 or 1 to 

represent an observer'! classification and the true classification as negative or positive. When 

dependence is present, 



E(X1 I Y=l) = (l)Pr(X1=ll Y=l) + (O)Pr(X1=0 I Y=l) 

= Pr(X1=li Y=l) 

= Pr(+--1 +) + Pr(+-+ I+)+ Pr(++-1 +) + Pr(+++ i +) 

= (1-131)13~133 -<>12 -<>13 +o23 + (l-131)13zCl-133) -<>12 +on -<>"3 

12 

+ (l-13t)(l-13z)l33+ol"-ol3 -o~3 + (1-131)(1-132)(1-133)+o12+ol3+oz3 

= (l-131)[13zl33 + 13z(l-133) + (1 -13z)l33 + (l-13z)(l-133)] 

= 1-131 

This shmvs that the adc.ition of the dependence terms into the probability equations does not affect 

the previously mentioned restrictions. All other restrictions can be similarly verified. For 

example, it can be shov.n that, 

Now, 

So, 

Thus, 

E(X1 i Y=l) = 1-132 . 

E(X1X2 i Y=I: = Pr(X1=l,X2=ll Y=l) 

= Pr(++-1 +) + Pr(+++ I+) 

= (l-131)(l-13z)l33+o12 -o13 -o:} + 0-13~)0-13z)0-133)+01z+ol3+oz3 

= (1-131)(1-132) + 2012. 

Cov(X 1,X2 i Y=I:1 = E(X1X2 i Y=l) - E(X11 Y=l)E(X2 ! Y=l) 

= (1-131)(1 -13z) + 2512 - (l-131)(1-13~) 

&1 ! = 112 Cov(X1,X2 ! Y=1). 

The dependence parameter o12 is one half of the conditional covariance between the classifications 
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of observers 1 and 2 given the truth is positive. Similarly, the dependence parameter c12 is one 

half of the conditional covariance between the classifications of observers 1 and 2 given the truth 

is negative. The other dependence parameters can also be shown to be equal to one half of their 

corresponding conditional covariances in the three observer case. 

In the four ohserver case there are eight restrictions. Similar calculations show that 

012 = 114 Cov(X1,X2 I Y=l) and that the other pairwise dependence parameters can be shown to 

equal one quarter of their corresponding conditional covariances. 

Although this project concentrates on three and four observers, only the pairwise or two

way dependence term1: will be considered. These terms have an intuitive interpretation and can 

be expressed in terms of covariances. It is difficult to rationalize the existence of any higher 

order dependence tenns in this context. For example, a three-way dependence term would 

represent how the dependence between two observers is affected by the classification given by 

a third observer. It is unlikely that such a dependence would occur in a practical situation ·where 

all observers are classifying individuals physically removed from and without communications 

with the other observ~:rs. 

2.4 Bounds on Dt:pendence Parameter Values 

Dependence parameters are defmed in terms of probability, therefore. they have an upper 

bound. All conditionlll probabilities must be between 0 and 1. Thus, for a given set of parameter 
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values each dependence parameter has a maximum possible value. It is necessary to calculate 

these maximum value1: prior to simulation. The simulations will involve cases v.-ith dependence 

between one pair of observers and cases with dependence between all pairs of observers. Details 

of the simulations will be discussed in the next two sections. The maxima for the dependence 

parameter values will be determined for four separate cases: 

i) Dependence between observers 1 and 2 for three observers, 

ii) Equal dependence between all pairs of observers for three observers, 

iii) Dependence between observers 1 and 2 for four observers, 

iv) Equal dependence between all pairs of observers for four observers. 

In general, it is necess :rry that the sum of the false positive rate and the false negative rate for the 

ith observer is less than one, that is, a.i + pi < 1, for the ith observer to be useful. This work will 

make the further restnction that each of the error rates is at most .5. Thus, only observers ~ith 

reasonable error rates will be considered. This bound on the error rates ''ill be used in the 

following determinations of dependence maxima. 

Starting '"ith ;:ase i), the dependence is between observers 1 and 2 ''ith respect to false 

negative rate, thus, we are considering true positive individuals. The restrictions on the 

conditional probabilities and the resulting restrictions on the dependence parameters follow. 
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Outcome Restrictions on Conditional Restrictions on 
Category Probability Dependence Parameter 

--- J31J3~J33 + 012 :::; 1 012 :::; 1 - J31J3::J33 

--+ J31J3z(1-J33) + 012 :::; 1 012 :::; 1 - J31J32(1-J33) 

-+- J31(1-J32)J33 - 012 ?: 0 012 :5 J31(l-J3z)J33 

-++ J31(1-J32)(1-J33) - 012 ?: 0 012 :5 J31(l-J3z)(l-J33) 

+-- (1 -J3I)J3zJ33 - 012 ?: 0 012 :5 ( 1 -J3I )J3zJ33 

+-+ (l-J31)J3z(l-J33) - 012 ?: 0 012 :5 ( l-J31)J3z( l-J33) 

++- I (l-J3t)(l-J3z)J33 + 012:::; 1 012 :5 1 - ( 1 -J31)(1-J32)J33 

I 
012 :5 1 - (l-J31)(1-J32)(1-J33) +++ / (l-J31)(1-J32)(l-J33) + 012 :5 1 

Recalling that all error rates are at most .5 the most strict restrictions can be determined. Note 

that the first two and the second to last conditions are not as strict as the last. That is, 

Similarly, 

1 - J31J3::J33 ?: 1 - ( 1 -J31)(1-J3::)( l-J33), 

1 - J3IJ3::(1-J33) ?: 1 - (1-J3I)(l-J3z)(l-J33), and 

1 - (1-J31)(1-J32)J33 ?: 1 - (1-J31)(1-J32)(1-J33). 

The three restrictions 1 eft are 

(1) 

(2) 

(3) 
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It is sho\vn in Appendix A that condition (1) and (2) are more strict than condition (3). 

Therefore, determining the maximum value for o12 for any error rate and prevalence setting is 

done by restricting 

512 ~ 131(1-132)133 and ol2 ~ (1-131)132133· 

This means that for any given setting of error rate values, the maximum for 012 is determined by 

the minimum value given by the above two conditions. It can similarly be shown that the 

maximum value of 812 must be determined by restricting 

8 12 ~ a. 1(1-o.z~ and 8 12 ~ (1-a.1)a.2a.3. 

For case ii) there is dependence between all pairs of observers "ith a total of three 

observers. The same procedure can be followed to determine the maximum value for the 

dependence parameten;. In these simulations the dependence values \\ill be set equal for all pairs. 

that is, 012=813=023=& In addition, all observers' false negative rates will be equal and all 

observers' false positive rates \\.ill be equal. The individual parameters will be retained in the 

calculations that follow to preserve the general case. Only a special case of dependence between 

all pairs of observers is being considered in this study. The restrictions on the conditional 

probabilities and the n:sulting restrictions on the dependence parameters are shO\\.n below. Again 

we will consider depe:1dence with respect to false negative rates. 
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Outcome Restrictions on Conditional Restrictions on Dependence 
Category Probability Parameter 

--- 131132133 + 35 s; 1 0 s; (1-131132133)/3 

--+ 13113il-133) - 0 ~ 0 0 s; 13113i1-133) 

-+- 131(1-132)133 - 0 ~ 0 0 s; 131 ( 1 -132)133 

-++ 131 ( 1 -132)( 1 -133) - 0 ~ 0 0 s; 131(l-13z)(l-J33) 

+-- (1 -131)132133 - 0 ~ 0 0 s; (l-131)13zl33 

+-+ (1-131)132(1-133) - 0 ~ 0 0 s; (1-131)132(1 -133) 

++- (1-131)(1-132)133 - 0 ~ 0 0 s; (1 -131 )( 1 -13z)l33 

+++ 1 (l-131)(1-13:)(1-J33) + 35 s; 1 & ::; ( 1-( 1-131 )( 1-132)( 1-133) )/3 

It can immediately be seen that the first restriction is not as strict as the last. In addition, the 

fourth restriction is no1 as strict as the second or third, and that the sixth and seyenth restrictions 

are not as strict as the fifth. The four remaining restrictions are 

0 s; 131132( 1 -133), 

0 s; 131 ( 1 -132)133, 

(4) 

(5) 

(6) 

(7) 

Appendix A gives the proof that restrictions (4), (5), and (6) are more strict than restriction (7). 

Therefore, the maximtm value of o is determined by restricting 

Similarly, the maximum value of e=e12=e13=e23 is determined by restricting 
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The four obserYer cases will now be discussed. Consider dependence between observers 

1 and 2, case iii). Tl.e restrictions on the probabilities and the resulting restrictions on the 

dependence values are given below for the case of dependence with respect to false negative rate. 

Outcome Restrictions on Conditional Restrictions on Dependence 
Category Probability Parameter 

---- 131132133134 + 012 ~ 1 012 ~ 1-13113213313~ 

---+ 131132133(1-134) + 012 ~ 1 012 ~ 1-131132133(1-134) 

--+- 13113il-133)134 + 012 ~ 1 012 ~ 1-131132(1-133)134 

--++ 13113i1-133)(1-134) + 012 ~ 1 012 ~ 1 -13113il-133)(1-134) 

-+-- 131(1-132)13313~ - 012 2 0 012 ~ 1310-13:)133134 

-+-+ 131(1-132)133(1-134) - 012 2 0 012 ~ 1310-13:)133(1-13j) 

-++- 131(1-132)(1-133)134 - 012 2 0 012 ~ 131 ( 1 -13:)(1 -J33)J3 j 

-+++ 131 ( 1 -132)( 1 -133)( 1 -13 4) - 012 2 0 812 ~ 131(1-13:)(1-133)(1-13J 

+--- (1-1~1)132133134 - 012 2 0 012 ~ (1-131)13:13313~ 

+--+ (1-J~1)13zl33(1-134) - 012 2 0 012 ~ (1-131)13:133(1-134) 

+-+- (l-J~1)J32(1-J33)J34 - 012 2 0 012 ~ (1-J31)f3:0-133)J3j 

+-++ (1-j31)13il-J33)(1-J34) - 012 2 0 012 ~ (1-131)f3:(1-133)(1-f3~) 

++-- ( 1-j31)(1-J32)133J34 + 012 ~ 1 012 ~ l-(l-131)(1-f3:)f33J34 

++-+ (l-131)(1-13z)l33(1-134) + 012 ~ 1 012 ~ 1-(1-131)(1-13:)133( 1-J34) 

+++- (l-J31)(1-13z)(1-133)134 + On ~ 1 012 ~ 1-(1-131)(1-13:)0-133)13~ 

++++ (1-J31)(1-J3z)(1-f33)(1-J34) + 012 ~ 1 012 ~ 1-(l-J31)(1-f32)(1-J33)(1-J34) 



19 

Of all the dependence parameter restrictions beginning with "1-" the last is the most strict since 

all error rates are at most 0.5. The sixth, seventh, and eighth restrictions are less strict than the 

fifth and the tenth, eleventh, and twelfth are less strict than the ninth. Hence, the most strict 

restrictions are 

ou $; P10-Pz)P3P4, 

012 $; (1-P1)PzP3P4 

012 $; 1-(1-P1)(1-P2)(1-P3)(1-P~) 

(8) 

(9) 

(10) 

It is shown in Appendix A that conditions (8) and (9) are more strict than condition (10). Thus, 

the restrictions of 

012 $; P10-Pz)P3P~ and o1z $; (1-P1>PzP3P4 

are used to determinu the maximum possible value of 012 in the four observer case with 

dependence between observers 1 and 2 only. It can similarly be shown that the restrictions 

812 $; a.1{1-a.z)a.3a.~ and 812 $; (1-a.t)a.:a.Ja.~ 

determine the maximum possible value for 8 12 with dependence between obserYers 1 and 2 only 

with respect to false P')sitive rate. 

The last case to be discussed here, case iv), involves four observers \vith all pairwise 

dependence terms pre~•ent. All dependence terms "'-ill be set equal, 012=0 13=8 14=023=024=034=0. 

Again, as in the three observer case, all false negative rates are equal and all false positive rates 

are equal. The probability and dependence term restrictions for this case are given below for the 

case of dependence w1 th respect to false negative rate. 
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Outcome Rt:strictions on Conditional Restrictions on Dependence 
Category Probability Parameter 

---- PIP~P: f34 + 68 :::; 1 0 :::; (1-f3If3zf33f34)/6 

---+ o :::; f3 p2f3il-f3J + oo :::; 1 No restriction 

--+- o :::; p f3il-f33)f34 + oo :::; 1 No restriction 

--++ f3If3z(l -f33)(1-f34) - 28 ~ 0 0 :::; (f31f32(1-f33)( 1-f34))/2 

-+-- o :::; P~O-f32)f33f34 + oo :::; 1 No restriction 

-+-+ f31(1-f32)f33(1-f34)- 28 ~ 0 0 :::; (f31 (1-f32)f33 ( 1 -p 4) )/2 

-++- PI ( 1-f32)( 1 -f33)f3 4 - 28 ~ 0 0 :::; (f31 ( 1 -f32)(1-f33)f3 4)/2 

-+++ o :::; f3 1(1-f3J(l-f33)(1-f34) + oo :::; 1 No restriction 

+--- o :::; c. -P~)P~P3f34 + oo :::; 1 No restriction 

+--+ (1-f3l)f3~f33(1-f34) - 28 ~ 0 0 :::; ((1-f31)f32f33(1-f3J)i2 

+-+- (l-f3l)f32(1-f33)f34 - 28 ~ 0 0 :::; ((l-f3I)f3z(l-f33)f34)12 

+-++ o :::; ( t-f3~)f32(1-f33)(1-f34) + oo :::; 1 No restriction 

++-- (1-ll)(1-f32)f33f34 - 28 ~ 0 5 :::; ((1-f31)(1-f32)f33f34)/2 

++-+ 0 :::; ( L -f31)(1 -f32)f33(1-f3 4) + Oo :::; 1 No restriction 

+++- o :::; < t-f3~)(1-f32)(1-f33)f34 + oo :::; 1 No restriction 

++++ (1 -p )(1 -f32)( 1 -f33)( 1 -p 4) + 68 :::; 1 5 :::; (l-(1-f31)(1-f32)(1-f33)(1-f34))/6 

The first restriction is less strict than the last restriction. All of the remaining restricitons are of 

equivalent form. It is !:hown in Appendix A that the last restriction is not as strict as these others. 

Thus, in this case the maximum for 5 is determined by restricting 



0 ~ J31J3z(l-J33)(1-J3~)/2, 

0 ~ J31(1-J32)J33(1-J3~)/2, 

0 ~ J31(1-J3J(l-J33)J3/2, 

0 ~ (l-J31)J32J33(1-J34)/2, 

0 ~ (l-J31)J3il-J33)J3/2, 

and o ~ (l-J31)(1-J32)J33J3/2. 

It can be sho'"n that the restrictions on e are 

e ~ a.1cx.z(l-J33)(1-a.~)/2, 

e ~ a.1 (1-a.2)a.3(1-a.~)/2, 

e ~ a.1 (1-cx.z)(l-~)a./2, 

e ~ (l-a.1)<X.z~(l-a.4)/2, 

e ~ (l-a. 1 )a.2(1-~)a./2, 

and e ~ (1 -a.1)(1 ~)a.3a.)2. 
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In the simulatil)ns the dependence values will be expressed in terms of the proportion of 

the maximum possible value. This value will be determined by the most strict condition for each 

case. To obtain varying degrees of dependence, the parameters will be set at: no dependence, 

one half of maximum dependence, and full dependence. 
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2.5 Simulation Procedure 

Simulations wt:re run on a 486DX computer \•;ith 4 MBytes of memory and a 220 MByte 

hard drive using programs written in Borland Pascal, version 7.0, from Borland International, Inc. 

The values for preval,mce and observer error rates along with dependence structure and the 

number of individuals in the population are input to the simulation program. The program 

calculates the probability of an individual being in each outcome category using the formulae 

previously given in Sec:tion 2.3. Individuals are assigned a random number between zero and one 

which is then used to classify them into the various outcome categories with the proper 

probabilities. This giv·~s frequencies of individuals in each outcome category that are entered into 

the regular program, Latent. The Latent program was translated to Borland Pascal from Fortran 

for the purpose of this project. The latent estimates are obtained under the standard assumption 

of independence of errors between observers. 

For any parameter setting many simulations are run. Each simulation creates a population 

distributed in the outcome categories. The mean of the estimates for each parameter over all 

simulations is produc1~d. These means are then compared to the originally set parameters to 

determine the effect th1t a particular dependence structure has on the latent estimates. In addition, 

the true standard devi~.tion of the estimates is produced to permit comparison to the large sample 

theory estimate of standard error given by the Latent program. 
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2.6 Outcome Summaries 

The comparison of estimated parameters and the true parameters involves looking at the 

percent bias in the esti111ates. A 20% bias is used as a clinically significant bias in the results. 

Sample size, meaning the number of simulations, is calculated based on this clinically important 

amount. Details of th<;se calculations will be discussed in the next section. Tables included in 

this report display the mean of the parameter estimates for each parameter setting and dependence 

structure used. Grapru of the means are also included to aid in identifying trends. The graphs 

show the mean of the e:;timates versus dependence for each combination of true prevalence values 

and error rates. 

In the cases of four observers, there are enough degrees of freedom to permit goodness 

of fit testing. The means of the x~ values for the simulations are included in the tables. In 

addition, an estimate cf power is included. This estimate is calculated as the proportion of x: 

values that are above the critical value at the 5% significance level of X,1 
05 6 = 12.59. As a result. 

an estimate of the pcwer of the test to detect a departure from the model assumptions of 

dependence between observers is obtained. It is expected that at no dependence the value for the 

power estimate '"ill be .05. 

The true standard deviation of the simulated estimates is compared \'tith the estimated 

standard error from l<oc-ge sample theory. The standard error was estimated from the Latent 

program using expect~d frequencies as input. The ratio of standard error to standard deviation 

will be used as an outeome summary for this comparison. 
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2. 7 Selection of P uameter Values 

Parameters that must be set for the simulations include: disease prevalence, 8; false 

negative rates for all o Jservers, 131,132, ... ,(3,., where r is the number of observers: false positive rates 

for all observers, a.1,ct2, ... ,a.r; and all dependence parameters, O;i and e,i, for i=l,2, ... ,r and 

j=l,2, ... ,r and i;::j. In addition, the number of individuals in the population, N, must be set as well 

as the number of simulations, n, for each parameter setting. Explanations of how these values 

are chosen or calculattxl follows. 

Prevalence 

In order to ob;ain an appropriate range of prevalence values, the prevalence is set at .05, 

.15, and .40. This will be considered low, medium, and high prevalence. Prevalence need not 

be set at values over .5 due to the symmetry involved in the problem. For example, in a given 

population the preval~:nce of condition A is .6 and the false positive rate for observer l is .1 and 

the false negative rate for observer 1 is .15. If an individual does not have condition A then they 

have condition A", A complement. Thus, the same scenario could be reworked by reporting the 

prevalence of condition A" as .4 and the false positive rate for observer 1 is .15 while the false 

negative rate for observer 1 is .1. 

Error rates 

Error rates are typically set at .1 and .25. Combinations include representation of 

situations where all observers are equally accurate in their classifications and situations where one 

or two observers stand out as particularly accurate or inaccurate. 
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Population size 

The population size is set at 2000 for simulations with three observers and at 4000 for 

simulations with four o i>servers. These numbers are chosen to generally avoid outcome category 

frequencies of less thar. 5 in most simulations. 

Number of simulations 

The number of simulations needed for each combination of the above parameter values 

is determined using sta11dard sample size calculations. For any parameter, a clinically significant 

amount of bias in the mean of the estimates is 20%. It is desired to show, at the 5% significance 

level with 80% power, a clinically significant difference between the mean of the estimates and 

the true parameter if the difference truly exists. Consider e to be a general parameter of interest. 

60 is the true value and 61 is the clinically significant result of interest. Large sample theory 

permits the use of the formula, 

where zw2 = 1.96 and ~ = 0.84 (8]. cr is estimated by the large sample theory estimate of the 

standard error given by the Latent program under the expected frequencies for the given parameter 

setting. For any partie 1lar parameter setting the number of simulations will be determined by the 

single parameter that requires the largest sample size. All sample sizes will be at least 30. 
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2.8 Simulations Rtllls 

Although a fa<:torial design could be implemented here, it was decided to design the 

simulations using a mc,re basic "one factor at a time" approach. This approach was adopted for 

ease of understanding 2nd explaining results and has been used in other work in this general area 

[9]. Various situations will be simulated. All situations will be repeated at all three prevalence 

levels. Specific input parameter settings for the situations considered are listed below. The first 

six runs are for differe:tt dependence structures in the three observer case. The last six runs are 

the corresponding situHtions in the four observer case. 
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Run 1. 

Observers: r = 3 

Population size: N=201)0 

Prevalence: 9=.05' .15, .40 

Error rates: 

Required number of sinulations: 

9=.05 9=.15 9=.40 

a.= .1 a.= .25 a.= .1 a.= .25 a.= .1 a.= .25 

f3 = .1 77 469 30 54 30 30 

f3 = .25 30 167 30 30 30 30 

Dependence: Dependence is between observers 1 and 2 with respect to false positive rate, at 

zero, one half, and maximum. All other dependencies are 0. 

9=.05, 9=.15, 9=.40 

a.= .1 a.= .25 

f3 = .1 612= 0 61z= 0 

612= .0045 612= .0234375 

612= .009 612= .046875 

f3 = .25 612= 0 612= 0 

612= .0045 612= .0234375 

612= .009 612= .046875 
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Observers: r = 3 

Population size: N=2000 

Prevalence: 8=.05, .15, .40 

Error rates: 13 = ~~ = 13: = 133 = .1, .25 and a.= a.1 = a.2 = a.3 = .l, .25 

Required number of simulations: 

8=.05 8=.15 8=.40 

a.= .1 a.= .25 a.=.l a= .25 a= .1 a.= .25 

13 = .1 77 469 30 54 30 30 

13 = .2:1 30 167 30 30 30 30 

Dependence: Depe rtdence is between observers 1 and 2 \Vith respect to false negative rate. at 

zero, one half, and maximum. All other dependencies are 0. 

8=.05, 8=.15, 8=.40 

a= .1 a= .25 

13=.1 012= 0 oJ 2= 0 

oJ:= .0045 812= .0045 

012= .009 812= .009 

13 = .25 ol2= 0 8J 2= 0 

812= .0234375 812= .0234375 

812= .046875 01:= .046875 
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Observers: r = 3 

Population size: N=20[)0 

Prevalence: e=.o5, .15, .40 

Error rates: P = P1 = P2 = P3 = .1, .25 and a.= a.1 = ~ = a.3 = .1, .25 

Required number of simulations: 

e=.o5 e=.15 e=.40 

a.= .1 a.= .25 a.= .1 a.= .25 a.= .1 a.= .25 

P=.I 77 469 30 54 30 30 

p = .2:i 30 167 30 30 30 30 

Dependence: Depe1dence is between observers 1 and 2 with respect to false positive and false 

negative rate, at zero, one half, and maximum. All other dependencies are 0. 

e=.os, e=.15, e=.40 

ex= .1 ex= .25 

p = .1 Biz= 1), 012= 0 e11= 0, 012= 0 

en= 0045, 01z= .0045 81:= .0234375, 01:= .0045 

en= 009, 01z= .009 81:= .046875, ol2= .009 

p = .25 Biz= '), 01:= 0 81:= 0, 01:= 0 

81:= 0045, 01:= .0234375 81:= .0234275, 01:= .0234375 

81:= 009, 01:= .046875 81:= .046875, ol2= .046875 
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Observers: r = 3 

Population size: N=2000 

Prevalence: 6=.05, .15, .40 

Error rates: 

Required number of simulations: 

6=.05 6=.15 6=.40 

131 = 13z = .L 133 = .25 and a.1 = a.2 = .l, ~ = .25 317 41 30 

Dependence: Dependence is between observers 1 and 2 with respect to false positive and false 

negative rate, at zero, one half, and maximum. All other dependencies are 0. 

9=.05. 9=.15, 9=.40 

s 12= 0, 812= 0 

131 = 13: = .1, 133 = .25 anda.1 = a.2 = .1, a.3 = .25 s 12= .01125, 012= .01125 

s 12= .0225, 012= .0225 
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Observers : r = 3 

Population size: N=2000 

Prevalence : 9=.05 , .15 , .40 

Error rates : 131 = 132 = .25 , 133 = .1 and a 1 = a 2 = .25 , ~ ~ .1 

Required number of simulations : 

9=.05 9=.15 9=.40 

131 = 13" = .25 , 133 = .1 and a 1 = a 2 = .25 , a 3 = .1 1756 174 30 

Dependence: Dependence is between observers 1 and 2 \\<ith respect to false positive and false 

negative rate, at zero, one half, and maximum. All other dependencies are 0. 

9=.05 , 9=.15 , 9=.40 

s 12= 0, &12= 0 

131 = 132 = .25 , 13) = .1 anda1 = a 2 = .25 , a 3 = .1 E1:!= .009375 , 01:!= .009375 

E12= .01875 , 012= .01875 
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Obse.rvers: r = 3 

Population size: N=2000 

Prevalence: 8=.05, .15, .40 

Error rates : f3 = f3 1 = f32 = f33 = .1, .25 and a = a 1 = a 2 = ~ = .1 , .25 

Required number of simulations: 

8=.05 8=.15 8=.40 

a= .1 a= .25 a= .1 a= .25 a= .1 a= .25 

f3=.1 77 469 30 54 30 30 

f3 = .25 30 167 30 30 30 30 

Dependence: Equal dependence between all pairs of observers w·ith respect to false positive 

and false negative rate, at zero, one half, and maximum . That is , e = e12 = e13 

8=.05 , 8=.15, 8=.40 

a= .1 a= .25 

f3 = .l e= 0, 8= 0 g= 0, 8= 0 

g= .0045 , 8= .0045 g= .0234375, 8= .0045 

g= .009,8= .009 e= .046875, 8= .009 

f3 = .25 e= 0, 8= 0 e= 0, 8= 0 

g= .0045, 8= .0234375 e= .0234275, 8= .0234375 

e= .009, 8= .046875 g= .046875 , 8= .046875 
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Observers: r = 4 

Population size: N=4000 

Prevalence: 8=.05 , .15 , .40 

Error rates : 13 = 131 = 132 = 133 = 134 = .l , .25 and a.= 0.1 = U2 =~=a.~ =.1, .25 

Required number of simulations: 

8=.05 8=.15 8=.40 

a.= .1 a.= .25 a.= .1 a.= .25 a.= .1 a.= .25 

13 = .1 30 55 30 30 30 30 

13 = .25 30 30 30 30 30 30 

Dependence: Dependence is between observers 1 and 2 \Vith respect to false positive rate, at 

zero, one half, and maximum . All other dependencies are 0 

8=.05 , 8=.15 , 8=.40 

a.=.l a.= .25 

13 = .1 clz= 0 e 1 ~= 0 

e ~ ~= .00045 e12= .005859375 

e ~~= .0009 e 1 ~= .01171875 

13 = .25 clz= 0 e 1 ~= 0 

e12= .00045 c12= .005859375 

c12= .0009 gl2= .01171875 
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Observers: r = 4 

Population size: N=4000 

Prevalence: 9=.05, .15, .40 

Error rates: 13 = 131 = 132 = 133 = 134 = .1, .25 and a.= a.1 = 0.2 = ~ = 0.4 = .1, .25 

Required number of simulations: 

9=.05 9=.15 9=.40 

a.= .1 a.= .25 a.= .1 a.= .25 a.= .1 a.= .25 

13 = .1 30 55 30 30 30 30 

13 = .25 30 30 30 30 30 30 

Dependence: Deper:dence is between observers 1 and 2 "ith respect to false negative rate, at 

zero, •me half, and maximum. All other dependencies are 0. 

9=.05, 9=.15, 9=.40 

a.=.l CL = .25 

13=.1 012= 0 012= 0 

Ou= .00045 012= .00045 

012= .0009 012= .0009 

13 = .25 012= 0 012= 0 

012= .005859375 012= .005859375 

012= .01171875 012= .01171875 
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Observers: r = 4 

Population size: N = 4000 

Prevalence: 6 = .o5, .15, .40 

Error rates: f3 = f3t = f32 = [33 = [34 =.1, .25 and a.= a.1 = a.2 = ~ = a.4 =.l, .25 

Required number of simulations: 

6=.05 6=.15 6=.40 

a.= .1 a.= .25 a.= .1 a.= .25 a.=.l a.= .25 

f3 = .1 30 55 30 30 30 30 

f3 = .2~ 30 30 30 30 30 30 

Dependence: Dependence is behveen observers 1 and 2 v.ith respect to false positive and false 

negatlve rate, at zero, one half, and maximum. All other dependencies are 0. 

6=.05, 6=.15, 6=.40 

a.= .1 a.= .25 

f3 = .1 812= 0, 812= 0 81~= 0, 512= 0 

812= .00045, 512= .00045 ~== .005859375, 012= .0045 

812= .0009, 01~= .0009 812= .01171875, 512= .009 

f3 = .25 812= 0, 012= 0 81:= 0, 01:= 0 

812= .00045, 01:= .005859375 812= .005859375, 012= .005859375 

812= .0009, 01:= .01171875 81:= .01171875, 01:= .01171875 
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Run 10. 

Observers: r = 4 

Population size: N = .:.ooo 

Prevalence: 9 = .o5, .15, .40 

Error rates: 

Required number of simulations: 

9=.05 9=.15 9=.40 

~1 = ~z = .1, ~3 = ~4 = .25 and a.1 = O.z = .1, a.3 = a.3 = .25 59 30 30 

Dependence: Dependence is between observers 1 and 2 \\-ith respect to false positive and false 

negalive rate, at zero, one half, and maximum. All other dependencies are 0. 

9=.05, 9=.15, 9=.40 

s 12= 0, o12= 0 

~1 = ~2 = .1, ~3 = ~t = .25 anda.1 = a.2 = .1, ~ = a.t = .25 &12= .0028125, 012= .0028125 

s 12= .005625, 012= .005625 
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Run 11. 

Observers: r = 4 

Population size: N = 4000 

Prevalence: e = .os, .1s, .40 

Error rates: 

Required number of simulations: 

e=.os e=.I5 e=.4o 

131 = 132 = .25, 133 == 134 = .1 and a.l = a.2 = .25, a.3 = a.4 = .1 59 30 30 

Dependence: Dependence is behveen observers 1 and 2 with respect to false positive and false 

negaLve rate, at zero, one half, and maximum. All other dependencies are 0. 

e=.os, e=.I5, e=Ao 

&12= 0, &12= 0 

131 = 132 = .25, 133 = 134 = .1 anda.1 = a.2 = .25, a.3 = a.4 = .1 &12= .0009375, &12= .0009375 

E 12= . 001875. 012= .001875 
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Run 12. 

Observers: r = 4 

Population size: N = 4000 

Prevalence: 8 = .05, .15, .40 

Error rates: 

Required number of simulations: 

8=.05 8=.15 8=.40 

a= .1 a= .25 a= .1 a= .25 a= .1 a= .25 

p = .1 30 55 30 30 30 30 

p = .25 30 30 30 30 30 30 

Dependence: Equal dependence between all pairs of observers with respect to false positive 

and false negative rate, at zero, one half, and maximum . That is , s = s 12 = s13 

8=.05 , 8=.15, 8=.40 

a= .1 a= .25 

P=.I s= 0, 8= 0 s= 0, 8= 0 

s= .00045, 8= .00045 s= .005859375 , 8= .00045 

s= .0009, 8= .0009 s= .01171875 , 8= .0009 

p = .25 s= 0, 8= 0 s= 0, 8= 0 

s= .00045 , 8= .005859375 s= .005859375, 8= .005859375 

s= .0009, 8= .01171875 s= .01171875 , 8= .01171875 



3. RESULTS 

3.1 Bias in Estimates 

Dependence bf:tween two observers means that the observers classify individuals in the 

same way more often than in the independent case. In particular, dependence v.ill increase the 

frequency of simultaneous classification errors. Through the maximum likelihood procedure the 

apparent probability that the misclassifications of two dependent observers are correct v.ill 

increase. This \Vill cause the error rates for the dependent observers to be underestimated. 

Since the pre,ralence will always be less than 50% there \Vill always be more truly 

negative than truly positive individuals in the simulated populations. This leads to the expectation 

that the false negative rate estimates \~ill be less precise and more susceptible to bias due to the 

smaller sample of posiive than negative individuals. These estimates will be more biased because 

the larger proportion of dependent errors being made on the truly negative individuals will 

overpower the smallet sample of truly positive individuals, thus the false negative rates \~ill be 

more biased. 

As discussed (:artier the mean of the estimates for a parameter will be considered seriously 

biased if it differs fNm the truth by more than 20%. In the tables to be discussed in the 

following sections, m1:ans biased by more than 20% are printed in bold. 
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The situations :;imulated were listed and described in Section 2.8. The results from these 

simulation runs will now be reported. The first six runs are for the three observer case while the 

next 6 runs are identieal situations with four observers. The discussion of the effects of the 

dependence on the esti:nates will be detailed for the three observer cases. The discussion for the 

four observer cases will centre mainly on the differences between the four observer and the 

corresponding three observer case. In simulations where all error rates are equal, FPR and FNR 

will be used to refer to the false positive rates ( a.1 = a.2 = ~) and the false negative rates (J31 = 

132 = J33), respectively. 

3.1.1 RUN l -Dependence between two observers with respect to false positive rate- Three 

Observer Case 

This run includes all combinations of 9, FPR, FNR with dependence between observers 

1 and 2 with respect to false positive rate only. Tables la, 1b and lc show the results for 

9 = .05, 9 = .15, and 0 = .40, respectively. Figures 1a to lg are graphs which display the trends 

in the mean of the estimates as the dependence increases for each prevalence value. 
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OBSERVATIONS 

Effect on prevalence estimates 

From the tables and Figure la, it can be seen that the dependence tends to produce a 

positive bias in the pre'ralence estimates. The most serious bias occurs when the true prevalence 

is low at .05 or .15 and the FPR is high at .25. For example, in Table la when the FNR = .1 and 

the FPR = .25 the mc:an of the prevalence estimates is at 11% at one half of maximum 

dependence and increa;es to 17% at full dependence when the true prevalence is 5%. There is 

no substantial bias in tte mean of the estimates of prevalence when the true prevalence is high. 

Effect on false negativ~ rate estimates 

False negative rates for the two dependent observers are very seriously underestimated 

even at one half of maximum dependence. There is an inverse effect on the third observer's false 

negative rate which is ;eriously overestimated. The effect is strongest for low prevalence values 

and high FPR. These trends are easily seen in Figures lb to ld. 

Effect on false positive rate estimates 

A bias is seen in the two dependent observers' false positive rates when the FPR is at .25. 

This underestimation c f the rates is seen at all prevalences but increases slightly as the prevalence 

decreases, see Figure 1e and lf. Figure lg shows an apparent inverse effect on the third 

observer's false positiye rate. This effect appears to be strongest for high prevalence values. 
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EXPLANATIONS 

The dependenl;e between observers 1 and 2 with respect to the false positive 

classifications causes these observers to classify truly negative individuals in the same way more 

often than in the independent case. The more often both observer 1 and 2 make a false positive 

error, the higher the prevalence estimate will be, because the errors will be considered more likely 

to be correct since the:r are occurring together. Thus, when the false positive rate is high, the 

prevalence will be morl: biased. Since these false positive errors are being considered correct, the 

false positive rates for the two dependent observers drop. In addition the false negative rates will 

also drop due to the increased agreement between the dependent observers. The lower the 

prevalence the more serious the bias because there are more negative individuals to be classified 

in the same way by thl: dependent observers. 

Since observers 1 and 2 are being considered correct a great proportion of the time, 

observer 3 is estimated to have a high false negative rate due to an increased lack of agreement 

with the two dependent observers. The dependent observers misclassify negative individuals as 

positive, leaving observer 3 with ,..-hat appears to be a likely erroneous classification as negative. 

The false negative ratl: is more strongly affected than the false positive rate because the false 

negative rate is based on truly positive individuals of which there are a small number. 
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IMPLICATIONS 

In situations where the false positive rates are high and the prevalence is low, dependence 

between two observers with respect to false positive classifications can lead to very serious bias 

in all estimates except lhe third observer's false positive rate. This situation commonly occurs in 

population screenings where the tests are often designed to have high sensitivity (a high 

proportion of true positJ ves classified as positive) and lower specificity (a lower proportion of true 

negatives classified as negative). Sackett et. al. [5] refer to this kind of a test as SnNout, meaning 

a test with a sufficiently high Sensitivity so that a Negative result rules out the disease. 

Therefore, the use of ktent class methods to evaluate screening tests for a rare disease should be 

approached with the following warning. The presence of any dependence between the tests with 

respect to false positi"{e classifications, meaning any commonalities between the tests when 

classifying truly negat:ve individuals that '"'i.ll lead to false positive classifications, will cause 

seriously underestimated error rates for these tests, especially the false negative rates. 

Equivalently, the spec [ficity and especially the sensitivity of the two dependent tests will be 

overestimated leading 'o a false sense of confidence regarding the accuracy of these tests. Most 

care should be taken a1: very low prevalences where even a slight dependence will result in very 

biased results. The higher the prevalence the more accurate are results from the Latent estimation 

procedure in the presence of this kind of dependence. Even at a high prevalence, if the false 

positive rate is high then dependence will cause bias in most of the error rates. 
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TABLE 1a 
~leans and standard deviations of parameter estimates in the case of three observers. 
with dependence between observers 1 and 2 with respect to false positive rate only 

True Prevalence = .OS 

True Mean of Estimates(%) (standard deviation(%)) 
Error Dep" 
Rates e 13, 13, 13, a, ~ <l:J 

13 =.1 0 5.23 (0.75) 10.49 (6.51) 10.75 (5.77) 10.89 (6.19) 9.95 (0.84) 9.75 (0.74) 9.97 (0.70) 
a =.1 

0.5 5.34 (0.66) 2.14 (2.87) 1.82 (3.31) 18.38 (5.44) 9.44 (0.79) 9.31 (0.73) 10.21 (0.75) 

6.05 (0.53) 0.02 (0.22) 0.00 (0.00) 24.19 (4.29) 8.63 (0.73) 8.36 (0.67) 10.12 (0.82) 

13 =.1 0 5.77 (1.90) 11.43 (10.87) 12.14 (10.43) 11.74 (10.51) 24.64 ( 1.36) 24.73 (1.29) 24.69 (1.32) 
a =.25 

0.5 11.21 (0.86) 0.02 (0.25) 0.05 (0.43} 40.89 (3.91} 19.27 (1.02) 19.22 (1.04} 24.35 (1.00) 

17.46 (0.87} 0.00 (0.00} 0.00 (0.00} 47.12 (2.79} 13.06 (0.93} 13.03 (0.91} 22.93 (1.07) 

13 =.25 0 4.98 (1.21) 24.55 (8.90) 22.19 (8.75) 23.33 (10.97) 10.19 (0.94) 10.02 (0.75) 10.36 (0. 75) 
a =.1 

0.5 4.68 (0.78) 8.25 (7.00) 9.08 (6.15) 32.69 (7.87) 9.50 (0.78) 9.74 (0.62) 10.66 (0.91) 

4.90 (0.47) 0.50 (1.81} 0.80 (1.83} 35.97 ( 4.35) 9.07 (0.64) 9.21 (0.62) 10.66 (0.88) 

13 =.25 0 6.47 (4.46} 22.95 (17.41) 25.27 ( 17.45) 24.46 ( 18.30) 24.41 (1.82) 24.85 ( 1.87) 24.77 (1.73) 
a =.25 

0.5 9.76 (0.83) 0.14 (1.24) 0.20 (1.33) 49.22 (4.41) 19.58 (1.03) 19.63 (0.98) 24.93 ( 1.09) 

16.10 (0.85) 0.00 (0.00) 0.00 (0.00) 52.16 (3.28) 13.56 (0.96) 13.64 (0.90) 23.56 (0.99) 

• Proportion of maximum dependence between observers 1 and 2 tor true negative subjects. 
13 represents the true false neg1tive rates, 131= 13,= 13,. 
a represents the true false positive rates, a 1= <X:J= a,. 
Means with 20% or greater bi~s are displayed in bold. 
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TABLE lb 
Means md standard deviations of parameter estimates in the case of three observers, 
with dependence between observers I and 2 with respect to false positive rate only 

True Prevalence= .15 

True Mean of Estimates (%)(standard deviation (%)) 
Error Dep. 

Rates a 13, 13z 13, a:, ~ a:, 

13 =.1 0 14.82 (0.%) 10.Q2 (3.15) 9.34 (2.75) 9.58 (2.62) 10.13 (1.03) 10.13 (0.96) 9.99 (0.80) 
a: =.1 

0.5 15.10 (0.87) 7.55 (2.24) 6.89 (2.10) 12.86 (2.08) 9.19 (0.70) 9.38 (0.74) 10.60 (0.78) 

15.16 (0.81) 3.57 (1.63) 4.04 (1.56) 15.93 (2.41) 9.09 (0.73) 8.95 (0.70) 11.06 (0.85) 

13 =.1 0 14.84 (2.37) 9.72 (5.11) 9.37 (5.26) 9.53 (5.26) 25.14 (1.29) 25.08 (1.24) 24.85 (1.60) 
a: =.25 

0.5 18.40 (1.06) 0.66 (1.62) 0.65 (1.58) 26.12 (3.07) 20.32 (1.31) 20.26 (1.16) 25.75 (1.08) 

23.75 (1.07) 0.00 (0.00) 0.00 (0.00) 33.45 (2.71) 14.25 (0.86) 14.-16 (0.99) 24.79 (1.16) 

13 =.25 0 14.55 (1.55) 24.45 (4.15) 24.48 (4.71) 23.66 (3.28) 10.29 (1.09) 10.23 (0.99) 10.18 (1.04) 
a: =.1 

0.5 14.75 (1.14) 20.27 (3.97) 19.79 (3.89) 28.42 (3.00) 9.39 (0.90) 9.17 (0.80) 10.83 (0.97) 

14.44 (1.21) 16.42 (4.54) 16.57 (4.00) 30.45 (3.37) 9.16 (0.98) 8.91 (0.87) 11.41 (0.69) 

13 =.25 0 17.85 (3.77) 27.04 (6.74) 28.81 (6.18) 28.39 (6.24) 23.87 (1.53) 24.08 (1.46) 24.42 (1.97) 
a. =.25 

0.5 15.00 (2.03) 2.34 (3.43) 4.33 (5.61) 37.43 (3.56) 21.18 (1.64) 21.90 ( 1.3 8) 27.18 (1.58) 

19.69 (1.07) 0.00 (0.00) 0.00 (0.00) 43.52 (1.90) 16.21 (0.99) 15.89 (0.97) 26.51 (1.13) 

• Proportion of maximum dep•:ndence between observers 1 and 2 for true negative subjects. 
13 represents the true false negltive rates, 13,= 13,= 13,. 
a. represents the true false positive rates, a.1= a,= a... 
Means with 20% or greater bi IS are displayed in bold. 
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TABLE lc 
:\leans and standard deviations of parameter estimates in the case of three observers, 
with de,endence between observers 1 and 2 with respect to false positive rate only 

True Prevalence = .40 

Truth :\lean of Estimates (%) (standard deviation (%)) 

Error Dep" e ~I ~l ~1 a, a, ~ 
Rates 

~ =.1 0 39.96 (1.32) 9.96 (1.32) 9.97 (1.43) 9.99 (1.28) 9.95 (0.84) 10.08 (1.09) 9.99 (0.95) 
a =.1 

0.5 39.80 (1.36) 9.24 (1.06) 9.11 (1.07) 10.71 (1.37) 9.44 (1.06) 9.38 (0.91) 10.46 (1.11) 

39.97 (1.64) 8.20 (1.24) 8.55 (1.53) 11.70 (1.35) 8.71 (1.06) 8.69 (1.09) 11.07 (0.99) 

~ =.1 0 39.85 (1.72) 10.04 (1.93) 10.32 (1.98) 10.38 (2.04) 25.13 (1.79) 25.31 (1.75) 25.25 ( 1.62) 
a =.25 

0.5 41.23 (1.78) 5.35 (1.56) 6.18 (1.59) 15.36 (1.86) 20.57 (1. 75) 21.19 (1.86) 27.64 (1.60) 

42.48 ( 1.33) 3.09 (1.76) 2.81 (1.60) 18.95 (1. 73) 16.76 (1.99) 17.23 (1.38) 28.60 (1.61) 

~ =.25 0 40.07 (2.02) 24.67 (2.40) 24.40 (1.99) 25.27 (2.24) 9.98 (1.07) 9.88 (1.38) 10.13 (1.59) 
a =.1 

0.5 39.69 (1.55) 24.16 (1.53) 23.50 (2.00) 25.80 (2.14) 9.60 (1.45) 9.61 (0.95) 10.93 (1.23) 

40.08 (2.02) 22.93 (2.50) 23.37 (2.28) 27.20 (2.64) 8.61 (1.15) 9.16 (1.28) 11.28 (1.07) 

~ =.25 0 41.47 (3.51) 25.96 (2.54) 24.85 (3.51) 26.46 (3.51) 24.67 (2.12) 24.27 (2.24) 24.53 (2.36) 
a =.25 

0.5 39.76 (3.23) 17.97 (3.29) 18.70 (3.09) 30.28 (2.24) 20.54 (2.03) 21.02 (2.19) 28.88 ( 1.97) 

39.75 (3.04) 12.58 (2. 77) 12.88 (3.45) 33.46 (2.36) 16.85 (2.14) 17.26 (2.19) 30.93 (1.55) 

• Proportion of ma.ximum depmdence between observers 1 and 2 for true negative subjects. 
~represents the true false neg<tive rates, ~1= 131= 131• 

a represents the true false positive rates, tt1= a,= tt1• 

Means with 20% or greater bi:s are displayed in bold. 



Figure 1a 

Mean of Estimates of Prevalence ( o ) 
in the case of three observers, with dependence betvveen 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 1b 

Mean of Estimates of false negative rate for observer 1 (.81) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 1c 

Mean of Estimates of false negative rate for observer 2 {h) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 1d 

Mean of Estimates of false negative rate for observer 3 (.83) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 1e 

Mean of Estimates of false positive rate for observer 1 ( a 1) 
in the case of three observers, wrth dependence between 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 1 f 

Mean of Estimates of false positive rate for observer 2 (a2) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 1g 

Mean of Estimates of false positive rate for observer 3 (a3) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 

,B=.:l' a=.l 
0.15 

0.10 • ~ 
Mean 

0.05 

0.00 
0 .5 
Proportion of ~~aximum Dependence 

,8=.25, a=.l 
0.15 

0.1 • =I 
Mean 

0.05 

000 
0 .5 
Proportion of \liaximum Dependence 

~ represents the true tal so negative rates, 13t • 13 z • ~ 3. 

or. represents the true tal so positive rates. or.t • or.2. • or. 3 . 

x represents true prevalence (e)= .05. 

• represents true pre\laleilce (e)= .15. 

• represents true pre\lale 1ce (e)= 40. 

,8=.1, a=.25 
0..4 

0.3 

Mean 0.2 

0.1 

0.0 
0 .5 

Proportion of Maximum Dependence 

{3=.25, a=.25 
0.4 

0.3 

Mean 0.2 

0.1 

0.0 
0 .5 

Proportion of Maximum Dependence 

53 



54 

3.1.2 RUN 2- Dependence between two observers "'ith respect to false negative rate- Three 

observer case 

This run includ1:s all combinations of a, FPR, FNR with dependence between observers 

1 and 2 with respect to false negative rate only. The results for a = .05, a = .15, and a = .40 

are given in tables 2a, 2 :> and 2c, respectively. Figures 2a to 2g display the mean of the estimates 

as the dependence increases for each prevalence value. 

OBSERVATIONS 

Effect on prevalence estimates 

Most prevalence estimates show no substantial bias. Table 2a shows that the means of 

the prevalence estimates all overestimate the truth by more than 20% when the FNR = .25 and 

the FPR = .25, even th€: estimate from independent observers. A more detailed look at the actual 

estimates and the fact that the standard deviations of the estimates are quite large indicated that 

a few simulations found the symmetrical solution to the problem. This means that the prevalence 

estimates were closer to 95% than 5% and some error rates were estimated to be above .5. This 

instability most likely occurred in a few instances due to small frequencies in some outcome 

categories because of tle low value for true prevalence. 
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Effect on false negative rate estimates 

The most serious bias is seen when the FNR is high at .25 where for all prevalences the 

false negative rate for the two dependent observers is underestimated by more than 20% at 

maximum dependence. The third observer's false negative rate is slightly overestimated in the 

same situations, just barely reaching 20% bias at full dependence. These biases are not nearly 

as severe as those seen in RWl 1. 

Effect on false positive rate estimates 

At e = .05 and e = .15 there is no apparent effect from the dependence on the false 

positive rate estimates However, at the high prevalence of .40 the rates for the dependent 

observers are Wlderestimated when FNR = .25. The third observer's false positive rate is slightly 

overestimated when FNR = .25. 

EXPLANATIONS 

The dependence between observers 1 and 2 v.i.th respect to the false negative 

classifications causes tnese observers to classify truly positive individuals the same more often 

than if they were independent. This fWl can be thought of as complementary to RWl 1, meaning 

that if RWl 1 were repeated with prevalences above .5 then the results should be the same as those 

foWld here. True positive individuals in this fWl would be true negative individuals in RWl l, 

false negative classific 1tions would be false positives, and false positive classifications would be 

false negatives. For e:cample, 
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Run 2 is equivalent to Run 1 

a= .os ==* a= .95 

a.= .1 ==* 13 = .1 

13=.1 ==* a.=.l 

o=max ==* e =max 

For this reason trends that were discovered in Run 1 will also be present here in a complementary 

direction. However, tbere are fewer truly positive than truly negative individuals, so the effects 

of this dependence will not be as strong as in Run 1. 

The more ofte1 both observer 1 and 2 make a false negative error simultaneously the 

more often truly positive individuals will simultaneously be classified as negative. These false 

negative errors lead to a higher estimated probability that the individual is negative. As a result 

the false negative rates for the two dependent observers drop, especially ,..-hen the true false 

negative rates are high. Since the number of truly positive individuals is small, the dependence 

does not effect the prt:valence or the false positive rates. The false positive rates begin to be 

affected when the prevalence becomes high at 40%. This is complementary to the effects on the 

false negative rates in Run 1 that were stronger when the prevalence was low. 

IMPLICATIONS 

If the true preYalence is at most 50% and it is suspected that there is dependence between 

two observers with n:spect to classification of positive individuals then the danger of biased 

estimates is not nearly as great as if the dependence was with respect to classification of negative 
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individuals or both, as will be discussed next. In this situation large false negative rates "ill 

cause false negative n:.te estimates to be low for the dependent observers and high for the 

independent observer. At high prevalence values the false positive rate estimates will be 

underestimated for the dependent observers and overestimated for the independent observer if the 

false negative rates are high. Hence, in this situation the dangerous parameter values are high 

false negative rates. 
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TABLE 2a 
~leans a~d standard deviations of parameter estimates in the case of three observers, 
with dependence between observers 1 and 2 with respect to false negative rate only 

True Prevalence = .05 

True Mean of Estimates(%) (standard deviation(%)) 
Error Dep' 
Rates G ~! ~l 13, a, a, a, 

13 =.1 0 5.15 (0.72) 9.87 (6.62) 10.30 (5.97) 11.27 (5.63) 9.94 (0.77) 9.81 (0.81) 9.84 (0.67) 
a =.1 

0.5 5.07 (0.66) 9.18 (6.57) 9.01 (5.65) 10.45 (5.49) 9.96 (0.87) 9.97 (0.88) 10.11 (0.74) 

4.91 (0.70) 8.28 (6.46) 7.94 (5.59} 10.23 (5.91) 9.92 (0.80) 9.93 (0.84) 10.19 (0.87) 

13 =.1 0 5.87 (2.25) 12.28 (11.16) 11.68 (1o.62) 12.29 (11.13) 24.76 (1.34) 24.71 (1.39) 24.73 (1.36) 
a =.25 

0.5 5.86 (1.99) 12.20 (10.35) 11.70 (10.58) 11.95 (10.76) 24.69 (1.33) 24.61 ( 1.30) 24.69 (1.27) 

5.91 (2.07) 12.13 (1 6.92) 11.15 (10.41) 13.08 (11.06) 24.70 (1.34) 24.68 (1.31) 24.71 (1.29) 

13 =.25 0 4.90 (1.11) 24.16 (9.27) 21.93 (9.41) 25.03 (9.46) 10.34 (0.85) 9.99 (0.85) 10.18 (0.64) 
a =.1 

0.5 4.76 (0.71) 19.06 (8.22) 19.60 (6.90) 27.01 (8.03) 9.72 (0.71) 10.12 (0.71) 10.35 (0.72) 

4.52 (0.78) 15.56 (8.44) 12.34 {7.78) 30.18 (8.06) 9.81 (0.72) 9.58 (0.89) 10.57 (0.87) 

~ =.25 0 8.80 (12.02) 26.71 (19.01) 26.15 (20.40) 24.81 (19.15) 24.17 (3.37) 24.13 (2.95) 24.10 (2.67) 
a =.25 

0.5 6.60 (4.78) 20.45 (17.27) 22.46 ( 17.12) 26.97 (16.02) 24.36 (1.87) 24.51 (1.86) 24.76 (1.83) 

7.48 (7.58) 16.99 (16.62) 19.61 (17.14) 32.55 (15.74) 23.91 (2.12) 23.98 (2.10) 24.88 (1.74) 

• Proportion of maximum depe1dence between observers 1 and 2 for true positive subjects. 
~ represents the true false negative rates. 13,= 131= ~,. 
a represents the true false posf ive rates, a,= a,= a,. 
Means with 20% or greater bias are displayed in bold. 
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TABLE 2b 
~leans md standard deviations of parameter estimates in the case of three observers, 
with de >endence between observers 1 and 2 with respect to false negative rate only 

True Prevalence= .15 

True }.lean of Estimates (%)(standard deviation (%)) 
Error Dep" 

Rates e ~I ~% 131 (XI <Xz <Xz 

~ =.1 0 15.44 (0.87) 9.91 (2.31) 9.98 (1.85) 10.53 (2.05) 10.15 (0.78) 10.16 (0.91) 9.97 (0.77) 
a =.1 

0.5 15.o7 (1.11) 8.49 (2.05) 9.34 (2.22) 10.75 (2.50) 9.91 (0.81) 9.87 (0.75) 10.22 (0.74) 

15.09 (0.87) 8.98 (2.27) 8.44 (2.07) 10.67 (2.10) 9.95 (0.85) 9.65 (0.78) 10.09 (0.85) 

~ =.1 0 14.63 (1.81) 8.98 (5.14) 8.47 (4.57) 9.47 (4.56) 24.92 (1.33) 24.95 ( 1.56) 25.12 (1.42) 
a =.25 

0.5 15.26 (2.23) 10.37 (5.47) 8.87 (4.91) 10.52 (5.00) 24.84 (1.57) 24.96 ( 1.45) 24.68 ( 1.42) 

15.52 (2.20) 8.55 (4.71) 9.52 (5.23) 11.44 (4.92) 24.43 (1.44) 24.43 (1.64) 24.95 (1.42) 

~ =.25 0 14.96 (1.76) 25.66 (3.47) 25.86 (3.35) 24.74 (4.25) 9.98 (0.97) 10.15 (0.97) 9.97 (1.06) 
a =.1 

0.5 14.97 ( 1.25) 20.90 (4.00) 20.46 (4.57) 27.03 (3.52) 9.39 (1.04) 9.68 (0.85) 10.72 (0.85) 

13.99 (1.23) 16.29 (3.89) 15.84 (3.41) 29.95 ( 4.29) 9.23 (0.83) 9.37 (0.67) 11.59 (0.86) 

~ =.25 0 14.58 (5.54) 23.37 (8.16) 22.26 (9.64) 22.20 (11.18) 25.33 (2.29) 25.35 (2.08) 25.37 (2.3 5) 
a =.25 

0.5 14.70 (4.17) 21.03 (9.51) 17.34 (9.35) 28.16 (6.84) 24.32 (1.81) 24.00 ( 1.97) 25.93 (1.64) 

15.15 (4.21) 14.05 (9.55) 15.14 (8.04) 32.64 ( 4.94) 23.63 (2.00) 23.56 (2.51) 26.44 (1.84) 

• Proportion of maximum dependence between observers 1 and 2 for true positive subjects. 
~represents the true false negative rates, ~1= f32= ~1. 
a represents the true false pos: tive rates, a 1 = <Xz= <Xz. 
Means with 20% or greater bius are displayed in bold. 
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TABLE 2c 
:'vfeans a 1d standard deviations of parameter estimates in the case of three observers. 
with de!'endence between observers 1 and 2 with respect to false negative rate only 

True Prevalence= .40 

True Mean of Estimates (%)(standard deviation (%)) 
Error Dep' 
Rates e ~I ~z ~l a, a, a, 

~ =.1 0 40.06 (1.04) 10.10 (1.40) 10.02 (1.34) 10.24 (1.23) 10.26 (1.01) 9.64 (1.01) 10.15 (0.90) 
a =.1 

0.5 39.88 (1.35) 9.53 (1.21) 9.48 (1.15) 10.46 (1.32) 9.51 (0.98) 9.67 (1.07) 10.23 (1.01) 

39.64 (1.27) 8.78 (1.12) 8.63 (0.96) 11.11 (1.12) 9.07 (0.80) 9.43 (0.83) 10.78 (1.05) 

~ =.1 0 39.80 (2.71) 9.63 (2.39) 9.68 (2.21) 9.73 (2.34) 25.55 (1.99) 25.10 (2.32) 25.37 (2.22) 
(l =.25 

0.5 40.17 (2.47) 9.44 (1.95) 8.82 (2.34) 10.81 (2.13) 24.47 (1.96) 24.27 (2.37) 25.50 (1.95) 

40.49 (1.67) 8.25 (1.84) 8.81 (2.10) 11.94 (1.63) 23.43 (1.46) 23.98 ( 1.93) 26.15 (1.60) 

~ =.25 0 40.72 (1.84) 25.68 (2.44) 25.42 (2. 79) 25.07 (2.10) 9.84 (1.30) 9.94 (1.04) 9.62 (1.22) 
(l =.1 

0.5 39.40 (1.91) 21.43 (1.90) 20.79 (2.50) 27.57 (1.90) 8.21 (1.44) 8.36 (1.03) 12.56 (1.46) 

38.09 (1.73) 16.92 (2.11) 15.74 (1.94) 29.26 (2.02) 6.90 (1.18) 6.76 (1.32) 14.60 (1.69) 

~ =.25 0 38.73 (3.45) 22.84 ( 4.42) 24.47 (2.77) 23.63 (3.19) 25.00 (2.10) 25.64 (2.43) 25.69 (1.98) 
(l =.25 

0.5 40.28 (4.01) 19.63 (3.30) 20.94 (3.93) 29.18 (2.61) 21.48 (2.95) 22.45 (1.84) 27.49 (2.31) 

40.52 (3.47) 16.87 (3.43) 15.99 (3.68) 31.32 (2.74) 19.95 (2.53) 18.88 (2.70) 29.35 (1.63) 

• Proportion of maximum depeudence between observers 1 and 2 for true positive subjects. 
~represents the true false nega1 ive rates, ~1= ~,= ~1• 
a represents the true false positive rates, a 1= a,= a,. 
Means with 20% or greater bial: are displayed in bold. 



Figure 2a 

Mean of Estimates of Prevalence ( o ) 
in the case of ·three observers, with dependence between 
observers 1 ar;d 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 2b 

Mean of Estimates of false negative rate for observer 1 (81) 
in the case of three observers, with dependence betvveen 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 2c 

Mean of Estimates of false negative rate for observer 2 (82) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 2d 

Mean of Estimates of false negative rate for observer 3 (83) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 

,8=.1, a=.l 
0.15 

0.1 
Mean 

0.05 

0.00 
0 .5 
Proportion of Maximum Dependence 

,8=.25, a=.1 
0.4 

0.3 • ... 
Mean 0.2 

0.1 

0.0 
0 .5 

Proportion of Maximum Dependence 

f> represents the true fals1! negative rates, 13t • 13 z • f> 3. 

a. represents the true falSI! positive rates. a.t • a.2 • a.~. 

x represents true prava1e.1ce (e)= .05. 

• represents true pre¥ale 1ce (e)= .15. 

• represents true pre'lalertce (e)= .40. 

,8=.1, a=.25 
0.15 

0.1 
Mean 

0.05 

000 
0 .5 

Proportion of Maximum Dependence 

~.25, a=.25 
0.4 

0.3~~=:;::s~.==::;:;;;;;~---~ 
Mean 0. 

0.1 
0.0 ,___ ___ ___. ______ __. 

0 .5 

Proportion of Maximum Dependence 

64 



Figure 2e 

Mean of Estimates of false positive rate for observer 1 (a1) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 2f 

Mean of Estimates of false positive rate for observer 2 (a2) 
in the case of ·:hree observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 2g 

Mean of Estimates of false positive rate for observer 3 (aJ) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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3 .1.3 RUN 3 - Dependence between two observers with respect to false positive and false 

negative rates - Three Observer Case 

In this simulation there was a positive dependence between observers 1 and 2 with respect 

to errors classifying bott positive and negative individuals. Tables 3a, 3b, and 3c show the results 

for the three different prevalence values which will be interpreted below. Graphs of the means 

of the parameter estimales versus dependence level can be found in Figures 3a to 3g. 

OBSERVATIONS 

Effect on prevalence estimates 

In this simulation run it 'vas found that when FPR is high at .25, dependence causes a low 

prevalence to be overes1imated. For example, Table 3a shows that when FNR is .1 and FPR is 

.25 the estimate of the prevalence which is truly .05 increases to .11 at one half of maximum 

dependence and to .18 at maximum dependence. Table 3b which is for a true prevalence of .15 

also demonstrates this effect. In Figure 3a, the graphs to the right, with FPR=.25, show the 

prevalence estimates inc:reasing for low true prevalence values when compared with the other 

graphs which show no effect. 

Effect on false negative rate estimates 

The false negative rates for the two dependent observers are seriously underestimated. 

The third observer's fals·~ negative rate is overestimated. These effects become more severe with 
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lower prevalence. The bias is strongest when the FPR is high at .25. 

Effect on false positive rate estimates 

The effects on the false positive rates are smaller than those on the false negative rates . 

The false positive rates for the two dependent observers are underestimated. At low prevalences 

of .05 and .15 this underestimation is only strong when the FPR is high at .25 . The third 

observer's false positive rate is slightly overestimated with the strongest effect occurring \:vhen the 

prevalence is at .40. 

EXPLANATIONS 

The results from this run can be best understood after observing the results from Run 1 

and Run 2. This run can be considered a combination of Run 1 and Run 2 and therefore shares 

the main effects from these runs . As in Run l the prevalence becomes overestimated \vith 

dependence because negative individuals are being simultaneously misclassified by observers 1 

and 2 as positive. This leads to an overabundance of positive classifications, an increased 

prevalence estimate, and a decreased false positive rate estimate for the dependent observers. The 

false negative rate for the dependent observers is also underestimated as in Run 1. The influence 

of Run 2, or more precisely of the dependence with respect to false negative classifications, can 

be seen in the false positive rate estimates for the independent third observer which become 

overestimates at a high prevalence of .4 and at a high FPR of .25 . 
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IMPLICATIONS 

As discussed in Run 1, SnNout tests are particularly dangerous if dependence benveen two 

of three observers is suspected. The danger increases as the true prevalence decreases and the 

true error rates increase. The Latent procedure will produce estimates of prevalence that are too 

high and estimates of dependent observer error rates that are far too low if there is dependence 

between two tests or observers . In addition, the estimated error rates for the independent third 

observer will increase. 
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TABLE Ja 
\<leans and standard deviations of parameter estimates in the case of three observers, 

with d<!pendence between observers 1 and 2 with respect to fa lse positive and false negative rate 

True Prevalence = .05 

True Mean of Estimates (%) (standard deviation (%)) 
Error Dep' 
Rates e 131 13, 13, a: I a:, a:, 

13 =. 1 0 4.95 (0.71) 9.56 (6.19) 10.47 (5.70) 8.52 (5.54) 9.86 (0.76) 10.22 (0.69) 9.96 (0.77) 
u =. 1 

0.5 5.31 (0.62) 1.95 (3.26) 1.76 (2.62) 18.67 (5.05) 9.39 (0.73) 9.30 (0.72) 10.45 (0.78) 

6.35 (0.58) 0.00 (0.00) 0.00 (0.02) 24.72 (4.56) 8.33 (0.63) 8.39 (0.57) 10.05 (0.70) 

13 =. 1 0 5.92 (2.24) 12.13 (10.88) 12.39 (11.04) 12.47 (1 0.66) 24.59 (1.35) 24.68 ( 1.29) 24.73 (1.42) 
a: =.25 

0. 5 11.19 (0.88) 0.03 (0.46) 0.01 (0.18) 41.47 (3.82) 19.13 (1.03) 19.16 (1.04) 24.46 (1.02) 

17.56 (0.91) 0.00 (0.00) 0.00 (0.00) 46.98 (2.97) 12.91 (0.88) 12.87 (0.86) 22.94 (1.00) 

13 =.25 0 4.88 (1.07) 23.07 (7.81) 24.16 (11.56) 24.06 (8.43) 9.84 (0.96) 10.03 (0.81) 10.04 (0.82) 
u =. 1 

0.5 4.68 (0.59) 7.64 (7.08) 5.14 (5.39) 36.30 ( 6.30) 9.41 (0.70) 9.21 (0.80) I 0.52 (0.84) 

5.24 (0.56) 0.00 (0.00) 0.00 (0.00) 37.94 (5.45) 8.28 (0.59) 8.39 (0.61 ) 10.59 (0.65) 

13 =.25 0 8.38 (7.49) 27.77 (1 8.39) 26.04 (18.85) 26.89 (18.96) 24.25 (2.15) 24.16 (2.16) 24.28 (2.28) 
a =.25 

0.5 10.11 (0.87) 0.11 (0.72) 0.04 (0.53) 49.30 ( 4.24) 19.32 (1.00) 19.33 (1.00) 24.93 (1.18) 

16.79 (0.96) 0.00 (0.00) 0.00 (0.00) 52.45 (2. 79) 12.93 (0.87) 12.88 (0.84) 23.39 (0.94) 

• Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects. 
13 represents the true false negative rates. 131= 13,= 13,. 
a represents the true false positive rates. a 1= a:,= a ,. 
Means with 20% or greater bias are disp layed in bold. 
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TABLE3b 
~leans a td standard deviations of parameter estimates in the case of three observers, 

with dependen ;:e between observers 1 and 2 with respect to false positive and false negative rate 

True Prevalence = .15 

True Mean of Estimates (o/o) (standard deviation (%)) 
Error Dep" 
Rates e 1\ 13z 13, a, !lz !lz 

13 =.1 0 15.09 (1.05) 10.72 (2.64) I 0.11 (2.97) 8.93 (2.49) 10.14 (0.92) 10.46 (0.78) 10.09 (0.86) 
a =.1 

0.5 14.82 (1.03) 6.01 (2.90) 6.42 (2.36) 12.73 (2.82) 9.40 (0.93) 9.48 (0.89) 10.72 (0.91) 

15.00 (0.82) 2.32 (2..20) 3.10 (2.03) 16.06 (2.32) 8.86 (0.77) 8.62 (0.74) 10.95 (0.65) 

13 =.1 0 15.09 (2.23) 9.91 (4.94) 10.44 (4.87) 9.98 (4.65) 24.98 ( 1.37) 24.75 (1.34) 24.94 (1.65) 
a =.25 

0.5 18.55 (1.10) 0.62 (1.41) 0.36 (1.06) 26.67 (2.82) 19.93 (1.17) 20.08 (1.29) 25.99 (1.09) 

24.07 (0.82) 0.00 (0.00) 0.00 (0.00) 34.45 (2.53) 13.74 (0.80) 13.89 (0.98) 24.81 (0.88) 

13 =.25 0 15.55 (1.77) 25.38 ( 4.05) 27.04 ( 4.43) 26.18 (6.05) 9.73 (0.96) 9.86 (1.05) 9.72 (1.24) 
a =.1 

o.s 13.90 (1.00) 14.73 (3.51) 15.87 (2.94) 29.71 (3.98) 9.18 (1.13) 9.24 (0.93) 11.47 (0.86) 

13.02 (0.95) 5.81 (3.68) 5.33 (3.04) 32.41 (3.67) 8.75 (0.85) 8.72 (0.76) 12.62 (0.83) 

13 =.25 0 14.95 (4.56) 25.17 (7.62) 22.24 (9.78) 21.79 (9.12) 24.88 (1.82) 25.16 (1.79) 24.85 (2.09) 
a =.25 

0.5 15.57 (1.30) 1.44 (2.34) 2.40 (3.70) 39.32 (3.09) 20.68 (1.39) 20.55 (1.04) 27.28 (0.96) 

21.76 (1.10) 0.00 (0.00) 0.00 (0.00) 44.38 (2.71) 14.04 (1.30) 14.27 (1.15) 26.49 ( 1.12) 

• Proportion of maximum depeudence between observers 1 and 2 for both true negative and true positive subjects. 
13 represents the true false nega1ive rates, 13,= 131= 13,. 
a represents the true false positive rates. a1= a,= a,. 
Means with 20% or greater bia:• are displayed in bold. 
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TABLE 3c 
~feans ar d standard deviations of parameter estimates in the case of three observers, 

with dependeD< e between observers 1 and Z with respect to false positive and false negative rate 

True Prevalence = .40 

True Mean of Estimates (%) (standard deviation (%)) 
Error Dep" 
Rates a ~I ~. ~' al a. a, 

~ =.1 0 40.40 (1.14) 9.80 (1.33) 10.24 (1.12) 9.96 (1.15) 9.73 (0.89) 10.00 (1.17) 10.04 (1.02) 
a =.1 

0.5 39.89 (1.23) 8.40 (1.34) 8.65 (1.07) 11.49 (1.34) 8.86 (0.89) 9.08 (1.08) 10.64 (1.11) 

40.14 (1.32) 7.14 (1.35) 7.49 (1.46) 13.09 (1.22) 8.16 (0.92) 7.97 (1.03) 12.00 (0.96) 

~ =.1 0 40.10 (1.84) 9.77 (1.94) 10.09 (2.03) 9.51 (1.88) 25.03 (1.33) 25.07 (1.71) 25.13 (1.95) 
a =.25 

0.5 40.75 (2.04) 5.66 (2.45) 4.89 (1.98) 15.71 (1.74) 20.68 (2.01) 20.30 (1.96) 28.42 (1.79) 

42.11 ( 1.83) 1.56 (1.25) 1.81 (1.44) 19.94 (1.52) 16.07 (1.75) 16.27 (1.17) 29.72 (1.60) 

~ =.25 0 39.93 (1.85) 24.58 (2.24) 25.16 (1.63) 24.56 (1.73) 9.88 (1.40) 10.31 (1.50) 9.92 (1.56) 
a =.1 

0.5 38.77 (1.56) 19.65 (2.12) 18.95 (1.62) 28.07 (2.58) 7.99 (1.00) 7.83 (1.29) 13.18 (1.06) 

38.01 (1.30) 13.72 (1.81) 14.08 (1.94) 30.07 (2.11) 5.92 (1.07) 5.95 (1.18) 15.99 (0.88) 

{3 =.25 0 41.05 (6.25) 25.88 (4.74) 24.85 (4.71) 25.21 (3.90) 24.99 (2.59) 24.21 (3.19) 24.44 (3.04) 
a. =.25 

0.5 40.69 (3.20) 15.12 (3.10) 15.46 (2.94) 32.92 (1.96) 17.58 (2.34) 18.27 (1.99) 29.83 (2.10) 

39.00 (2.17) 6.35 (2.45) 5.80 (2.52) 36.00 (1.68) 13.67 (1.79) 13.75 (1.98) 32.67 (1.67) 

• Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects. 
{3 represents the true false negatve rates, {31= {31= ~1• 
a. represents the true false positive rates, a.1= a,= a,. 
Means with 20% or greater bias are displayed in bold. 



Figure 3a 

Mean of Estimates of Prevalence ( () ) 
in the case of 'three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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Figure 3b 

Mean of Estimates of false negative rate for observer 1 (.B1) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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Figure 3c 

Mean of Estimates of false negative rate for observer 2 ({32) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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Figure 3d 

Mean of Estimates of false negative rate for observer 3 (B3) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: rnean vs dependence for each true prevalence 
by true error rates 
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Figure 3e 

Mean of Estimates of false positive rate for observer 1 (a1) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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Figure 3f 

Mean of Estimates of false positive rate for observer 2 (a2) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: rnean vs dependence for each true prevalence 
by true error rates 

,B=.l, a=.1 

01J 

0.1 ....... 
Mean 

0051 

I 

0.00 
0 .5 

Proportion of 'flaximum Dependence 

,B=.:~s, a=.1 
0.15 

0.1 . ... Mean ------=::::: 
0.05 

0.00 
0 .5 

Proportion of Mallimum Dependence 

11 represents the true false negative rates, i3t"' !3 z •Ill· 

a. represents the true false positive rates. ot.t • a.z • a. 3. 

x represents true prevalence (e)= .05. 

• represents true prevale~ce (e):;: .15. 

• represents true prevaler ce (e)= .40. 

,8=.1, a=.25 
0. 
0.20 

Mean 0.15 

0.10 

0.05 

0.00 
0 .5 

Proportion of Maximum Dependence 

,8=.25, a=.25 
0.25 

0.20 

Mean 0.15 

0.10 

0.05 

0.00 
0 .5 

Proportion of Maximum Dependence 

79 



Figure 3g 

Mean of Estimates of false positive rate for observer 3 (a3) 
in the case of ·[hree observers, with dependence betvveen 
observers 1 and 2 with respect to false positive and false 

negative rate: rnean vs dependence for each true prevalence 
by true error rates 
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3.1.4 RUN 4 - Dependence between two accurate observers- Three observer case 

This nm only ircludes two observers who are fairly accurate with false negative and false 

positive error rates of.:. and a third observer who is less accurate with error rates of .25. There 

is dependence between the nvo more accurate observers when classifying all individuals. This 

situation is nm for prevalences of .05, .15, and .40 and the results can be found in Tables 4a, 4b 

and 4c, respectively. Figures 4a to 4g show graphs of the mean of the estimates as the 

dependence increases. 

OBSERVATIONS 

Effect on prevalence estimates 

The true prevalence of .05 is overestimated as can be seen in Table 4a. At one half of 

maximum dependence :he mean of the estimates is .07 and at full dependence the mean is .09. 

All other prevalences show no effect of the dependence in this run. 

Effect on false negative rate estimates 

The two dependent observers have false negative rates seriously underestimated. The 

effect is strongest for low prevalences as was the case in previous nms. There is an inverse effect 

on the third observer's false negative rate. It is more severely overestimated for low prevalence 

values. 
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Effect on false positive rate estimates 

There is an underestimation of the two dependent observers' false positive rates. The 

amount of bias is similar for all prevalences. The third observer's false positive rate is not 

affected by the dependtmce. 

EXPLANATIONS 

As seen in earlier runs dependence between two observers makes those two observers 

appear more accurate than they truly are. As a result the third observer appears less accurate. 

A lower prevalence will cause more serious bias in the estimates due to the dependence with 

respect to false positive classifications as explained in Run 1. 

IMPLICATIONS 

This run reflec1s practical situations in diagnostic test evaluation. For example, consider 

two fairly accurate di~J!:nostic tests with similar components that cause their misclassifications to 

be dependent while a third test is less accurate and remains independent from the others. The 

results show that the I'revalence estimate from the Latent procedure may be biased if the true 

prevalence is low. In addition, the estimated error rates of the dependent tests will appear too low 

and the third test will appear even less accurate. Again, the most dangerous situation is when the 

true prevalence is low. 



TABLE 4a 
~1eans ~nd standard deviations of parameter estimates in the case of three observers, 

with dependen :e between observers 1 and 2 with respect to false positive and false negative Rate 

True Prevalence = .05 

True Error Mean of Estimates(%} (standard deviation(%}} 
Rates Dep" 

9 ~~ I> a ~l a, <lz al 

13,, 13. = .1 0 5.36 (1.18) 11.43 (9.91) 12.01 (10.30) 24.89 (6.51} 9.86 (0.95) 9.86 (0.95} 24.81 (1.12) 
13, = .25 

0.5 a,, a,= .1 6.71 (0.62) 0.24 (1.20) 0.20 (1.11) 36.15 (·1.42) 7.81 (0.67) 7.83 (0.64) 24.85 ( 1.03) 

a, =.25 
9.26 (0.63) 0.00 (0.00) 0.00 (0.00) 46.93 (3.87) 5.19 (0.54) 5.26 (0.51) 24.35 ( 1.00) 

• Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects. 
Means with 20% or greater bill:; are displayed in bold. 

TABLE 4b 
Means nd standard deviations of parameter estimates in the case of three observers, 

with dependen.:e between observers 1 and 2 with respect to false positive and false negative Rate 

True Prevalence = .15 

True Error ~lean of Estimates (%) (standard deviation (%)) 

Rates Dep" 
9 13, 13a 133 a, a., a., 

13,, 13, = .1 0 15.50 (I 53) 9.65 (5.65) 11.20 (4.31) 25.30 (2.49) 9.77 (0.88) 9.94 (1.00) 24.93 ( 1.39) 

13, = .25 
0.5 a,, <lz =.I 15.29 (0 97) 1.39 (1.85) 1.27 (2.02) 30.19 (3.17) 8.31 (0.85) 8.42 (0.86) 25.80 (1.24) 

a, =.25 17.18 (0.85} 0.00 (0.00) 0.00 (0.00) 32.99 (2.37) 5.77 (0.59} 5.78 (0.66) 25.31 (1.01) 

• Proportion of maximum deper,dence between observers 1 and 2 for both true negative and true positive subjects. 
Means with 20% or greater bial are displayed in bold. 

TABLE 4c 
Means and standard deviations of parameter estimates in the case of three observers, 

with dependence between observers 1 and 2 with respect to false positive and false negative Rate 

True Prevalence = .40 

True Error Mean of Estimates (0 o) (standard deviation (%)} 

Rates Dep" 
9 ~~ 13a 13, a, a, a, 

13,, 13. = .1 0 39.75 (1.49) 10.38 (2.04) 9.52 (1.83) 25.01 (2.07) 9.92 (1.57) 10.03 (1.23) 25.14 (1.33} 

13, = .25 
0.5 40.22 (1.35) 5.96 (1.62) 7.11 (2 .. 01) 26.85 (2.03) 7.40 (0.99) 7.82 (1.51} 24.21 (1.70) a,, <lz = .1 

a, =.25 39.72 (1. 77) 3.29 (1.45) 3.41 (1.37) 28.14 (1.55} 5.74 (1.19) 5.80 (0.90) 27.11 (1.63} 

• Proportion of maximum deper dence between observers 1 and 2 for both true negative and true positive subjects. 
Means with 20% or greater bias are displayed in bold. 
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Figure 4a 

Me~tn of Estimates of Prevalence ( 8) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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Figure 4b 

Mean of Estimates of false negative rate for observer 1 (81) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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Figure 4c 

Mean of Estimates of false negative rate for observer 2 (ft2) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate : rnean vs dependence for each true prevalence 
by true error rates 

p1, P2 =.1, p3 =.25; a.1,a. 2 =.1, a.3 =.25 
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Figure 4d 

Mean of Estimates of false negative rate for observer 3 {83) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: rnean vs dependence for each true prevalence 
by true error rates 

p1, Pz=.l, p3 =.25; a.1,a. 2 =.1, a.3 =.25 
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x represents true prevalen•.e (e)= .05. 

• represents true prevalen:e (e)= .15. 

• represents true prevalen,:e (e)= .40. 
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Figure 4e 

Mean of Estimates of false positive rate for observer 1 (a1) 
in the case of three observers, with dependence betvveen 
observers 1 and 2 with respect to false positive and false 

negative rate : mean vs dependence for each true prevalence 
by true error rates 

p1, p~~ = .1, p3 = .25; a.1, a. 2 = .1, a.3 = .25 
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Figure 4f 

Mean of Estimates of false positive rate for observer 2 (a2) 
in the case of ·chree observersl with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

Pt. P2 = .1. P3 = .25; a.1, a.2 = .c a.3 = .25 
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Figure 4g 

Mean of Estimates of false positive rate for observer 3 (a3) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: rnean vs dependence for each true prevalence 
by true error rates 
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x represents true pr9'11alence (6) = .05. 

• represents true prevalence (e)= .15. 

• represents true prevalence (e)= .40. 
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3 .1.5 RUN 5 - Dependence between two inaccurate observers - Three observer case 

This run is similar to Run 4, however, the two dependent observers are less accurate, with 

error rates of .25, than tile independent observer who has error rates of .I. Tables 5a, 5b, and 5c 

show the results for pr(;valences of .05, .15, and .40, respectively. The graphs of the estimates 

against dependence can be found in Figures 5a to 5g. 

OBSERVATIONS 

Effect on prevalence es1imates 

A bias of more than 20% is shown only in Table 5a when the true prevalence is .05. At 

maximum dependence the mean of the prevalence estimates reaches .086. The dependence does 

not seriously bias any c ther prevalence estimates. 

Effect on false negative rate estimates 

The false negative rates for the two dependent observers are underestimated. Prevalence 

has a strong effect on the bias here as can be seen in Figures 5b and 5c. The lower the 

prevalence the more severely biased the estimates. There is an inverse trend for the false negative 

rate of the third observer where a lower prevalence leads to a larger overestimation of the rate. 
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Effect on false positive rate estimates 

There is a mu<h less severe effect of dependence on the false positive rates. A weak 

trend towards underestination of the two dependent observers' rates can be seen in Figures 5e and 

5f. Figure 5g shows that the third observer's false positive rate is overestimated at prevalences 

of .15 and .40. The higher the prevalence the more severe the bias in the false positive rates. 

EXPLANATIONS 

The t\vo depenc.ent observers appear more accurate due to the dependence while the third 

observer appears less accurate. A lower true prevalence causes more severe bias in the prevalence 

estimates and the false negative rate estimates through the dependence with respect to false 

positive classifications HS seen in Run 1. A higher prevalence causes more severe bias in the false 

positive rate estimates through the false negative classification dependence as seen in Run 2. 

IMPLICATIONS 

This run reflects situations where there are two observers who perhaps had the same 

inadequate or incomplete training causing them to commit the same errors '"hile a third observer 

had different, perhaps superior, training and commits error less often, more randomly, and 

independent of the others. This is a dangerous situation because the dependent observers have 

high error rates. A low prevalence will result in seriously biased false negative rate estimates 
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while a high prevalencf: will lead to biased false positive rate estimates. At full dependence, the 

less accurate dependent observers appear more accurate when classifying true positives than the 

truly accurate observer In the last case the dependence amplified the differences between the 

observers false positive rates. In this case conclusions about which observer is the most sensitive 

could be completely wmng in the presence of dependence. 
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TABLE 5a 
~leans ar d standard deviations of parameter estimates in the case of three obser•ers. 

with dependenc ~ between observers 1 and 2 with respect to false positive and false negative Rate 

True Prevalence= .05 

True Error Mean of Estimates (%) (standard deviation (%)) 

Rates Dep 
. 

e ~. ~% 1\ a, <lz a, 

13,, (3, = .25 0 5.76 (2.~ 8) 24.68 (11.28) 24.81 (11.32) 13.93 (15.15) 24.72 ( 1.28) 24.75 (1.28) 9.83 (1.34) 
(3, = .1 

Ct1, <X2 = .25 0.5 5.70 (O.S 5) 1.33 (3.23) 1.37 (3.34) 36.07 (9.01) 23.17 (1.14) 23.19 (1.15) 

a, =.1 8.60 (0.~:2) 0.00 (0.00) 0.00 (0.00) 46.44 (5.02) 20.68 (1.04) 20.65 (1.04) 

• Proportion of maximum depen ience between observers 1 and 2 for both true negative and true positive subjects. 
Means with 20% or greater bias are displayed in bold. 

TABLE 5b 
.\leans ar d standard deviations of parameter estimates in the case of three observers, 

with dependenc~ between observers 1 and 2 with respect to false positive and false negative Rate 

True Prevalence= .15 

True Error Mean of Estimates (0 o) (standard deviation (0 o)) 

Rates Dep" 
e (3, (3, (3, u, u., 

(3,, (3, = .25 0 15.20 (2.l6) 25.03 ( 4.22) 24.80 (4.69) 10.67 (7.74) 24.90 ( 1.33) 24.92 ( 1.39) 

11.01 (0.75) 

10.28 (0.72) 

rJ., 

9.98 (1.40) 
(3, = .1 

a,, a, = .25 0.5 14.63 (1.!9) 13.49 (4.55) 12.55 ( 4.88) 23.12 (5.91) 23.17 (1.50) 23.27 (1.33) 12.61 (1.25) 

a, =.1 14.27 (1.14) 2.79 (3.16) 2.58 (3.05) 29.87 (3.86) 21.63 (1.25) 21.72 (1.16) 13.99 (0.91) 

·Proportion of maximum depenience between observers 1 and 2 for both true negative and true positive subjects. 
Means with 20% or greater bias are displayed in bold. 

TABLE 5c 
~leans ar d standard deviations of parameter estimates in the case of three observers. 

with dependenc~ between observers 1 and 2 with respect to false positive and false negative Rate 

True Prevalence = .40 

True Error Mean of Estimates (%)(standard deviation (0 o)) 

Rates Dep" 
e (3, 13, (3, a, <lz a, 

13" 13, = .25 0 40.00 (2. !1) 24.88 (2.38) 24.90 (2.56) 9.61 (4.53) 25.14 (2.23) 25.55 (2.36) 10.11 (1.98) 
(3, = .1 

a,, a, = .25 0.5 40.44 (1.•)8) 20.68 (2.09) 20.59 (2.16) 16.62 (2.62) 21.55 (1.96) 21.93 (1.60) 14.04 (1.61) 

a, =.1 40.52 (2.•>2) 17.13 (1.95) 16.69 (2.50) 21.19 (2.01) 19.21 (1. 79) 19.12 (1.45) 17.06 (1.29) 

• Proportion of maximum depen :lence between observers 1 and 2 for both true negative and true positive subjects . 
.\leans with 20% or greater bias are displayed in bold. 



Figure 5a 

Mean of Estimates of Prevalence (e) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false posrt:ive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates · 

Pt, P2 = .25, P3 =.1~ al, a.2 = .25, a3 =.1 
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Figure 5b 

Mean of Estimates of false negative rate for observer 1 (81) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

13t, 132 = .25' 133 = .1; a.l, a.2 = .25, a3 =.1 
0.30 

0 . 251""'..-.::~~ 
0.20 

Mean 0.15 

0.10 
0.05 
0.00 L__---4!::==~---,< 
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Figure 5c 

Mean of Estimates of false negative rate for observer 2 ({32) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

P1, P2= .25, P3=.1~ a.1,a2=.25, a.3= .1 
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Figure 5d 

Mean of Estimates of false negative rate for observer 3 (83) 
in the case of three observers~ with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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Figure 5e 

Mean of Estimates of false positive rate for observer 1 (a 1) 
in the case of three observers, with dependence bet'Neen 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

Pt . P2 = .25. P3 = .1; a.1, a.2 = .25, a.3 = .1 
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Figure 5f 

Mean of Estimates of false positive rate for observer 2 (a2) 
in the case of three observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

p1, p2 = .25, p3 = .1 ; a.1, a. 2 = .25, a. 3 =.1 
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• represents true prevalence (e) = .40 . 
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Figure 5g 

Mean of Estimates of false positive rate for observer 3 (a3) 
in the case of three observers, wrth dependence between 
observers 1 and 2 wrth respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

p1, P2 =.25, P3=.l; a 1,a2 =.25,a3 =.1 
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x represents true pre¥alence (e)= .05 . 

• represents true prevalence (e) = .1 5 . 

• represents true prevalence (e) = .40 . 

95 



96 

3 .1.6 RUN 6 • Depe:tdence with respect to false positive and false negative rates 

In this simulation there was a positive dependence between all pairs of observers when 

classifying both true positive and true negative individuals. Tables 6a, 6b and 6c show the results 

for prevalences of .05, .15, and .40. The graphs of the means of the estimates can be found in 

Figure 6a to 6g. 

OBSERVATIONS 

Effect on prevalence estimates 

Dependence causes prevalences of .05 and .15 to be overestimated when FPR = .25. For 

example, in Table 6a it can be seen that when FNR = .1 and FPR = .25 and the true prevalence 

is .05, the mean of the prevalence estimates is .12 at half maximum and .18 at maximum 

dependence. Figure 6a also shows these results. There is no apparent effect on the estimates of 

prevalence when the tnte prevalence is .40. 

Effect on false negative rate estimates 

There is symmetry here in that all three observers' rates will react to the dependence in 

the same way. All false negative rates are underestimated due to the pairwise dependence. The 

most serious effects oc(:ur when the prevalence is low and the FPR is high at .25. 
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Effect on false positive rate estimates 

The false posit1 ve rates for all three observers are most seriously underestimated when 

FPR = .25. There appears to be no effect of prevalence on the amount of bias except when 

FNR = .25 and FPR = .1 where there is underestimation by more than 20% only when the 

prevalence is .40. Figttres 6e to 6g clearly show the decrease in the means of the estimates as 

the dependence increases. 

EXPLANATIONS 

A positive dept:ndence between all three observers will result in underestimation of all 

observers' error rates. There is more agreement between all observers than in the independent 

case which leads to the bias. In addition a low prevalence is overestimated when the FPR is high 

since there are more positive classifications occurring simultaneously due to the dependence. 

IMPLICATIONS 

If there is dependence between all three observers, or if there are three tests which rely 

on some of the same components, then the latent procedure will produce error rate estimates 

which may be very misleading. All error rates will be underestimated leading to a false sense of 

confidence for those in~:erested in the accuracy of the observers or tests. In this run again, the 

most dangerous situations are when the false positive rates are high and the prevalence is low. 
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TABLE 6a 
:V!eans aad standard deviations of parameter estimates in the case of three observers, 

with dependence between all pain of observers with respect to false positive and false negative rates 

True Prevalence = .05 

True Mean of Estimates (o/o) (standard deviation (%)) 
Error Dep" 

Rates e ~I ~. 13, a., a, a., 

~ =.1 0 5.07 (0.73) 10.11 (6.34) 9.60 (6.25) 10.22 (6.13) 9.92 (0.85) 9.86 (0.69) 10.04 (0.73) 
a. =.1 

0.5 5.44 (0.58) 2.37 (2.80) 2.11 (2.63) 2.24 (2.78) 9.25 (0.70) 9.40 (0.59) 9.39 (0.62) 

6.46 (0.61) 0.09 (0.58) 0.11 (0.40) 0.07 (0.38) 8.14 (0.54) 8.08 (0.67) 8.08 (0.65) 

~ =.1 0 5.75 (2.04) 12.26 (10.75) 11.58 (11.04) 11.43 (10.73) 24.75 (1.34) 24.76 (1.39) 24.77 (1.31) 
a. =.25 

0.5 11.83 (0.92) 1.60 (2.27) 1.51 (2.14) 1.61 (2.23) 18.84 (1.07) 18.85 (1.03) 18.77 (1.04) 

18.46 (0.87) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 11.98 (0.81) 12.01 (0.83) 11.98 (0. 79) 

~ =.25 0 4.99 (1.13) 24.09 (9.18) 26.87 (8.51) 22.20 (8.32) 10.08 (0.92) 10.Q2 (0.72) 9.69 (0.84) 
a. =.1 

0.5 4.70 (0.57) 5.60 (5.20) 6.59 (4.47) 4.62 (4.90) 9.42 (0.59) 9.46 (0.79) 9.48 (0.69) 

5.45 (0.56) 0.36 (1.02) 0.21 (0.71) 0.65 (1.40) 8.28 (0.62) 8.03 (0.79) 8.20 (0.81) 

~ =.25 0 6.88 (7.33) 24.69 (18.61) 21.66 (19.57) 23.81 (17.89) 24.76 (2.01) 24.37 (:2.22) 24.64 (2.12) 
a. =.25 

0.5 10.79 (0.92) 2.75 (3.24) 2.66 (3.11) 2.60 (2.83) 19.16 (0.93) 19.09 (1.11) 19.05 (1.07) 

17.47 (0.79) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 12.13 (0.84) 12.14 (0.85) 12.11 (0.80) 

• Proportion of maximum depen ience between all pain of observers for both true negative and true positive subjects. 
~represents the true false negative rates, ~1= ~,= ~1• 
a. represents the true false positi ;e rates, a.,= a.,= a.,. 
Means with 20% or greater bias are displayed in bold. 
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TABLE 6b 
~leans nd standard deviations of parameter estimates in the case of three observers, 

with dependenc€ between all pairs of observers with respect to false positive and false negative rates 

True Prevalence= .15 

True Mean of Estimates (%)(standard deviation (%)) 
Error Dep" 
Rates e ~I ~1 ~] (ll CLz ~ 

~ =.1 0 14.96 (1.21) 10.46 (2.49) 9.16 (3.26) 10.06 (2.97) 9.99 (0.72) 10.00 (0.83) 9.87 (0.78) 
(l =.1 

0.5 15.12 (0.89) 6.45 (1.88} 6.53 (1.92) 6.42 (2.15) 9.23 (0.69) 9.36 (0.82) 9.13 (0.87) 

15.09 (0.89) 2.95 (1.85) 3.46 (1.90) 3.58 (1.57) 8.84 (0.62) 8.91 (0.72) 8.81 (0.75) 

~ =.1 0 15.47 (2.11) 9.91 (4.89) 10.58 (5.12) 9.95 (4.37) 24.97 (1.42) 25.05 (1.31) 24.89 (1.32) 
(l =.25 

0.5 20.76 (1.27) 4.22 (2.28) 4.17 (2.16) 4.60 (2.08) 19.07 (1.27) 19.09 (1.32) 18.76 (1.24) 

24.50 (0.94) 0.18 (0.35) 0.22 (0.48} 0.17 (0.37) 13.59 (1.01) 13.50 (0.91) 13.62 (0.85) 

~ =.25 0 15.38 (1.87) 24.99 (4.24) 25.73 (4.36) 25.01 (5.45) 9.99 (0.91) 9.83 (0.99) 9.85 (0.92) 
(l =.1 

0.5 14.01 (1.01) 15.09 (2.56} 15.27 (3.01) 14.40 (2.61) 9.34 (0.89) 9.52 (0.68) 8.99 (0.82) 

13.48 (0.86) 7.36 (2.21) 7.11 (1.77) 7.56 (2.04) 8.24 (0.84) 8.34 (0.65) 8.28 (0.67) 

~ =.25 0 16.48 (4.48) 26.57 (9.39) 25.89 (7.43) 25.92 (7.46) 24.29 (2.16) 24.51 ( 1.69) 24.69 (1.96) 
(l =.25 

0.5 18.23 (1.33) 8.87 (2.83) 7.45 (3.34) 8.67 (2.91) 19.52 (1.21) 19.48 (1.19} 19.17 (0.96) 

22.22 (1.1 0) 0.93 (1.12) 0.90 (0.98) 1.27 (1.12) 13.77 (0.96) 13.41 (1.17) 13.56 (0.85) 

• Proportion of ma:<imum depeti dence between all pairs of observers for both true negative and true positive subjects. 
~represents the true false negative rates, ~1= ~2= ~1• 
a represents the true false positive rates, ct1= Ctz= a,. 
Means with 20% or greater bias are displayed in bold. 
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TABLE 6c 
Means a1d standard deviations of parameter estimates in the case of three observers, 

with dependence between all pairs of observers with respect to false positive and false negative rates 

True Prevalence = .40 

True :.\lean of Estimates(%) (standard deviation(%)) 
Error Dep' 
Rates e ~. ~% ~. a., <X.z a. 
~ =.1 0 40.02 (1.36) 10.10 (1.36) 10.14 (1.28) 9.69 (U7) 9.96 (1.24) 10.29 (1.29) 9.87 (1.00) 
a. =.1 

0.5 40.04 (0.95) 8.67 (1.36) 8.54 (1.04) 8.79 (1.18) 9.10 (0.86) 9.36 (0.84) 9.07 (0.94) 

40.22 (1.40) 7.39 (1.17) 7.42 (1.15) 7.24 (1.06) 8.24 (0.94) 8.49 (1.01) 8.07 (0.94) 

13 =.1 0 39.70 (2.02) 9.61 (2.44) 10.00 (1.90) 9.98 (2.05) 24.67 (2.04) 24.71 (1.89) 25.28 (1.87) 
a. =.25 

0.5 43.88 (UO) 7.60 (1.58) 7.45 (1.08) 7.66 (0.99) 19.01 (1.34) 19.24 (1.27) 18.90 (1.59) 

46.07 (1.32) 5.03 (1.13) 5.12 (0.89) 4.94 (1.10) 13.64 (1.30) 13.23 (1.17) 13.87 (1.118) 

~ =.25 0 39.76 (1.61) 24.91 (2.45) 25.04 (2.27) 25.23 (1.95) 9.98 (1.03) 9.95 (1.28) 9.89 (1.52) 
a. =.1 

o.s 37.23 (1.71) 17.73 (2.19) 18.36 (1.96) 18.13 (1.80) 8.50 (0.92) 8.57 (1.05) 8.76 (0.78) 

36.50 (1.03) 12.39 (1.1 0) 12.41 (1.55) 12.71 (1.54) 6.90 (0.86) 6.79 (0.80) 6.92 (0.81) 

~ =.25 0 39.44 (4.65) 24.32 (3.68) 24.68 (2.86) 24.51 (4.21) 24.84 (2.31) 25.05 (2. 75) 25.22 (2.11) 
a. =.25 

o.s 40.82 (1.70) 15.81 (2.01) 15.87 (1.68) 15.49 (2.34) 18.08 (1.43) 18.10 (1.54) 17.67 (1.44) 

41.84 (1.35) 8.50 (1.32) 8.81 (1.32) 8.64 (1.47) 11.44 (0.87) 11.77 (1.17) 11.86 (1.15) 

' Proportion of maximum depen :lence between all pairs of observers for both true negative and true positive subjects. 
13 represents the true false negative rates, 131= 131= 13r 
a. represents the true false positi ~e rates, a 1= <X.z= a 3• 

Means with 20% or gyeater bias are displayed in bold. 



Figure 6a 

Mean of Estimates of Prevalence ( (J) 
in the case of three observers, with dependence between 

all pairs of obsHrvers with respect to false positive and false 
negative rate: mean vs dependence for each true prevalence 

by true error rates 
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Figure 6b 

Mean of Estimates of false negative rate for observer 1 (,81) 
in the case of three observers, with dependence between 

all pairs of obs~~rvers with respect to false positive and false 
negative rate: mean vs dependence for each true prevalence 

by true error rates 
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Figure 6c 

Mean of Estimates of false negative rate for observer 2 (IJ2) 
in the case of 1h ree observers, with dependence between 

all pairs of observers with respect to false positive and false 
negative rate: mean vs dependence for each true prevalence 

by true error rates 
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Figure 6d 

Mean of Estim:ates of false negative rate for observer 3 (83) 
in the case of three observers, with dependence between 

all pairs of obs~ervers with respect to false positive and false 
negative rate: mean vs dependence for each true prevalence 

by true error rates 
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Figure 6e 

Mean of Estimates of false positive rate for observer 1 (a 1) 
in the case of three observers, with dependence between 

all pairs of obsorvers with respect to false positive and false 
negative rate: mean vs dependence for each true prevalence 

by true error rates 
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Figure 6f 

Mean of Estimates of false positive rate for observer 2 (a2) 
in the case of three observers, with dependence between 

all pairs of obsE~rvers with respect to false positive and false 
negative rate: mean vs dependence for each true prevalence 

by true error rates 
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Figure 6g 

Mean of Estimates of false positive rate for observer 3 (a3) 
in the case of three observers, with dependence between 

all pairs of obst~rvers with respect to false positive and false 
negative rate: rnean vs dependence for each true prevalence 

by true error rates 
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3.1.7 RUN 7 -Dependence behveen two observers with respect to false positive rate - Four 

Observer Case 

This run includc~s four observers with dependence between observers 1 and 2 with respect 

to false positive rate only. Tables 7a., 7b, and 7c give the results for 8=.05, 8=.15, and 8=.40, 

respectively. Figures 7 a to 7i show the trends in the means of the parameter estimates as the 

dependence increases. 

OBSERVATIONS 

Effect on prevalence estimates 

The dependence causes a positive bias in the prevalence estimates when the FPR is high 

at .25 and the true prev<1lence is low at .05. At other combinations of the initial parameters the 

prevalence estimates shc>w no substantial bias. 

Effect on the false negative rate estimates 

The false negative rates for the two dependent observers are seriously underestimated 

when the FPR is high. This effect is strongest when the prevalence is low. At 8=.05 these false 

negative rates are even underestimated when the FPR is low. As was seen in the three observer 

case, there is an inverse effect on the false negative rates of the independent observers. These 

false negative rates are overestimated when the FPR is high and when the prevalence is lo\v. 

These trends are most clt~arly seen in Figures 7b to 7e. 
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Effect on the false positive rate estimates 

The bias in the false positive rate estimates is not as large as that in the false negative rate 

estimates. The false positive rate estimates for the two dependent observers tend to possess a 

negative bias when the FPR is high. This effect appears similar for all prevalence values. There 

appears to be no effect on the independent observers' false positive rates. 

Goodness of fit results 

The means of th·~ 7.2 values for the simulations and the power estimates are also given in 

Tables 7a, 7b, and 7c. [t can be seen that in general the 7.2 values increase as the dependence 

increases. However, as ::hown by the power estimates and the 7.2 values, the goodness of fit test 

has trouble picking up the presence of dependence when the FPR is low. This corresponds to the 

situation where the estirr:ates are not seriously biased. 

EXPLANATIONS 

These trends can be explained in the same way as the three observer case. That is, the 

dependent observers, observers l and 2, misclassify negative individuals as positive more often 

than if they were independent. When the false positive rate is high there is more simultaneous 

misclassification. This over-abundance of positive classifications results in higher prevalence 

estimates. The false positive rate for the two observers drops because the simultaneous 

misclassifications as positive increases the apparent probability of these classifications being 

correct. The false negatJ.ve rates also drop due to the increased agreement between these two 
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dependent observers. lower prevalence enhances the effect of the dependence because there are 

then more truly negative individuals on which the dependence is acting. The independent 

observers, observers 3 and 4, have their false negative rate estimates positively biased. This is 

due to their increased lack of agreement with the dependent observers. The false positive rates 

of these observers are not so much affected because they are based on truly positive individuals 

of which there are a small number. 

This run can be compared to the equivalent run with three observers, run l. It can be 

seen that all biases are .. arger in the three observer case. The presence of a second independent 

observer helps to dilute the effects of the dependence between observers 1 and 2. 

IMPLICATIONS 

As was stated m the three observer case, the most dangerous situation is when the 

prevalence is low and the false positive rate is high. However, the addition of another 

independent observer helps control the bias problem. Thus, if it is suspected that two of three 

observers or screening t4:sts are dependent then more accurate estimates can be achieved by the 

addition of a fourth independent observer. 

In this situation the goodness of fit test seems to have good power to identify the 

dependence as a departwe from the model assumptions when the estimates are biased. However, 

in the cases where the e!:timates were not substantially biased the test had little power. 



TABLE 7a 
Means and standard deviations of parameter estimates in the case of four observers, 
with dependence between observers I and 2 with respect to false positive rate only 

True Prevalence - .05 

True Mean of Estimates (%)(standard deviation (%)) 
Error Dep" 
Rates 0 ~I ~2 j}, ll. 

~~.I 0 5.05 (0.41) 10.67 (3.49) 9.99 (2.63) 10.98 (2.95) 9.72 (2.37) 
a =.I 

0.5 5.10 (0.36) 8.86 (2.50) 8.81 (2.78) 11.13 (2.30) 10.81 (2.48) 

I 4.91 (0.34) 6.78 (2.07) 5.88 (2.24) 11.38 ( 1.65) 11.94 (3.69) 

(} c • .J 0 4.98 (0.78) 10.29 (5.18) 9.19 (5.60) 9.10 (5.16) 9.03 (5.45) 
a =.25 

0.5 6.88 (0.61) 0.35 (1.32) 0.24 (0.79) 25.34 (4.70) 25.66 (4.46) 

I 10.61 (0.59) 0.00 (0.00) 0.00 (0.00) 38.24 (2.99) 37.52 (3.10) 

j} =.25 0 4.95 (0.49) 22.70 (4.59) 24.42 ( 4.34) 24.43 (4.22) 24.73 (3.50) 
a ~.1 

0.5 4.82 (0.55) 22.70 (4.76) 21.17 (3.68) 25.40 (5.33) 25.15 (4.35) 

1 4.95 (0.53) 20.40 ( 4.36) 20.41 (4.43) 26.60 (4.94) 25.54 (5.18) 

j} =.25 0 5.19 (1.46) 24.01 (7.63) 23.94 (9.44) 24.99 (9.00) 25.62 (9.85) 
a =.25 

0.5 6.07 (0.72) 1.71 (3.23) 1.73 (3.34) 39.48 (4.57) 40.14 (5.25) 

I 9.72 (0.65) 0.00 (0.00) 0.00 (0.00) 47.93 (2.54) 48.82 (2.83) 

• Proportion of maximum d•-'pendence b~.:tween ohs-.'TVers I and 2 for true negatiw subjects. 
1 Proportion of x' values above the critical value at the 5% significance level of x'.,_, - 12.59. 
j} repn:sents the true false negative rates, ~1 - f\~ p,- f\. 
a represents the true false positive rates, a 1~ a,= a,= a 4• 

Means with 20% or greater bias are displayed in bold. 

at 

10.05 (0.55) 

9.89 (0.51) 

9.95 (0.36) 

25.00 (0.81) 

22.92 (0.77) 

19.81 (0.66) 

10.03 (0.58) 

J(J.05 (0.42) 

9.75 (0.34) 

24.76 ( 1.05) 

23.01 (0.88) 

19.76 (0.87) 

a, a, 

9.99 (0.50) 10.06 (0.50) 

9.86 (0.59) 9.92 (0.48) 

9.76 (0.44) 10.13 (0.47) 

25.04 (0.79) 24.94 (0.80) 

22.95 (0.83) 24.78 (0.79) 

19.68 (0.74) 24.19 (0.78) 

10.18 (0.47) 10.03 (0.44) 

9.97 (0.54) 10.04 (0.49) 

9.83 (0.39) 10.15 (0.55) 

25.ll (0.73) 24.99 (1.00) 

22.81 (0.81) 25.30 (0.70) 

19.85 (0.82) 24.90 (0.66) 

Ooodness of Fit 

a. Mean Powerl 

~· .. 
10.08 (0.60) 6.31 O.Q3 

10.02 (0.71) 5.96 ().(13 

10.05 (0.55) 8.19 0.17 

25.04 (0.77) 6.44 0.09 

24.93 (0.73) 24.89 0.93 

24.06 (0.67) 81.18 1.00 

9.92 (0.49) 6.07 0.00 

10.06 (0.39) 6.62 0.10 

10.06 (0.43) 8.41 0.10 

24.83 ( 1.12) 6.56 0.00 

25.41 (0.66) 15.69 0.57 

24.99 (0.64) 48.12 1.00 



TABLE 7b 
Means and b'tandard deviations of parameter estimates in the case of four observers, 
with dependence between observers I and 2 with respect to false positive rate only 

True J>revalencc -· . I 5 

--

True Mean of Estimates (%) (standard deviation (%)) 
Error Dep· 
Rates e 1\ 13, 13, 1\ 

. ----

~ ~.) 0 14.95 (0.57) 10.13 (1.45) 9.87 (1.31) 9.71 (1.52) 9.63 (\.19) 
U c~.l 

0.5 14.85 (0.64) 9.67 (1.72) 9.61 (1.38) 9.87 (1.4 I) 9.90 (1.53) 

I 14.98 (0.67) 9.36 (1.16) 9.02 (1.36) 10.43 ( 1.60) I 0.30 ( 1.97) 

I} ~.I 0 15.22 (0.78) 10.50 (1.93} 9.40 (2.71) 10.05 (1.47} 9.41 (1.83) 
a ~.25 

0.5 15.82 (0.74) 4.80 (1.82) 5.13 (1.57) 14.99 (1.84) 14.67 (2.00) 

I 17.25 (0.89) 0.87 (1.20) 1.16 (1.25) 20.76 (2.41) 21.11 (2.62) 

13 =.25 0 14.95 (0.80) 24.55 (3.31) 25.93 (1.90) 24.50 (2.43) 25.04 (2.43) 
U co.J 

0.5 I 5.08 (0.82) 24.17 (2.61) 24.47 (2.01) 25.03 (1.29) 25.10 (1.86) 

1 14.65 (0.69) 23.47 (2.35) 23.63 (2.53) 25.03 (2.34) 25.72 (2.27) 

13 =.25 0 15.35 (1.92) 25.79 (3.65) 25.46 (3.61) 24.33 (3.21) 25.65 (3.49) 
a =.25 

0.5 15.60 ( 1.24) 16.27 (2.37) 15.71 (2.85) 31.04 (3.10) 31.18 (3.03) 

1 15.39 (1.28) 5.82 (3.51) 6.10 (3.07) 36.45 (2.50) 36.45 (2.74) 

• Proportion of maximum dependence between obs .. ..-vers I and 2 for true negative subjects. 
t Proportion of x.' values above the <..Titical value at the 5% si!l7lilicance \.:vel of x.' "'·• · 12.59. 
~represents the true false negative rat..,'S, ~1 •• ~,~ ~'" ~ •• 

u represents the true false positive rates, u1= u,-~ u,= u,. 
Means with 20% or greater bias are displayed in bold. 

a, 

9.90 (0.40) 

9.81 (0.64} 

9.99 (0.63) 

24.88 (0.94) 

23.36 (0.78) 

21.35 (0.79) 

9.88 (0.52) 

9.94 (0.60) 

9.78 (0.55) 

25.07 (0.98) 

22.91 (1.10) 

20.96 ( 1.07) 

a, a, 

9.93 (0.40) 9.75 (0.49) 

10. I 4 (0.5 I) 9.96 (0.53) 

9.76 (0.51) 9.98 (0.55) 

24.89 (0.83} 25.10 (0.86) 

23.66 (0.99) 25.37 (0.73) 

21.34 (0.96) 25.39 (0.65) 

10.15 (0.43) 10.0 I (0.56) 

10.05 (0.56) IO.Q4 (0.64) 

9.86 (0.55) 9.97 (0.51) 

25.04 (1.08) 24.92 (0.86) 

22.87 (0.86) 25.80 (0.93) 

21.25 (1.12) 26.73 (1.05) 

Goodness of Fit 

a, Mean Powert .,, 

9.96 (0.55) 6.56 O.Q3 

10.08 (0.59) 5.46 0.()3 

I 0.0 I (0.47) 7.31 0.10 

24.95 (1.07} 5.25 0.00 

25.29 ( 1.00) 19.63 0.90 

25.21 (0.66) 60.49 1.00 

9.88 (0.48) 6.09 0.10 

10.14 (0.58) 7.14 0.10 

10.24 (0.57) 6.16 0.07 

25.10 (1.28) 6.23 O.Q7 

25.84 (0.97) 18.16 0.70 

26.81 (0.83) 35.22 0.97 

--N 



TABLE 7c 
Means and standard deviations of param.,'ter ct.iimates in the case of four observers, 
with dependence between observers I and 2 with respect to false positive rate only 

True J>revaknce -- AO 

True Mean of Estimates (%) (standard deviation (%)) 

Error Dep' 
Rates a 13, ~. ~J ~. 

~=.I 0 40.34 (0.69) I 0.00 (0.85) 9.85 (0.72) 9.99 (0.70) 10.01 (0.91) 
(.( "o,l 

0.5 39.88 (0.81) 9.98 (0.86) 9.95 (0.85) 9.83 (0.79) 9.87 (0.81) 

I 39.96 (0.87) 9.53 (0.99) 9.77 (1.05) 10.18 (0.98) 10.29 (0.89) 

~ ~.1 0 40.48 (1.00) 10.18 (0.88) 10.24 (1.02) 10.30 (l.l5) 10.15 (0.94) 
a ~.25 

0.5 40.87 (1.00) 8.91 (0.90) 8.86 (0.94) 11.03 (1.20) 11.39 ( 1.22) 

I 41.39 (0.85) 7.46 (0.93) 7.40 (0.94) 12.71 (1.02) 13.02 (0.95) 

J3 ~.25 0 40.21 (1.05) 25.17 ( 1.25) 25.26 (1.50) 25.14 (1.28) 24.98 (1.16) 
a -.1 

0.5 40.29 ( 1.08) 24.88 (1.13) 24.5:1 (1.14) 25.11 ( 1.47) 24.68 (1.36) 

I 40.17 (0.80) 24.73 ( 1.28) 24.57 (1.39) 25.13 (1.26) 25.14 (1.17) 

J3 =.25 0 39.94 (2.00) 24.86 (2.30) 24.80 ( 1.66) 24.95 (1.41) 25.42 (2.35) 
a =.25 

0.5 39.86 (1.40) 21.86 (1.53) 22.34 (1.53) 26.47 (1.55) 26.27 (1.65) 

I 40.48 (1.55) 19.60 (1.71) 20.14 (1.89) 27.97 (1.83) 28.37 (1.54) 

' Proportion of maximum dependence between observers I and 2 for true n.:gative subje<.:ts. 
1 Proportion of x' values above the critical valu.: at th.: 5% significance level of X' us.• = 12.59. 
~ represents the true false negative rates, ~.= ~,~ 1\= I\· 
a represents the true false positive rates, a 1= a,= aJ~ a 4• 

Means with 20% or greater bias are displayed in bold. 

u, 

9.95 (0.68) 

9.68 (0.60) 

9.83 (0.61) 

24.96 (1.17) 

23.54 (1.02) 

21.72 (0.97) 

9.91 (0.93) 

9.81 (0.75) 

9.68 (0.63) 

24.90 ( 1.68) 

23.28 (1.25) 

21.30 (1.28) 

u, (.(J 

9.74 (0.78) 10.09 (0.52) 

10.01 (0.61) 9.97 (0.67) 

9.88 (0.58) 10.Q7 (0.77) 

24.72 (1.03) 24.77 (0.96) 

23.39 ( 1.1 7) 25.18 (0.95) 

21.75 (1.1 I) 25.52 (1.08) 

10.05 (0.92) 10.0 I (0.59) 

9.90 (0.81) 9.97 (0.78) 

10.13 (0.55) 10.14 (0.85) 

25.19 ( 1.32) 24.99 (1.57) 

23.40 (0.96) 26.04 (l.l8) 

21.26 (1.41) 26.54 (1.19) 

u, 

10.03 (0.60) 

9.90 (0.68) 

10.19 (0.83) 

24.66 (1.34) 

25.21 ( 1.08) 

25.06 (0.94) 

9.88 (0.83) 

9.97 (0.75) 

10.24 (0.63) 

24.90 (1.34) 

25.94 (1.06) 

26.89 ( 1.31) 

Goodness of Fit 

Mean Power I 

""' A. 

6.94 0.10 

5.90 ll.Ol 

6.39 0.03 

6.40 0.10 

17.16 0.70 

48.89 1.00 

5.38 0.00 

5.82 0.13 

6.99 0.10 

7.87 0.17 

11.92 0.40 

28.77 0.97 

..... -(.;.) 



Figure 7a 

Mean of Estimates of Prevalence ( (}) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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~ represents the true false negative rates, 13t • 13 z • ~ 3 • ~4. 

~ represents the true false positive rates, ~ 1 • ~z • ~ 3 • cz.4. 

x represents true prevalem e (e)= .05. 

• represents true prevalen•:e (e)= .15. 

• represents true prevalen~:e (e)= .40. 
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Figure 7b 

Mean of Estimates of false negative rate for observer 1 (81) 
in the case o1 four observers, with dependence between 
observers 1 and 2 with re~pect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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a. represents the true false Jositive rates. a.1 .. a.z • a.~ • a.4. 

x represents true prevalem e (e)= .05 

• represents true pr~alence (e)= .15. 

• represents true pre'tlalence (e)= .40. 
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Figure 7c 

Mean of Estimates of false negative rate for observer 2 (h) 
in the case of four observers, with dependence bet'Neen 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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• represents true prevalen( e (e)= .15. 

& represents true prevalence (e)= .40. 
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Figure 7d 

Mean of Estimates of false negative rate for observer 3 (83) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive rate only: 

mean vs~ dependence for each true prevalence 
by true error rates 
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Figure 7e 

Mean of Estimates of false negative rate for observer 4 (84) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 7f 

Mean of Estimates of false positive rate for observer 1 ( a1) 
in the case of ·four observers, with dependence between 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 7g 

Mean of Estimates of false positive rate for observer 2 (a2) 
in the case of ·=our observers, with dependence between 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 7h 

Mean of Estimates of false positive rate for observer 3 (a3) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 7i 

Mean of Estim:ates of false positive rate for observer 4 (a~ 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive rate only: 

mean vs dependence for each true prevalence 
by true error rates 

~=.1, a=.l ~=.1, a=.25 
0.15 0.30 

0.2£+==----...... """""'==::::1 
0.1ot------+----- 0.20 

Mean Mean 0.15 
0.05 

0.00'---------------
0 .5 

Proportion of Maximum Dependence 

~=.25, a=.l 
0.15 

0.1a.----·-... ----
Mean Mean 

0.05 

0.00 .___ ________ __ 

0 .5 

Proportion of l\o1aximum Dependence 

~ represents the true falsE· negative rates, ~1 • ~~ • 13 3 • !34. 

a. represents the true falsE positiVe rates. (1.1 • ll.z • lZ. 3 • a.4. 

x represents true pnrvaler 1ce (e) = . 05. 

• represents true prevater1ce (e)= .15. 

" represents true prevalence (e)= .40. 

0.10 
0.05 
0.00'-----___... ____ _ 

0 .5 

Proportion of Maximum Dependence 

~.25, a=.25 

!m ~ : 0.00'------------
0 .5 1 

Proportion of Maximum Dependence 

122 



123 

3.1.8 RUN 8 - Deper~.dence between two observers with respect to false negative rate - Four 

Observer Case 

The dependenc~ in this run is between observers 1 and 2 with respect to false negative 

rate. Tables 8a, 8b, and 8c give the results for 9=.05, 9=.15, and 9=.40, respectively. The 

graphs of the means of the estimates are displayed in Figures 8a to 8i. 

OBSERVATIONS 

Effect on prevalence e~timates 

Figure 8a shows that the means of prevalence estimates remain relatively constant in the 

presence of this dependence. There is no detectable bias present in the estimates. 

Effect on false negative rate estimates 

There appears 1 o be a very slight negative bias in the false negative rate estimates for the 

dependent observers w:1en the FNR is high. For the independent observers there is no apparent 

effect of the dependen<:e. 

Effect on the false pos1tive rate estimates 

Any bias that may be present in the false positive rate estimates is very small, as can be 

seen in Figures 8f to 8i. As has been seen before, the trend is towards underestimation for the 

dependent observers and overestimation for the independent observers when the FNR is high 
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Goodness of fit results 

Tables 8a to 8c present the means of the X2 goodness of fit values and an estimate of the 

power of the goodness of fit tests. In general the numbers indicate that the test has low power 

to detect this type of dt:pendence. When the prevalence is .05 the test shows no power. At the 

prevalence of .15 there is some power shown when the FNR is high. There is fairly good power 

when the prevalence is .40 and the FNR is high. 

EXPLANATIONS 

There is not much detectable bias in this particular situation. Any bias that may be 

present is expected to ceflect the biases seen in the three observer case, Run 2. However, it is 

interesting to note that the addition of the fourth observer basically alleviated the bias problems 

seen in the three obserrer case. 

IMPLICATIONS 

The dependent:y in this situation does not pose much of a threat to the latent class 

estimates. As was di~ cussed in the last run, if it is suspected that two of three observers are 

dependent then the addition of an independent fourth observer will effectively remove any bias 

effects from the dependency. Again the goodness of tit test appears to only have power when 

the FNR is high and the estimates are showing slight trends of being biased. 



TABLE 8a 
Means and standard deviations of parameter estimates in the case of four observers, 
with dependence between observers I and 2 with respect to false negative rate only 

True Prevalence ·· .05 

True Mean of E~1imates ('lo) (standard deviation (%)) 
Error Dep' 

Rates e ~. ~. ~l ~. 

~=.I 0 5.04 (0.32) 9.22 (2.49) 9.76 (2.75) 9.86 (2.55) 8.95 (2.78) 
a.=.IH 

0.5 5.13 (0.43) 9.49 (2.70) 10.23 (2.98) 9.81 (2.58) 10.35 (2.54) 

I 4.93 (0.40) 9.97 (2.44) 10.32 (3.05) 11.16 (2.53) 10.35 (2. 74) 

~~.I 0 5.04 (0.80) 10.48 (5.59) 9.40 (4.95) 10.09 (5.78) 9.10 (5.67) 
a. =.25 

0.5 5.04 (0.69) 10.51 (4.52) 10.49 (4.71) 9.46 (5.21) 10.12 (5.40) 

I 5.00 (0.72) 9.62 (4.92) 9.90 (4.85) 9.92 (5.38) 10.45 ( 4.90) 

~ =.25 0 5.01 (0.50) 25.68 (4.15) 24.11 ( 4.09) 25.99 ( 4.13) 24.90 (4.77) 
u ~.I 

0.5 5.03 (0.58) 23.44 (5.59) 23,04 (4.09) 26.02 (4.97) 25.38 (5.15) 

I 4.88 (0.62) 20.79 (5.42) 22.26 (3.87) 25.62 ( 4.76) 26.99 ( 4.88) 

~ =.25 0 5.20 (1.53) 22.07 (10.54) 25.50 (6.56) 27.14 (6.00) 24.96 (8.38) 
a. =.25 

0.5 5.26 (1.37) 24.93 (11.07) 23.48 (9.20) 28.23 (8.09) 26.20 (7.98) 

I 5.47 (2.15) 21.79 (9.60) 20.36 (9.99) 26.18 (9.35) 26.43 (7.74) 

' Proportion of maximum dependence betwe..."'l observers I and 2 for true positive subjects. 
1 Proportion of x! values above the critical value at the 5% signilicance level of x.'o•.• •o 12.59. 
~represents the true false negative rates, j\,~. j\,~ f\j· ~ •. 
u represents the true false positive rates, u,~· u,~ u,~ u4• 

Means with 20% or greater bias are displayed in bold. 

a., 

10.0 I (0.42) 

9.82 (0.48) 

10.00 (0.56) 

24.95 (0.82) 

25.00 (0.79) 

25.12 (0.76) 

9.92 (0.60) 

9.80 (0.43) 

9.82 (0.53) 

24.97 (0.65) 

24.99 (0.72) 

24.77 (1.03) 

a., ul 

10.10 (0.65) 10.08 (0.55) 

10.00 (0.47) I 0,05 (0.43) 

9.92 (0.43) 9.92 (0.41) 

24.90 (0.97) 25.02 (0.82) 

25.0 I (0.68) 24.96 (0.95) 

25.08 (0.81) 25.07 (0.84) 

9.97 (0.62) 10.09 (0.53) 

9.89 (0.52) 10.09 (0.50) 

9.78 (0.53) 10.15 (0.64) 

24.94 (0.88) 24.85 (0.86) 

24.75 (0.83) 24.87 (0.99) 

24.50 (1.09) 24.81 (0.80) 

Goodness of Fit 

a.. Mean Power1 

~' ,.. 

10.09 (0.46) 6.38 0.13 

10.07 (0.55) 5.12 (J.(J3 

10.13 (0.47) 5.93 O.O.l 

25.0 I (0.80) 6.03 0.05 

24.98 (0.62) 6.60 0.04 

24.97 (0.69) 5.79 0.07 

9.93 (0.61) 5.21 0.00 

10.02 (0.62) 7.29 0.10 

10.23 (0.50) 6.94 0.10 

24.86 (l.ll) 5.17 0.03 

24.86 (1.10) 6.20 0.03 

24.78 (0.81) 6.45 0.00 

-N 
U\ 



TABLE 8b 
Means and standard deviations of parameter estimat.::s in the case of four observers, 
with dependence between observers 1 and 2 with respect to false negative rate only 

True Prevalence '~ .I5 

~ - ----- ------------- ---------------------------------------------------------

True Mean of Estimatl!s (%)(standard deviation (%)) 
Error Dep' 
Rates 0 ~. 1\ ~. ~. 

~ ~.1 0 14.75 (0.57) 9.59 (1.72) 10.16 (1.50) 10.10 (1.39) 10.26 ( 1.52) 
a ~.1 

0.5 14.97 (0.50) 9.88 (1.46) 10.17 (1.41) 10.08 (1.49) 10.17 (1.24) 

I 15.07 (0.60) 9.84 (1.17) 9.69 (1.48) 10.19 (1.54) 9.73 (1.38) 

~'".I 0 14.93 (0.85) 9.26 ( 1.97) 9.41 (1.87) 9.42 (1.90) 10.37 (2.15) 
a ~'.25 

0.5 15.01 (0.77) 9.65 (1.78) 9.95 (1.73) 10.13 (2.38) 10.15 (2.32) 

I 15.29 (0.76) 9.94 (2.59) 10.22 ( 1.99) 10.37 (1.64) 10.31 (1.79) 

~ ~.25 0 I5.10 (0.75) 24.93 (2. 70) 25.11 (2.56) 25.01 (2.68) 24.78 (2.37) 
a =.I 

0.5 14.87 (0.90) 23.44 (1.86) 23.57 (2.36) 25.40 (2.61) 25.09 (2.71) 

I I4.85 (0.72) 21.99 (2.33) 21.72 (2.50) 25.95 (1.98) 25.63 (1.95) 

fi =.25 0 I5.27 (1.47) 25.03 (3.94) 25.ll (3.68) 25.74 (3.06) 24.99 (3.74) 
a =.25 

0.5 I4.62 ( 1.55) 22.28 (4.73) 22.42 (3.25) 26.17 (3.73) 24.56 (3.80) 

I 15.25 (1.64) 21.02 (3.76) 21.70 (3.68) 27.05 (3.08) 27.73 (3.48) 

' Proportion of maximum depcndencl! between observers I and 2 for true positive subjel."ls. 
t Proportion of "l values above the l-Titical value at the 5% significance level of x' .... o_ 12.59. 
fi represents the true false negative rates, [i, ~ fi1~ ~.~ fi •. 
a represents the true false positive rates, a,= a1= a,= a 4• 

Means with 20% or greater bias are displayed in bold. 

a, 

I O.I2 (0.52) 

9.89 (0.58) 

10.09 (0.52) 

25. I 5 (0.76) 

24.84 (0.89) 

24.83 (0.97) 

9.93 (0.64) 

9.80 (0.62) 

9.75 (0.56) 

24.58 (l.JJ) 

24.62 (0.98) 

24.21 (0.87) 

a, a, 

9.92 (0.53) IO.Il (0.53) 

9.96 (0.46) 10.00 (0.66) 

10.01 (0.46) 9.90 (0.51) 

24.94 (0.88) 25.01 (0.99) 

25.02 (0.52) 24.89 (0.90) 

25.08 (0.98) 24.84 (0.85) 

10.16 (0.61) 9.99 (0.58) 

9.74 (0.53) 10.06 (0.54) 

9.64 (0.55) I 0.13 (0.67) 

25.10 (0.93) 25.1 I (0.99) 

24.53 (0.95) 25.I6 (0.87) 

24.34 (0.79) 25.32 (0.96) 

Goodness of Fit 

a. Mean Power1 

.. z 
~ 

10.15 (0.47) 5.96 0.()3 

9.97 (0.48) 6.59 0.00 

10.09 (0.54) 6.43 0.03 

25.16 (0.80) 5.23 0.00 

24.98 (0.88) 5.46 0.00 

25.06 (0.71) 5.56 0.03 

9.98 (0.55) 5.56 0.()3 

10.09 (0.72) 6.35 0.07 

I 0.28 (0.47) 12.90 0.50 

24.72 (0.97) 5.66 O.QJ 

25.22 (0.9I) 7.07 0.07 

25.28 (0.93) 7.62 0.13 

..... 
N 

"' 



TABLE 8c 
Means and standard deviations of parameter estimates in the case of four observers, 
with dependenc.:. between observers I and 2 with respect to false negative rate only 

Tru.: J>r.:v a 1...'11 c.: . 40 

True Mean of Estimates(%) (•tandard dl.lviation (%)) 
Error Dep' 
Rates e 13, (3, (3, !3. 

(\~.I 0 40.03 (0.89) 9.97 (0.83) 9.94 (0.74) 9.87 (0.85) 10.12 (0.99) 
<.t =.) 

0.5 39.96 (0.75) 9.93 (0.87) 10.25 (0.88) 10.00 (0.77) 9.93 (0.87) 

1 40.06 (0.76) 9.73 (0.99) 9.94 (0.79) 9.90 (0.64) 10.06 (0.80) 

1\ =.1 0 39.73 (0.86) 10.10 (0.94) 9.86 (0.87) 9.86 (0.96) 9.98 (0.93) 
<.t =.25 

0.5 39.92 (0.82) 9.66 (1.00) 9.72 (0.89) 10.07 (1.12) I 0.05 ( 1.30) 

I 40.06 (0.97) 9.88 (0.86) 10.16 (0.72) 10.17 (0.94) 9.85 (0.78) 

1\ =.25 0 39.90 (1.01) 24.84 (1.11) 24.87 (1.63) 24.98 ( 1.42) 24.73 (1.06) 
(.( ~c.) 

0.5 39.117 (0.89) 23.53 (1.32) 21.46 ( 1.24) 25.75 (1.10) 25.63 (1.41) 

I 39.19 (0.87) 21.96 (1.64) 21.82 (1.27) 25.38 (1.31) 25.60 (1.47) 

1\ =.25 0 40.58 (1.92) 24.80 (1.94) 25.60 (2.08) 25.16 (1.82) 25.50 ( 1.58) 
<.t =.25 

0.5 39.95 (1.91) 23.30 (1.75) 22.88 (1.65) 25.60 (1.90) 25.31 (1.43) 

l 39.91 (1.80) 21.3 5 (2.02) 21.65 (1.93) 26.32 ( 1.62) 27.00 (1.63) 

' Proportion of maximum dep<."'ldcnce between observers I and 2 for true positive subjl)(,1s. 
1 Proportion of x' vaiU<.'S above the critical value at the 5% significanc.: l.:v.:l of x' "'·· ~ 12.59. 
(\represents th.: true false negative rates, (\ 1 ~ (\1~ (\1 c 1\. 
a represents the true false positive rat<.'S, a 1= a,~ a,." a 4• 

Means with 20% or greater bias are displayed in bold. 

u, 

10.08 (0.68) 

9.95 (0.55) 

10.04 (0.54) 

25.15 (0.95) 

24.91 (0.96) 

24.58 (0.84) 

9.91 (0.94) 

9.48 (0.56) 

8.70 (0.58) 

24.93 (1.45) 

23.60 (1.29) 

22.47 (1.23) 

a, (.( 
j 

10.00 (0.67) 10.28 (0.54) 

10.01 (0.64) 10.05 (0.73) 

9.87 (0.60) 10.07 (0.64) 

25.01 (1.00) 25.23 (0.88) 

25.20 (1.18) 25.22 (0.93) 

25.06 (0.94) 25.16 (1.00) 

10.04 (0.80) 9.99 (0.81) 

9.26 (0.66) 10.46 (0.76) 

8.70 (0.84) 11.30 (0.78) 

25.27 (1.02) 24.79 (1.43) 

23.96 (1.34) 25.73 ( 1.09) 

22.70 (1.23) 26.09 (1.50) 

u. 

9.91 (0.65) 

10.03 (0.70) 

9.89 (0.52) 

25.05 (1.00) 

24.90 (1.01) 

25.08 (0.82) 

9.93 (0.63) 

10.59 (0.75) 

11.05 (0.59) 

24.85 (1.60) 

25.45 (1.28) 

26.04 (1.20) 

Goodno.JSs of Fit 

Mean J>owert 
..,z 

7.15 0.17 

5.95 0.07 

7.51 0.10 

7.17 0.03 

5.49 0.00 

5.94 0.10 

5.70 0.10 

13.31 0.53 

33.16 1.00 

6.24 0.10 

8.93 0.13 

15.67 0.63 

....... 
N 
-...) 



Figure 8a 

Mean of Estimates of Prevalence ( 8) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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~ represents the true fals ~ negative rates, 1'>1 = r.z = !l ~ = ~4. 

(1. represents the true false positive rates, (1.1 = (l.z = (1. 3 = a.4. 

x represents true prevale 1ce (e)= .05. 

• represents true prevalence (e)= .15. 

• represents true prevalence (e)= .40. 
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Figure 8b 

Mean of Estimates of false negative rate for observer 1 (.81) 
in the case of ·four observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 

f3=.:l, a=.l 
0.15 

0.1 
Mean Mean 

0.05 

0.00 
0 .5 

Proportion of Maximum Dependence 

{3=.~:5, a=.l 
0.30 
0.2 • === 
0.20 :::::t! 

Mean 0.15 Mean 

0.10 
0.05 
0.00 

0 .5 

Proportion of '.1aximum Dependence 

~ represents the true false negative rates, ~~- ~ 2. • ~3 • ~4. 

a. represents the true false positive rates. a. 1 • a.z. • a.?. • a. 4 . 

x represents true prevalen :e (e)= .05. 

• represents true prevalen :e (e)= .15. 

• represents true pre¥alen c e ( e J = . 40 . 
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Figure Be 

Mean of Estim:ates of false negative rate for observer 2 (fi2) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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a. represents the true fals ~ positive rates. ot.t • a.z • a. 3 • a.4. 

x represents true prevale 1ce (e)= .05 

• represents true pr~ale nee (e)= .15. 

& represents true prevaler~ce (e)= .40. 
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Figure 8d 

Mean of Estimates of false negative rate for observer 3 (IJ3) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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a. represents the true falso positiVe rates. a.1 • a.z • a. 3 • a:.4. 
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• represents true prevale 1ce (e)= .40. 
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Figure 8e 

Mean of Estimates of false negative rate for observer 4 (84) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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a. represents the true falso positive rates, a.1 • a.z • a.~ • a.4. 

x represents true prevalence (6) = .05. 

• represents true prevale!lce (e)= .15. 

• represents true prevalellCB (6) = .40. 
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Figure 8f 

Mean of Estimates of false positive rate for observer 1 (a1) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure Bg 

Mean of Estimates of false positive rate for observer 2 (a2) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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Figure 8h 

Mean of Estimates of false positive rate for observer 3 (aJ) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 

{3=.1, a=.l 
0.15 

0.1 
Mean Mean 

0.05 

0.00 
0 .5 

Proportion of Maximum Dependence 

{3=.25, a=.1 
0.15 

0.10 1 -: 
Mean Mean 

0.05 

0.00 
0 .5 

Proportion at Maximum Dependence 

~ represents the true falsi! negatiVe rates, ~t·l3z • ~3 • ~4. 

a. represents the true falso positive rates, a.t • a.2 • a.?. • a.4. 

x represents true prevalence (EI) = .05. 

• represents true prevale11ce (e) = .1 5 . 

.. represents true prevale 1ce (&) = .40. 

{3=.1, a=.25 
0.3J 
0. 
0.20 
0.15 
0.10 
0.05 
0.00 

0 .5 

Proportion of Maximum Dependence 

{3=.25, a=.25 
0.30 
0.2 
0.20 
0.15 
0.10 
0.05 
000 

0 .5 

Proportion of Maximum Dependence 

135 



Figure 8i 

Mean of Estimates of false positive rate for observer 4 (a~ 
in the case of ·four observers, with dependence between 
observers 1 and 2 with respect to false negative rate only: 

mean vs dependence for each true prevalence 
by true error rates 
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3 .1.9 RUN 9 - Dependence between two observers with respect to false positive and false 

negative rates - Four Observer Case 

In this simulati)n observers 1 and 2 are dependent with respect to false positive and false 

negative rates. The results are shov.n in Tables 9a, 9b, and 9c for 9=.05, 9=.15, and 9=.40, 

respectively. Graphs cf the means of the parameter estimates versus dependence are found in 

Figures 9a to 9i. 

OBSERVATIONS 

Effect on prevalence e:;timates 

Figure 9a shows that the only potentially serious bias occurs when the FPR is high and 

the prevalence is low. In these cases the prevalence is overestimated in the presence of 

dependence. 

Effect on the false ne~Zative rate estimates 

The false negative rate estimates for the dependent observers are negatively biased. An 

inverse effect is seen on the two remaining independent observers, whose false negative rates are 

overestimated in the presence of dependence. The strength of this effect increases as the 

prevalence decreases and the FPR increases. Figures 9b to 9e clearly show a more serious effect 

for a prevalence of .0: and FPR of .25. 
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Effect on the false positive rate estimates 

The false positive rate estimates are not affected as seriously as the false negative rate 

estimates. However, the trend of a negative bias for the dependent observers and a positive bias 

for the independent ob:;ervers is still detectable. There is no apparent difference in the effect of 

the dependence due to prevalence. 

Goodness of fit results 

In this situation the 7..2 values increase with increasing dependence particularly when the 

FPR is high. The estinates of power as shown in Tables 9a to 9c are fairly good in most of the 

dependence situations. There is very little power when the prevalence is low and the FPR is low, 

as shown in Table 9a. There is also little power when the prevalence is higher but both the FPR 

and the FNR are low, :oee Tables 9b and 9c. 

EXPLANATIONS 

The effects se•m here are a combination of the effects described in Run 7 and Run 8. 

There was not much of a bias effect in Run 8 due to the dependence \•.rith respect to false negative 

rate so the results in tllis run appear similar to those from Run 7 and are due to dependence with 

respect to false positiv~ rate. This is the dependence acting on the true negative individuals. Run 

3 is the corresponding three observer run. Again the addition of the fourth observer who is 

independent of the ott.ers decreases the strength of the effects due to the dependence. 



139 

IMPLICATIONS 

The implications from Run 7 hold here. There is danger of substantially biased estimates 

if this form of depende r1ce exists and there is a low prevalence and a high FPR. In addition, as 

stated in the earlier run!:, if two of three observers are suspected to be dependent then the addition 

of a fourth will help to improve the estimates, although the estimates will remain biased in some 

situations. The goodm:ss of fit test has better power at detecting this particular departure from 

the model assumptions than in Runs 7 and 8 individually. 



TABLE 9a 
Means and standard deviations of paramet.:r estimates in the case of four observers, 

with dependence between observers 1 and 2 with respe<-'t to false positive and false negative rates 

True Prevalence"" .05 

True Mean of Estimates (O.o) (standard d.:viution (%)) 
Error n ... ,· 
Rates a 1\ f\ ~. ~. u, 

~=.I 0 4.94 (0.35) 10.20 (3.34) 10.54 (2.86) 11.20 (2.56) I 0.26 (2.68) 9.91 (0.42) 
(.( o'.J 

0.5 5.18 (0.33) 9.40 (2.41) 8.96 (2.02) 10.82 (2.51) 11.53 (2. 75) 9.96 (0.44) 

I 4.99 (0.38) 7.40 (1.93) 7.53 (1.99) 12.60 (1.18) 11.14 (3.19) 9.69 (0.35) 

~=.I 0 5.01 (0.81) 10.54 (5.49) 9.73 (5.14) 9.48 (5.42) 9.77 (5.23) 25.04 (0.86) 
u =.25 

0.5 6.90 (0.54) 0.16 (0.54) 0.16 (0.59) 16.31 (4.41) 25.00 (4.18) 22.85 (0.66) 

I 10.57 (0.71) 0.00 (0.00) 0.00 (0.00) 37.93 (3.18) 38.33 (2.75) 19.73 (0.74) 

~ =.25 0 4.83 (0.41) 23.68 (3.97) 24.53 (3.77) 24.11 (4.1 5) 25.00 (4.20) 10.05 (0.42) 
u=.l 

0.5 4.98 (0.48) 21.38 (4.65) 21.59 (3.75) 26.05 (5.53) 26.26 ( 4.31) 9.70 (0.54) 

1 4.87 (0.44) 18.24 (3.28) 16.94 (4.33) 27.88 (4.15) 28.65 (5.06) 9.66 (0.47) 

~ =.25 0 5.00 (1.27) 24.19 (8.58) 22.94 (7.51) 24.39 (8.06) 23.71 (9.19) 25.07 (0.69) 
(.( ~.25 

0.5 6.29 (0.89) 1.88 (4.58) 1.31 (3.11) 39.53 (4.95) 40.54 (3.39) 22.91 (l.l9) 

I 9.84 (0.59) 0.00 (0.00) 0.00 (0.00) 48.45 (2.32) 47.55 (2.57) 19.61 (0.73) 

' Proportion of maximum dependence between observers I and 2 for both true negative and true positive subjc<-1s. 
I Proportion of x' valueY abow the Clitical value at the 5% significance levd of x' 0!,6 "· 12.59. 
f\ r<-'Jlres~o:nts the true false m:gative rates, ~1 ·· ~a· ~,-· ~ •. 
u represents the true false positive rates, u,~- u,.~ u,= a 4. 

Means with 20% or greater bias are displayed in bold. 

<X a u, 

IO.oJ (0.53) 10.Q3 (0.51) 

9.91 (0.44) 9.93 (0.41) 

9.73 (0.47) 10.08 (0.40) 

24.84 (0.75) 24.90 (0.79) 

22.92 (0.99) 24.95 (0.69) 

19.68 (0.69) 24.31 (0.89) 

10.11 (0.44) 10.04 (0.40) 

9.68 (0.51) 10.11 (0.48) 

9.58 (0.56) 10.23 (0.55) 

25.00 (0.83) 24.89 (0.89) 

22.89 (0.67) 25.38 (0.71) 

19.49 (0.69) 24.80 (0.85) 

u. 

9.90 (0.54) 

10.06 (0.44) 

9.99 (0.61) 

24.98 (0. 76) 

24.80 (0.78) 

24.23 (0.73) 

10.10 (0.42) 

10.16 (0.44) 

10.21 (0.54) 

24.85 (0.93) 

25.21 (0.67) 

24.95 (0.72) 

Goodn.:ss of Fit 

M.:an Power1 

.,z ,._ 

5.81 O.o? 

7.24 0.07 

9.09 0.20 

5.93 0.05 

25.51 0.91 

80.58 1.00 

6.54 0.13 

6.61 0.07 

10.31 0.30 

5.94 0.07 

17.25 0.73 

60.88 1.00 

-""' 0 



TABU~ 9b 
Means and standard deviations of parameter estimates in the case of four observers, 

with dependence between observers I and 2 with respec.:t to false positive and false negative rates 

Tru<l Pr<lvalence -' . 15 

-

True M.:an of Estimates(%) (standard d.:viation (%)) 
Error Dep' 
Rates e ~. 1\ ~j ~. a, 

~=.I 0 14.99 (0.60) IO.o4 (0.88) 9.72 (1.41) 9.66 (1.59) 10.52 (1.72) 9.81 (0.47) 
a =.I 

0.5 14.90 (0.67) 9.25 (1.25) 9.41 (1.00) 10.09 (1.54) 10.18 (1.44) IO.oJ (0.61) 

1 15.08 (0.51) 9.36 (1.74) 8.94 (1.58) 10.27 (1.46) 10.46 (1.41) 9.82 (0.55) 

~=.I 0 15.07 (0.87) 9.44 (2.08) 10.61 (2.27) 10.25 (2.25) 10.25 (1.91) 24.82 (0.76) 
a =.25 

0.5 16.06 (0.82) 5.25 (1.55) 5.37 (1.78) 15.25 (1.97) 14.87 (1.85) 23.26 (0.75) 

I 17.15 (0.79) 0.84 (1.03) 0.66 (0.89) 20.73 (2.34) 20.53 (2.52) 21.25 (0.69) 

~ =.25 0 14.80 (0.75) 23.90 (2.29) 24.67 (1.94) 23.88 (2.52) 26.11 (2.00) 9.94 (0.66) 
a =.I 

0.5 15.11 (0.76) 22.95 (2.28) 23.32 (2.21) 25.43 (2.44) 25.25 (1.89) 9.66 (0.53) 

I 15.o7 (0.76) 20.87 (2.44) 20.47 (2.22) 26.14 (2.93) 26.45 (2.29) 9.37 (0.61) 

~ =.25 0 15.01 (1.84) 25.23 (4.33) 25.06 ( 4.26) 24.53 (4.19) 24.93 (3.59) 25.00 (0.76) 
a =.25 

0.5 15.37 (1.73) 13.46 (3.61) 13.58 (3.52) 31.69 (3.44) 30.87 (2.79) 22.64 (1.15) 

1 16.16 (0.95) 3.59 (2.45) 4.08 (2.94) 38.15 (2.53) 38.33 (2.07) 20.26 (0.85) 

' Proportion of maximum depcnd ... 'l\cc b~.."lwecn obucrvcrs I and 2 for both true ncgatiw and tru.: positiw subj.:cts. 
I Proportion of x' values above the <..Titical value at th.: 5% significance level of x'., .• ~ 12.59. 
~ represents the true false negative rates, 1\= ~,= ~,~ ~ •. 
a represents the tru<J false positive rates, a 1= a,~ a,~ a4• 

M<Jans with 20% or greater bias are display<Jd in bold. 

a, a, 

10.08 (0.60) 9.97 (0.50) 

9.77 (0.47) 10.07 (0.45) 

9.74 (0.53) I 0.05 (0.48) 

25.19 (0.93) 25.05 (0.80) 

23.34 (0.90) 25.17 (0.83) 

21.36 (0.67) 25.69 (0.84) 

9.96 (0.64) 10.18 (0.51) 

9.77 (0.71) 10.25 (0.66) 

9.43 (0.55) 10.41 (0.56) 

25.30 (0.89) 25.01 (0.93) 

22.72 (1.22) 25.84 (0.83) 

20.27 (0.85) 26.99 (0.71) 

Goodness of Fit 

a, Mean Power! 

··' I. 

10.06 (0.54) 6.97 0.07 

10.09 (0.70) 6.76 0.10 

10.19 (0.5 I) 7.62 0.13 

25.07 (0.82) 6.32 0.03 

25.33 (0.87) 23.60 0.93 

25.77 (0.78) 65.97 1.00 

10.14 (0.60) 6.52 0.13 

10.15 (0.57) 10.72 0.40 

10.54 (0.48) 19.32 0.73 

25.14 (1.05) 6.86 0.10 

25.75 (0.80) 19.86 0.87 

26.83 (0.67) 42.37 1.00 

-+-



TABLE 9c 
Means and standard deviations of parameter estimates in the case of four observers, 

with dep.:ndence between observers I and 2 with respect to false positive and false negative rates 

Tru.: l'r.:vak'll<.:e ·· .40 

True M..:an of Estimut..:s (%)(standard deviation (%)) 
Error Dep' 
Rates 0 p, p, p, 1\ u, 

p =.I 0 40.14 (0.90) I 0.14 (0.96) 9.83 (0.71) 10.00 (0.78) 10.08 (0.95) 9.96 (0.72) 
(J. ~'.I 

0.5 39.79 (0.67) 9.66 (0.82) 9.99 (0.89) 10,05 (0.70) 9.85 (0.83) 9.90 (0.73) 

I 40.11 (0.89) 9.53 (0.78) 9.32 (0.85) 10.20 (0.79) 10.00 (0.83) 9.77 (0.77) 

p ~.I 0 40.24 (0.93) 9.99 (0.99) 10,07 (0.96) 10.44 (1.05) 9.84 (1.01) 25.05 (0.83) 
u =.25 

0.5 40.55 (0.86) 8.79 (1.07) 8.65 (0.89) 11.71 (1.10) 11.39 ( 1.17) 22.97 (0.89) 

I 41.80 (1.04) 7.41 (0.70) 7.27 (0.89) 12.87 (1.09) 13.05 (1.12) 21.20 (0.95) 

p =.25 0 40.26 (0.90) 25.23 (1.46) 25.38 ( 1.50) 24.94 (1.40) 25.35 (1.19) 10.19 (0.85) 
u =.I 

0.5 39.71 (1.14) 23.63 (1.01) 23.54 ( 1.34) 25.66 ( 1.29) 25.16 (1.12) 9.30 (0.79) 

I 39.14 (1.08) 21.10 (1.11) 21.65(1.31) 25.76 (1.30) 25.63 (1.45) 8.62 (0.70) 

p ~.25 0 39.98 (1.59) 24.71 (1.44) 24.87 (1.49) 25.44 (2.02) 25.20 (1.78) 25.18 (1.50) 
(J. ''.25 

0.5 40.19 ( 1.69) 20.79 (1.64) 20.90 ( 1.59) 27.28 (1.61) 27.44 (1.61) 22.08 (1.31) 

I 40.47 (1.50) 16.36 (1 .69) 15.89 (2.01) 30.14 (1.50) 30.31 ( 1.68) 18.47 (1.29) 

' Proportion of maximum dep~.-'lldence between observers I and 2 for both true negativ..: and true positive subje<-ts. 
1 Proportion of x.' values abov.: the critical valu..: at the 5% signilicanc..: !..:vel of x.'.,,, · 12.59. 
p represents the true false negative rates, 1\-- p,~ P,-' 1\. 
u repn .. >s~.-'llts the true false positive rates, u1 = u2= u, ~ a.4 • 

Means with 20% or greater bias are displayed in bold. 

u, u, 

9.99 (0.64) 9.92 (0.66) 

10.14 (0.51) 10.14 (0.63) 

9.70 (0.51) 10.22 (0.54) 

25.12 (1.12) 25.18 ( 1.25) 

23.00 (1.23) 25.33 (0.86) 

21.52 (0.93) 25.54 (1.09) 

9.87 (0.61) 9.91 (0.66) 

9.11 (0.91) 10.77 (0.73) 

8.82 (0.72) 11.50 (0.76) 

24.88 (1.21) 24.98 (1.40) 

22.43 ( 1.29) 26.49 (0.82) 

18.64 (1.23) 28.20 ( 1.07) 

u. 
I 

I 0.02 (0.68) 

10.20 (0.65) 

10.04 (0.58) 

24.73 (0.86) 

25.40 (0.87) 

25.45 (1.20) 

9.85 (0.93) 

I 0.66 (0.80) 

11.67 (0.93) 

24.72 (1.05) 

26.24 (1.41) 

28.36 (1.01) 

Goodness of Fit 

Mean Power1 

..,. 

5.70 0.00 

6.37 0.10 

8.21 0.10 

5.48 0.00 

16.63 0.60 

50.76 1.00 

5.80 0.00 

12.55 0.43 

37.46 1.00 

5.60 0,07 

22.82 0.87 

57.58 1.00 

+o
N 



Figure 9a 

Mean of Estimates of Prevalence ( fJ) 
in the case of four observers, with dependence betNeen 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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1\ represents the true fa if e negative rates, ~ 1 = ~ z = 1\3 = 1\4. 

a. represents the true fa I~ e positive rates, a.1 = a.z =a. 3 = c:.4. 

x represents true prevaiE,nce (e)= .05. 

• represents true prevall1nce (e)= .15. 

• represents true prevalonce (e)= .40. 

{3=.1, a=.25 
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Figure 9b 

Mean of Estimates of false negative rate for observer 1 (.B1) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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~ represents 1he true fals 1 negative rates, ill= Jl z = llo 3 = ~4. 

a. represents the true faiS•! positive rates, a. 1 = a.z =a. 3 = a.4. 

x represents true prevale 1ce (e)= .05. 

• represents true prevalence (e)= .15. 

• represents true prevalence (e)= .40. 
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Figure 9c 

Mean of Estimates of false negative rate for observer 2 ({32) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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!lo represents the true falso negative rates, ~ 1 = ~ z = !lo 3 = !lo4. 

a. represents the true falso positive rates, a. 1 = a.z = a. 1 = a.4 . 

x represents true pravalence (e)= .05. 

• represents true prevale11ce (e)= .15. 

• represents true prevale 1ce (e)= .40. 
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Figure 9d 

Mean of Estimates of false negative rate for observer 3 (,83) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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11 represents the true falSE! negatiVe rates, llt•ll2 • i3l • ~4. 

a. represents the true falsE• positiVe rates, a.1 • a.z • a. 3 • a.4. 

x represents true prevalence (e)= .05. 

• represents true prevalence (e)= .15. 

... represents true prevalence (e)= .40. 
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Figure 9e 

Mean of Estimates of false negative rate for observer 4 (~4) 

in the case of four observers, with dependence betv.'een 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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~ represents the true false negative rates, ~ 1 = ~2. • 133 • 134. 

a. represents the true false positive rates. a.1 • a.z • a. 3 • a.4. 

x represents true prevalence (a)= .05 

• represents true prevalence (e)= .15. 

a represents true prevalence (fl) = .40. 

~=.1, a=.25 
0.4 

0.3 

0.2 

0.1 

0.0 
0 .5 

Proportion of Maximum Dependence 

{3=.25, a=.25 
0.5 

0.4 
0.3 

0.2 
0.1 
0.0 

0 .5 

Proportion of Maximum Dependence 

147 



Figure 9f 

Mean of Estimates of false positive rate for obseNer 1 (a1) 
in the case of four obseNers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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Figure 9g 

Mean of Estimates of false positive rate for observer 2 (a2) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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• represents true prevale nee (e)= .15. 

• represents true prevale·nce (e)= .40. 

{3=.1, a=.25 
0.3J 
0. 
0.20 
0.15 
0.10 
0.05 
0.00 

0 .5 

Proportion of Maximum Dependence 

~.25, a=.25 
0.30 
0.2 
0.20 
0.15 
010 
0.05 
0.00 

0 .5 

Proportion of Maximum Dependence 

149 



Figure 9h 

Mean of Estimates of false positive rate for observer 3 (a3) 
in the case of four observers, with dependence between 
observers 1 a:1d 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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a. represents the true false positiVe ra1es, ~:.1 •~:.z •~:. 3 •a.4. 

x represents true prevalence (8)= .05. 

• represents true prevalence (e)= .15. 

• represents true prevale nee (8) = .40. 
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Figure 9i 

Mean of Estimates of false positive rate for observer 4 (a~ 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 
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x represents true prevale 1ce (e)= .05 

• represents true prevalence (e)= .15. 

a represents true prevalence (e)= .40. 
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3 .1.1 0 RUN 10 - Dep<:ndence between two accurate observers - Four Observer Case 

This run includ ~s two dependent observers who are fairly accurate with error rates of .1 

and two independent observers who have higher error rates of .25. Tables lOa, lOb, and lOc 

display the means of the parameter estimates for prevalences of .05, .15, and .40, respectively. 

The graphs of the means of the parameter estimates versus dependence are in Figures lOa to lOi. 

OBSERVATIONS 

Effect on prevalence estimates 

Estimates ofth'~ low prevalence of .05 are positively biased in the presence of dependence 

with a mean value of .0661 when the dependence is at maximum. No apparent bias is shown in 

the estimates of larger prevalences. 

Effect on false negatiw rate estimates 

The false nega1ive rates for the two dependent observers are substantially underestimated 

for all prevalences. The underestimation is more severe for lower prevalences. An inverse effect 

is seen on the independent observers whose false negative rates are overestimated. 

Effect on false positive rate estimates 

There is a neg<,tive bias in the estimates of false positive rate for the dependent observers. 

The bias is around the 20% clinically significant level. Any effect on the false positive rates for 
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the independent observers is not detectable. 

Goodness of Fit Results 

The goodness :>f fit results seem to indicate that the test has some power to detect the 

departure from model assumptions when the dependence is at maximum. The goodness of fit test 

is lacking power when the dependence is only at one half of maximum. 

EXPLANATIONS 

This run show> similar patterns to the three observer run and the bias can be explained 

in the same \vay. Again the addition of the fourth independent observer reduces the bias due to 

the dependence betwe~:n two of the observers. 

IMPLICATIONS 

This situation is most dangerous when the true prevalence is low. Here again is another 

example of where the addition of a fourth observer will result in more accurate estimates if two 

of the observers are suspected to be dependent. The goodness of fit test appears to be useful if 

the dependence is close to maximum. 



TABLE lOa 
Means and standard deviations of parameter estimates in the case of four observers, 

with dependmcc b.:tween observers I and 2 with respect to false positive and false negative rates 

True Prevalence - .05 

True Mean of Estimates (%) (standard deviation (%)) 
Error o ... 'P· 
Rates e 13. 13, 13, 13, u, 

13,.13,=.1 0 5.12 (0.59) 10.80 (5.23) 10.81 (5.97) 25.19 (4.83) 25.47 (4.72) 10.05 (0.61) 

13 •• 13.=.25 
0.5 5.38 (0.49) 1.44 (2.41) 1.61 (2.68) 31.01 (4.16) 30.57 (3.63) 9.10 (0.54) u,,u,~.I 

u1,u4=.25 1 6.61 (0.42) 0.00 (0.00) 0.00 (0.00) 36.31 (2.59) 35.05 (3.46) 7.82 (0.46) 

• Proportion of maximum dependence bctwe<..'ll observers I and 2 for both true negative and true positiv.: subjects. 
t Proportion of x' values above the critical value at the 5% significance level of l.os.• = 12.59. 
(3 represents the true false negative rates, (31= (3,= 1\'= (34• 

u represents the true false positive rates, a,= a,= u,= a 4• 

Means with 20% or greater bias are displayed in bold. 

u, u, 

9.93 (0.54) 24.93 (0.63) 

9.15 (0.42) 25.00 (0.75) 

7.98 (0.41) 24.94 (0.69) 

u, 

24.97 (0.66) 

25.14 (0.73) 

25.ll (0.75) 

I Goodn<.'SS of Fit 

j Me:m Powert 

16.~3 0.10 

I 8.42 0.15 

127.24 0.98 

-Vo 
.f;.. 



TABLE JOb 
M.::ans and standard deviations of parameter .::stimat.::s in the case of four observ.::rs, 

with depoodence bctw.::en observers I and 2 with rcspllc:t to fals.:: positive and false negative rat.::s 

Trull l'revalllllcc '~ .15 

True Mean of Estimatlls (%) (standard deviation (%)) 
Error Dep' 
Rates I v n () " I' I 1'2 I'J 1'4 -· 

~.,~.~.! 0 14.75 (0.61) 9.62 (2.01) 9.17 (2.09) 24.54 (1.87) 24.71 (2.19) 10.15 (0.65) 
~.,~.~.25 

0.5 15.41 (0.69) 6.39 (2.28) 6.62 (1.90) 27.94 (2.06) 27.64 (1.99) 9.05 (0.68) u,,u, ... l 
a,,a4'~.25 1 15.3 I (0.68) 2.25 (1.35) 2.47 (1.26) 29.58 (2.13) 29.32 (1.97) 8.40 (0.60) 

• Proportion of maximum dependenell b.::tween observers I and 2 for both true negative and true positive subjec:ts. 
t Proportion of x' values above the critical value at the 5% significance level of x' .• , .• = 12.59. 
~ represents the true false negative rates, ~. = ~.= j3,= ~ •. 
a represents the true false positive rates, a 1= a2= a 1= a 4• 

Means with 20% or greater bias are displayed in bold. 

N -, -·, 

10.06 (0.52) 25.14 (0.80) 

9.10 (0.73) 25.26 (0.93) 

8.30 (0.43) 25.62 (0. 70) 

rt . 
24.99 (0.73) 

25.31 (0.71) 

25.73 (0.86) 

I Goodness of Fit 

I M"'"" Power I 

x' 
5.96 0.03 

I 9.13 0.17 

113.55 0.37 

-Uo 
Uo 



TABLE lOc 
Means and standard deviations of parameter estimates in the case of four observers, 

with dependence between observers I and 2 with respect to false positive and false negative rates 

True J>revak.'llce -" .40 

Tru.: Mean of E~1imates (%)(standard deviation (%)) 
Error Dep 

. 
Rates e ~. ~. ~J ~. u, 

~ •• ~.=.I 0 40. II (0.91) 9.98 (1.00) 9.87 (1.04) 25.34 (1.08) 25.13 (1.13) 9.92 (0.63) 

~,,~.=.25 
0.5 39.95 (0.78) 8.23 (LOS) 8.28 (1.08) 26.02 (l.l1) 25.78 (1.22) 8.99 (0.68) u,,u,=.1 

u,,u,c•.25 1 40.23 (0.91) 6.84 (1.11) 6.63 (0.79) 26.32 (l.l4) 26.78 (1.20) 7.73 (0.63) 

' Proportion of maximum dependence between observers I and 2 for both true negative and true positive subjects. 
1 Proportion of x.' values above the '-Titical value at the 5% significance level of x.' .• ,,. = 12.59. 
~represents the true false negative rates, ~.= ~.= ~,= ~ •. 
a represents the true false positive rates, u 1= u 1= u 1= u,. 
Means with 20% or gr.:ater bias are displayed in bold. 

a, u, 

9.72 (0.67) 24.96 (0.67) 

8.85 (0.67) 25,36 (1.07) 

7.74 (0.61) 26.15 (0.86) 

I Goodnt.-ss of Fit 

u, I Mean Power1 

.. I 

"' 
25.25 (0.95) 6.70 0.07 

25.43 (0.68) I 6.80 CUO 

25.90 (0.97) 113.83 0.57 

-Vl 
0\ 



Figure 10a 

Mean of Estimates of Prevalence ( 9) 
in the case of four observers~ with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

~1· 132=.1, ~3· 134=.25; a.l, a.2=.1. a.3,a.4=.25 

0.5 

0.4t----------
Mean °·3 

0.2 .----------------0.1....._ _________ ~-

0.0'-----~--------< 
0 .5 

Proportion of Maximum Dependence 

Figure 10b 

Mean of Estimates of false negative rate for observer 1 (81) 
in the case of four observers~ with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

~1· ~2 = .:l. ~3· ~4 = .25; a.l· a.2 = .1, a.3· a.4= .25 
0.15 

Mean 

0.05 

0.00 L_ __ ___::::=:::::==---

x represents true prevalence (II)= .05. 

• represents true prevalence (II)= .15 . 

.. represents true prevalence (II)= .40. 

0 .5 
Proportion of Ma•imum Dependence 
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Figure 10c 

Mean of Estimcttes of false negative rate for observer 2 (132) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

~1' ~2 = .:l' ~3· ~4 = .2.5; a.l' a.2 = .1, a.3, a.4= .25 
0.15 

Mean 

0.05 

o.oot_--~=====-o .5 1 
Proportion of Maximum Dependence 

Figure 10d 

Mean of Estim~ttes of false negative rate for observer 3 (,83) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

Pt. P2 = .L !33, !34 = .2.5 ; a.1, a.2 = .1. a.3. a.4= .25 

0.4 

o.3~L=;;;;;;;;;;;;;;;;;;;;; 
Mean 0.2 

0.1 

O.OL-----------
0 .5 

Proportion of Maximum Dependence 

x represents true prevalence (e)=- .05. 

• represents true prevslenc e (e)= .1 5 . 

• represents true pre~~alenc e {e)=- .40. 
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Figure 10e 

Mean of Estimates of false negative rate for observer 4 (.84) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: nean vs dependence for each true prevalence 
by true error rates 

p1, P2 =.1, P3• P4 =.25; a.1,a.2 =.1, a.3,a.4 =.25 

0.4 

0.31=~~~;;;~~ 
Mean 0.2 

0.1 

O.OL-----------
0 .5 

Proportion of Maximum Dependence 

Figure 10f 

Mean of Estimates of false positive rate for observer 1 (o:1) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

P1. Pz = .1, P3. P4 = .25; a.1, a.z = .1. ct3, a.4= .2.5 

0.15 

1.1ean 0.1,--------==-=:.::;t! 
0.05 

0.00~....--------
0 .5 

Proportion of Maximum Dependence 

x represents true prevalence (e)= .05. 

• represents true prevalence (&)"' .15 _ 

• represents true prevalence (e)= .40. 
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Figure 10g 

Mean of Estimates of false positive rate for observer 2 (a2) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

~1' ~2 = .l.' ~3· ~4 = .25; a.1' a.2 = .1, a.3, a.4= .25 
0.15 

Mean 0.1~--------...... 
0.05 

O.OOL...-.---,__ __ ____, 
0 .5 

Proportion of Maximum Dependence 

Figure 10h 

Mean of Estimates of false positive rate for observer 3 (a3) 
in the case of four observers. with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

~1· J32 = .1) J33. ~4 = .25; a.l, a.2 = .1, a.3, a.4= .25 

0.31 
0.25+------__,.~-
0.20 

Mean 0.15 
0.10 
0.05 
0.00'---------

x represents true prevalence (II) • .05. 

• represents true prevalence ce) = .15 . 

.. represents true prevalence (e) • .40. 

0 .5 
Proportion of Maximum Dependence 
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Figure 10i 

Mean of Estimc:ttes of false positive rate for observer 4 (a4) 
in the case of ·four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

~1 , ~ 2 = .1, ~3 • p4 = .25; a.1, a. 2 = .1, a.3, a.4 = .25 

O.:JJ 0.25------------.... 
O . .JJ 

r.-lean 0.15 
0.10 
0.05 0.00.___ _________ _, 

x represents true prevalence! O) = .05. 

• represents true prevalence , :e) = .15 . 
a 1'8fll'8sents true prevalence •:e)= .40 

0 .5 
Proportion of MaMimum Dependence 
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3 .1.11 RlJN 11 - Dependence between two inaccurate observers - 4 observers 

This run is similar to the last with the exception that the two dependent observers have 

high error rates at .25 while the independent observers are more accurate with error rates of .1. 

The means of the parameter estimates are displayed in Tables lla to llc and graphed in Figures 

lla to lli. 

OBSERVATIONS 

Effect on prevalence estimates 

Tables lla to .lc and Figure lla show no indications of bias m the estimates of 

prevalence when the dei'endence is present. 

Effect on false negative rate estimates 

The false negative rates for the dependent observers are underestimated when the 

prevalence is low at .05 The false negative rates for the independent observers behave in the 

opposite way. They are overestimated most severely when the prevalence is low. 

Effect on false positive rate estimates 

There is no appa~ent bias in the estimates of false positive rates when the dependence is 

present, as can be seen by the straight horizontal lines in Figures llf to 1li. 
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Goodness of fit results 

The power of the goodness of fit test is fairly strong when the dependence is at maxim urn . 

There is not much power when the dependence is at one half of maximum. 

EXPLANATIONS 

This situation can be explained in the same way as the equivalent three observer case, 

Run 5. The increased agreement between the dependent observers decreases their error rate 

estimates . It is interesting to note that the addition of the fourth observer in this case seems to 

improve the estimates more than in the last run. In this run the fourth observer is a more accurate 

observer ·with error rates of only .1 compared to the fourth observer added in the last run w-ith 

error rates of .25. 

IMPLICATIONS 

In a situation where the two dependent observers are not very accurate the addition of an 

independent accurate observer substantially improves the estimates . The most dangerous situation 

remains to be when the prevalence is low. In the three observer case, maximum dependence 

caused the less sensitive observers to appear to be the more sensitive observers . In this four 

observer run the sensitivities of the observers maintain their ordinality. The results show that the 

goodness of fit test cannot always be relied upon to detect the dependence. 



TABLE lla 
Means and standard deviations of parameter estimates in the case of four observers, 

with dependence between observers I and 2 with respe,:t to false positive and false negative rates 

Tme Prcvaknce oo .05 

True Mean of Estimat"s (%)(standard dllviation (%)) 

Error Dep 
Rates e (3, (3, (3, p, a, 

(3,,(3,=.25 0 5.01 (0.63) 25.80 (3.88) 24.99 ( 4.60) 9.65 (5.49) 10.64 (5.70) 25.11 (0.70) 
(3,,(3,=.1 

u,.u,o·.25 0.5 5.31 (0.60} 22.90 (4.26) 22.22 (4.42) 13.35 (5.10) 13.33 (4.76) 24.86 (0.7 1) 

u 3,U4"·.1 I 5.24 (0.59) 19.72 (4.20) 19.84 (3.70) 13.77 ( 4.91) 14.62 ( 4.68) 24.55 (0.81) 

'Proportion of maximum dependence between observers I and 2 for both true negative and true positive subjel.1S. 
1 Proportion of x' values above the critical value at the 5% significance level of x'.o,.• = 12.59. 
f3 represents the true false negative rates, (31= (3,= p,~ (34• 

u represents the tn1e false positive rates, a,= a,= a,= u,. 
Means with 20% or greater bias are displayed in bold. 

a, a, 

25.14 (0.75} 10 09 (0.54} 

24.88 (0.81) 10 18 (0.49} 

24.78 (0.68) 10.02 (0.49) 

a, 

9.99 (0.66) 

9.93 (0.60) 

10.10 (0.54) 

Goodnl.lss of Fit 

Mean Power1 

x' 
5.42 0.02 

9.02 0.19 

16.02 0.61 

0\ 
~ 



TABLE llb 
Means and standard deviations of parameter estimates in the case of four observers, 

with dependence between observers I and 2 with respect to false positive and false negative rates 

Tru.: J>revui'-'Dce ~~· .15 

------ --------

True Mean of Estimates (%)(standard deviation (%)) 
Error Dep' 
Rates 0 1\ ~2 ~j ~. a, 

13,.(3,=.25 0 14.99 (0.75) 24.92 (2.49) 25.29 ( 1.87) 9.63 (2.04) 10.74 (2.11) 25.02 (0.60) 

13,.13.=.1 
a 1,a,=.25 0.5 15.24 (0.80) 24.56 (2.36) 24.60 (2.09) 11.37 (2.07) 10.92 (2.11) 24.58 (0.71) 

u.,,u..-~.1 
I 15.47 (0.78) 24.09 (2.24) 23.22 (2.42) 11.55 (2.19) I I. 99 (2.23) 24.71 (0.65) 

' Proportion of maximum dependence between observers I and 2 for both true negative and true positive subjec..u. 
1 Proportion of x' values above the critical value at the 5% significance level of x'.o•.• -~ 12.59. 
(3 represents the true false negative rates, 13,= l32= (3,= l34• 

a repr.::sents the true false positive rates, a.1= u.2= a.,= u.4• 

Means with 20% or greater bias are displayed in bold. 

--------------

a, a, a. 

24.86 (0.79) 10.01 (0.60) 10.06 (0.49) 

24.84 (0.55) 10.09 (0.73) 10.09 (0.54) 

24.66 (0.68) 9.73 (0.67) 9.97 (0.64) 

-~-

Goodness of Fit 

Mean Power! 

"' "' 
6.60 0.10 

8.38 0.13 

13.18 0.57 

-0\ 
Vl 



TABLE lie 
Means and btandard deviations of parameter estimates in the case of four observers, 

with dependence between observers I and 2 with respel.t to false positive and false n"gative rates 

True J>reval<!ttce ,_ .40 

--- --------- ------------~- -----·-

True Me•m of E>timat.:s (~o) (standard deviation (%)) 
Error Dep' 
Rates 0 l\ l\ 1\ 13. a, 

13,,j32cc.25 0 40.05 (0.92) 24.91 (1.19) 25.18 (1.04) 9.90 (1.43) 10.03 (1.14) 25.12 (0.97) 

l\.j3,=.1 
u,,u, '.25 0.5 40.06 (1.15) 24.77 (1.21) 24.95 ( 1.26) 9.67 (0.96) 10.36 (1.05) 24.76 (1.17) 

u,,u,--_J 
I 40.22 (0.85) 24.61 (1.42) 24.42 (0.99) 10.45 (0.95) 9.95 (1.14) 24.61 (0.97) 

' Proportion of maximum depend ... 'flce between observers I and 2 for both tru" negatiw and true positiw subjects. 
1 Proportion of x' values above the "~itical value at the 5% significance lew! of x'o•.• "' 12.59. 
P represents the true false negativ.: rates, 13,"· p,~ p,~ (\. 
u represents the true false positive rates, U 1'- u,~ a,~ u,. 
Means with 20% or greater bias are displayed in bold. 

u, u, 

25.00 (0.84) 9.85 (0.92) 

24.72 (1.10) 9.66 (0.73) 

24.59 (0.90) 9.85 (0.89) 

---

Goodness of Fit 

u, Mean Power1 

--' J.. 

9.91 (1.01) 6.40 0.03 

10.17 (0.78) 8.57 0.27 

9.85 (0.65) 12.36 0.43 

-c;r, 
c;r, 



Figure 11 a 

Mean of Estimates of Prevalence ( 0) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

f3t. f3z = .25 • f33, !34 = .1; a..1. a.2 = .25, a.3. a..4= .1 

0.5T 

Mean ~ij~;..-----; 
0.0'-------------

0 .5 1 
Proportion of Maximum Dependence 

Figure 11 b 

Mean of Estimates of false negative rate for observer 1 (81) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false posH:ive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

Pt. Pz = .:25, fl3. P4 = .t; a..1, a.2 = .25. a.3, a.4= .1 

0.33 

0.~--==:::::::::::::::::~ 
0.:20 

'-1esn 0.15 
0.10 
0.05 
0.00'------------

0 .5 
Proportion of Maximum Dependence 

x represents true prevalenc e ( 11) = .05 . 

• represents true prevalem:e (e)= .15. 

• represents true prevalen«:e (e)= .40. 
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Figure 11 c 

Mean of Estimates of false negative rate for observer 2 (fi2) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

Pt, Pz=.25, P3. P4=.l; a.l,a.z=.25, a.3,a.4=.1 

0.3J 

0.~--===:::::~~==~ 0.20 
'.1ean 0.15 

0.10 
0.05 
0.00'-----------

0 .5 
Proportion of Maximum Dependence 

Figure 11 d 

Mean of Estimates of false negative rate for observer 3 (fi3) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

Pt. Pz=.~:.s. P3, P4=.l; a.l,cr2=.25,a.3,a.4=.1 

0.15 

tv lean 

0.05 

0.00'------------

x represents true prevalenc11 (I!)"' .05. 

• represents !rue prevalenc.! (e) = .15 . 

.. represents true prevalenc! (e)= .40. 

0 .5 
Proportion of Maximum Dependence 
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Figure 11 e 

Mean of Estimates of false negative rate for observer 4 (84) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

P1. P2 = .25. P3. P4 = .1; a1. a.2 = .25, a.3. a.4= .1 

0.15 

Mean 

0.05 

0.00 '-------------
0 .5 

Proportion of MalCimum Dependence 

Figure 11 f 

Mean of Estimates of false positive rate for observer 1 (a1) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

Pl. P2=.25, P3, ~4=.1; a.l,a.2=.25,a.3,U4=·1 

0.30 
0.~--------
0.20 

tvlean 0.15 
0.10 
0.05 
0.00'------------

x represents 1rue prevalent•! (e) "' .05 . 

• represents true prevalenc ! (e) = .15 . 

.. represents true prevalent'! (e)= .40. 

0 .5 
Proportion of MalCimum Dependence 
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Figure 11 g 

Mean of Estimates of false positive rate for observer 2 (a2) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

Pt. P2 = .25, P3. (34 = .1; a.1, a.z = .25, a.3. a.4= .1 

0.3J 

0.~-----------
0.20 

Mean 0.15 
0.10 
0.05 
0.00..__ __ _. ___ ___. 

0 .5 
Proportion of Ma•imum Dependence 

Figure11h 

Mean of Estima!tes of false positive rate for observer 3 (a3) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

Pt. P2=2S, P3. (34=.1; a.t,a.z=.25, a.3.a.4=.l 

0.15 

Mean 
0.10+---===""'"'=::::8==-----

0.05 

0.00...____ ______ ___. 

x represents true prevalenc'l (II)= .05. 

• represents true prevalenc ~(II)= .15 . 

.. represents true pravalene! (II)= .40. 

0 .5 
Proportion of Ma•imum Dependence 

170 



Figure 11 i 

Mean of Estimates of false positive rate for observer 4 (a4) 
in the case of four observers, with dependence between 
observers 1 and 2 with respect to false positive and false 

negative rate: mean vs dependence for each true prevalence 
by true error rates 

P1. P2 = .2.5 • P3. P4 = .1 ~ «1 • a.2 = .2.5, a.3, a.4= .1 
0.15 

0.1c.---------tll 
Mean 

0.05 

0.00'--------~----o 

x represents true prevalence :e) = . 05 . 

• represents 1rue prevalence (e)= .15 . 

.. rsprssents true prevalence (8) = .40 

0 .5 
Proportion of Maximum Dependence 
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3.1.12 RUN 12- DeJ:endence bet\veen all pairs of observers- 4 observers 

This run inclu<i.ed dependence bet\veen all pairs of observers with respect to false negative 

and false positive rates. The results of the simulation are shown in Tables 12a, 12b, and 12c for 

prevalences of .05, .15, .40. Graphs ofthe means of the estimates are given in Figures 12a to 12i. 

OBSERVATIONS 

Effect on prevalence e! timates 

Prevalence estJ mates are positively biased when dependence is present. The bias is 

particularly severe when the true prevalence is low and when the FPR is high. Substantial 

decrease in the means of the prevalence estimates is seen when in Table 12c and Figure 12a 

where the true prevaler.ce is .40, the FNR is .25, and the FPR is .I. 

Effect on false negative rate estimates 

All false negat[ve rates are underestimated in the presence of dependence. The most 

severe biases are seen for low prevalence values. 

Effect on false positive rate estimates 

The false positive rate estimates are also underestimated when the dependence is present. 

The true prevalence appears to have no effect on the bias shown for these estimates. 
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Goodness of fit results 

The goodness ,)f fit test for this simulation has the highest power of any of the studied 

situations. In all cast:s even at one half of maximum dependence the power of the test is 

estimated to be 1.00. 

EXPLANATIONS 

Even in this situation ·with all pairwise dependencies present, the addition of a fourth 

observer appears to substantially improve the accuracy of the false negative rate estimates over 

the three observer case. This could be explained by the absolute values of the dependence terms 

added to the probabilities. In this four observer run the absolute value of the dependence term 

is smaller than in the three observer case. The bias in the false positive rates is not as large as 

the bias in the false negative rates. This shows again that the smaller number of true positive on 

which the false negati'e rate is based allows more bias into the false negative rate estimates. 

With the exception of the false negative rates, the addition of the fourth observer appears to have 

little effect. 

IMPLICATIONS 

Dependence between all pairs of observers will lead to substantially biased estimates. All 

observers appear more accurate than they truly are. Again, the most dangerous situation is when 
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the prevalence is low. Fortunately in this situation the goodness of fit test has ample power to 

detect a departure from the model assumptions. A strong advantage still exists for the addition 

of a fourth observer, even if this observer is suspected to have pairwise dependence with the 

others. In addition to slightly less biased false negative rate estimates the additional observer 

permits the use of the goodness of fit test which in this case has very good power. 



TABLE 12a 
Means and standard deviations of param.:t.:r <.\'lo'timat;:s in the case of four observers, 

with dependence between all pairs of observers with respe'-1 to false positive and false negative rates 

True Prevah.lncc -- .05 

True ... M.:an of E~1imates (%)(standard deviation (%)) 
Error 0<-'P. 
Rates 0 1\ ~' ~. ~. a, 

~~.I 0 5.05 (0.29) 10.09 (2. 79) 9.53 (2.58) 9.77 (2.71) I 0.33 (3.06) 9.98 (0.57) 
a ".1 

0.5 6.17 (0.42) 7.14 (1.48) 7.46 (2.23) 8.05 (1.82) 7.24 (2.39) 8.88 (0.54) 

I 7.29 (0.43) 5.64 (1.69) 5.88 (1.27) 5.90 (1.83) 5.43 (1.44) 7.62 (0.44) 

~~.I 0 5.17 (0.79) 10.78 (5.00) 11.23 (5.16) 9.81 (5.66) 10.94 (5.71) 24.92 (0. 78) 
u ~.25 

0.5 11.98 (0.66) 9.59 (1.73) 9.30 (1.62) 9.23 (2.07) 9.53 (1.95) 19.11 (0.68) 

I 18.91 (0.61) 6.98 (1.07) 6.95 (0.85) 6.67 (1.02) 6.81 (1.16) 13.15 (0.60) 

~ =.25 0 5.11 (0.47) 26.56 (5.96) 25.08 (5.19) 25.87 (5.38) 26.64 (4.41) 9.85 (0.52) 
a ~.I 

0.5 5.42 (0.30) 13.57 (2.80) 12.39 (2.18) 12.50 (3.03) 13.76 (3.00) 8.90 (0.50) 

I 6.66 (0.44) 8.37 (1.52) 8.49 (1.83) 9.22 (1.33) 9.04 (1.80) 7.71 (0.40) 

~ =.25 0 4.98 (1.36) 25.06 (8.12) 23.97 (7.47) 25.60 (9.63) 21.63 (7.99) 25.03 (0.78) 
u ~.25 

0.5 12.33 (0.65) 12.34 (2.12) 12.65 (2.20) 12.74 (2.51) 11.45 (1.80) 19.14 (0.55) 

I 18.23 (0.66) 8.21 (1.04) 8.15 (0.89) 8.08 (0.96) 7.95 (0.93) 13.05 (0.64) 

• Proportion of maximum dependence between observers for both true negative and true positive subjects. 
t Proportion of x_2 values above the critical value at the 5% significance level of x.' "'·' · 12.59. 
~represents the true false negative rates, ~1 '- ~,~ ~.= f\. 
u represents the true false positive rates, a 1= a,= a,~ u4 • 

Means with 20% or greater bias are displayed in bold. 

a, a, 

9.82 (0.39) 9.93 (0.52) 

8.88 (0.47) 8.74 (0.55) 

7.72 (0.41) 7.69 (0.50) 

25.11 (0.65) 24.74 (0.76) 

18.76 (0.64) 18.76 (0.69) 

13.13 (0.69) 12.95 (0.67) 

9.92 (0.48) 10.00 (0.63) 

8.92 (0.47) 8.93 (0.47) 

7.64 (0.45) 7.57 (0.42) 

25.03 (0.97) 25.22 (0.86) 

19.25 (0.90) 18.94 (0.77) 

13.15 (0.54) 13.05 (0.56) 

a. 

9.88 (0.52) 

8.82 (0.52) 

7.57 (0.36) 

25.08 (0.88) 

18.97 (0.68) 

13.21 (0.68) 

9.99 (0.49) 

8.98 (0.45) 

7.61 (0.45) 

24.85 (0.82) 

18.86 (0.59) 

13.23 (0.59) 

Goodn.:ss of Fit 

Mean Powerl 

/.. 

4.99 0.03 

36.89 1.00 

176.31 1.00 

6.52 0.07 

63.53 1.00 

526.37 1.00 

6.55 0.00 

31.65 1.00 

185.30 1.00 

5.65 0,07 

62.45 1.00 

539.43 1.00 

-...J 
U1 



TABLE 12b - Dependooce bdween all pairs of observers 
with respect to False Positive and False Negative Rate 

True Prevalence= .15 

Truth Mean of Estimates (%)(standard deviation (%)) 

Error Dep' Prevalence p, 1\ p, ji, u, 
Rates 

J3 =.I 0 14.98 (0.64) 9.90 (l.S5) 9.85 (1.69) 10.55 (1.31) 9.61 (1.61) 9.96 (0.56) 
a =.I tl 

0.5 15.86 (0.62) 8.20 (1.17) 8.27 ( 1.18) 8.04 (1.12) 7.97 (1.37) 8.81 (0.45) 

I 16.85 (0.59) 7.46 (0.93) 6.91 (1.10) 6.64 (0.88) 6.62 (1.14) 7.64 (0.52) 

J3 ~.I 0 I 5.04 (0.90) 10.52 (2.46) 9.34 (2.41) 9.57 (1.60) 9.82 (1.60) 25.23 (0.87) 
a =.25 

0.5 22.18 (0.60) 9.13 (1.09) 9.22 (1.20) 9.16 (1.06) 9.44 (1.23) 19.14 (0.72) 

I 27.26 (0.65) 7.27 (0.68) 7.23 (0.80) 7.39 (0.96) 7,04 (0.83) 13.14 (0.59) 

J3 =.25 0 1.5.00 (0.67) 24.99 (2.67) 24.80 (2.38) 26.07 (2.72) 25.1 I (2.37) IO.Gl (0.70) 
a =.1 

0.5 14.35 (0.58) 16.97 (2.09) 16.52 (1.93) 16.41 (1.36) 16.43 (1.95) 9.01 (0.49) 

1 14.88 (0.50) 11.24 ( 1.30) 11.23 ( 1.28) 11.56 ( 1.57) 10.84 ( 1.38) 7.59 (0.46) 

J3 ''.25 0 15.12 (1.58) 24.62 ( 4.33) 25.31 (3.00) 25.54 (3.63) 25.26 (3.40) 25.01 (0.99) 
a =.25 

0.5 20.71 (0.74) 15.06 (1.94) 15.57 (1.67) 14.95 ( l.S9) 15.04 (1.60) 18.94 (0.71) 

1 2S.45 (0.81) 9.59 (0.97) 9.98 (0.85) 10.01 (1.06) 10.01 (1.13) 12.96 (0.53) 

• Proportion of maximum dependence between observers for true negative and true positive subjects. 
1 Proportion of 1' values above the critical value at the 5% significanc.:: level of 1'••.• "· 12.59 
11 J3 and u r<!preso..11t jl" p,, and ji, and u 1, u,, and u,, r"spectively 

az 

10.00 (0.52) 

8.88 (0.55) 

7.57 (0.42) 

24.97 (1.04) 

18.94 (0.82) 

13.32 (0.67) 

9.92 (0.58) 

9.16 (0.46) 

7.66 (0.45) 

24.88 (0.95) 

18.78 (0.79) 

13.12 (0.69) 

a, a, 

9.98 (0.48) 10.05 (0.56) 

8.83 (0.60) 8.79 (0.68) 

7.53 (0.40) 7.67 (0.53) 

24.88 (0.64) 25.04 (0.86) 

18.98 (0.92) 18.92 (0.65) 

12.85 (0.49) 13.09 (0.47) 

10.09 (0.61) 10.03 (0.66) 

8.95 (0.57) 8.93 (0.59) 

7.61 (0.46) 7.62 (0.39) 

24.96 (0.80) 25.14 (0.65) 

19.13 (0.77) 18.91 (0.91) 

12.86 (0.66) 12.80 (0.60) 

Goodness of Fit 

Mean Power1 

··l 

5.96 0,03 

34.57 1.00 

173.94 1.00 

5.66 0.03 

57.08 1.00 

490.12 1.00 

.5.72 0.00 

36.39 1.00 

216.92 1.00 

6.64 O.o7 

60.41 1.00 

521.14 1.00 

.... 
-...:a 
0\ 



TABLE 12c - Dependence between all pairs of observers 
with respect to False Positive and False Negative Rate 

True Prevalence .40 

-- -- --·- --~ -- -- -~- ~-

Truth Mean of Eb1imates (%) (b1andard deviation (%)) 

Error 0...']>' Prevalence 

"· "' "' "· 
u, 

Rates 

J3 =.I 0 40.14 (0.84) 9.99 (0.84) 10.03 (0.68) 9.76 (0.84) 10.05 (0.60) 9.92 (0.58) 
u =.Itt 

0.5 40.22 (0.84) 8.75 (0.69) 8.55 (0.66) 8.73 (0.85) 8.65 (0.88) 8.60 (0.61) 

I 40.42 (0.65) 7.41 (0.63) 7.30 (0.52) 7.42 (0.63) 7.42 (0.72) 7.44 (0.48) 

"=.I 0 39.83 (1.26) 10.24 (0.98) 9.83 (0.87) 10.23 (1.37) 9.78 (1.21) 25.23 (1.00) 
u =.25 

0.5 45.11 (0.88) 9.10 (0.72) 9.03 (0.78) 9.00 (0.73) 9.20 (0.79) 18.69 (0.86) 

1 47.90 (1.00) 7.42 (0.56) 7.58 (0.71) 7.34 (0.55) 7.67 (0.65) 12.92 (0.68) 

J3 =.25 0 40.30 (0.92) 25.29 (1.67) 25.40 (1.31) 25.30 ( 1.08) 25.04 (1.20) 10.17 (0.73) 
u =.1 

0.5 37.13 (0.94) 18.10 (1.31) 18.10 ( 1.08) 18.05 (1.18) 18.43 (1.11) 9.19 (0.58) 

I 35.49 (0.83) 12.70 (0.73) 12.73 (0.81) 12.75 (0.88) 12.45 (0.85) 7.56 (0.53) 

J3 =.25 0 39.89 (1.46) 24.21 (1.94) 24.97 (1.63) 24.80 (1.93) 24.85 (1.65) 24.80 (1.30) 
u =.25 

0.5 41.08 (1.21) 17.84 (1.05) 17.37 (1.32) 17.51 (1.28) 17.72 (1.22) 19.06 (0.98) 

1 42.64 (0.73) 11.73 (0.72) 11.86 (0.85) 11.93 (0.86) 11.83 (0.78) 12.56 (0.83) 

' Proportion of maximum dependence between observers for true negative and true positive subjeds. 
1 Proportion of-x,1 values above the <-Titical value at the 5% significance level of x.'o•.• -~ 12.59 
It J' and u rcpres<-'flt j\1, 1\,. and J', and u 1, u,, lllld u,, rcspc<-1ivdy 

u, 

10.12 (0.76) 

8.73 (0.58) 

7.67 (0.40) 

24.80 (1.18) 

18.92 (1.01) 

12.95 (0.93) 

9.74 (0.70) 

9.26 (0.77) 

7.54 (0.58) 

24.95 (1.39) 

18.12 (0.98) 

12.33 (0.78) 

~ -~-

Goodness of Fit 

u, u. Mean Pow crt 

x.' 

9.95 (0.65) 10.07 (0.61) 5.11 0.00 

8.86 (0.50) 8.85 (0.58) 38.53 1.00 

7.46 (0.59) 7.41 (0.60) 171.83 1.00 

25.48 (0.81) 24.90 (1.21) 5.72 0.00 

18.33 (0.70) 18.38 (0.82) 48.39 1.00 

13.01 (0.65) 13.00 (0.77) 395.70 1.00 

9.93 (0.68) 10.02 (0.85) 6.41 0.07 

9.15 (0.70) 9.23 (0.47) 45.03 1.00 

7.46 (0.45) 7.65 (0.44) 314.80 1.00 

25.29 (1.63) 25.00 ( 1.50) 6.33 0.00 

18.69 (0.89) 18.83 (0.83) 57.34 1.00 

12.33 (0.58) 12.66 (0.75) 513.30 1.00 

---l 
---l 



Figure 12a 

Mean of Estimates of Prevalence ( ()) 
in the case of four observers, with dependence between 

all pairs of obs~~rvers with respect to false positive and false 
negative rate: rnean vs dependence for each true prevalence 

by true error rates 
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a. represents the true falsetiOSitive rates, cr.1 = a.2 = a.3 ~ a.4. 

x represents true prevalenc! (e)= .05. 

• represents true prevaienc e (8) = .15 
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Figure 12b 

Mean of Estimates of false negative rate for observer 1 (81) 
in the case of four observers, with dependence between 

all pairs of obs•3rvers with respect to false positive and false 
negative rate: mean vs dependence for each true prevalence 

by true error rates 
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Figure 12c 

Mean of Estimates of false negative rate for observer 2 (fJ2) 
in the case of four observers, with dependence between 

all pairs of obs~~rvers with respect to false positive and false 
negative rate: rnean vs dependence for each true prevalence 

by true error rates 
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Figure 12 d 

Mean of Estimates of false negative rate for observer 3 (83) 
in the case of four observers, with dependence between 

all pairs of observers with respect to false positive and false 
negative rate: mean vs dependence for each true prevalence 

by true error rates 
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Figure 12e 

Mean of Estimates of false negative rate for observer 4 (84) 
in the case of four observers, with dependence between 

all pairs of observers with respect to false positive and false 
negative rate: mean vs dependence for each true prevalence 

by true error rates 
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Figure 12f 

Mean of Estim~ttes of false positive rate for observer 1 (a1) 
in the case of four observers, with dependence betv-/een 

all pairs of observers with respect to false positive and false 
negative rate: mean vs dependence for each true prevalence 

by true error rates 
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Figure 12g 

Mean of Estimates of false positive rate for obseNer 2 (a2) 
in the case of four observers, with dependence between 

all pairs of obs•~rvers with respect to false positive and false 
negative rate: rnean vs dependence for each true prevalence 

by true error rates 
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Figure 12 h 

Mean of Estimates of false positive rate for observer 3 (a3) 
in the case of four observers, with dependence betvveen 

all pairs of obsE~rvers with respect to false positive and false 
negative rate: mean vs dependence for each true prevalence 

by true error rates 
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Figure 12 i 

Mean of Estim:ates of false positive rate for observer 4 (a4) 
in the case of four observers, with dependence between 

all pairs of obs·ervers with respect to false positive and false 
negative rate: mean vs dependence for each true prevalence 

by true error rates 
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3.2 Variabilitv of Estimates 

The estimates of standard error from the Latent program were evaluated by comparison 

with the standard devi(ltions of the estimates estimated empirically from the simulation runs. This 

was done for Run 3 only. The Latent program was used to calculate the asymptotic standard error 

using expected frequencies for each parameter setting. The full results from this expected run can 

be seen in Tables 13a to 13c for prevalences of .05, .15, and .40, respectively. The results from 

simulation Run 3 were displayed in Tables 3a to 3c. 

Tables 14a to l4c compare the estimated standard error with the true standard deviation 

for each estimated parameter by reporting the ratio of standard error to standard deviation. It can 

be seen that most ratio:; are close to 1.00. The exceptions are for the false negative rates for the 

two dependent observers. The ratio becomes large as the dependence increases. This corresponds 

to the actual rate becoming more underestimated. In the simulations the estimates for the false 

negative rates for observers 1 and 2 bunch up at the lower bound of zero. This causes the 

empirical standard dev lation to become smaller. Thus, the ratio becomes larger. The ratios 

become undefmed when the empirical standard deviations become zero because all estimates lie 

on the lower bound of lero. 

In summary, it appears that in cases where bias is not causing estimates to approach a 

bound, the variability e:;timates from the Latent program are not a problem. When the estimate 

is biased, concern about the standard error estimate should really be irrelevant. The standard error 

estimates only appear substantially different from the standard deviations in these extreme cases. 



TABLE 13a 
:I. leans md standard deviations of parameter estimates in the case of three observers. 

with depender ce between observers 1 and 2 with respect to false positive and false negative rate 

Results from expected frequencies 

True Prevalence= .05 

True :\.lean of Estimates(%) (standard deviation(%)) 
Error Dep. 

Rates 9 13, 13, 133 a, ~ 

13 =.1 0 4.96 (0.76) 9.69 (6.25) 9.69 (6.25) 9.69 (6.25) 10.02 (0. 79) 10.02 (0.79) 
a =.1 

0.5 5.06 (0.72) 0.00 (5.70) 0.00 (5.70) 18.69 (5.19) 9.42 (0.77) 9.42 (0.77) 

6.14 (0.74) 0.00 (4.75) 0.00 (4.75) 25.37 (4.55) 8.37 (0.74) 8.37 (0.74) 

13 =.1 0 5.01 (2.17) 9.85 (15.45) 9.85 (15.46) 9.85 (15.46) 24.99 (1.43) 24.99 (1.43) 
a =.25 

0.5 11.24 (2.36) 0.00 (10.25) 0.00 (10.25) 41.24 (4.09) 19.16 (1.66) 19.16 (1.66) 

17.63 (1.98) 0.00 (5.80) 0.00 (5.80) 47.05 (2.80) 12.89 (1.52) 12.89 (1.52) 

13 =.25 0 4.92 (1.13) 24.66 (9.19) 24.66 (9.19) 24.66 (9.19) 10.03 (0.85) 10.03 (0.85) 
a =.1 

0.5 4.33 (0.84) 4.07 (9.14) 4.07 (9.14) 33.33 ( 6.50) 9.51 (0.81) 9.51 (0.81) 

5.28 (0.82) 0.00 (7.25) 0.00 (7.25) 38.83 (5.25) 8.42 (0.78) 8.42 (0.78) 

13 =.25 0 4.90 (4.04) 24.50 (23.05) 24.50 (23.05) 24.50 (23.05) 25.03 (I. 74) 25.03 (1.74) 
(J. =.25 

0.5 10.07 (3.11) 0.00 (15.52) 0.00 (15.52) 49.28 ( 4.35) 19.38 (2.01) 19.38 (2.02) 

16.77 (2.39) 0.00 (7.68) 0.00 (7.68) 52.43 (2.87) 12.90 (1. 78) 12.90 (1. 78) 

• Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects. 
13 represents the true false negat ve rates, 131= 13,= 133. 
a represents the true false positive rates, a,= a,=~· 
:\leans with 20% or greater bias are displayed in bold. 
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~ 

10.02 (0.79) 

10.41 (0. 77) 

10.03 (0.76) 

24.99 (1.43) 

24.39 ( 1.26) 

22.96 (1.19) 

10.03 (0.85) 

10.78 (0.79) 

10.53 (0.77) 

25.03 (1.74) 

24.90 (1.26) 

23.46 (1.19) 



TABLE 13b 
Means , md standard deviations of parameter estimates in the case of three observers. 

with dependeuce between observers 1 and 2 with respect to false positive and false negative rate 

Results from expected frequencies 

True Prevalence = .15 

True Mean of Estimates (%)(standard deviation (%)) 
Error Dep" 
Rates 9 ~. ~% ~' a, <1z 

~ =.1 0 15.08 (1.00) 10.21 (2.58) 10.21 (2.58) 10.21 (2.58) 9.96 (0.84) 9.96 (0.84) 
<1 =.1 

0.5 15.05 (0.97) 6.49 (2.36) 6.49 (2.36) 13.59 (2.53) 9.33 (0.81) 9.33 (0.81) 

14.98 (0.95) 2.82 (2.08) 2.82 (2.08) 16.41 (2.48) 8.75 (0.79) 8.75 (0.79) 

~ =.1 0 14.94 (2.18) 9.93 (5.23) 9.93 (5.23) 9.93 (5.23) 25.oJ (1.52) 25.03 (1.52) 
<1 =.25 

0.5 18.20 (1.91) 0.00 (4.60) 0.00 (4.60) 26.24 (2.94) 20.21 (1.51) 20.21 (1.51) 

2·U4 (1.66) 0.00 (3.12) 0.00 (3.12) 33.84 (2.28) 13.87 (1.38) 13.87 (1.38) 

~ =.25 0 14.83 (1.43) 24.76 (4.18) 24.76 (4.18) 24.76 (4.18) 10.04 (0.95) 10.04 (0.95) 
<1 =.1 

0.5 14.23 (1.23) 15.99 (3.89) 15.99 (3.89) 29.59 (3.65) 9.09 (0.90) 9.09 (0.90) 

13.43 (1.07) 6.86 (3.45) 6.86 (3.45) 32.79 (3.29) 8.38 (0.84) 8.38 (0.84) 

~ =.25 0 I 5.10 ( 4.21) 25.17 (8.08) 25.17 (8.08) 25.17 (8.08) 24.97 (1.91) 24.97 (1.91) 
a. =.25 

0.5 14.76 (2.66) 0.00 (8.58) 0.00 (8.58) 39.14 (3.50) 20.81 (1.85) 20.81 (1.85) 

21.65 (2.19) 0.00 (5.16) 0.00 (5.16) 44.77 (2.51) 13.85 (1.71) 13.85 (1.71) 

• Proportion of maximum deper dence between observers 1 and 2 for both true negative and true positive subjects. 
~ represents the true false negative rates, ~.= 132= ~3• 
a. represents the true false posit ve rates. a,= az= <lz. 
Means with 20°'. or greater bias are displayed in bold. 
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<1z 

9.96 (0.84) 

10.59 (0.84) 

11.15 (0.84) 

25.03 (1.52) 

26.05 (1.36) 

24.76 ( 1.29) 

10.04 (0.95) 

11.35 (0.90) 

12.40 (0.88) 

24.97 (1.91) 

27.59 ( 1.37) 

26.22 (1.29) 



TABLE 13c 
Means and standard deviations of parameter estimates in the case of three observers, 

with depende1ce between observers 1 and 2 with respect to false positive and false negative rate 

Resuhs from expected frequencies 

True Prevalence = .40 

True Mean of Estimates(%) (standard deviation(%)) 
Error Dep" 
Rates e 13, 13% 13, a, <Iz 

13 =.1 0 40.08 (1.25) 10.08 (1.32) 10.08 (1.32) 10.08 (1.32) 9.95 (1.03) 9.95 (1.03) 
a =.1 

0.5 40.07 (1.23) 8.69 (1.25) 8.69 (1.25) 11.42 (1.33) 9.03 (0.99) 9.03 (0.99) 

40.06 (1.21) 7.33 (1.18) 7.33 (1.18) 12.64 (1.34) 8.14 (0.94) 8.14 (0.94) 

13 =.1 0 39.98 (2.09) 9.99 (1.98) 9.99 (1.98) 9.99 (1.98) 25.01 (1.84) 25.01 (1.84) 
a =.25 

0.5 41.43 (1.85) 5.57 (1.80) 5.57 (1.80) 15.99 (1.65) 20.28 (1.75) 20.28 (1.75) 

42.43 ( 1.65) 1.79 (1.57) 1.79 (1.57) 19.88 (1.51) 16.16 (1.62) 16.16 (1.62) 

13 =.25 0 39.89 (1.89) 24.91 (2.31) 24.91 (2.31) 24.91 (2.31) 10.06 (1.33) 10.06 (1.33) 
a =.1 

0.5 38.68 (1.68) 19.41 (2.17) 19.41 (2.17) 27.95 (2.13) 7.87 (1.23) 7.87 (1.23) 

37.73 (1.51) 14.26 (1.98) 14.26 (1.98) 30.36 (2.01) 5.86 (1.10) 5.86 (1.10) 

13 =.25 0 40.20 (4.26) 25.12 (3.43) 25.12 (3.43) 25.12 (3.43) 24.92 (2.49) 24.92 (2.49) 
a =.25 

0.5 39.75 (3.08) 14.72 (3.30) 14.72 (3.30) 32.42 (2.30) 18.43 (2.35) 18.43 (2.35) 

38.86 (2.38) 5.83 (2.99) 5.83 (2.99) 35.87 (1.92) 13.76 (2.11) 13.76 (2.11) 

• Proportion of maximum dependence between observers 1 and 2 for both true negative and true positive subjects. 
13 represents the true false negaive rates, 13,= 13z= 13,. 
a represents the true false positive rates. a,= a,= a,. 
Means with 20% or greater bia; are displayed in bold. 
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a, 

9.95 (1.03) 

10.85 (1.03) 

11.69 (1.04) 

25.01 (1.84) 

27.65 (1.70) 

29.49 (1.61) 

10.06 (1.33) 

13.26 (1.21) 

15.61 (1.16) 

24.92 (2.49) 

30.10 (1.81) 

32.77 (1.59) 
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TABLE 14a 
Ratios of standard error from IS)mptotic formula to standard deviation from empirical simulations in the case of three observers. 

with dependet ce between observers 1 and 2 with respect to false positive and false negative rate 

Prevalence = .05 

True Ratio of standard error from as)mptotic formula to standard deviation from empirical simulations 
Error Dep" 
Rates Preva!<::nce ~! ~l ~l at Uz 

~ =.1 0 1.07 1.01 1.10 1.13 1.04 1.14 
a =.1 

0.5 1.11) 1.75 2.18 1.03 1.05 1.07 

1.2:! 237.50 1.00 1.17 1.30 

f3 =.1 0 0.9'1 1.42 1.40 1.45 1.06 1.11 
a =.25 

0.5 2.6a 22.28 56.94 1.07 1.61 1.60 

2.1H 0.94 1.73 1.77 

f3 =.25 0 I.<k> 1.18 0.80 1.09 0.89 1.05 
a =.1 

0.5 1.4:: 1.29 1.70 1.03 1.16 1.01 

}.4(, 0.96 1.32 1.28 

f3 =.25 0 0.5'· 1.25 1.22 1.22 0.81 0.81 
a =.25 

0.5 3.5~' 21.56 29.28 1.03 2.02 2.02 

2.4S 1.03 2.05 2.12 

• Proportion of maximum depe11 dence between observers 1 and 2 for both true negative and true positive subjects. 
f3 represents the true false negative rates, ~1= ~1= (3,. 
a represents the true false positive rates, a 1 = Uz= a,. 
-- Undefmed value 

Uz 

1.03 

0.99 

1.09 

1.01 

1.24 

1.19 

1.04 

0.94 

1.18 

0.76 

1.07 

1.27 
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TABLE 14b 
Ratios of standard error from lSymptotic formula to standard deviation from empirical simulations in the case of three observers, 

with depender tce between observers I and 2 with respect to false positive and false negative rate 

Prevalence = .15 

True R.ttio of standard error from asymptotic formula to standard deviation from empirical simulations 
Error Dep" 
Rates Prevalmce ~I 132 ~l a! <lz 

~ =.1 0 0.95 0.98 0.87 1.04 0.91 1.08 
a =.1 

0.5 0.9~ 0.81 1.00 0.90 0.87 0.91 

1.16 0.95 1.02 1.07 1.03 1.07 

13 =.1 0 0.9:1 1.06 1.07 1.12 1.11 1.13 
a =.25 

0.5 1.7·1 3.26 4.34 1.04 1.29 1.17 

2.0:: 0.90 1.73 1.41 

13 =.25 0 0.8 1.03 0.94 0.69 0.99 0.90 
a =.1 

0.5 1.2:> 1.11 1.32 0.92 0.80 0.97 

I. J:, 0.94 1.13 0.90 0.99 1.11 

13 =.25 0 0.9: 1.06 0.83 0.89 1.05 1.07 
a =.25 

0.5 2.0~ 3.67 2.32 1.13 1.33 1.78 

1.9<: 0.93 1.32 1.49 

• Proportion of maximum deper1 dence between observers 1 and 2 for both true negative and true positive subjects. 
13 represents the true false negative rates. 131= 132= 13,. 
a represents the true false positive rates. a1= <Iz= a,. 
- Undefmed value 

a, 

0.98 

0.92 

1.29 

0.92 

1.25 

1.47 

0.77 

1.05 

1.06 

0.91 

1.43 

1.15 
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TABLE l4c 
Ratios of standard error from asymptotic formula to standard deviation from empirical simulations in the case of three observers. 

with dependence between observers 1 and 2 with respect to false positive and false negative rate 

Prevalence = AO 

True Ratio of standard error from asymptotic formula to standard deviation from empirical simulations 
Error Dep" 
Rates Prevalence ~~ ~2 ~' a, a, a, 

~ =.1 0 1.10 0.99 1.18 1.15 1.16 0.88 1.01 
a =.1 

0.5 1.00 0.93 1.17 0.99 l.l1 0.92 0.93 

0.92 0.87 0.81 1.10 1.02 0.91 1.08 

~ =.1 0 1.14 1.02 0.98 1.05 1.38 1.08 0.94 
a. =.25 

0.5 0.91 0.73 0.91 0.95 0.87 0.89 0.95 

0.90 1.26 1.09 0.99 0.93 1.38 1.01 

~ =.25 0 1.02 1.03 1.42 1.34 0.95 0.89 0.85 
a =. 1 

0.5 1.08 1.02 1.34 0.83 1.23 0.95 1.14 

1.16 1.09 1.02 0.95 1.03 0.93 1.32 

13 =.25 0 0.68 0.72 0.73 0.88 0.96 0.78 0.82 
a =.25 

0.5 0.96 1.06 1.12 1.17 1.00 1.18 0.86 

1.10 1.22 1.19 1.14 1.18 !.07 0.95 

• Proportion of maximum dependence between observers I and 2 for both true negative and true positive subjects. 
~ represents the true false negative rates, ~1 = 13,= ~ .. 
a represents the true false positive rates, a,= a,= a,. 
-- Undefmed value 



4. CONCLUSION 

In the application of latent class models, departure from the assumption of conditional 

independence between the observers will often lead to serious biases in the parameter 

estimates. In general, dependence between observers will lead to underestimation of those 

observers' error rates dLie to the excess agreement in their classifications while the error rates 

of the independent obs1~rvers will be overestimated. The prevalence is typically overestimated 

in the presence of dependence if the true prevalence is less than 50%. It has repeatedly been 

shown that the most severe biases occur when the prevalence is low and the false positive 

rates of the observers are high. 

As a result, in the evaluation of diagnostic tests using latent class approaches, the most 

dangerous situation a<:curs when the specificities of the tests are low and the disease or 

condition is rare. This describes a typical population screening situation. Therefore, if latent 

class analysis is being used to evaluate several screening tests it is imperative that the tests 

be independent to prcduce accurate estimates of the parameters. If independence is not 

present the tests will aJpear deceptively accurate. 

One method tc' help alleviate the bias problem is to add observers or tests. It was 

shown in this study th :~t situations where it is suspected that two of three observers or tests 

are dependent benefited from the addition of an independent fourth observer. This fourth 

observer allowed the latent class methods to produce less biased results. Even the addition 
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observer allowed the latent class methods to produce less biased results. Even the addition 

of a dependent fourth observer can be considered beneficial since with four observers the fit 

can be tested. 

The problem with adding an additional observer is that the number of outcome 

categories automatically doubles when the classification is binary. For example, in the three 

observer case there are 23 = 8 outcome categories and in the four observer case there are 

24 = 16 outcome categories. Hence, if there is not a large population then the analysis may 

become impossible with the addition of another observer because of small sample problems 

encountered when the existing data is spread over twice as many cells. As a result, the 

addition of another observer \\ill give less biased estimates, but at the price of less precision. 

A brief look at standard error estimates when dependence is present indicates that 

dependence does not cause a problem with the estimation of variability unless there is already 

a large problem with blas in the parameter estimates. 

The goodness of fit test appears to possess fairly good power to detect the dependence 

as a departure from the model assumptions. The best power was seen when the dependence 

structure included dependence between all pairs of observers. 

This work is just the beginning of an investigation into the behaviour of latent class 

estimates. Some questions about the bias of estimates in the presence of dependence have 

been answered here wlule others were brought to light. For example, the comparison of three 

observer cases to four observer cases may or may not reveal the same results if absolute 
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dependence values an: used as the basis of comparison in place of the proportions of 

maximum dependence. This question was raised by the surprising results obtained when 

comparing Run 6 and Run 12, where Run 12 estimates showed less bias. The problems 

encountered when outc,)me category frequencies became too small were discussed in Run 2. 

Thus, a question with potential for further research is, "How small is too small?" This study 

considered only binar:r classifications. The implications of more than two levels of 

classification is another potential area for further research into the usefulness of latent class 

methods. The goodne~s of fit statistic was simply summarized in this study. An area of 

further inquiry could be the interpretations of the components of the goodness of fit statistic 

and determination of whether the examination of the contributions to the goodness of fit 

statistic from the individual cells can help determine where and what kind of departure from 

the model assumptions is present. 
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APPENDIX 1 

DETERMINING THE MAXIMUM VALUE OF DEPENDENCE PARAMETERS 

Case i) Detennining the maximum value of 012 in the case of three observers 

with dependence between observers 1 and 2 

When there is dependence between observers 1 and 2 with respect to false negative rates 

in the three observer case, 512 must be less than or equal to, 

f31 (1-f32)f33, 

( 1 -13~)f3zf33, 

and 1-(1 -131)(1 ~f32)(1-f33), 

(1) 

(2) 

(3) 

where 0 ~ 131, 132, f33 ~ .5. Thus the smallest of these values must be found to determine the 

maximum possible value of 012• Consider value (3) minus value (1). 

(3) - (1) = 1 - ) -f31)(1-f32)(1-f33) - f31(1-f3z)l33 

= 1 - :I -f31 -132-133 +f31f32 +f31f33 +13zl33 -131f32f33) - f31f33 + 131132133 

= 131 + f3z + f33 - 131f3z - f31f33 - f32133 + f31f3zf33 - f31f33 + f31f32f33 

= f31 + 132 + 133 - 131132 - 2131133 - 13zf33 + 2f31132133 

= 131(1 -133) + f32(1-131) + f33(1-132) - 131f33 + 2f31f32f33 

All terms are positive e~cept -131133. However, f31(1-133) ~ f31f33, so (3) - (1) is a positive value. 

Thus, (1) is a more stri<:t restriction than (3). A similar argument would show that (2) is also a 

more strict restriction thm (3). Therefore, the maximum value for 012 is determined by restricting 

<>n ~ f3~(1-f32)f33 and <>12 ~ (1-f3t)f32f33· 
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Case ii) Determining the maximum value of 8=81:&13§.23 in the case of three observers 

";th dependence between all pairs of observers 

It has been est1blished that the dependence term for all pairs of observers must be less 

than or equal to, 

(1 -~1)~2~3, 

and (1-(1-~1)(1-~2)(1-~3))/3 

(4) 

(5) 

(6) 

(7) 

where 0 $; ~1 , ~2, ~3 $; .5. The smallest of the above values must be found. The follm.ving will 

prove that (4) is less than or equal to (7) by showing that (7) minus (4) is greater than zero. 

= ~I -- ~2 + ~3 - ~1~2 - ~1~3 - ~2~3 + ~1~2~3 - 3~1~2 + 3~1~2~3 

= ~I _,- ~2 + ~3 - 4131~2 - ~1133 - ~2133 + 4~1~2133 

= ~I ·- 2~1~2 + ~2 - 2~1~2 + ~3 - ~1133 - ~2~3 + 4~1~2133 

Since all error rates an: positive and at most 0.5 then all terms are positive. Hence, (7) - (4) is 

a positive value meaning that restriction ( 4) is more strict than restriction (7). The same 

procedure can be followed to show that restrictions (5) and (6) are also more strict than restriction 

(7). Thus, the maximum value for the dependence parameters for all pairs of observers is 

determined by restrictir1g 



Case iii) Determining the maximum value of 8p in the case of four observers 

with dependence between observers l and 2 
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The three most strict conditions for determining the value of the dependence parameter 

in this case restrict 812 to be less than or equal to, 

131 (1 -132)13313 ~' 

( 1 -131)13213313 4' 

and 1-(1-131)(1-132)(1-133)(1-134) 

where 0 :::;; 131, 132, 133 :::;; . 5. Taking condition (1 0) minus condition (8) gives, 

(10) - (8) = 1-(1-131)(1-132)(1-133)(1-13~) - 131(l-13z)l33134 

= 1 - :I -131-132-133 -134+131J32+131133+13113~+132133+13zl3~+133134 -131132133-131132134 

-131133134-132133134 +131132133J3J - 131133134 + 131132133134 

= 131 + 132 + 133 + 134 - 131132 - 131133 - 131134 - 13zl33 - 132134 - 133134 + 131132133 

+ 131132.13~ + 132133134 

= 131 - 131132 - 131133 + 132 - 132133 - 13zl3~ + 133 - 133134 + 134 - 13113~ + 131132133 

+ 13113213~ + 13213313~ 

= 131(1 - 132 - 133) + 132(1 - 133 - 13~) + l3ll - 134) + 13il - 131) + 131132133 

t 131132134 + 132133134 

(8) 

(9) 

(10) 

Note that all tenns are non-negative. The value of (1 0) - (8) is no less than zero. Thus, 

restriction (8) is at lea:;t as strict as restriction (10). This argument can be repeated with 

restriction (9) and (10) to show that restriction (9) is also more strict than restriction (10). 

Therefore, restricting 

812 ::S: 131(1-13z)l33134 and 812 :::;; (1-131)132133134 

will give the ma"cimum possible value for 812 in this situation. 
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Case iv) Determining the maximum value of 8=81z::§.13=81d::3=821=034 

in the case o/ four observers '"ith dependence between all pairs of observers 

In this situation, the dependence parameter 8 is restricted to be less than or equal to, 

13113/1 -133)(1-134)/2, 

131(1 -132)133(1 -134)/2, 

131(1-13::)(1-133)13/2, 

(1-131)13::133( 1 -13 4)/2, 

(1-131)13::(1-133)13/2, 

( 1 -131)(1 -13::)13313 /2, 

and (1-(1-131)(1-13::)(1-133)(1-134))/6, 

where 0 !£ 131, 132, 133, 13 1 !£ .5. Consider value (17) minus value (11). 

6 X ((17)-(11)] = l-(1-131)(1-13::)(1-133)(1-13J - 3131132(1-133)(1-134) 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

= 1 - (1-131 -13::-133 -134+131132+131133+131134+132133+13::134+133134 -13113::133-131132134-131133134 

-13::133134+13113::133134) - 3(131132 -13113::133)(1-134) 

= 131 -- 132 + 133 + 134 - 13113:: - 131133 - 131134 - 132133 - 13::134 - 133134 + 13113::133 

+ 13113::134 + 131133134 + 13::133134 - 131132133134 - 3131132 + 313113::133 + 313113::134 

- 313113::133134 

At this point two separate cases "'ill be considered. First for the case 0 !£ 13:: !£ .25. 

6 X ((17)-(11)] = 131 - 4131132 + 13:: - 132133 - 13::134 + 133 - 131133 - 133134 + 134 - 131134 

+ 413113::133 + 413113::134 + 131133134 + 132133134 - 413113::133134 

= 13k -4132) + 13::0-133 -134) + 133(1-131 -134) + 13i1-131) + 4131132134 + 131133134 

+ 13::133134 + 413113::133(1-134) 

All terms above are non-negative, thus, (17) minus (11) is a non-negative value. So for the case 
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0::;; 132 ::;; .25, (11) is a more strict restriction. Now consider the second case, .25 < 132 ::;; .5. 

All terms are non-negntive. So, when .25 < 132 ::;; .5, (11) is a more strict restriction than (17). 

Because the other restr: ctions are of the same form, the same argument can be used to show that 

restritions (12), (13), (14), (15), and (16) are more strict than restriction (17). Therefore, the 

maximum value for tht: dependence parameter in this case is determined by restricting, 

0 ::;; 131132(1 -133)(1 -134)/2, 

0 ::;; 131(1-13oz)l33(1-134)/2, 

0 ::;; (1-131)13z(1-133)13/2, 

and o ::;; (1-131)(1-132)13313/2. 


