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Abstract

Orbital-based methods for electronic-structure calculations are limited to atoms or

molecules with up to about 50 electrons. This limitation comes from the requirement

of a long expansion in basis functions to approximate correctly the wave function.

Replacing the Coulomb interaction with a smooth model potential has two main

consequences: first, the wave function becomes cuspless and the expansion in basis

functions converges more rapidly, and second, the smooth potential describes a weaker

interaction at r → 0, which leads to the loss of accuracy.

This thesis explores whether one can construct models with smooth, non-singular,

potentials, but without compromising accuracy. The key idea is to use extrapolation

procedures to predict the energy for the Coulomb interaction from a sequence of

(cheaper) calculations for smooth potentials.

First, inspired in the works of Savin et al. and Sirbu and King, we constructed

an erfgau potential to reproduce the spectra of the Hydrogen atom. It was proved

to improve the performance of the standard erf(µr)/r potential, not only for Hydro-

gen, but also for the repulsive interaction in Harmonium and the uniform electron gas

(UEG). We then considered correcting the erfgau model in two ways, with short-range

potentials and a first-order perturbation theory. While the short-range correction im-

proves the µ → 0 limit, the perturbation correction accelerates the convergence of
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the energy errors as µ increases. By replacing the Coulomb electron-electron inter-

action with a smooth potential, using the semi-stochastic heat-bath configuration

interaction method (SHCI) to select key configurations, and extrapolating to the lim-

iting (non-smoothed) Coulomb potential, we were able to retain the accuracy of full

configuration interaction (FCI) calculations, at reduced computational cost.
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Chapter 1

Introduction

1.1 The Schrödinger Equation

Although mathematical expressions and complicated-looking formulas recur through-

out this thesis, the main subject is nonetheless Chemistry in its most fundamental

form: the interaction of electrons with atomic nuclei and, especially, each other.

The study of electrons’ interactions is outside the scope of classical mechanics, and

one needs to invoke quantum mechanical methods. In quantum mechanics, measur-

able properties, also called observables, are mathematically expressed as Hermitian

operators; the eigenvalues of these operators define the result of a single measure-

ment. The energy operator is the Hamiltonian operator, Ĥ; the corresponding eigen-

value problem is the fundamental equation in nonrelativistic quantum mechanics: the

Schrödinger equation. In its time-independent form, the Schrödinger equation reads

ĤΨ(r1, r2, ...rN ,R1,R2, ...RM) = EΨ(r1, r2, ...rN ,R1,R2, ...RM) (1.1)

1
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The Hamiltonian comprises all the operators for the kinetic and potential energy

of the particles in the system. For a system with N electrons and M nuclei, the

Hamiltonian in atomic units is:

Ĥ = −1

2

N∑
i=1

∇2
i −

1

2

M∑
A=1

1

MA

∇2
A −

N∑
i=1

M∑
A=1

ZA
riA

+
M∑
A=1

M∑
B>A

ZAZB
RAB

+
N∑
i=1

N∑
j>i

1

rij
(1.2)

here, MA is the mass of the nucleus A divided by the mass of the electron, ZA is the

atomic number of nucleus A (same goes for B), and RAB = |RA−RB|, riA = |ri−RA|

and rij = |ri − rj| are the distance between nuclei A and B, between electron i and

nucleus A, and between electrons i and j, respectively. The first two terms in equation

1.2 correspond to the kinetic energy of the electrons and of the nuclei. The Laplacian

operator∇2 is the sum of the second partial derivatives with respect to each Cartesian

coordinate:

∇2 =
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
. (1.3)

The last three terms in equation 1.2 are the potential energy operators, specifically:

the attraction between electrons and nuclei, the repulsion between nuclei, and the

repulsion between electrons.

To determine the energy of the system one needs to solve the Schrödinger equation.

Unfortunately, solving the Schrödinger equation for more than two particles is rarely

tractable. Approximations to reduce the number of variables are required.

1.1.1 The Born-Oppenheimer approximation

Because the nuclei are orders of magnitude heavier than electrons their movement

is much slower and, from the electron’s perspective, they can be considered fixed.

2
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Therefore, one can describe the motion of the electrons and the nuclei separately:

Ψ(r1, r2, ...rN ,R1,R2, ...RM) = Ψelec({ri})Φnuc({RA}) (1.4)

Focusing on the electrons alone, the repulsion potential between the nuclei is con-

stant. Furthermore, neglecting the kinetic energy of the nuclei leads to the Born-

Oppenheimer approximation. The resulting operator for the electronic energy is the

electronic Hamiltonian,

Ĥelec = −1

2

N∑
i=1

∇2
i −

N∑
i=1

M∑
A=1

ZA
riA

+
N∑
i=1

N∑
j>i

1

rij
(1.5)

so the electronic Schrödinger equation is

ĤelecΨelec({ri}) = EelecΨelec({ri}) (1.6)

The total energy is then the sum of the electronic energy and the repulsion energy of

the nuclei

E({RA}) = Eelec +
M∑
A=1

M∑
B>A

ZAZB
rAB

. (1.7)

If one is interested in the motion of the nuclei, the nuclear Schrödinger equation

in the Born-Oppenheimer approximation is

(
−1

2

M∑
A=1

1

MA

∇2
A + E({RA})

)
Φnuc({RA}) = EtotΦnuc({RA}) (1.8)

In this work we are interested only in the electronic problem and from now on

when we use Ĥ we are referring to Ĥelec, and Ψ(r) = Ψ({ri}).
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1.1.2 Orbital Approximations and the Slater Determinant

In Chemistry, the orbital approximation is surprisingly effective for the qualitative

explanation of the reactivity of atoms and molecules. This approximation assumes

that electrons are moving independently from each other and occupying their own

individual one-electron wave functions, called orbitals, denoted ψ(r). To completely

describe an electron we need functions that depend on the position and spin coordi-

nates of the electron. Such functions are called spin-orbitals χ(x), and are constructed

by multiplying a spatial function ψ(r) and a spin function α(ω) or β(ω),

χ(x) =


ψ(r)α(ω)

ψ(r)β(ω)

. (1.9)

The Pauli exclusion principle states that only one electron can occupy each one-

electron state. This principle is closely related to the antisymmetry principle, which

states that “a many-electron wave function must be antisymmetric with respect of

the interchange of the coordinate x for any two electrons” [SO12]. Thus, the wave

function not only has to be solution of the Schrödinger equation, it also needs to

satisfy the antisymmetry principle. A way to impose antisymmetry is to approximate

the wave function with Slater determinants.

The Slater determinant for the N-electron case is

ΦN({xi}) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

χ1(x1) χ2(x1) · · · χN(x1)

χ1(x2) χ2(x1) · · · χN(x2)

...
...

. . .
...

χ1(xN) χ2(xN) · · · χN(xN)

∣∣∣∣∣∣∣∣∣∣∣∣∣
(1.10)
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here, 1√
N !

is the normalization factor (assuming orthogonal and normalized spin-

orbitals). For simplicity we will write the normalized Slater determinant as

|ΦN〉 = |χ1 χ2 · · · χN〉. (1.11)

For a given set of spin-orbitals it is possible to construct many different Slater

determinants, so how do we get the right wave function for the ground state? The

answer is given by the variational principle.

1.1.3 The Variational Principle

The variational principle states that the expectation value of the Hamiltonian is an

upper bound to the exact ground-state energy

〈E〉 ≥ E0 (1.12)

The expectation value is defined as

〈E〉 =
〈Ψ(r)|Ĥ|Ψ(r)〉
〈Ψ(r)|Ψ(r)〉

(1.13)

where

〈Ψ(r)|Ĥ|Ψ(r)〉 =

∫
Ψ∗(r)ĤΨ(r)dr (1.14)

In other words, if Ψ(r) corresponds to the ground state then 〈E〉 = E0. For

any other state 〈E〉 > E0. This last statement is true for any trial wave function.

Therefore, the ground-state energy is obtained from the full minimization of 〈E〉 with

5
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respect to all (allowed) N-electron wave functions:

E0 = min
Ψ
〈E〉 (1.15)

1.2 Hartree-Fock (HF) Method

In a nutshell, the Hartree-Fock method consists in selecting a set of orbitals to de-

scribe a single electron configuration and iteratively adjusting the orbitals closer to

the ground-state orbitals. More formally speaking, this method results from approxi-

mating the N-electron wavefunction with a single Slater determinant, and optimizing

the orbitals that constitute the determinant using the variational principle. This

optimization is a minimization subject to the orthonormalization constraint for the

orbitals:

〈φk|φl〉 − δkl = 0 (1.16)

The constrained minimization is solved by the method of Lagrange multipliers. The

minimum is found when the Lagrangian is stationary,

δ

(
〈Ψ(r)|Ĥ|Ψ(r)〉 −

∑
kl

εkl (〈φk|φl〉 − δkl)

)
= 0 (1.17)

Having a trial wave function, one can manipulate the equation above by separation

of variables to obtain equations for each one-electron state (spin-orbital):

f̂χi(x) = εiχi(x) (1.18)

6
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These are the Hartree-Fock equations, where f̂ is the Fock operator,

f̂(r) = −1

2
∇2
i −

ZA
|r−RA|

+
∑
j

Ĵj(r)− K̂j(r) (1.19)

Ĵ is the Coulomb (Hartree) operator,

Ĵj(r) =

∫
χ∗j(r

′)χj(r
′)dr′

|r− r′|
(1.20)

and K̂ is the exchange operator,

K̂j(r)χk(r) =

∫
χ∗j(r

′)χk(r
′)dr′

|r− r′|
χj(r) (1.21)

In practice, the spatial orbitals are expanded in a set of basis functions:

ψi(r) =
L∑
k=1

Ckiφk(r) (1.22)

Then, solving for the HF molecular orbitals is equivalent to solving for the expansion

coefficients Cki. By substituting 1.22 into equation 1.18 we get the matrix equation:

f̂(i)
L∑
k=1

Ckiφk(i) = εi

L∑
k=1

Ckiφk(i). (1.23)

Now, we multiply by φ∗j(r) on the left and integrate over r,

∑
k

Cki

∫
φ∗j(r)f̂(r)φk(r)dr = ε

∫
φ∗j(r)φk(r)dr, (1.24)

7
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where, ∫
φ∗j(r)f̂(r)φk(r)dr = Fjk (1.25)

is the matrix representation of the Fock operator, better known as the Fock matrix,

and ∫
φ∗j(r)φk(r)dr = Sjk (1.26)

is the overlap matrix. Rewriting equation 1.23 we have

∑
k

Fjk Cki = εi
∑
k

Sjk Cki, i = 1, 2, ..., L (1.27)

These set equations are the Roothan-Hall equations and can be written as a single

matrix equation:

F C = S C ε (1.28)

This is a generalized (unless S is the identity matrix) nonlinear eigenvalue problem.

To solve this equation one has to construct the Fock matrix, but at the same time the

Fock matrix depends on the spin orbitals, which one only knows after the equation has

been solved. Therefore, equation 1.28 has to be solved iteratively, in a self-consistent

fashion:

1 Start with some initial guess for the coefficients matrix

2 Generate the Fock matrix from this coefficients

3 Solve the HF equation to get a new coefficient matrix

4 Repeat 2 and 3 until the coefficients converge.

8
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The Hartree-Fock method is a mean-field method, i.e. it treats the electron-

electron interaction in an averaged manner, and there is no simultaneous description

of the electrons. In quantum chemistry, the type of electronic interaction that the

Hartree-Fock method fails to describe is called electron correlation. The correlation

energy is thus defined as the difference between the exact (non-relativistic) energy

and the HF energy at the basis set limit, L→∞,

Ecorr = Eexact − EHF
0 (1.29)

1.3 Configuration Interaction

As each Slater determinant represents one electronic configuration, approximating the

N -electron wave function with a single Slater determinant limits the wave function

to a single electronic configuration. One way to account for electronic correlation is

by allowing more than one electronic configuration to approximate the wave function.

In the configuration interaction method (CI) the exact wave function is expressed as

a linear combination of N -electron trial functions (Slater determinants). The full CI

(FCI) wave function contains all possible excitations from a reference determinant,

Φ0, typically chosen to be the Hartree-Fock ground state,

|ΨCI〉 = c0|Φ0〉+
∑
i≤i≤N

N+1≤a≤2L

cai |Φa
i 〉+

∑
1≤i<j≤N

N+1≤a<b≤2L

cabij |Φab
ij 〉+

∑
1≤i<j<k≤N

N+1≤a<b<c≤2L

cabcijk |Φabc
ijk〉+ · · ·

(1.30)

where the limits ensure each excitation is counted only once. The CI equation is also

solved by the variational method, giving an ordinary linear eigenvalue problem. To

9
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see this, start by writing the eigenvalue equation

Ĥ|ΨCI〉 = E|ΨCI〉 (1.31)∑
n

Ĥ|Φn〉cn = E
∑
n

|Φn〉cn (1.32)

then multiply by 〈Φm| on the left

∑
n

〈Φm|Ĥ|Φn〉cn = E
∑
n

〈Φm|Φn〉cn (1.33)

∑
n

Hmncn = Ecm (1.34)

here

〈Φm|Φn〉 = δmn =


1 m = n

0 m 6= n

(1.35)

Using 1.35 in 1.34 results in a system of equations

∑
n

〈Φm|Ĥ|Φn〉cn = Ecm (1.36)

As the number of electrons N , and the number of spin-orbitals, increases, the

number of possible configurations increases exponentially and solving the FCI equa-

tion becomes intractable very quickly. A way to reduce the computational cost is

to truncate the CI expansion and consider only some configurations. Truncated

versions of CI are named according to the type of excitations considered. CI sin-

gles (CIS) includes only one-electron excitations, CI singles and doubles (CISD)

for one and two-electron excitations, and so on. More sophisticated techniques to

10
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choose the best selection of configurations employ a variety of algorithms for sam-

pling the configuration space, including stochastic, semistochastic and deterministic

algorithms. For instance, the selected plus perturbation theory methods (SCI+PT)

select the determinants in an iterative manner by adding the most important elements

of the first-order correction to the wave function, and once convergence is reached a

second-order perturbation correction is applied to the final variational wave func-

tion [HMR73, BP74, SE16, TLT+16]. Even when the SCI+PT method reduces the

number of determinants incorporated into the wave function it is computationally

demanding because all the determinants connected to a reference Hamiltonian ma-

trix must be sampled. The semistochastic heat-bath configuration interaction (HCI)

method [HTU16, SHJ+17, HUS17] solves this problem by introducing a threshold

ε to restrict the sampled determinants. HCI only generates the determinants con-

nected to the reference determinant by Hamiltonian matrix elements that are larger

than ε. At the beginning all single excitations and only double excitations for which

|Hikci| > ε are generated. The algorithm consists in three steps: 1) the selected space

starts with the Hartree-Fock determinant, 2) all connected determinants outside the

selected space (i.e. determinants for which |Hikci| > ε for at least one determinant

in the selected space) are added, and 3) the two first steps are repeated until the

number of new determinants is less than 1% of the previously selected determinants.

One can also include a second-order Epstein-Nesbet perturbation theory (EN-PT)

energy correction,

∆E(2) =
∑
k

(
∑

iHkici)
2

E(0) −Hkk

(1.37)

using only the elements for which |Hikci| is greater than a second parameter ε2. The

two threshold values ε1, ε2 define a trade-off of efficiency and accuracy, prescribing a

11
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systematic way to get to the FCI solution.

In principle, FCI produces the exact solution of the N-electron problem. In the

case of a complete basis, one would obtain the exact energies of all electronic states

of the system. In practice we use a finite set of basis functions and the accuracy of

the energy is dependent on the choice of this basis. Furthermore, it is known that

the convergence of the correlation energy with the size of the basis is very slow. For

example, with the correlation-consistent basis sets cc-pVXZ, the correlation energy

follows the law [HKKN97]

Ecorr
X = Ecorr

X→∞ + AX−3 (1.38)

This slow convergence comes from the difficulty of modeling the behavior of the

electronic wave function when electrons come close together, |ri − rj| → 0, us-

ing one-electron basis functions [Kat57, CSM79, JZS85, MP79, HPKW09, PWD94,

DGY+06]. We will discuss this subject in further detail in section 1.6, but for now

we leave the complicated wave function methods aside and introduce an alternative

strategy to account for the correlation energy, density functional theory.

1.4 Density Functional Theory (DFT)

In density functional theory (DFT) the energy of the system is defined as a functional

of the electron density

E = E[ρ(r)] (1.39)
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The electron density, ρ(r), is the probability of finding an electron in a volume element

centered at r,

ρ(r) =

∫
· · ·
∫

Ψ∗(r1, r2, ..., rN)

(
N∑
k

δ(rk − r)

)
Ψ(r1, r2, ..., rN)dr2dr3...drN (1.40)

= N

∫
· · ·
∫
|Ψ(r1, r2, ..., rN)|2dr2dr3...drN . (1.41)

The ground-state electron density has some important properties:

• it is a physical observable that can be measured with x-ray experiments,

• it is a non-negative function of only three variables r = {x, y, z},

ρ(r) ≥ 0 (1.42)

• it integrates to the number of electrons,

∫
ρ(r)dr = N (1.43)

• it has a cusp near the atomic nuclei due to the divergence in the electron-nuclear

potential, and the pointiness of this cusp defines the effective nuclear charge.

All of these properties also hold for excited states, but the cusp condition is signif-

icantly more complicated. The proof of the existence of an exact energy functional

of the electron density and a variational principle for the ground-state energy was

provided by the Hohenberg and Kohn theorems [HK64].

13



Ph.D. Thesis - Cristina E. González Espinoza McMaster - Chem & Chem Bio

1.4.1 Hohenberg-Kohn (HK) Theorems

As mentioned before, the electron density determines the effective nuclear charge,

so it determines the effective external potential v(r), that binds the electrons to the

system. Also, it integrates to the number of electrons N . Knowing N and v(r) is

enough to determine completely the molecular Hamiltonian, and thus, the energy and

the wave function of a molecule. Hence, one can determine all the properties of a

molecule from its ground-state electron density. Hohenberg and Kohn showed that

this argument can in fact be generalized to any reasonable choice for the external

potential and, therefore for any electronic Hamiltonian of the form,

Ĥv = −1

2

N∑
i=1

∇2
i +

N∑
i=1

v(ri) +
N∑
i=1

N∑
j>i

1

|ri − rj|
(1.44)

(compare Eq. (1.5).) Specifically, the first Hohenberg-Kohn theorem states that “the

external potential is determined, within a trivial additive constant, by the ground-state

electron density”. A proof can be found in [PY94].

Due to the first Hohenberg-Kohn theorem, the energy can be written as a func-

tional of the ground-state electron density. It is convenient to decompose the energy

functional as a sum of physically different energy contributions

Ev[ρ(r)] = T [ρ(r)] + Vee[ρ(r)] + Vext[ρ(r)] (1.45)

where T is the kinetic energy functional, Vee the electron-electron repulsion energy

functional, and Vext the external potential energy functional. The form of each of
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these terms will be addressed in the following sections. For now we define

Vext[ρ(r)] =

∫
ρ(r)v(r)dr (1.46)

and the total energy:

Ev[ρ(r)] = T [ρ(r)] + Vee[ρ(r)] +

∫
ρ(r)v(r)dr (1.47)

The second Hohenberg-Kohn theorem gives a variational principle for the ground-

state density analogous to (1.12) for the wave function,

E0 = Ev[ρ(r)] ≤ Ev[ρ̃(r)] (1.48)

for any N-electron trial density ρ̃(r). If ρ̃(r) determines ṽ(r) and the wave function

Ψ̃, using the variational principle for the wave function, we have

Ev[ρ(r)] = 〈Ψ0|Ĥv|Ψ0〉 (1.49)

Ev[ρ(r)] ≤ 〈Ψ̃|Ĥv|Ψ̃〉 = Ev[ρ̃(r)] (1.50)

About v-representability

We know that “every ground-state electron density corresponds to at most one external

potential”. In other words, the external potential is a functional of the electron

density. In particular, if the density is the ground-state of some potential v(r) it

is said to be v-representable. This property is needed so that there exists the one-

to-one mapping between the electron density and the ground-state wave function,

which means that the second HK theorem is only valid for v-representable densities.
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However, not every density is v-representable. Furthermore, practical conditions for

v-representability are unknown.

1.4.2 Levy-Constrained Search

Many wave functions can give the same density, so one needs to find a way to deter-

mine whether a wave function that gives the ground-state density is, in fact, a true

ground-state wave function Ψ0. Let Ψρ0 denote an N -electron wave function that has

the ground-state density ρ0. From the variational principle we know that

〈Ψρ0|Ĥ|Ψρ0〉 ≥ 〈Ψ0|Ĥ|Ψ0〉 = E0 (1.51)

〈Ψρ0 |T̂ + V̂ee|Ψρ0〉 ≥ 〈Ψ0|T̂ + V̂ee|Ψ0〉 (1.52)

the right-hand side is the universal HK functional,

FHK [ρ0] = 〈Ψ0|T̂ + V̂ee|Ψ0〉 (1.53)

This equation is satisfied when Ψρ0 = Ψ0, and is obtained by the minimization:

FLevy[ρ0] = min
Ψ→ρ0
〈Ψ|T̂ + V̂ee|Ψ〉 = FHK [ρ0] (1.54)

Notice that this variational search for the wave function is constrained to the wave

functions that give the density ρ0. One can extend (1.54) to densities that are not

v-representable but which correspond to at least one N -electron wave function. Such

densities are said to be N-representable, and the associated extension of (1.54) is the
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Levy-constrained search formulation of the universal density functional

FLevy[ρ] = min
Ψ→ρ
〈Ψ|T̂ + V̂ee|Ψ〉 (1.55)

FLevy[ρ0] = FHK [ρ0] only if ρ0 is v-representable [Lev79, LP85b, LP85a]. To be N -

representable, the density has to be a non-negative, normalized, and have bounded

kinetic energy:

ρ(r) ≥ 0,

∫
ρ(r)dr = N,

∫
|∇ρ(r)1/2|2dr <∞ (1.56)

The Levy-constrained search therefore allows us to use a softer condition, N-representability,

to avoid the v-representability problem. The ground-state energy can be obtained by

a double minimization

E0 = min
ρ

(
min
Ψ→ρ

(
〈Ψ|T̂ + V̂ee|Ψ〉+

∫
ρ(r)v(r)dr

))
(1.57)

= min
ρ
FLevy[ρ] +

∫
ρ(r)v(r)dr. (1.58)

1.4.3 The Kohn-Sham (KS) method

While exact in principle, practical explicit approximations to F [ρ] are not very accu-

rate, the kinetic energy functional being the most important and difficult piece. The

kinetic energy is of the same order of magnitude as the total energy of the system,

so even a small 1% error in the kinetic energy leads to chemically useless results.

Faced with the difficulty of finding an adequate explicit approximation to the kinetic

energy functional, Kohn and Sham (KS) introduced orbitals and defined the kinetic

energy as an implicit functional of the density. They did this by approximating the
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system of interacting electrons as a system of non-interacting electrons, where the

total kinetic energy is the sum of the individual energies:

Ts[ρ] = −1

2

N∑
i

〈ψi|∇2
i |ψ〉 = min

Ψ→ρ
〈Ψ|Ĥ|Ψ〉. (1.59)

The Kohn-Sham (KS) approximation describes the energy as the sum of the individual

electrons’ contributions:

Ĥs =
N∑
i

(
−1

2
∇2
i + vs(ri)

)
. (1.60)

Similar to HF, the solution for the Hamiltonian Ĥs is a Slater determinant |Ψs〉.

With the introduction of the orbitals it is possible to separate the terms that can be

determined exactly for the non-interacting system, namely the first two terms in the

r.h.s. of equation 1.61,

Ev[ρ] = Ts[ρ] + U [ρ] + Exc[ρ] +

∫
v(r)ρ(r)dr (1.61)

where Ts[ρ] is the exact kinetic energy functional of the non-interacting system, and

U [ρ] is the classical repulsion,

U [ρ] =
1

2

∫ ∫
ρ(r)ρ(r′)

|r′ − r|
dr dr′ (1.62)

The last term, Exc[ρ], is the exchange-correlation functional: it contains all the extra

contributions to the energy due to the interaction between electrons,

Exc[ρ] = T [ρ]− Ts[ρ] + Vee[ρ]− U [ρ] (1.63)
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The Euler-Lagrange equation associated with the stationary condition of Ev[ρ] gives:

µ = vs(r) +
δTs[ρ]

δρ
(1.64)

Here, µ is the Lagrange multiplier for the normalization constraint, vs is the Kohn-

Sham effective potential,

vs(r) = v(r) +
δU [ρ]

δρ
+
δExc[ρ]

δρ
(1.65)

where the Coulomb potential is

δU [ρ]

δρ(r)
=

∫
ρ(r′)

|r− r′|
dr′,

and the exchange-correlation potential vxc,

vxc(r) =
δExc[ρ(r)]

δρ(r)

As a result, we have the self-consistent set of equations:

(
−1

2
∇2 + v(r) +

∫
ρ(r′)

|r− r′|
dr′ + vxc(r)− εj

)
ψj(r) = 0 (1.66)

with

ρ(r) =
N∑
j=1

|ψj(r)|2

Notice that Kohn-Sham equations, eq. (1.66), are almost the same as the Hartree-

Fock equations, except that the nonlocal Hartree-Fock exchange operator, K̂, is re-

placed by the local exchange-correlation potential vxc(r). Yet eq. (1.66) is, in principle
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exact.

1.4.4 Density-Functional Approximations (DFA)

The work of Kohn and Sham opened the door to the development of approximations

for the exchange-correlation density functional. The most basic approximation, the

Local-Density approximation (LDA), defines the exchange-correlation energy density

at each point in space as a function of only the electronic density at that point.

This is the reason it is called a local approximation. The exchange and correlation

energy density is typically taken from the uniform electron gas (UEG) model. The

exchange-correlation energy is given by

Exc =

∫
ρ(r)εxc (ρ(r)) dr (1.67)

One can separate εxc into exchange and correlation components,

εxc = εx + εc

with

εx = Cxρ
1/3 Cx = −3

4

(
3

π

)1/3

the exchange energy of the uniform electron gas. The Dirac exchange energy, is then

Ex[ρ] =

∫
ρ(r)

(
Cxρ

1/3(r)
)
dr = Cx

∫
ρ4/3(r)dr (1.68)
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In the spin-polarized version, also called the local spin-density approximation (LSDA),

Ex[ρα, ρβ] = 21/3Cx

∫ (
ρ4/3
α (r) + ρ

4/3
β (r)

)
dr (1.69)

Sometimes, these equations are written in terms of a spin-polarization function

fs(ζ) =
1

2
[(1 + ζ)4/3 + (1− ζ)4/3] (1.70)

where

ζ(r) =
ρα(r)− ρβ(r)

ρ(r)
(1.71)

Then, the exchange energy per particle for the polarized case is

εx = Cxfs(ζ)ρ1/3 (1.72)

The correlation energy, however, is obtained numerically from quantum Monte

Carlo calculations. For those benchmark results used in practice, an analytic inter-

polation formula is needed. The parametrization of Vosko, Wilk and Nusar(VWN)

[VWN80] is among those most widely used by commercial electronic structure pack-

ages.

The next “rung of Jacob’s ladder of DFT” are the generalized gradient approx-

imations (GGAs), where the exchange-correlation energy density depends not only

on the density, but also on the density at nearby points, as inferred from the density

gradient ∇ρ(r)

Exc[ρ] =

∫
ρ(r)εxc (ρ(r),∇ρ(r)) dr (1.73)
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The exchange energy per particle has the general form:

εGGAx = εLSDAx

(
1 + ∆εx

[
|∇ρ(r)|
ρ4/3(r)

])
(1.74)

Popular GGAs include the BLYP [Bec88, LYP85] and PBE [PBE96] functionals.

The methods that depend also on the kinetic energy density τ(r) are called Meta-

GGAs

Exc[ρ] =

∫
ρ(r)εxc (ρ(r),∇ρ(r), τ(r)) dr (1.75)

Popular meta-GGAs include the BR and TPSS functionals [BR89, TPSS03].

LDAs, GGAs, and meta-GGAs typically underestimate reaction barriers, bond

strengths, polarizabilities, and other properties. These same properties are typically

overestimated by the Hartree-Fock method. The hybrid functionals are the affirmative

answer to the question: “why not combine DFA and HF methods?”. Because the

exchange energy is given exactly in HF theory, one can include a fraction of the exact

exchange into the energy expression and construct a hybrid functional. The most

widely used hybrid functional is B3LYP, which is constructed as follows:

EB3LY P
xc = (1− a)ELSDA

x + aEHF
x + b∆EB88

x + (1− c)ELSDA
c + cELY P (1.76)

If we replace ELY P
c by EPW91

c we get the hybrid functional B3PW91 [Per91]. Another

way to partition the energy contributions is to separate the electronic interaction into

the short- and long-range terms

1

r12

=
erf(ωr12)

r12

− erfc(ωr12)

r12

(1.77)
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Here, the error function is used as smoothed step function for the transition between

short and long range and ω is the range-separation parameter. Then, the exchange-

correlation functional can be written as

Exc[ρ] = EHF,lr
x (ω) + EDFA,sr

x (ω) + EDFA
c (1.78)

Some functionals of this type are: LCωPBE, ωB97XD, and CAMB3LYP [VS06,

VHKS06, VS07, CHG08b, CHG08a, YTH04].

1.5 Beyond Kohn-Sham DFT

Even when some correlation energy is recovered through the approximations to the

exact functional, the single-reference character of DFA is a practical limitation for

the complete description of the electron correlation. In particular, DFAs tend to fail,

often catastrophically, to describe strong non-dynamical correlation. In 1995, Savin

proposed three strategies to go beyond the single-determinant Kohn-Sham solution,

extending the space of search for wave functions that produce the ground-state density

[Sav95]. First, the space of wave functions was expanded to include determinants that

are not eigenfunctions of Ŝ2. This strategy lowers the energy by allowing determinants

that break spin symmetry. The second strategy was to increase the orbital space and

improve the calculation systematically. For this, we need to define the universal

functional as:

F̃ [ρ] = 〈Ψρ|T̂ + V̂ee|Ψρ〉+ Ẽc[ρ] (1.79)

where Ψρ is the wave function in the allowed space that minimizes 〈Ψρ|T̂ + V̂ee|Ψρ〉

and gives the density ρ. Because Ψρ is no longer a single determinant, Ẽc accounts for

23
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just a portion of the correlation missing in Hartree-Fock. By increasing the orbital

space, Ψρ approaches the FCI wave function and Ẽc → 0. Now, the ground-state

energy is the result of the minimization problem:

E0 = min
ρ
F̃ [ρ(r)] +

∫
v(r)ρ(r)dr (1.80)

= min
ρ

 min
Ψ→ρ

Ψ∈subspace

〈Ψ|T̂ + V̂ee|Ψ〉+ Ẽc[ρ(r)] +

∫
v(r)ρ(r)dr

 (1.81)

= 〈Ψρmin|T̂ + V̂ee|Ψρmin〉+ Ẽc[ρmin(r)] +

∫
v(r)ρmin(r)dr (1.82)

The third strategy separated the electron-electron interaction into short- and long-

range terms,

V̂ee = V̂ SR
ee + V̂ LR

ee (1.83)

using the Yukawa potential as step function:

V̂ SR
ee =

∑
i,j

vSR(i, j) =
∑
i<j

e−µrij

rij
(1.84)

The long-range portion is then treated with wave function methods and the short-

range portion with local (LDA-like) or semilocal (GGA-like) functionals. Similar to

equation 1.82, the ground-state energy is given by minimizing over all antisymmetric

wave functions Φ:

E0 = min
ρ
F [ρ(r)] +

∫
v(r)ρ(r)dr (1.85)

= min
Φ

(
〈Φ|T̂ + V̂ LR

ee |Φ〉+ USR[ρΦ(r)] + ESR
xc [ρΦ(r)] +

∫
v(r)ρΦ(r)dr

)
(1.86)
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where

USR[ρ(r)] =

∫
vSR(1, 2)ρ(r1)ρ(r2)dr1dr2 (1.87)

is the short-range Coulomb (Hartree) energy, and

ESR
xc [ρ] = F [ρ(r)]−

(
〈Φρmin |T̂ + V̂ee|Φρmin〉+ USR[ρ(r)]

)
(1.88)

is the short-range exchange-correlation functional. These last two terms were ob-

tained using the Yukawa-like potential in the uniform electron gas. Example calcula-

tions with the He atom showed that short-range electron-electron interactions can be

transferred from the uniform electron gas to reduce the effort of multi-determinant

wave function calculations.

Savin’s 1995 work was the first of many others that followed on two main topics:

1) the analysis and development of density functionals using the non-linear adiabatic

connection between the KS non-interacting system and the real one [SCT98, CS99,

Tou05, GGS06], and 2) combined wave function methods with density functional

approximations [LSWS97, PSLS02, TCS05].

1.5.1 DFAs from the non-linear adiabatic connection

An adiabatic connection provides a smooth way to link computationally-easy effec-

tive one-particle Hamiltonians to computationally-intractable exact Hamiltonians.

The standard adiabatic connection uses a parameter λ to “switch on” the electron

interaction. In particular, Harris and Jones defined the adiabatic connection [HJ74b]

as:

Ĥλ = Ĥ0 + V̂0 + λ(V̂ee + V̂Ne − V̂0) (1.89)
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Choosing Ĥ0 to be the Kohn-Sham Hamiltonian (1.60) we ensure that the density

ρ0 = ρ, the exact ground-state density. Then, the correlation energy, at some λ is

Eλ
c = 〈Ψλ|Ĥλ|Ψλ〉 − 〈Ψλ=0|Ĥλ|Ψλ=0〉 (1.90)

This expression contains two special cases, when λ = 0 the correlation energy Eλ
c is

zero and when λ = 1 we get back the standard definition of the correlation energy

density functional. Inspection of the correlation energy along the adiabatic connection

brings insight into the properties of the exact functional, information that can be

used in the development of new functionals or improvements of existing functionals

[SCT98, CS99, SCP03]. In practice, most researchers use an alternative, but more

complicated, adiabatic connection due to Langreth and Perdew, where the electron

density is kept constant along the whole adiabatic connection pathway [LP80].

Alternatively, the separation of the electronic interaction is a possible choice to

define a nonlinear adiabatic connection between the non-interacting system and the

physical system described with a multi-determinant wave function [TCS05]. In this

case the tuning parameter is the range-separation parameter µ. The ground-state

energy is the sum of a wave function contribution from the long-range interaction

and a density-functional correction for the short-range interaction:

E = 〈Ψµ|T̂ + V̂ LR
ee + V̂ext|Ψµ〉+ Uµ, SR[ρΨ] + Eµ, SR

xc [ρΨ], (1.91)
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where Ψµ is the ground-state wave function of the fictitious system with the long-

range interaction, the solution of the equation

(
T̂ + V̂ µ

ee + V̂ µ
)

Ψµ = EµΨµ (1.92)

The potential V̂ µ,

V̂ µ =
∑
i

vµ(ri) = v(ri) +
δUµ[ρ(ri)]

δρ(ri)
+
δEµ

xc[ρ(ri)]

δρ(ri)
(1.93)

ensures that the ground-state densities of the fictitious and the real system are the

same. This potential can be obtained in a optimized-effective-potential (OEP) fash-

ion, with Lieb maximization:

F µ[ρ] = sup
vµ

(
Eµ[vµ]−

∫
vµρ(r)dr

)
(1.94)

where Eµ[vµ] = Eµ from equation 1.92. For two-electron systems the exchange po-

tential is half of the negative Hartree potential vx(r) = −vh(r)/2 , so the correla-

tion energy can be calculated by integration of the corresponding potential vc(r) =

vxc(r)− vx(r) [CS99, TCS05].

If instead of optimizing the potential one decides to use one of the available ap-

proximations for the short-range exchange-correlation density functional, one gets a

combined CI-DFA method.

27
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1.5.2 Combined Configuration Interaction and Density func-

tional Approximation (CI-DFA) methods

Given approximate short-range density functionals, the effective external potential

can be written as the sum of the physical external potential and the short-range

potentials from the density functionals,

V̂ µ = v(r) +
δUSR, µ[ρΨµ(r)]

δρ(r)
+
δESR, µ

xc [ρΨµ(r)]

δρ(r)
(1.95)

The density ρΨ is computed self-consistently by solving equation 1.92, and the ground-

state energy is given by

E0 = 〈Ψµ|T̂ + V̂ee|Ψµ〉+ USR[ρΨµ(r)] + ESR
xc [ρΨµ(r)] +

∫
v(r)ρΨµ(r)dr (1.96)

Examples of methods combining multi-reference CI (MRCI) and LDA functionals

for a different separation of the electron interaction were presented by Leininger et al.

and Pollet et al. [LSWS97, PSLS02, TCS05]. They use the standard error function

for the long-range interaction

V̂ LR
ee =

∑
i<j

erf(µ rij)

rij
(1.97)

where

erf(x) =
1√
π

∫ x

−x
e−t

2

dt (1.98)

In general, the energies computed with the combined method were closer to the

experiment, better than the separated methods, and even better than FCI (in a
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small basis). Furthermore, it was demonstrated that by removing the cusp and using

a short-range functional one can alleviate the slow convergence of wave function

methods to basis set limit full-CI. This last observation brings us back to the problem

of the correlation cusp, and other approaches to tackle it.

1.6 Dealing with the correlation cusp

The cause of the slow convergence of orbital-based methods is the poor description of

the correlation cusp. The true wave function satisfies Kato’s cusp theorems [Kat57],

which prove that all wave functions are continuous everywhere, and their partial

derivatives are all bounded except when the potential diverges, where derivative-

discontinuities occur. More specifically, the cusp condition states that at the point

of coalescence of two electrons, far from the nuclei and the other electrons, the first

partial derivative of the wave function with respect to the distance between the two

electrons, averaged over a sphere centered on the coalescence point, is equal to half

the value of the wave function at that point

〈(
∂Ψ

∂rij

)
rij=0

〉
θijφij

=
1

2
Ψrij=0 (1.99)

While Ψrij=0 is almost never zero, the left-hand side of equation 1.99 is zero for

any finite expansion of the wave function in Slater determinants. Therefore, the wave

function of orbital-based methods does not obey the cusp condition. A direct solution

to this problem is to use wave functions that include an explicit dependence on rij.
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1.6.1 Explicitly correlated methods: R12/F12

The importance of using functions that satisfy the cusp conditions was first considered

by Slater [Sla28a, Sla28b] and Hylleraas [KBV12, Hyl29, Hyl30]. In particular, with

a three-term wave function,

Ψ(r1, r2, r3) = N(1 + c1(r1 − r2)2) + c2r12)e−α(r1+r2) (1.100)

where the parameters α = −1.81607, c1 = 0.130815 and c2 = 0.291786 were deter-

mined variationally, Hylleraas achieved an energy error of 1.3 mHartree [Hyl28]. It

is apparent that the exquisite accuracy of this very compact wave function arises

from including terms dependent on r1 ± r2. Extending Hylleraas idea to N-electrons

systems is straightforward. However, his explicitly correlated wave functions are ac-

companied by high-dimensional integrals, and clever ways to evaluate these integrals

efficiently are needed. For example, the transcorrelated method uses a similarity

transformation of the Hamiltonian to eliminate the Coulomb singularities analyti-

cally. Because this wave function is cuspless it can be represented precisely by Slater

determinants [BH69b, BH69a]. Another example are the R12 and F12 methods, which

use the resolution-of-the-identity (RI) to reduce three- and four-electron integrals to

two-electron integrals [Kut85].

However, one can avoid the treatment of the correlation in the wave function by

replacing the singular Coulomb interaction with a smooth potential. The eigenfunc-

tion of a smooth Hamiltonian is also smooth, and less effort is needed to approximate

this wave function.
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1.6.2 Smooth potentials

The cost of Gaussian-type-orbital-based methods can be reduced by replacing the

Coulomb electron-electron interaction by a smooth potential. Lloyd-William et al.

gained a factor of 32 in the cost of diffusion Monte Carlo (DMC) and CID calcula-

tions of the UEG using a pseudopotential fitted to describe correctly the scattering

properties of the Coulomb potential [LWNC15] in the UEG. Additionally, a faster con-

vergence of the wave function of a smooth Hamiltonian was observed by Sirbu and

King. In their work they showed that one needs a shorter partial wave expansion with

the smooth potential, and therefore a smaller angular momentum, to converge the

error in the partial wave expansion with respect to the whole wave function [SK02].

In their following paper they used in Rayleigh-Schrödinger perturbation theory, with

the smooth long-range potential as reference Hamiltonian and the complementary

short-range potential as the perturbation. Sub-µHartree precision was obtained for

spherically-symmetric two-electron systems. It was demonstrated that approxima-

tions to the reference wave functions with fewer basis functions bring computational

benefits with an acceptable loss of precision.

The goal of this thesis is to develop a reduced-cost method for the electronic

Schrödinger Equation by using smooth potentials. We aim to leverage calculations

for the smoothed potentials (which we can perform at low cost) to make accurate

predictions for the true physical system, with the singular Coulomb interaction. Each

Chapter of this thesis represents one milestone towards this long-term goal:

• How do we choose the smooth potential? Is an erfgau form sufficiently good?

• The use of the model potential has two important effects: 1) some loss of

accuracy, but 2) faster convergence of the wave function. How can we improve
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the accuracy without losing the cost reduction? Is it possible to define a method

to recover the physical solution by improving the approximation systematically?

• Are extrapolation techniques feasible/decent?

32



Chapter 2

Smooth models for the Coulomb

potential

Smooth model potentials with parameters selected to reproduce the spectrum of one-

electron atoms are used to approximate the singular Coulomb potential. Even when

the potentials do not mimic the Coulomb singularity, much of the spectrum is repro-

duced within the chemical accuracy. For the Hydrogen atom, the smooth approxi-

mations to the Coulomb potential are more accurate for higher angular momentum

states. The transferability of the model potentials from an attractive interaction

(Hydrogen atom) to a repulsive one (Harmonium and the uniform electron gas) is

discussed1.

1This chapter was originally published as [GEAKS16]. Reprinted by permission from: Springer
Nature, Theoretical Chemical Accounts, Copyright 2016, Springer-Verlag Berlin Heidelberg (2016)
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2.1 Philosophy

How feasible is it to find a model for the Coulomb interaction that is easier to evaluate

but still reproduces key properties of the physical interaction? A logical starting

point is a system with no interaction, as in Kohn-Sham density functional theory

(DFT)[KS65]. The Kohn-Sham (KS) approximation starts from a non-interacting

system, described as the sum of the individual electrons’ contributions to the energy:

Ĥs =
N∑
i

(
−1

2
∇2
i + vs(ri)

)
. (2.1)

In order to ameliorate the effect of omitting the Coulomb repulsion between the

electrons, an extra term, the exchange-correlation functional Exc[ρ], is introduced into

the energy expression. For a given external potential v(r)

Ev[ρ] = Ts[ρ] + J [ρ] + Exc[ρ] +

∫
v(r)ρ(r)dr (2.2)

where Ts[ρ] is the kinetic energy functional of the non-interacting system, J [ρ] is the

classical repulsion, and Exc[ρ] is the exchange-correlation functional, which must be

approximated [PY94]. The Euler-Lagrange equation associated with the stationary

condition of Ev[ρ] can be transformed into a self-consistent set of equations:

(
−1

2
∇2 + v(r) +

∫
ρ(r′)

|r − r′|
dr′ + vxc(r)− εj

)
φj(r) = 0 (2.3)

ρ(r) =
N∑
j=1

|φj(r)|2

vxc(r) =
δExc[ρ(r)]

δρ(r)
.
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In principle, the KS solutions are exact when Exc is exact, and the KS orbitals yield

the exact density of the system with N electrons in the external potential v(r). The

accuracy of KS density functional approximations (DFA) depends on the approxima-

tion one uses for Exc.The simplest approximation is the local density approximation

(LDA)[CA80, PZ81, PW92]. In LDA it is assumed that the exchange-correlation

functional is local,

Exc[ρ(r)] =

∫
εxc(ρ(r))dr, (2.4)

where the exchange-correlation energy density εxc(ρ(r)) at r is taken from the uniform

electron gas with density ρ(r).

To accurately recover the effect of omitting the interaction between the electrons,

one constructs an adiabatic connection that links the KS non-interacting system with

the physical interacting system. Traditionally, this adiabatic connection is written as

a function of the strength of the interaction, using a simple multiplicative factor λ

[HJ74a, LP75, GL76, Yan98]:

Ĥλ =
N∑
i=0

−∇
2
i

2
+ vλ(ri) +

1

2

∑
j 6=i

λ

rij
. (2.5)

Computational studies of the adiabatic connection have been performed for few-

electron atomic systems, and provide significant insight into the structure of the exact

exchange-correlation density functional [Sei03, MSCY06, CMSY07, CS99, PCL+03,

TCH09, TCH10]. An alternative to the traditional adiabatic connection is to write

the Coulomb interaction as the sum of a short-range piece and a long-range piece.

The long-range piece of the potential is usually chosen to be smooth (or at least
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nonsingular), so that it is relatively easy to approximate solutions to the Schrödinger

equations when only the long-range piece is included.

So far we have reviewed traditional strategies that add density-functional correc-

tions to an “easy” system to approximate the real system. Can we use the real system

to construct the model? For example, is it possible to select an interaction potential,

different from the Coulomb one, that nonetheless reproduces a certain target prop-

erty of the system? For example, one might wish to select an interaction potential

that preserves the energy spectrum of an atom. This strategy is not new. Valance

and Bergeron [VB89] show how to construct analytically solvable pseudopotentials

and model potentials, in the framework of supersymmetric quantum mechanics, that

reproduce experimental spectra. Starting from a one-electron one-dimensional Hamil-

tonian H1 associated with the potential V1, they found a supersymmetric partner H2,

characterized by a second potential V2, with almost the same spectrum as H1. H2 is

missing the ground-state of H1. A similar approach has been used by Lepage[Lep98]

in the field of elementary particle physics, where the Hamiltonian is constructed to

reproduce low-energy features of a particular physical system.

In the next section we define an expression for the model potential. We then

explain two different model potentials that accurately reproduce the lowest-energy

eigenvalues of the Hydrogen atom. In section 4, we use the same models for the

Coulomb potential to replace the Coulomb repulsion between the electrons in two-

electron Harmonium. Finally, the exchange energy of the uniform electron gas that

results from one of the models is compared to the standard approximation.
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2.2 Ansatz

Analogous to the inverse problem of finding the Kohn-Sham potential from a given

density, where oscillatory potentials and/or shifted potentials can reproduce the exact

density numerically [SCP03], finding the potential given the spectrum is not trivial

because the solution is not unique. Therefore, we restrict the analytical form of the

potential by imposing some constraints. We would like to eliminate the singularity

of the Coulomb potential because solving the Schrödinger equation for a singular

operator is computationally demanding. We also wish to preserve the long-range

asymptotic form of the potential, so that the long-range electrostatics is correct. An

interaction potential that satisfies these constraints is:

1

r
→ Vµ(r) = c exp(−α2r2) +

erf(µr)

r
. (2.6)

We prove in this article that despite the simplicity of this erfgau [TSF04] type of

potential, it is flexible enough for our purposes.

2.3 H atom

2.3.1 Construction of Vµ(r)

To determine the parameters in the model potential we consider what happens when

we replace the Coulomb interaction between the nucleus and the electron in the

hydrogen atom by the model potential Vµ(r) (3.4). Thus, we replace the Hamiltonian

of the Hydrogen atom

Ĥ0(r) = −1

2
∇2 − 1

r
(2.7)
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by a modified Hamiltonian

Ĥµ(r) = −1

2
∇2 − Vµ(r) (2.8)

with Vµ(r) defined in such a way that

lim
µ→∞

Ĥµ = Ĥ0, i.e. lim
µ→∞

Vµ =
1

r
. (2.9)

As we know, in the case of the long-range term

erf(µ r)

r
∼
µ→∞

1

r
.

Thus, condition (2.9) is fulfilled if [c exp(−α2r2)] → 0 when µ → ∞. Besides, we

would like the spectrum of Ĥµ to be as close as possible to the spectrum of Ĥ0. This

can be achieved by properly choosing c = c(µ) and α = α(µ).

Consider Ĥ0 as the unperturbed operator, and

wµ = Ĥµ − Ĥ0 (2.10)

as a perturbation. First, we notice that for the bound states of the Hydrogen atom

〈ψi|erfc(µ r)/r|ψi〉 ∼µ→∞ µ−(2l+2), (2.11)

and

〈ψi|c exp(−α2r2)|ψi〉 ∼α→∞ c α−(2l+3), (2.12)

where l is the angular momentum quantum number, a necessary condition for the
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spectra of Ĥµ and Ĥ0 to coincide is that these two expectation values have the same

asymptotic form. (See Appendix A for more details about the µ-dependence of the

wavefunction.) The simplest choice, adopted in this paper, is to take α as a linear

function of µ. This implies that c also has to be linear in µ. Thus, we can set

c = γ µ, α = κµ, (2.13)

where γ and κ are µ-independent parameters.

According to Eqs. (2.11), (2.12) and (2.13), the asymptotic expansion of the

expectation value of wµ may be written as

〈ψi|wµ|ψi〉 =
∑
j=2l+2

dj(γ, κ)µ−j, µ >> 1. (2.14)

We select γ and κ so that the two leading terms in expansion (2.14) vanish. The lowest

order terms (j = 2 and j = 3) correspond to l = 0 states. For angular momenta l > 0

the leading terms in Eq. (2.14) are O(µ−4) or smaller. Then, the choice of c(µ) and

α(µ) is dictated by the requirement that the eigenvalues of the S states are as correct

as possible for µ → ∞. The explicit form of expansion (2.14) for l = 0 states reads

(see Appendix B)

〈ψi|wµ|ψi〉 =

(
1−
√
πγ

κ3

)
µ−2 +

(
− 8

3
√
π

+
4γ

κ4

)
µ−3 +O(µ−4). (2.15)

Solving equations d2 = d3 = 0 for γ and κ, we obtain:

c =
27

8
√
π
µ = 1.904µ, α =

3

2
µ = 1.500µ. (2.16)

In addition to the asymptotic behavior, for practical calculations we need the optimal
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Figure 2.1: The accuracy of the model potential spectrum with respect to the param-
eters c0 and α0. Energy errors (in %), for µ = 1.

parameters c and α at finite values of µ. Taking the linear forms

c = γ µ+ c0, α = κµ+ α0 (2.17)

with the parameter γ and κ from the previous step we can use c0 and α0 to further

optimize the spectrum. The condition for the elimination of µ−2 term remains the

same as before. The equations d3 = 0 and d4 = 0 are given in Appendix B. The be-

havior of the spectrum of the model potential versus c0 and α0 is shown in Figure 2.1,

where for fixed µ = 1.0 energies of 1s, 2s and 2p states are displayed. As one can see,

there is a range for which pairs of (c0, α0) give reasonably small errors of the energy

values. The dependence of the relative error on n and l is discussed in section 2.3.2.

To select the best linear forms of c and α we constructed a grid on the intervals

c = [−0.5, 0.0] and α = [1.0, 3.0], and then we computed the error in the eigenvalues

of the 1s, 2s, 2p, 3s, 3p, and 3d states for µ = [0.5, 2.0]. We defined the best choice

for the parameters as the minimax choice: the c, α that minimized the maximum
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Figure 2.2: Linear regressions for the two parameters c(µ) and α(µ) of the simple
fit in Eq. (2.19). Here, the dots are the optimal values of the parameters accord-
ing to Eq. (2.18), the lines are the least-squares linear regressions, and r2 are their
corresponding coefficients of determination.

absolute deviation between the eigenvalues with the model potential and the exact

result from the Coulomb interaction,

δ = min
c(µ),α(µ)

{max
n,l
|ECoulomb − Emodel|}. (2.18)

As seen in Figure 2.2, the best values of (c, α) can be modeled by a linear function,

c = 0.923 + 1.568µ

α = 0.241 + 1.405µ. (2.19)

Note that the resulting fit is very similar to one the linear forms obtained from

perturbation theory {c0 = 0.943, γ = 1.904µ} and {α0 = 0.247, κ = 1.5µ} (see

equation (A.12) of Appendix B). With this fitted form the interaction does not vanish

when µ = 0, therefore the spectrum cannot be exact for small values of µ, in contrast

to the asymptotic form (3.5), in which both c and α are proportional to µ.
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The optimum parameters for a Hydrogen-like atom with the nuclear charge Z

may be obtained from the ones determined for the case of Z = 1 by a simple scaling

procedure. Eq. (3.4) becomes

Z

r
→ V Z

µ (r) = Z

[
cZ exp(−α2

Zr
2) +

erf(µZr)

r

]
(2.20)

and

ĤZ
µ (rrr) = −1

2
∇2 − V Z

µ (r) = Z2 Ĥµ(ppp), (2.21)

where ppp = Z rrr and

cZ = Z c, αZ = Z α, µZ = Z µ. (2.22)

2.3.2 Results

Potentials

The model potentials we consider in this paper [erf(µr)/r, asymptotic (Eq. (3.5)),

and fitted (Eq. (2.19)] corresponding to µ = 1 are compared with the Coulomb

potential and with a modified long-range potential, erf(3r)/r, in Figure 2.3. One

might suspect that adding an optimized Gaussian term to erf(µr)/r would give a

potential that mimics the effect of increasing µ in the long-range term. This is not

the case for the potentials we consider in this paper. At first glance the potential

erf(3r)/r (dashed line) seems similar to the asymptotic and to the fitted potentials.

But the erf(3r)/r potential is always weaker than the Coulomb potential, while the

latter potentials, though in some intervals of r they are also weaker, in other intervals

they are stronger than the Coulomb potential. This may explain why the asymptotic
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Figure 2.3: Comparison between the Coulomb potential (solid line) and the model
potentials: long-range(squares), asymptotic (diamonds), fitted (stars) and modified
long-range potential (dashed line).
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and fitted potentials reproduce the spectrum much better than the modified long-

range potential: the effects of too strong and too weak regions of the model potentials

cancel each other, leaving the eigenvalues relatively unchanged.

Eigenvalues

The percentage errors in the eigenvalues of Hydrogen with long-range, asymptotic,

and fitted potentials are presented in Figure 2.4. As the quantum number increases,

the amplitude of the eigenfunctions near the nucleus decreases, the long-range part

of the potential dominates, and the eigenvalues approach the exact ones. A clear

improvement is found in the asymptotic and fitted potentials compared with the tra-

ditional long-range potential. As expected, the fitted potential produced the smallest

errors. However, for µ > 1.5, the difference between the asymptotic and the fitted

models is rather small; see Figure 2.5.

The advantage of adding a Gaussian term is clear when we compare against a

modified long-range potential, such as erf(3µr)/r, Figure 2.6 . The Gaussian term

lets us “get away with” a much smaller value of µ, and seems to work better for s-type

orbitals than the erf-based potential.

As expected from the asymptotic analysis, better results are obtained for higher

angular momentum because the centrifugal barrier, l(l + 1)/2r2, pushes the electron

away from the nucleus, into a region where the difference between the model potential

and the Coulomb potential is negligible (see Figures 2.7 and 2.8). On the other

hand, when µ is close to zero, the eigenvalues from the model potential are very poor,

because the short-range Gaussian term cannot bind an electron when the angular

momentum is too high. When we look at the wavefunction (for example, the 1s and
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Figure 2.4: Percentage errors in the eigenvalues of Hydrogen. From top to bottom:
a)long-range erf(µr)/r, b) asymptotic [Eq. (3.5)], and c)fitted [Eq. (2.19)] potentials.
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Figure 2.5: Close-up of the percentage error of the eigenvalues of Hydrogen. As in
Figure 2.4, the curves are, from top to bottom: a)long-range erf(µr)/r, b) asymptotic
[Eq. (3.5)], and c)fitted [Eq. (2.19)] potentials.
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Figure 2.6: Comparison of the percent error in the first three eigenvalues of the
Hydrogen atom between the asympotic potential, (thick lines) and erf(3µ)/r (dashed
lines).

2s orbitals (Fig. 2.9)), we see that even though the eigenvalues are very similar, the

eigenfunctions can be quite different.

How important is this difference? Is the perturbation still small if the spectrum is

nearly reproduced? Moreover, can we use the same approach for other types of inter-

actions, e.g. a repulsive potential? There are several ways to assess the transferability

of our model potentials. Below we use the same replacement for the electron-electron

repulsion in two model systems, Harmonium and the uniform electron gas.

2.4 Harmonium

To explore whether the model potentials can be used to describe repulsive interactions,

we consider a system of two interacting electrons confined in a harmonic oscillator
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Ph.D. Thesis - Cristina E. González Espinoza McMaster - Chem & Chem Bio

Figure 2.7: Comparison between the radial potentials −1/r and −erf(r)/r in the
Hydrogen atom, when l = 0 (diamonds and squares, respectively) and l = 1 (triangles
and stars).

Figure 2.8: The effect of the centrifugal term on the radial potential in the µ → 0
limit for the fitted erfgau interaction [Eq. (2.19)].
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Figure 2.9: The orbital densities |ψ1s(r)|2(left) and |ψ2s(r)|2(right) derived from the
model Hamiltonian of Hydrogen, Eq. (2.8) with c = 0.923 + 1.568µ, α = 0.241 +
1.405µ, using different values of µ.

potential, called Harmonium [Tau93, KC03]. The Hamiltonian of Harmonium is:

Ĥh(r1, r2) = −1

2
∇2

1 +
ω2 r2

1

2
− 1

2
∇2

2 +
ω2 r2

2

2
+

1

|r1 − r2|
, (2.23)

where the superscript h stands for harmonium. This Hamiltonian is separable if one

rewrites it in terms of the center of mass and the relative coordinates

R =
1

2
(r1 + r2), r = r1 − r2. (2.24)

In the new coordinates

Ĥh(r1, r2) = Ĥh
r (r) + Ĥh

R(R), (2.25)
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where

Ĥh
r (r) = −∇2

r +
ω2 r2

4
+

1

r
, (2.26)

Ĥh
R(R) = −1

4
∇2

R + ω2R2 (2.27)

and the Schrödinger equation separates into two equations:

Ĥh
r (r) Φnlm(r) = εnl Φnlm(r) (2.28)

and

Ĥh
R(R) ξνλµ(R) = ηνλ ξνλµ(R), (2.29)

where n, l,m and ν, λ, µ are quantum numbers and the total energy is equal to Eνλ;nl =

ηνλ + εnl.

In the case of Harmonium we can use the same approximation for the Coulomb

potential as we did for the Hydrogen atom but now, instead of the attractive Coulomb

interaction we have the repulsive one. Thus, the modified Hamiltonian for the relative

motion of two electrons reads

Ĥh
r;µ(r) = −∇2

r +
ω2 r2

4
+ Vµ(r). (2.30)

Due to the spherical symmetry, it is convenient to express the solutions of Eqs. (2.28)

and (2.29) in spherical coordinates. In particular, if we set

Φnlm(r) =
1

r
φnl(r)Ylm(r̂), (2.31)
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where Ylm(r̂) are spherical harmonics, then in the case of Eq. (2.28) with the modified

Hamiltonian (2.30) we have

[
− d2

dr2
+
l(l + 1)

r2
+
ω2 r2

4
+ Vµ(r)

]
φnl(r) = εnl φnl(r). (2.32)

2.4.1 How Harmonium is computed

In order to assess the model potentials for Harmonium we solved Eq. (2.32) numeri-

cally. To this end we discretized this equation on a grid of N equidistant points for

r ∈ [0, a] with the boundary conditions φnl(0) = φnl(a) = 0 and the approximation

d2

dr2
φnl(r) ≈

1

h2
[φnl(r − h)− 2φnl(r) + φnl(r + h)] ,

where h = a/N . The discretized equation may be written as

N∑
j=0

(Aij − εnl δij)φnl(rj) = 0,

where rj = j h, j = 0, 1, . . . , N and

Aij =

(
2

h2
+
l(l + 1)

r2
j

+
ω2 r2

j

4
+ Vµ(rj)

)
δij −

δi,j+1 + δi,j−1

h2

It has been solved using standard LAPACK subroutines. In the calculations we set

N = 10 000 and a = 10/ω. In order to discard errors due to the numerical procedure,

we computed and compared the eigenvalues of two states for which we know the

analytic solution:

φ1 ∼ rl+1 (1 + ω r) e−ω r
2/4, ω =

1

2(l + 1)
, E1 = ω

(
l +

5

2

)
(2.33)
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and

φ2 ∼ rl+1

[
1 +

r (1 + ω r)

2(l + 1)

]
e−ω r

2/4, (2.34)

ω =
1

2(4l + 5)
, E2 = ω

(
l +

7

2

)
.

For l = 0, the percentage errors in the eigenvalues obtained with the numerical

integration are 5.76× 10−6% and 6.52× 10−6% , respectively.

2.4.2 Results

In figure 2.10, the eigenvalues of Harmonium with n = 1 and l = 0 are shown for

the long-range, asymptotic, and fitted potentials. Similar to the Hydrogen atom,

a deterioration at small µ is observed, but now the asymptotic potential is slightly

better than the fit to the hydrogenic spectrum, and both are much better than the

uncorrected erf(µr)/r potential. As the harmonic confinement weakens (ω → 0), the

average distance between electrons increases, and the models become more accurate

because of their correct 1/r asymptotics. For strongly confined electrons (ω >>

1), however, the Gaussian correction factors that were adapted to the hydrogenic

spectrum do not seem appropriate for modelling the short-range 1/r interaction. In

Table 2.1 we collected the smallest value of µ such that the error is always less than

1%, for the different values of ω. It is clear that as the range of the average distance

between the electrons decreases (ω →∞), we also need to scale the range-separation

parameter (µ→ 0).

In order to investigate the interplay between the strength of confinement and the
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Figure 2.10: Errors (in %) of the Harmonium eigenvalues as function of µ, for different
ω. From top to bottom:a)long-range erf(µr)/r, b) asymptotic (Eq. 3.5), and c)fitted
(Eq. 2.19) potentials.
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Figure 2.11: Errors (in %) of the Harmonium eigenvalues as function of
√
ωµ, for

different ω using the scaled asymptotic [Eq. (3.5)] potential.

Figure 2.12: Errors (in %) of the excitation energy to the first excited l = 0 state of
Harmonium, as function of µ, for ω = 1. Long-range erf(µr)/r (diamonds), erf(3µr)/r
(squares), asymptotic [Eq. (3.5)] (triangles), and fitted [Eq. (2.19)] (stars) potentials.
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Table 2.1: Smallest value of the range-parameter µ needed to obtain a percentage
error less than 1% with the model potentials for Harmonium, for a given value of ω.

ω 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

Asymptotic 0.2 0.25 0.35 0.4 0.45 0.5 0.5 0.55 0.6 0.6
Fitted 0.4 0.25 0.4 0.5 0.55 0.6 0.65 0.65 0.65 0.65

parameters of the model potential let us scale the variable in Eq. (2.28) with Hamil-

tonian (2.30) to reduce the confinement parameter to ω = 1. After the substitution

ρ =
√
ω r. We get[

−∇2
ρ +

ρ2

4
+

1√
ω

(
erf(µ̃ρ)

ρ
+ c̃ e−α̃

2ρ2
)]

φnl(ρ) = ε̃nlφnl(ρ), (2.35)

where

c̃ = c/
√
ω, α̃ = α/

√
ω, µ̃ = µ/

√
ω, ε̃nl = εnl/ω. (2.36)

Thus, to compensate for changing ω we have to properly scale parameters and mul-

tiply the potential by
√
ω. In Fig. 2.11 we can see that by appropriately scaling

the parameters of the model potential we get, for all values of ω, exactly the same

energies.

To show that the same method can be used for excited states, we computed the

excitation energy from the ground state to the first excited l = 0 state, using the long-

range, erf(3µr)/r, asymptotic, and fitted potentials (see Figure 2.12). There is some

cancellation of errors (i.e., the energy spacing is better than the absolute energy), but

the results are still poor for small values of µ, confirming that the parameters in the

model potential should be ω-dependent. We should note, however, that the erfgau

potential with fixed parameters is still much better than the raw erf(µr)/r potential.
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2.5 Uniform electron gas

We now examine the effect of using a modified potential on the energy of the uniform

electron gas. Consider the Hartree-Fock energy of the N -particle spin-unpolarized

uniform electron gas confined in the volume Ω with density ρ = N/Ω, in the limit

where N and Ω go to infinity at constant ρ. The one-electron reduced density matrix

has the well-known form[JM73]

γ(r, r′) = 3ρ
sin(x)− x cos(x)

x3
, with x = kF |r− r′|, (2.37)

which is not affected when we replace the Coulomb interaction, both attractive and

repulsive, with the modified interaction (Eq.(3.4)), because it depends only on the

Fermi wavenumber kF = (3π2ρ)1/3. Furthermore, the compensation of the electro-

static terms is maintained (i.e. the electrostatic contribution sums up to zero, just

as in the standard case). However, the exchange energy is modified to

Ex = −1

2

∫ ∫
dr dr′ γ(r, r′)2Vµ(|r− r′|). (2.38)

Using
∫
ρ dr = N and transforming the variables of integration, one obtains

Ex = − 6

π2
N

∫ ∞
0

x2

(
sin(x)− x cos(x)

x3

)2

Vµ

(
x

kF

)
dx. (2.39)
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Replacing Vµ with the erfgau form of interest to us, Eq. (3.4), we can then separate

the integral into two terms, the Gaussian function term and the error function term

∫ ∞
0

x2

(
sin(x)− x cos(x)

x3

)2

Vµ

(
x

kF

)
dx = (2.40)∫ ∞

0

x2

(
sin(x)− x cos(x)

x3

)2

c e
−α2( x

kF
)2
dx

+

∫ ∞
0

x2

(
sin(x)− x cos(x)

x3

)2 erf(µ x
kF

)
x
kF

dx.

Both integrals can be easily evaluated using standard tools for numerical compu-

tations such as Mathematica[Mat].

In Figure 2.13 we show the exchange energy per particle εx = Ex/N , as function of

µ and the density parameter rs = (3/4π ρ)3, using the asymptotic potential (Eq.(3.5)).

We observe that the model works well for large µ rs, but it does not seem possible to

correct the interaction at short range. Here, it is important to notice the similarity

with Harmonium. As ω controls the distance between the electrons, rs describes

the electron density distribution. A small value of ω translates to short interparticle

distances, making the gas “denser”, and as consequence, difficult to describe with the

smooth potentials. This indicates that the optimal value of µ, just as in Harmonium,

depends on the range of the interaction, rs, so µ should be system-dependent.

2.6 Summary

Is it possible to replace the Coulomb potential with another potential that is com-

putationally more convenient and, if so, how should the approximate potential be

constructed? In this work we examine if adding a Gaussian function improves the
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Figure 2.13: Error (in %) in εx(rs, µ), for the uniform electron gas using the model
asymptotic potential (Eq. 3.5).
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performance of the traditional erf(µr)/r potential used in range-separated DFT. As

the measure of the correctness of the model potential we have chosen the difference

between the spectra of the Hydrogen atom calculated using the Coulomb potential

and the modified one. It appears that for a reasonable range of parameters defining

the new potential not only can the spectrum of the Hydrogen atom be accurately re-

produced, but using the same potential to replace the repulsive Coulomb potential in

the Harmonium atom gives a significant improvement over the uncorrected erf(µr)/r

potential.

The remaining question is whether one could somehow correct the residual error

in the new potential. One way to do this would be to, as in range-separated DFT, use

a correction functional for the neglected short-range contributions to the exchange-

correlation energy. However, this biases one’s treatment towards the ground-state

energy and electron density: a different (and certainly much harder to construct)

functional would be needed to correct other properties (e.g., excited-state properties)

of the system. There is another way, however: the results of a few calculations at

sufficiently large values of µ can be extrapolated to the physical µ → ∞ limit. This

approach is applicable to any property, not just those that are readily accessible

from KS DFT. Furthermore, replacing the electron-electron repulsion potential with

a smooth function has major computational advantages, as it allows one to use smaller

basis sets, with fewer polarization functions.

There are also cases where it may be favorable to replace the Coulombic electron-

nuclear interaction with a model potential like those considered in this paper. For

example, these smoothed Coulomb potentials could be used, instead of pseudopoten-

tials, for diffusion quantum Monte Carlo and plane-wave DFT calculations. In those
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cases, the procedure would be the same: the system would be solved for several choices

of the smoothed electron-nuclear interaction, and the results then extrapolated to the

physical µ→∞ limit.
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Chapter 3

Accuracy and efficiency of smooth

Coulomb-like model potentials

3.1 Introduction

1Orbital-based methods are widely used in many-body electronic structure theory for

studies of strongly correlated systems. The disadvantage of these methods is that

as the number of orbitals increases the computational cost scales rapidly while the

precision improves rather slowly [PWD94, HKKN97, Tru98, DGY+06, HPKW09].

The main reason for this slow improvement is related to the challenge of describing

correctly the electron-electron correlation cusp. The correlation cusp results from the

divergence in the Coulomb interaction. In practice, there are two ways to deal with

this problem: 1) use explicitly-correlated wave functions, or 2) eliminate the singu-

larity from the Hamiltonian. On one hand, explicitly-correlated methods yield very

1This Chapter is a manuscript to be submitted for publication, and some details of the introduc-
tion may seem redundant.
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compact wave functions (fast convergence), but the resulting Hamiltonian is much

more complicated, involving three- and four-electron integrals. Although R12/F12

methods reduce the three- and four-electron integrals to two-electron integrals by

the resolution-of-identity (RI), the majority of commercial packages for electronic

structure calculations are not designed to support these methods and the cost of per-

forming an accurate resolution of the identity is significant. On the other hand, one

can avoid the correlation-cusp problem altogether by using smooth potentials or pseu-

dopotentials to describe the electronic interaction. For instance, Lloyd-Williams et al.

proposed a pseudopotential constructed to reproduce the scattering properties of the

Coulomb potential [LWNC15], thereby obtaining a 30-fold decrease in computational

cost. The speedup in the calculations is due to the cuspless shape of the resulting wave

function and the fact that a smaller basis set is needed to reproduce it. Sirbu and

King also demonstrated that one can achieve sub-µHartree accuracy [SK02, SK03]

by accelerating the convergence of orbital-based methods. Their strategy was to

separate the electronic interaction into long-range and short-range components and

use Rayleigh-Schrödinger perturbation theory. The long-range (smooth) term was

included in the reference Hamiltonian and the short-range term was treated using

(high-order) perturbation theory. While the pseudopotential of reference [LWNC15]

is a polynomial expansion, Sirbu and King used a combination of the standard error

function and a Gaussian function,

V̂ γ
SK =

erf(γr)

r
+
γ (7− (γr)2)

4
√
π

e−(γr)2 (3.1)

The coefficient and exponent of the Gaussian function were chosen to make certain

perturbation terms disappear. This idea of partitioning the electronic interaction has
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been used by Savin and co-workers for methods combining configuration interaction

(CI) and density functional approximations (DFAs)[LSWS97]. Furthermore, Toulouse

et al. designed a similar erfgau model, the error function plus a Gaussian term, where

the parameters of the Gaussian function were selected to make the interaction vanish

at r → 0 [Tou04]. It was shown that the use of a soft interaction, together with

a short-range energy functional, accelerates the convergence of the wave function

method to the basis-set and full-CI limits.

Recently, we constructed a smooth model potential with a similar form. Our

approach is based on the idea of replacing the physical Hamiltonian

Ĥ = −1

2
∇2 + Vne + Vee (3.2)

with a model Hamiltonian of the form

Ĥµ = −1

2
∇2 + Vne + V µ

ee (3.3)

where

V̂ µ
ee =

∑
i<j

erf(µ rij)

rij
+ c(µ)e−α(µ)2r2ij ; c(µ) = c′µ, α(µ) = α′µ, (3.4)

with the parameters c′ and α′ chosen so that the leading terms of the asymptotic

expansion of the difference between the physical Hamiltonian and the model Hamil-

tonian vanish when µ→∞ [GEAKS16]. The values of the parameters are:

c(µ) =
27

8
√
π
µ α(µ) =

3

2
µ. (3.5)

It is known that the error in the energy, E(µ) − E(∞), decays as µ−2 when the
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Figure 3.1: The effect of having a Gaussian function to the shape of the potentials.
The shape of the potential becomes sharper after the addition of a Gaussian function,
becoming closer to the real interaction. The error function that coincides with the
asymptotic erfgau potential at r = 0 is obtained when µerf = 2.6857µasymp.

model potential is the error function [Tou04]. For the asymptotic erfgau potential in

equations (3.4) and (3.5), the addition of the Gaussian makes the potential sharper,

closer to the Coulomb potential (see figure 3.1), and it is expected to have faster

improvement at smaller µ. This was confirmed by examining the energies of some

two-electron systems. Electronic energies were computed for H−, He, Li+, and Be2+,

with the full configuration interaction method (FCI) and Dunning aug-cc-pVXZ basis

sets [Dun89, PWD94], X=D,T,Q,5. All the FCI energies were obtained using the

PyCI library [refa], the Hartree-Fock one- and two- electron integrals were computed

with HORTON 2.0.1 package [refb]. The energy errors are shown in figure 3.1. It is

clear that the error of the asymptotic erfgau model converges faster than the error

function alone, and the value of µ necessary to obtain a specified accuracy is always
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smaller for the asymptotic model. However, the slow convergence with respect to

the basis set is still a problem. The local-character of the range-parameter becomes

evident when we put together the errors of all the systems (see figure 3.1). This

can be partially corrected by scaling the parameter µ = µZeff . Toulouse et al.

observed that there is no universal value of µ for every system, as it defines the

interaction range over which the LDA exchange-correlation effects are transferable

from the homogeneous system to the real one [TCS05]. They proposed some choices

for an effective local µ(r), proportional to the density and the gradient of the density

of the inhomogeneous system [Tou05] obtaining a considerable correction to the short-

range LDA correlation energy. The importance using a local parameter µ(r) is subject

to further investigation but it is outside of the scope of this work.

As the range-separation parameter becomes smaller, the interaction becomes flat-

ter; the curvature of the wave function as |ri − rj| → 0 becomes flatter too, which

makes it easier to approximate. Nevertheless, as we saw from the FCI results, the

errors worsen as µ approaches zero. Therefore, to be able to take advantage of the

softness of the model interactions one needs to correct for the imperfection of the

interaction at short-range. We shall consider two strategies to mitigate the errors

when using model potentials: 1) adding a density functional for the short-range part

of the electronic interaction (Savin et al), and 2) adding a correction by means of

perturbation theory (Sirbu and King). In the next section, we revise the short-range

corrections from LDA functionals and propose an analogous approach using Hartree-

Fock potentials. In section 3 we make use of a first-order perturbation correction. Al-

though the perturbation correction has a similar effect to the short-range correction,

with the perturbation-theory correction the error decays more rapidly with respect
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Figure 3.2: Errors in energy (∆E = Eµ − E∞) for the asymptotic erfgau potential
with two-electron systems. At the top, the basis-set dependence of the FCI energy for
He; the dashed lines correspond to the standard error function potential and the solid
lines refer to the erfgau (asymptotic) potential. At the bottom, the first four elements
of the iso-electronic series of He demonstrate the dependence of the asymptotic model
to the effective nuclear charge.
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to the range-separation parameter than with the short-range correction alone. In sec-

tion 4, we propose a method to construct model potentials by variational perturbation

theory. The meaning of the range-separation parameter, as well as the importance

of the shape of the model potentials to the convergence rate of the wave function

expansion is addressed in section 5. Finally, conclusions are presented in section 6.

3.2 Short-range corrections

Leinninger et al.[LSWS97] showed that it is possible to tackle the convergence problem

of wave-function methods by combining them with short-range density functionals.

Furthermore, an improvement over the wave-function result was observed. This sur-

prising result can be attributed to the fact that the combined method recovers some

of the dynamic correlation associated with the correlation cusp from the uniform elec-

tron gas while maintaining the capabilities of the multi-determinant wave function

for modeling strong-correlation effects. In CI-DFA combined methods the energy is

defined as

E(µ ,sr−LDA) =〈Ψµ|T̂ + V̂ne + V̂ µ
ee|Ψµ〉+ U sr,µ[ρΨµ ] + Esr, µ

xc [ρΨµ ] (3.6)

where Ψµ comes from solving

ĤµΨµ = EµΨµ (3.7)

and Ĥµ is

Ĥµ = T̂ + V̂ne + V̂ lr,µ
ee +

δU sr,µ[ρΨ]

δρ(r)
+
δEsr,µ

xc [ρΨ]

δρ(r)
. (3.8)
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Equation (3.6) has to be solved self-consistently. The short-range exchange-correlation

functional for the error function interaction was taken from the analytic expression

proposed by Paziani et al. [PMGGB06]. In figure 3.3 we present the energy errors of

the corrected model with respect to the reference [DHC91]. It is clear that including

the short-range correction greatly improves the energy.

Figure 3.3: Energy errors of the error function with the short-range LDA correction
for the iso-electronic series of He with the uncontracted cc-pV5Z basis. An important
improvement in the energies comes from the correlation effects transferred from the
short-range functional.

One can use the asymptotic model (3.4) instead of the error function. For the

asymptotic potential, the correlation energy functional was computed by modifying

the uniform electron gas functional of Freeman [Fre77] with the modified erfgau po-

tential. The exchange term was obtained by analytic integration of equation 3.36 in
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Figure 3.4: Errors in energy of ∆E = E(µ ,sr−LDA/HF) − E∞ (3.9) (top) and ∆E =
E(µ, sr−LDA/HF+PT1) − E∞ (3.21), where V µ

ee is the asymptotic (ergau) model (3.5),
for the He atom with the aug-cc-pVQZ basis. The short-range HF correction its
better than the LDA short-range functional correction. The first-order perturbation
correction accelerates the convergence of the errors with µ and seems preferable to a
correction based on short-range DFT(sr-LDA).

[FW77] with the modified asymptotic erfgau potential. The details of how the short-

range functional for the asymptotic model was obtained can be found in appendix

B.

Contrary to what we expected, the LDA-corrected asymptotic erfgau model was

not a great improvement over the traditional LDA-corrected error function model

(fig. 3.4). We believe this can be attributed to the approximate strategy used to

calculate the short-range correlation energy, and expect that better results would be

obtained using a functional parametrized by Quantum Monte Carlo calculations (as
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was done to parameterize the error function sr-LDA functional), instead of coupled-

cluster theory.

Alternatively, we could just add the short-range Hartree and exchange potentials

from the Hartree-Fock method to Ĥµ instead of the short-range density functional,

Ĥ(µ ,sr−HF ) = T̂ + V̂ne + V̂ lr,µ
ee + vsr,µh [ρHF ] + vsr−HF,µx [ρHF] (3.9)

where vsr,µh [ρHF ] and vsr−HF,µx [ρHF] are the short-range Hartree and exchange poten-

tials from the Hartree-Fock density, respectively. This equation (3.9) can be rewritten

as:

Ĥ(µ ,sr−HF) =

(
N∑
i=1

−1

2
∇2
i + vne(ri) + jsr,µ(ri) + ksr,µ(ri)

)
+ V̂ lr,µ

ee . (3.10)

Both terms are added into the one-electron integrals in the AO basis in the form of

a Fock matrix:

hac = hcore
ac +

∑
d

∑
b

P tot
db 〈ab|cd〉 − P

β
db〈ab|dc〉, (3.11)

being:

jsr,µ =
∑
d

∑
b

P tot
db 〈ab|cd〉 (3.12)

ksr,µ =
∑
d

∑
b

P β
db〈ab|dc〉. (3.13)
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Note that we only work in the closed-shell case so:

Pα
db = P β

db =
1

2
P tot
db . (3.14)

After solving Ĥ(µ ,sr−x)Ψ(µ ,sr−x) = E(µ ,sr−x)Ψ(µ ,sr−x), where Ĥ(µ ,sr−x) could be

either Ĥ(µ ,sr−LDA) or Ĥ(µ ,sr−HF). The final energy is corrected by subtracting the

short-range potentials and adding the LDA/HF short-range energies

E(µ ,sr−x) =〈Ψµ|Ĥ(µ ,sr−x)|Ψµ〉

− 〈Ψµ|vsr,µH [ρΨµ/HF] + vsr, µx [ρΨµ/HF]|Ψµ〉

(−〈Ψµ|vsr, µc [ρΨµ ]|Ψµ〉)

+ U sr,µ[ρΨµ ] + Esr, µ
x [ρΨµ ] (3.15)

(+Esr, µ
c [ρΨµ ])

When µ = 0 we recover the LDA/HF energy. The main difference between these

short-range corrections is that the density-functional corrected model introduces extra

stabilization from the short-range correlation energy functional. This is missing in

HF. Therefore, with the HF correction, the best one can do is the FCI limit, and

eq. (3.15) connects the mean-field result and the correlated one. Whether one uses

LDA or HF, the error function model always converges more slowly to the µ → ∞

limit than the asymptotic model. We also notice that the LDA-corrected method

has a faster decay than its HF-equivalent. The advantage of the Hartree-Fock-FCI

method over the density-functional is practical: it requires only one FCI calculation,

while in the LDA-FCI method the FCI equations have to be solved repeatedly until

the density used to evaluate the sr-LDA functional is self-consistent with the FCI
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density.

We have demonstrated that a considerable improvement is achieved if some short-

range interaction is included. If one uses a perturbation theory correction instead, is

it comparably accurate? Or can one improve the results even further?

3.3 First-order perturbation correction

Inspired by the strategy of Sirbu and King, we can use the long-range interaction to

define a reference Hamiltonian

Ĥ(0) = Ĥµ = T̂ + V̂ne + V̂ lr,µ
ee (3.16)

and perform perturbation theory to correct for the difference between the Hamiltonian

with the Coulomb interaction and the reference Hamiltonian

Ĥ(1) = Ĥsr = Ĥ − Ĥµ (3.17)

Hence, the first-order corrected energy is

EPT1 = E(0) + E(1) = 〈Ψµ|Ĥµ|Ψµ〉+ 〈Ψµ|Ĥsr|Ψµ〉 (3.18)

= 〈Ψµ|Ĥ|Ψµ〉 (3.19)

In practice, eq. (3.19) is evaluated using the 1- and 2-reduced density matrices

(RDMs),

〈Ψµ|Ĥ|Ψµ〉 =
∑
pq

γµpqhpq +
1

2

∑
pqrs

Γµpqrsgpqrs + Vext (3.20)
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Figure 3.5: Comparison of the errors in energy of the model potentials with the two
corrections: ∆E = E(µ ,sr−HF ) − E∞ (3.9) and ∆E = E(µ, sr−HF+PT1) − E∞ (3.21)
for the He atom with the aug-cc-pVQZ basis, computed with FCI. The short-range
HF correction defines the µ→ 0 limit (HF energy), while the first-order perturbation
improves the rate of convergence.
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where γµ and Γµ are the 1- and 2-RDM from Ψµ, hpq and gpqrs are the 1- and 2-electron

integrals, and Vext is the external potential energy.

Notice that because the model wave function is an eigenfunction of the real Hamil-

tonian, we have an upper bound to the FCI energy. Furthermore, we can include a

LDA/HF short-range potential in the model Hamiltonian. This correction is intro-

duced indirectly to the wave function Ψµ and it’s reflected in the evaluation of the

expectation value of the real Hamiltonian:

E(µ, sr−PT1) = 〈Ψµ,sr−x|Ĥ|Ψµ,sr−x〉 (3.21)

According to the results shown in figure 3.4, whether the short-range potential

comes from LDA or HF doesn’t seem to make a difference after evaluating the pertur-

bation correction. Particularly, in figure 3.7 it is clear how the short-range correction

changes limit at µ → 0 (blue line), and the perturbation correction accelerates the

improvement of the results with µ (pink line). Hence, the best results are obtained

by using a short-range correction to compute the wave function and first-order per-

turbation theory to compute the energy.

Applying the variational principle to the first-order energy is an alternative way

to improve the model interaction. In other words, one can construct the model

interaction so that the first-order perturbation correction is minimized. This is the

subject of the following section.
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Figure 3.6: Dependence of the energy errors of the different models on the range-
parameter µ with respect to the limit µ→∞ in the same basis (aug-cc-pVQZ) using
the asymptotic erfgau potential as computed with FCI. Eµ represent the energies
calculated with the model potentials without any extra correction, E(µ, sr−HF) is de-
fined in (3.9), E(µ,PT1) in (3.19), and E(sr−HF+PT1) in (3.21) using the short-range HF
correction.
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Figure 3.7: Comparison of the errors in the FCI/aug-cc-pVQZ energy with respect to
the limit µ→∞ with all the variational models for He atom. The models which opti-
mize the exponent of the Gaussian function (equations (3.22) and (3.23) represented
as Evar 2-pars and 1-par respectively) are much more accurate than the ones that
optimize only the coefficient (Evarcopt for equation (3.25) and Evarcvee for (3.26)).
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Figure 3.8: Form of the one-parameter model potential (eq. (3.23)) with three differ-
ent values of α.

3.4 Variational models

Starting from a model Hamiltonian defined in equations (3.3) and (3.4), we would

like to choose the Gaussian (i.e., choose c′ and α′) that minimizes the expectation

value of the physical Hamiltonian, Evar:

Evar = min
c′,α′
〈Ψµ|Ĥ|Ψµ〉. (3.22)

where Ψµ comes from solving (3.7) with FCI.

This minimization is non-linear and contains many local minima. Finding a rea-

sonable choice for α′ and c′ is easier if we reduce the number of parameters by replacing
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Table 3.1: Energy errors in mHartree for the isoelectronic series of He using the
one-parameter variational method (3.23) and the aug-cc-pVQZ basis.

µ H− H2 He Li+ Be+2 C+4

0.0 2.911 3.808 3.234 60.167 56.975 57.041
0.1 2.866 3.784 3.220 59.639 56.838 56.819
0.2 2.465 3.813 3.139 59.749 56.865 56.827
0.5 0.633 3.482 2.327 64.957 65.189 55.067
1.0 0.091 2.737 1.035 61.720 63.852 62.542
2.0 0.004 3.293 0.215 58.864 62.326 62.225
5.0 0.004 2.283 0.001 59.449 60.622 57.792

the long-range interaction with a similar model:

Ŵ µ =
∑
i<j

erf(µ rij)

rij
+
√

2e α e−α
2r2ij (3.23)

and variationally optimize only α in (3.22). The expression above is chosen so that

the Gaussian functions touches the 1/r Coulomb potential from below for a given α:

ceα
2r2 = 1/r (3.24)

The interaction (3.23) is compared with the Coulomb potential in figure 3.8.

One can also keep α fixed and optimize c(µ). If we use the same strategy as before,

assigning the same value of the asymptotic potential for the exponent, the energy is

E = min
c
〈Ψµ(c, α = αasymp)|Ĥ|Ψµ(c, α = αasymp)〉 (3.25)

Another possibility is to choose c so the perturbation correction is zero, i.e. the

difference between the expectation value of the Coulomb potential and the one of the
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Table 3.2: Optimized parameters, in atomic units, for the He atom using the one-
parameter (1-par (3.23)), two-parameters (2-pars (3.22)) variational methods, and
the methods that only optimized the coefficient of the Gaussian function, copt (3.25)
and cvee (3.26).

µ 2-pars c′ 2-pars α′

0.1 22.99 10.35
0.2 11.54 5.27
0.5 4.82 2.48
1.0 2.83 1.79
2.0 2.16 1.58
5.0 1.86 1.49

1-par α

1.34
1.39
1.73
2.56
4.51
10.38

copt

38.02
9.70
3.16
2.13
1.91
1.89

cvee
1.16
1.11
1.26
1.97
3.77
9.49

model potential is zero:

〈Ψµ(c, α = αasymp)|V̂ee|Ψµ(c, α = αasymp)〉−〈Ψµ(c, α = αasymp)|Ŵ µ|Ψµ(c, α = αasymp)〉 = 0

(3.26)

A change in the exponent has a greater impact on the precision of the model, as it

defines the shape of the Gaussian function. Models that optimize the exponent achieve

higher precision than the ones optimizing only the coefficient. When we examine the

error difference between all the variational models, figure 3.7, we observe how the

models where the exponent is optimized have errors that are orders of magnitude

smaller than the errors obtained with the models that optimize the coefficient.

The short-range correction can also be included in this case, either during the

minimization or a posteriori, evaluating Esr−PT1 once the parameters for V̂ µ
ee in Ĥµ

are determined. We will call this energy Esr−PT1
var . In figure 3.9 we compare the errors

of the models Evar from equations (3.22) and (3.23) with and without short-range

HF correction.
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Figure 3.9: Dependence of the energy errors on the range-parameter µ, for He atom,
using the variational method (eq. (3.22)) in FCI/aug-cc-pVQZ calculations with two
different long-range potentials: 1) the two-parameter model in eq. (3.4), and 2) the
one-parameter model in eq. (3.23). Solid lines are used for wavefunctions without
short-range correction and dashed lines for wave functions with short-range correction.
The second panel is a close-up of the first.
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3.5 Effect of the model potentials on the wave

function expansion

We now take a closer look into the effect of using the model potentials and corrections

to the wave function. For instance, we already mentioned that the eigenfunction of a

smooth Hamiltonian is also smooth; it doesn’t have a cusp. This clearly accelerates

the convergence with respect to the 1-electron basis set. Does it also accelerate the

convergence of the CI expansion?

We can start by looking at the number of configurations with coefficients larger

than some arbitrary value, for example ε = 10−3. We observe how as µ decreases, the

number of “important” configurations also decreases (see figure 3.10.) It is apparent

that the shape of the potential has an impact on the CI expansion. If one wants

to reproduce the energy of the the optimized 2-parameter model, for example, one

needs a good portion of the FCI expansion (figure 3.11). One can make a connec-

tion between the flatness of the interaction potential and the number of important

electronic configurations. This makes more sense if we think of what is happening

to the interaction between electrons: as µ→ 0 the interaction becomes weaker, until

at µ = 0 just one configuration is needed to describe the positions of the electrons

relative to the nuclei. This feature of smooth potentials can be relevant to algorithms

for selecting configurations in order to reduce the computational cost. We use a Heat-

bath CI, a semi-stochastic algorithm developed by Holmes et al. [HTU16, SHJ+17]

to examine the effect of the smooth models in the selection of determinants.
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Figure 3.10: Number of determinants in the FCI expansion of He atom, in the natural
orbital basis, that have coefficients greater than 10−3 using the asymptotic potential
and the traditional error function potential. Different basis sets of the family aug-cc-
pVXZ were used: DZ in yellow, TZ in green, QZ in blue and 5Z in black. The figure
at the bottom is a close-up of the top panel.
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Figure 3.11: Energy errors of truncated CI expansions of the wave function for the
He atom, using the variational optimized 2-parameter model Evar in equation (3.22).
The model wave function is constructed after a FCI calculation with the aug-cc-pVQZ
basis, using the first k determinants with larger coefficients. The energy is evaluated
as the expectation value of this truncated expansion. A large number of determinants
is needed to reproduce the wave function of the 2-parameter model.
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Table 3.3: Energy errors (Hartree) relative to FCI and number of determinants used
in SHCI calculations with the error function potential for different values of ε1 for
He atom with the aug-cc-pVQZ basis. Although a considerable reduction of the CI
expansion is obtained when µ is small, there is a substantial loss of accuracy. The
SHCI calculations converge to mHartree accuracy already for ε1 = 0.01.

µ ε1 = 10−2 ε1 = 10−4 ε1 = 10−8

∆E Ndet ∆E Ndet ∆E Ndet

0.1 -0.9846 11 -0.9848 24 -0.9848 134
0.2 -0.8756 11 -0.8757 35 -0.8757 349
0.5 -0.5916 14 -0.5918 103 -0.5918 561
1.0 -0.2980 25 -0.2982 225 -0.2982 561
1.5 -0.1613 35 -0.1617 289 -0.1617 561
2.0 -0.0967 61 -0.0971 340 -0.0971 561
5.0 -0.0155 93 -0.0159 428 -0.0159 561
10.0 -0.0035 95 -0.0039 450 -0.0039 561

3.5.1 Combination with Semi-stochastic Heath-Bath Config-

uration Interaction method (SHCI)

The SHCI algorithm generates only the determinants connected to the reference de-

terminant by Hamiltonian matrix elements that are larger than some threshold ε1. A

second-order Epstein-Nesbet perturbation energy correction is added using only the

elements for which |Hikci| is greater than a second parameter ε2.

We studied the convergence of energy and the size of the CI expansion first with

the He atom using the best models obtained in previous sections. We first look at

the effect of replacing the Coulomb potential with the smooth potentials, without

any extra correction. In the interest of studying only on the models and corrections

proposed in the present work, we set the parameter ε2 = 0.1 to not include the EN-

PT correction. Tables 3.3 and 3.4 collect energy errors and number of determinants
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Figure 3.12: Dependence of the energy error on both parameters µ and ε1 for the short-
range plus perturbation E(sr−HF+PT1) corrected error function model. The contour
levels of the plot at the bottom are spaced by 0.1 mHartree. The model energy of
the He atom is compared with the FCI result at the same basis set (aug-cc-pVQZ).
High precision (1 mHartree) is obtained only for µ > 4.
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Figure 3.13: Dependence of the energy error on both parameters µ and ε1 for the
short-range plus perturbation E(sr−HF-PT1) corrected asymptotic model. The contour
levels of the plot at the bottom are spaced by 0.1 mHartree. The model energy
of the He atom is compared with the FCI result with the same basis set (aug-cc-
pVQZ). Compared with the error function corrected model 3.12, the asymptotic model
improves much faster, in both ε1 and µ.
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Table 3.4: Energy errors (Hartree) relative to FCI and number of determinants used
in SHCI calculations with the asymptotic potential for different values of ε1 for He
atom with the aug-cc-pVQZ basis. The FCI calculation contains 561 number of
determinants but (normally) fewer determinants suffice at small µ and moderately
small ε1.

µ ε1 = 10−2 ε1 = 10−4 ε1 = 10−8

∆E Ndet ∆E Ndet ∆E Ndet

0.1 -0.8005 11 -0.8006 38 -0.8006 302
0.2 -0.5409 14 -0.5411 86 -0.5411 561
0.5 -0.1175 35 -0.1178 286 -0.1178 561
1.0 -0.0057 84 -0.0060 431 -0.0060 561
1.5 -0.0012 89 -0.0009 453 -0.0009 561
2.0 -0.0012 88 -0.0008 456 -0.0008 561
5.0 -0.0004 88 -4.25x10−5 456 -4.25x10−5 561
10.0 -0.0003 88 -3.02x10−6 455 -3.02x10−6 561

obtained with the error function potential and the asymptotic erfgau potential at

several values of µ. For both methods, energetic convergence is achieved at ε = 10−4,

and the asymptotic erfgau model is more precise. In figures 3.12 and 3.13 one can

see that the number of determinants required by the asymptotic erfgau potential

increases faster with respect to both µ and ε1. These results confirm what we discussed

previously: there is a compromise between accuracy and computational cost that

depends on the shape of the model potential, and hence, on how closely the model

resembles the physical interaction. Now, let us consider what happens when a short-

range correction is added. In this case, the limit of µ = 0 becomes the mean-field limit,

instead of the noninteracting limit, which already makes a big difference, improving

the results over the uncorrected model not only in terms of energy but reducing the

number of determinants needed. Figure 3.14 shows how the length of the CI expansion

depends on the choice of the model electronic-interaction. We used the He atom to
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Figure 3.14: The number of determinants used by SHCI using ε1 = 100µHartree using
1)the error function long-range interaction, 2) the asymptotic long-range interaction,
3) the variational two-parameter model (3.22), and 4) the variational one-parameter
model 3.23. Although the variational optimized models are very accurate they are
just as expensive as the calculation with the physical (Coulomb) interaction.

compare the two soft long-range interactions obtained by variationally optimizing the

Gaussian functions. As expected these are the most accurate model potentials, but

they are also by far the most expensive computationally because the variationally

optimized Gaussian is very pointy (c.f. Table 3.2).

3.5.2 C2 dissociation

The effect of the model potentials and the correction depends also on the atom or

molecule studied. We would like to be able to describe correctly larger atoms and

molecules. In particular, for multi-determinant methods, it is important to describe
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Figure 3.15: The number of determinants used in SHCI with ε1 =100µHartree and the
cc-pVDZ basis along the dissociation of C2, using the physical Coulomb potential.
The number of determinant increases substantially as the bond breaks. Once the
atoms are dissociated the number of determinants drops again.

correctly the correlation energy, especially the strong correlation. In this section

we assess the accuracy and cost of the soft potentials with the Carbon dimer. The

most difficult calculations are at bond-breaking distances. These are also the most

expensive calculations (see figure 3.15). We can take one of these distances, for

example r = 4.5 to compare the erf and erfgau models. When we looked at the

CI expansion of the short-range corrected models, we observed instability of the erf-

srLDA model when combined with SHCI, particularly at small µ. This instability

shows up also in the number of determinants used by the SHCI method. In addition,

we found that the growth of the determinant expansion of carbon dimer, with respect

to µ, has a similar behavior to the one of the He atom (see figure 3.16). The rate of

increase in determinants is much faster for the asymptotic model, explaining the fast

convergence of the energies. According to figure 3.17 even if we try to represent the
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Figure 3.16: The number of determinants used in SHCI with ε1 = 100µHartree
and the cc-pVDZ basis, for C2 at a bond-breaking distance, 4.5 bohr. Dotted lines
represent the error function long-range interaction with short-range LDA correction,
and the solid lines are used for the asymptotic long-range interaction with short-range
HF correction. For small µ erf-srLDA had problems achieving self-consistency, which
is why were needed a large number of determinants for µ ≈ 0.3.
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Figure 3.17: The number of determinants used by SHCI using ε1 = 100µHartree and
cc-pVDZ basis, for C2 at a bond-breaking distance: 4.5 bohr. Comparison between
the error function and the asymptotic long-range interactions with short-range HF
correction. The red dots represent the expected number of determinants of erf(µ′r)/r
where µ′ = caµ, so that erf(µ′r)/r = erf(µr)/r + casympµ exp(−α2

asympµ
2r2) at r = 0.

The prediction works well for µ < 1.0. The contribution of the Gaussian function to
the asymptotic potential makes a difference at larger µ, where the length of the CI
expansion increases much more slowly for the error function model potential than for
the asymptotic erfgau potential.
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asymptotic model with an erf that has the same value at r = 0 (µerf = 2.6875µerfgau),

the CI expansion from the error function is always shorter than the equivalent of the

asymptotic model. The same happens with the energy, the convergence of an erfgau

model is always faster than the erf model.

3.6 Summary

The goal of using smooth models to approximate the (singular) Coulomb interaction

between electrons is to reduce the computational cost of approximately solving the

electronic Schrdinger equation by decreasing the length of the configuration interac-

tion expansion and increasing the rate of convergence with respect to the one-electron

basis set. In this chapter we demonstrate that these expected advantages do accrue,

not only for the conventional error-function potential but also for the asymptotic er-

fgau potential we developed in chapter 2. However, when we tried to optimize the

form of the Gaussian to minimize the expectation value of the energy, a very pointy

Gaussian was obtained, and no significant cost savings were found. We therefore con-

clude that we should focus our attention on the traditional error-function smoothed

Coulomb interaction and the asymptotic erfgau form.

Although replacing the Coulomb potential with a smooth model potential reduces

the computational cost of (approximately) solving the Schrdinger equation, it also

decreases the accuracy: one must somehow correct for the difference between the

smooth electron-electron interaction one solved for and the physical electron-electron

interaction one wishes to model. We considered several ways of doing this, including

correcting for the neglected short-range potential using density functional theory (at

the level of the local density approximation) and Hartree-Fock theory. In terms of
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accuracy, including a short-range Hartree-Fock correction is always comparable to a

short-range LDA correction, but the short-range Hartree-Fock correction is noniter-

ative, making it faster and more robust. (We sometimes have problems converging

the short-range LDA correction.)

With both the error function and the asymptotic erfgau interaction, a (first-order)

perturbative correction inspired by Sirbu and King is helpful. That is, use the wave-

function computed by solving the smooth model Hamiltonian including short-range

Hartree-Fock (or LDA) corrections to evaluate the true physical Hamiltonian. This

approach gives impressive results for 2-electron atoms and the Carbon dimer. Fur-

ther study is needed, however, in order to select between the error-function and the

asymptotic-erfgau forms for the smoothed potential. The asymptotic erfgau method

gives more accurate energies, but requires more determinants. It is unclear, for now,

whether the increased accuracy of the asymptotic erfgau method is worth its in-

creased cost. Since the energy from the asymptotic erfgau potential approaches the

exact µ → ∞ limit as µ−4, while the energy from the error function potential ap-

proaches the exact energy only as µ−2, it is reasonable to hypothesize that, at least

in application settings where results near the high-accuracy limit are required, the

asymptotic erfgau potential will be preferable.
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Chapter 4

Extrapolation

In the previous chapters we explored the possibility of replacing the Coulomb electron-

electron interaction with soft models. We showed that by using these soft models one

can shorten the configuration expansion in selected CI methods, particularly when

the range-separation parameter µ takes very small values. In this chapter we pro-

pose a method to approximate the FCI energy by extrapolating the results of these

cheaper calculations. The reduction in cost comes from combining the soft model

potentials and the stochastic heat-bath configuration interaction method (SHCI)

[HolTubUmr16]. The accuracy and the cost of the calculations depend on two pa-

rameters, the SHCI parameter ε1 and the range-separation parameter µ. We can

extrapolate in one dimension, ε1 or µ, and then the other, or do a two-dimensional

extrapolation. In this chapter we explore the first strategy, extrapolating ε1 → 0 first.
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4.1 Extrapolating ε1 → 0

In the semi-stochastic heat-bath configuration interaction (SHCI) method the param-

eter ε1 determines the accuracy of the variational energy and ε2 determines the ac-

curacy of the second-order Epstein-Nesbet perturbation correction (EN-PT2). More

than one approach has been used to extrapolate the total energy to the FCI limit.

For example, one can set ε2 to zero and extrapolate the variational energy using a

rational function of
√
ε1. Another option is to evaluate the total energy with several

values of ε1 and ε2, then use a rational polynomial in ε2 to extrapolate to ε2 = 0 and,

finally, fit a rational polynomial to extrapolate in ε1. As shown in figure 5 of ref-

erence [HolTubUmr16], both strategies lead to the same extrapolated energy. More

recently, Holmes et al proved that it is sensible to extrapolate to the limit where

the perturbation correction ∆E2 is zero. In that case fewer calculations are needed

and a simpler (linear or quadratic) fit is sufficient to produce values with µHartree

precision [HolUmrShar17]. We chose this last strategy to perform the extrapolation

ε→ 0. More details about the extrapolation can be found in section 4.3.

4.2 Extrapolating µ→∞

In this case, we want to generate a function to model the energy E(µ). Rational

functions and hypergeometric functions are good candidates for our model as they

are very flexible, in the sense that they can be used to approximate a wide range of

functions. Recently, Mera and co-workers developed a resummation approach based

on Meijer-G functions to approximate the Borel sum of divergent series in quantum
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Figure 4.1: The FCI/aug-cc-pVQZ energy of He calculated with the error function
(top) and the asymptotic (bottom) model potentials with the short-range Hartree-
Fock correction and the first-order perturbation correction. In both cases the energy is
observed to approach the true (Coulomb interaction) energy as µ−4. The asymptotic
model shows a much faster convergence.
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Figure 4.2: The decay of the FCI/aug-cc-pVQZ energy of He calculated using the
asymptotic erfgau model potential with the short-range Hartree-Fock correction and
the first-order perturbation correction. The energy is observed to fully converge to
the true (Coulomb interaction) energy for µ > 15.

mechanics and quantum field theory (QFT). The Meijer-G resummation is philosophi-

cally similar to the standard Padé approximants but uses the more general and flexible

hypergeometric functions. The algorithm to construct a Meijer-G approximant is the

following:

1. We assume that the energy, a function of µ, can be approximated by a Euler-

Maclaurin series at the origin,

E(µ) =
∞∑
k=0

znµ
k (4.1)

where zn are normalized, z0 = 1.

2. If we only know the first N coefficients (N being an odd number), z0, z1, ..., zN ,

we compute the Borel-transformed coefficients, bn = zn/n! and the N ratios of
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consecutive Borel-transformed coefficients, r(n) = bn+1/bn.

3. The consecutive ratios are fitted with a rational function of n,

rN(n) =

∑l
m=0 pmn

m

1 +
∑l

m=1 qmn
m
, (4.2)

here l = (N − 1)/2.

4. Hypergeometric vectors, (x1, . . . , xl) and (y1, . . . , yl), are obtained by finding the

roots of the polynomials in the numerator and denominator, i.e., solving

l∑
m=0

pmx
m = 0,

1+
l∑

m=1

qmy
m = 0, (4.3)

These hypergeometric vectors uniquely determine the hypergeometric function

BN(τ) ≡ l+1Fl

(
(1,−x1, . . . ,−xl), (−y1, . . . ,−yl),

pl
ql
τ

)
(4.4)

where l+1Fl is a generalized hypergeometric function [ref52].

5. Finally, we perform a Laplace transform

EB,N(µ) ≡
∫ ∞

0

e−τBN(µτ)dτ (4.5)

98
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to restore the n! removed from the expansion coefficients with the Borel trans-

form. This expression can be rewritten as

EB,N(µ) =
Π1
i=1Γ(−yi)

Π1
i=1Γ(−xi)

Gl+2,1
l+1,l+2

 1,−y1, . . . ,−yl

1, 1,−x, . . . ,−xl

∣∣∣∣∣∣∣
ql
plµ

 (4.6)

where Γ(x) is the Euler’s Gamma function, and

Gm,np,q

a1, . . . , an; an+1 . . . ap

b1, . . . , bm; bm+1 . . . bq

∣∣∣∣∣∣∣ z
 =

1

2πi

∫
L

∏m
j=1 Γ(bj + s)

∏n
j=1 Γ(1− aj − s)∏p

j=n+1 Γ(aj + s)
∏q
j=m+1 Γ(1− bj − s)

z−sds

(4.7)

is the Meijer G-function.

The result of this algorithm is a table of Meijer G-functions that approximate the

Borel sum of E(µ). In our particular case, we do not have high order derivatives

of E(µ), we only have some energy values at certain small µ. In order to use the

Meijer-G approximation we need to find another function to model the energy that

we can differentiate to high order and approximate with an Euler-Maclaurin series.

Frequently, people find it useful to constrain the form of the Padé approximant in

order to reproduce the behavior of the function it is modeling. For example, we have

observed that the energy error of the asymptotic model converges with µ−4 (see

figure 4.1). We can make use of this empirical knowledge and force the energy model

to decay as µ−4. A Padé approximant with this asymptotic behavior is:

E(n,n)(µ) =
a0 + a1µ+ a2µ

2 + . . .+ an−4µ
n−4 + anµ

n

1 + b1µ+ b2µ2 + . . .+ bnµn
(4.8)

With (4.8), we can easily calculate the derivatives of the energy at µ = 0, and
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Figure 4.3: He correlation FCI/aug-cc-pVQZ energy modeled with a Meijer-G approx-
imant and a Padé approximant using the asymptotic sr-HF+PT1 corrected and SHCI
extrapolated energies, with µmax = 1.0. The Meijer-G function fits the points near
zero accurately. However, it does not have explicit information about the asymptotic
decay and tends to diverge asymptotically.
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therefore, the coefficients of the Maclaurin expansion of E(µ). Once we have the co-

efficients of the expansion the rest of the algorithm to construct the Meijer-G approx-

imant is as before. Because we used an approximate function to build the Meijer-G

approximant, we need one final optimization. We took the form obtained using the

algorithm explained above applied to the Euler-Maclaurin series for E(n,n)(µ), as an

initial guess, and we then optimized the parameters (x1, . . . , xl), (y1, . . . , yl), pl, and

ql, by nonlinear least squares in order to reproduce the reference energies. Although

the method seemed promising, the results were disappointing. As shown in figure

4.3, The Meijer-G approximation seems to reproduce the energies at µ very close to

zero, which makes sense since we only gave information about the function and its

derivatives at that µ = 0. Additionally, it was pointed out in ref [MeraPedNiko18]

that very high-accuracy input data is needed to achieve accurate results with Meijer-

G approximants, while we only have the derivatives of an approximation to E(µ).

At the same time, it was clear that the Padé approximant does a great job modeling

the energy with only 6 data points. Therefore, we decided to leave the Meijer-G

approximant aside and use a Padé approximant as our main energy model.

There are a couple of subtle points about the Padé model. For instance, the

coefficients in eq. (4.8) are badly scaled. The magnitude of aj and bj are very

different for each j, depending on the sizes of µk. This occurs because if µk > 1,

the last terms in the numerator and denominator are enormous compared with the

earlier terms. On the other side, if µk < 1, the last terms are tiny compared to the

earlier terms. This can be mitigated by using orthogonal polynomials in the rational

functions. Suppose all the data we have is between −µmax < µk < µmax. Then, it is
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sensible to use scaled Chebyshev polynomials,

E(n,n)(µ) =

∑n
j=0 ajTj (µ/µmax)∑n
j=0 bjTj (µ/µmax)

(4.9)

To preserve the asymptotics one needs to impose that the coefficients of µn−3, µn−2,

and µn−1 to be zero. This is done by imposing the constraints:

an−1 = 0

an−3 = 0

an−2 − nan = 0

The resulting model is:

E(n,n)(µ) =

∑n−4
j=0 ajTj (µ/µmax) + an (nTn−2 (µ/µmax) + Tn (µ/µmax))∑n

j=0 bjTj (µ/µmax)
(4.10)

We still have an arbitrary degree of freedom inasmuch as we can multiply both the

numerator and the denominator by an arbitrary constant. We resolve this by setting

the coefficient of T0 (µ/µmax) in the denominator equal to one:

E(n,n)(µ) =

∑n−4
j=0 ajTj (µ/µmax) + an (nTn−2 (µ/µmax) + Tn (µ/µmax))

1 +
∑n

j=1 bjTj (µ/µmax)
(4.11)

If n gets large, we almost certainly will encounter overfitting problems.
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4.2.1 Avoidance of Overfitting

Overfitting occurs when minimizing the error of the model on the training data set

no longer benefits the model’s performance for data outside the training set. This

happens when the model is so tightly fit to specific data points that it is also modeling

the underlying noise. It can also happen when additional data leads to a complicated

functional form for the model energy that models the true unknown energy function

less accurately than a simpler form. Some examples of methods to check for overfitting

are: cross-validation (CV), bootstrap, and stepwise regression.

In stepwise regression one starts by fitting all the available data. then one discards

each of the parameters in the model one-by-one and recomputes the error in the model,

choosing the parameter that, when discarded, gives the smallest least-squares error.

An alternative is to use the LASSO method to minimize the errors in the least-squares

equations,

1

ε2k

[
Ecalc(µk)

(
1 +

n∑
j=1

bjTj (µ/µmax)

)
(4.12)

−
( n−4∑
j=0

ajTj (µ/µmax) + an (nTn−2 (µ/µmax) + Tn (µ/µmax))

)]2

(4.13)

subject to the constraint that the l1-norm of the unknown coefficients is not too large,

η ≥
n−4∑
j=0

|aj|+ |an|+
n∑
j=1

|bj| (4.14)

Here Ecalc(µk) are the energies obtained from the extrapolation to ε→ 0, and εk are

the precision of the extrapolated values. In practice this minimization is solved using
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Lagrange multipliers,

min
a0,a1,...,an−4,an

b1,b2,...,bn

[
K∑
k=0

1

ε2k

[
Ecalc(µk)

(
1 +

n∑
j=1

bjTj (µ/µmax)

]
(4.15)

−
( n−4∑

j=0

ajTj (µ/µmax) + an (nTn−2 (µ/µmax) + Tn (µ/µmax))

)]2

(4.16)

+ α

( n−3∑
j=0

|aj|+ |an|+
n∑
j=1

|bj|
)]

(4.17)

The selection of the parameter α determines the allowed magnitudes of the pa-

rameters of the model. At each value of α one gets a set of parameters, (hopefully)

eliminating some of the least important parameters.

The parameters obtained with LASSO are used as guesses to optimize the least-

squares error

erms(α) ≡ min
{nonzero aj ,bj}

√√√√ 1

K + 1

K∑
k=0

(
E(n,n)(µk)− Ecalc(µk)

εprec,k

)2

(4.18)

where εprec is the estimated accuracy of each computed energy provided to the

extrapolation model.

4.2.2 Selection of points

We would like to minimize the cost/benefit ratio. The cost is proportional to the

number of determinants used in the SHCI calculation. To predict the number of

determinants of a point we have not computed yet, we fit a function dependent on µ

and ε, Ndet = f(ε, µ),

Ndet(µ) = NFCI exp−
aεn

1+bµm , (4.19)
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Figure 4.4: The semivariogram model in (4.24). The Gaussian model in orange and
the distance in the errors of the model at µk and µl:

1
2
(∆εkl)

2 in blue. This model
is used to approximate the statistical error of the data used to build the energy
extrapolation model.
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if we first extrapolate to ε→ 0, then (4.19) could be expressed as

Ndet(µ) = NFCI exp−
a

b+µm (4.20)

here b is obtained from the limit at µ = 0, where we only have one determinant, so

1 = NFCI exp−
a
b .

The error in the model is a function of a) the sensitivity of the extrapolated value

to the point (εcalc, µcalc) we are about to calculate and b) the amount of knowledge

we already have about that point.

One can estimate the sensitivity of the final solution to adding a data-point. We

start by assuming that the error in the fit can be modeled as a random process around

the model function. For this to be true it is important that the model is roughly of

the same accuracy for all µ, but also that it is not overfitting the data. First, we take

all pairs of data points available (previously computed), {µk, Ek} and compute

∆µkl = µk − µl (4.21)

∆εkl = ε(µk)− ε(µl) (4.22)

where

ε(µk) = Ecalc(µk)− Emodel(µk) (4.23)

We use this data to fit a simple Gaussian semivariogram model,

γs0,a(|∆µ|) = s0

[
1− exp(−a(∆µ)2)

]
(4.24)

to the data 1
2
(∆εkl)

2 vs. |∆µkl|. Now we build a statistical model for the error in the
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data. The error can be computed using Gaussian processes. The covariance between

different computations can be approximated as

cs0,a(|∆µ|) = s0 exp(−a(∆µ)2) (4.25)

Suppose that we have n data points that are known and we are going to add two

new points. We can estimate the data with the existing points and the other unknown

point µ?. Defining

cij = cs0,a (|µi − µj|) = s0 exp(−a(µi − µj)2)

the expected error in one of the unknown values is proportional to

σ(µ?) =

√√√√√√√√√√√√√
[
w0 w1 . . . wn

]


c0,0 c0,1 . . . c0,n

c1,0 c1,1 . . . c1,n

...
...

. . .
...

cn,0 cn,1 . . . cn,n





wo

w1

...

wn


+ 2

[
c0,? c1,? . . . cn,?

]


wo

w1

...

wn


+ s0

(4.26)

where ck,? = s0 exp(−a(µk − µ?)
2), and w is obtained by solving a linear system of

equations, 

c0,0 c0,1 . . . c0,n 1

c1,0 c1,1 . . . c1,n 1

...
...

. . .
...

...

cn,0 cn,1 . . . cn,n 1

1 1 . . . 1 0





w0

w1

...

wn

m


=



c0,?

c1,?

...

cn,?

1


(4.27)

The argument of the square root in equation (4.26) is never negative because the
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covariance matrix is nonnegative semideninite, so we can rewrite it as:

σ(µ?) =

√√√√√√√√√√√√√√√
[
w0 w1 . . . wn −1

]


c0,0 c0,1 . . . c0,n c0,?

c1,0 c1,1 . . . c1,n c1,?

...
...

. . .
...

...

cn,0 cn,1 . . . cn,n cn,?

c?,0 c?,1 . . . c?,n c?,?





wo

w1

...

wn

−1


(4.28)

Now, we deal with the issue of defining how do we determine the “importance” of the

points to be added. Suppose we have a model for the energy with the form

E(n,n)(µ) = fncalc
(µ|{µk, Ek}ncalc

k=1 ) (4.29)

based on the previous calculations {µk, Ek}ncalc
k=1 . Now we pretend to add one additional

calculation, which we actually approximated with our current model. That is, we

assume the model is correct in which case the computed energy would be predicted

by the model (4.29),

Encalc+1
= fncalc

(µn+1|{µk, Ek}ncalc
k=1 ) (4.30)

Then we construct a new model using that point,

fncalc+1

(
µ|{µk, Ek}ncalc+1

k=1

)
(4.31)

We want to know how much a small change in the value of this point, corresponding

to an error in our current model fncalc
(µ), would affect our final prediction. Therefore,
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we define the importance of this point,

∣∣∣∣∣∂fncalc+1

(
µ =∞|{µk, Ek}ncalc+1

k=1

)
∂Encalc+1

∣∣∣∣∣ (4.32)

If we include the prediction of the cost of that calculation (4.20) and the estimation

of the model error at µncalc+1
from (4.26), the point we should add is the one for which

∣∣∣∣∂fncalc+1

(
µ=∞|{µk,Ek}

ncalc+1

k=1

)
∂Encalc+1

∣∣∣∣σ(µ)

Ndets(µ)
(4.33)

is maximized. The intuition behind this equation is simple: we wish to solve the

Schrödinger equation for values of µ that the energy value at µ = ∞ is sensitive to,

where the uncertainty in the energy is high, and where the cost of calculation is low.

4.2.3 Termination

At the beginning we do not know the right answer, so how do we decide when to stop

computing new points? That is, how do we determine if the extrapolation model is

good enough? Because the energy has to converge at some point, one way to evaluate

if the extrapolating model has achieved a desired form is to assess the deviation of the

predicted values at large values of µ. For this, we make a grid of points µmax < µl <∞

and compare the maximum distance between the prediction of the current model and

the model of the previous iteration,

max
µmax<µ<∞

|Em(µ)− Em−1(µ)| (4.34)
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and if the maximum difference is below the desired precision of the prediction then

we stop. If the target accuracy is never achieved, then we stop when additional data

stops improving the model.

4.3 Results

In this section we demonstrate how the optimization method works. We took the

correlation energy of He atom as example. The energies used for the extrapolation

were calculated with the best model found in previous chapter, the asymptotic erfgau

potential with short-range HF and first-order perturbation corrections,

Esr−HF+PT1 = 〈Ψ(µ,sr−HF)|Ĥ|Ψ(µ,sr−HF)〉 (4.35)

where Ψ(µ,sr−HF), comes from solving Ĥ(µ ,sr−HF)Ψ(µ,sr−HF) = E(µ,sr−HF)Ψ(µ,sr−HF), and

Ĥ(µ ,sr−HF) =

(
N∑
i=1

−1

2
∇2
i + vne(ri) + jsr,µ(ri) + ksr,µ(ri)

)
+ V̂ lr,µ

ee (4.36)

The energies are calculated with the SHCI method, setting ε2 = 10−8 and using

3 different values of ε1: 50, 100 and 500 µHartree. We use the total energies and

the perturbation correction to extrapolate ∆E2 → 0 using a simple rational function

dependent on ∆E2, a+b∆E2

1+c∆E2
. In most cases the rational function became a linear

function (see figure 4.5).

For the extrapolation along the µ axis, we must first decide what is the most

expensive calculation we are willing to perform, in terms of which µ to use. In the

previous chapter we learned that it is convenient to use values smaller than µ = 1.0
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Figure 4.5: Extrapolation in the ε-axis of the total energies, variational SHCI energy
plus the EN-PT2 perturbation correction ∆E2, of the He atom with the aug-cc-pVQZ
basis. The variational energies were calculated using the asymptotic model with sr-
HF+PT1 corrections at two different values of µ=0.1 (top) and 0.3 (bottom). We
set ε2 = 10−8 and used three different values of ε1 =50, 100 and 500µHartree to fit
a simple rational function of ∆E2. The blue line labeled as “Ref.” represents the
energies from SHCI, and the orange line, labeled as “Mod.” represents the prediction
of the fit. At the top-left corner of each plot it is indicated the first digits of the total
energies and in the y−axis the numbers shown are the last few digits. Similarly, the
numbers in the x−axis have a magnitude of 10−8.

111
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Figure 4.6: Performance of the model during the optimization of the extrapolation
model with µmax = 1.0. The figures on the top show the intermediate results after
the reduction of parameters (4.44), and (4.46). At the bottom, the final prediction of
the optimized extrapolation model after 4 steps and 14 energy calculations.
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to have a reduction on the determinant expansion. Therefore, we set µmax = 1.0 as

our limit. In order to build the smallest approximant of the form (4.11) we need to

start with 6 points. We select 4 points equally spaced between µ = 0 and µmax, for

example µm = {0.0, 0.24, 0.48, 0.72, 0.96, 1.0 }. With these information the initial

model is,

E(4,4)(µ) =
a0T0 (µ/µmax) + a4 (4T2 (µ/µmax) + T4 (µ/µmax))

1 + b1T1 (µ/µmax) + b2T2 (µ/µmax) + b3T3 (µ/µmax) + b4T4 (µ/µmax)

(4.37)

To make it easier to read, from now on Tn,k will represent Tn(µk/µmax). The linear

system of equations to solve are:

E(4,4)(µk) = a0T0,k + 4a4T2,k + a4T4,k − E(4,4)(µ) (b1T1,k + b2T2,k + b3T3,k + b4T4,k)

(4.38)

that can be rewritten in a matrix form,



T0,1 4T2,1 + T4,1 −E(4,4)(µ1)T1,1 . . . −E(4,4)(µ1)T4,1

T0,2 4T2,2 + T4,2 −E(4,4)(µ2)T1,2 . . . −E(4,4)(µ2)T4,2

T0,3 4T2,3 + T4,3 −E(4,4)(µ3)T1,3 . . . −E(4,4)(µ3)T4,3

...
...

. . . . . .
...

T0,6 4T2,6 + T4,6 −E(4,4)(µ6)T1,6 . . . −E(4,4)(µ6)T4,6





a0

a4

b1

...

b4


=



E(4,4)(µ1)

E(4,4)(µ2)

E(4,4)(µ3)

...

E(4,4)(µ6)


(4.39)

Solving eq. (4.39) gives us the first set of parameters {a0, a4, b1, b2, b3, b4}.

The next step is to determine whether a reduction of parameters is needed and/or

possible without affecting the precision of the model. For that we ensure the RMS

error of the reduced model stays below 1.0. The reduced model is constructed using

the Least Absolute Shrinkage and Selection Operator (LASSO) method, setting α of
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equation (4.17) to 0.00001. We utilize the LASSO LARS algorithm , so a whole path

of values for α is generated. If in the first step, at the smallest α, all the parameters

are kept, then we use the next value in the path. We repeat this procedure until some

parameters are dropped out. Additionally, in order to conserve the right asymptotics

of the energy, we force the model to always keep the highest order terms. This is

achieved with an inelegant trick: we multiply the highest order terms by a factor φ,

E(n,n)(µk) =

∑n−4
j=0 ajTj,k + φan (nTn−2,k + Tn,k)

1 +
∑n−1

j=1 bjTj,k + φ bnTn,k
(4.40)

so that the coefficients an and bn become small and they do not get eliminated by the

LASSO method.

After the first two iterations with LASSO, two parameters were taken off: b1

and b3, resulting in a scaled RMS error of 0.73 (c.f. eq. (4.18)). When the third

parameter was taken from the model the error increased to an unacceptably large

value of 6.28, so the third parameter was retained. After cleaning-up the model, the

remaining parameters are optimized, by minimizing the RMS error. We also impose

penalties to help ensure that the correlation energy is always negative and it converges
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Figure 4.7: Performance of the extrapolation model of the correlation energy of He
atom with the asymptotic potential and sr-HF+PT1 corrections. When µmax = 0.4
(top figure) the model does not have enough information about the FCI limit, but
it preserves the asymptotic formed imposed. Setting µmax = 0.6 (bottom figure) is
sufficient to achieve tolerable precision.
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monotonically. Finally, we minimize

min
an,bn 6=0

[
Ndata∑
p=1

(
E(µp)− Emodel(µp)

εprec; p

)p
(4.41)

+
Ntest∑
t=1


(Emodel(µ)− E(µ = 0))2 E(µt)− E(0) > 0

0 E(µt)− E(0) < 0

(4.42)

+
Ntest∑
t=1


(E ′model(µt))

2 E ′(µt) > 0

0 E ′(µt) < 0

]
(4.43)

where µmax < µt < ∞ are grid points we use to test the monotonic decay of the

model at long range. The model after the first reduction of parameters has the form,

E(4,4)(µk) =
a0T0,k + 4a4T2,k + a4T4,k

1 + b2T2,k + b4T4,k

(4.44)

and overestimates the energy at µ =∞ (-0.043235) by approximately 1mHartree. The

next step is to add new points. Because we have to reproduce the right asymptotics

of the energy, we need to add two points at a time, adding one term to the numerator

and one to the denominator of the Padé, of the same order. The two data points, µ?

and µ?? we should add to the model are the ones that maximize

∣∣∣∣∂fncalc+1(µ=∞|{µk,Ek}
ncalc
k=1 ,µ?,E?)

∂E?

∣∣∣∣σ(µ?)

Ndets(µ?)
+

∣∣∣∣∂fncalc+1(µ=∞|{µk,Ek}
ncalc
k=1 ,µ??,E??)

∂E??

∣∣∣∣σ(µ??)

Ndets(µ??)
(4.45)

If the current number of parameters is not sufficient to reproduce the reference

values, then we increase the number of parameters, adding the next term in both

the numerator and the denominator. In the present example, the RMS error of the
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reduced model was greater than 1, so the parameters a1, a5, b5 where added and a4

was eliminated. The new system of equations is,

E(4,4)(µk) = a0T0,k + a1T1,k + 5a5T3,k + a5T5,k − E(4,4)(µ) (b2T2,k + b4T4,k + b5T5,k)

(4.46)

Two extra points where added to the same model and the prediction of the energy

got worse (see top-right plot in 4.6). In the next step two more terms were added

to the model. Once the approximant was cleaned by removing the least important

parameters with LASSO, the model improved again. The final energy model was:

E(4,4)(µk) =
a0T0,k + a2T2,k + 6a6T4,k + a6T6,k

1 + b2T2,k + b4T4,k + b5T5,k + b6T6,k

(4.47)

The extrapolation model predicted the Ecorr =-0.040869 Hartree, which has a 0.14mHartree

error with respect to the FCI limit with the same basis set (aug-cc-pVQZ), Ecorr,FCI =

0.0410116, and a 1mHartree of error with respect to the reference energy taken from

[DavHagChaUmaFis91] (-0.04204 Hartree). This is an important result taking into

account that we were able to approximate the energy at µ → ∞ knowing only the

energy at µ < 1 and the asymptotic erfgau form with which the energy decays.

4.4 Discussion

On the one hand we should select the smallest µmax as possible, because the smaller

the µmax, the cheaper the calculation is. However, using a very small µmax means that

we are extrapolating further, compromising the accuracy of the results. The smallest
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Figure 4.8: Performance of the extrapolation model of the erf potential with short-
range and first-order perturbation correction. A much slower convergence of the
energy is observed for the standard long-range potential compared with the erfgau
form. With µmax = 0.6 (top figure) the model energies are still very far from the FCI
value. At least µmax = 2.5 (bottom figure) is needed to reach mHartree precision.
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Figure 4.9: Top: Dependence of the energy error and the number of determinants
on µ. Bottom:Precision/cost relation of the extrapolation models with the erf and
asymptotic potentials. The energy error with respect to the FCI limit with the
Coulomb potential, against the number of determinants of the SHCI expansion with
the smallest ε1 used: 10µHartree. Note that only determinants with coefficients
greater than 10−4 where taken into account. Even when it seems to be cheaper to
use the erf model, both methods required approximately the same size of the SHCI
expansion achieve mHartree accuracy.
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µ one can use and still get an accuracy of a few mHartree is µ = 0.6 (figure 4.7).

In the same figure we can see how for µ = 0.4 the approximation starts failing to

recover the right energies. Note that even when the model predicts a wrong answer,

it preserves the asymptotic form imposed.

4.4.1 erf vs erfgau

The same procedure was performed with the error function potential. When we

look at the results (figure 4.8), we see that at small µ the extrapolation model can

not predict a proper energy because the model potential is very different from the

physical interaction. With the erf model we needed to go up to µ = 2.5 to get

mHartree precision. In the previous section we showed how the determinant expansion

grows more rapidly for the asymptotic erfgau potential, in parallel with the increase

of precision. On the contrary, with the erf model one can get CI expansions with

very few determinants, albeit with a low precision. Moreover, to reach mHartree

precision one needs to use also a very large determinant expansion, almost the same

as the asymptotic erfgau model. Even when both methods required about the same

determinant expansion to reach high level of precision, the asymptotic erfgau model

was slightly more accurate at large µ.

4.5 Conclusions

We proposed a method to extrapolate the model energies obtained by using the

SHCI method to accurate estimate the correlation energy with smooth potentials.

The extrapolation method was illustrated for the correlation energy of the He atom.
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We reproduced the correlation energy at the FCI limit within 140µHartree precision

extrapolating from µ ≤ 1.0. Even when the maximum value for µ was set to µmax =

0.6 a precision of 5mHartree was achieved. Comparison of the extrapolation model

of the error function potential and the asymptotic erfgau potential showed that the

cost and accuracy of both methods was equivalent. These proof-of-principle results

merely prove that this strategy can work, it should be tested with larger molecules

to demonstrate a real improvement in the efficiency of CI calculations.
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Chapter 5

Conclusions

5.1 Summary and conclusions

In the field of method-development, a new method or approximation is judged based

on two criteria: efficiency, so that the method is fast enough to study interesting

systems, and accuracy, so the numbers are reliable enough to be useful. In the

second chapter we examined the possibility of constructing a model for the electron-

electron interaction to replace the Coulomb potential with a smooth, “easy-to-handle”

potential. Specifically an erfgau potential was constructed that reproduced a portion

of the spectrum of the Hydrogen atom. The new potential showed an improvement

in the accuracy over the uncorrected erf(µr)/r potential not only for the attractive

Coulomb interaction in the Hydrogen atom, but also for the repulsive electron-electron

interaction in Harmonium and the exchange energy of the uniform electron gas.

In chapter three we assessed the erfgau model with two-electron systems, and

compared it to the standard error function long-range potential. We explored strate-

gies to correct the performance at short-range. Two main approaches were used:1)
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short-range correction through an effective potential, using LDA or HF methods; 2)

energy corrections from first-order perturbation theory. Additionally, we examined

a different way to construct a model potential with an erfgau form by variationally

optimizing the coefficients of the Gaussian function in order to make the first-order

perturbation correction vanish. The variationally optimized models, particularly the

ones where the exponent of the Gaussian was optimized, were very accurate, but also

very expensive. The potential, while still smooth, became very pointy and, therefore,

there was no significant reduction in the computational cost. The combination of

the model potentials and the semistochastic heat-bath CI (SHCI) method was pre-

sented as a more efficient computational protocol. The FCI result can be achieved

when the SHCI parameter ε1 → 0 and the range-separation parameter µ→∞. The

dependence on these two parameters defines a way to correct the approximations

systematically.

Finally, in the fourth chapter we proposed a method to extrapolate the model

energies to the FCI limit, ε1 → 0, and the limit of the physical interaction, µ → ∞.

We compared the extrapolation model of the standard error function long-range po-

tential and our asymptotic erfgau potential. Our results are inconclusive on whether

to use the erf or erfgau potentials.

5.2 Outlook and future work

We have proposed a method to decrease the computational effort of wave function

calculations by extrapolating energies computed with more accessible calculations like

SHCI calculations with smooth model potentials. Many things are left to explore, for

example:
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• Obtaining an analytic form for the exchange-correlation energy of the asymp-

totic erfgau model in the UEG, by fitting to data from quantum Monte Carlo

(QMC) calculations. Because this is a nonstandard potential, this would require

performing these QMC calculations.

• Extending this method to use a local-µ so that the electron-electron repulsion

is treated differently close to and far from the nuclei. This could be done by

interpolating between a lower-limit and an upper-limit, for instance

Ŵ µ ≡
erf

(
[µlow + (λ(r1, r2))(µhigh − µlow)] r12

)
r12

(5.1)

and then approximating this function with a simpler function that is easier to

deal with,

Ŵ µ ≡ erf (µlowr12)

r12
+ λ(r1, r2)

(
a exp(−br2

12)
)

(5.2)

where the Gaussian function would add some sharpness to the potential, defining

the upper-limit, and λ regulates the transition between the two limits. Pursuing

the local-µ approach seems less appealing now that we know the consequences

of changing the form of the potential, but this was the original goal of this

project.

• Instead of using HF as a reference, use the seniority-zero Hamiltonian. It would

also be reasonable to treat same-spin and opposite-spin electron pairs differently,

perhaps always choosing µ→∞ for same spin electrons.

• For the extrapolation approach, sometimes larger µmax may be required to
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achieve certain accuracy. One way to compute energies at larger µ while main-

taining low computational cost is to use larger ε1. In that case one would need

to extrapolate in both dimensions, µ → ∞ and ε → 0 at the same time. This

is possible with a small modification in the form of the model,

E(KL,KL)(ε, µ) ≡
∑L

l=0

∑L−4
k=0 alkTl,εTk,µ + φ

∑L
l=0 alk (KTK−2,µ + TK,µ)Tl,ε

1 + b01T1,µ + b10T1,ε +
∑L

l=1

∑K−1
k=1 blkTl,εTk,µ + φ

∑L
l=1 blKTl,εTK,µ

(5.3)

where Tk,µ = Tk (µ/µmax), and Tk,ε = Tk (ε/εmax).
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Appendix A

Asymptotic model for Hydrogen

atom

A.1 Hydrogenic atoms: µ dependence and inte-

grals’ scaling.

The leading term in the hydrogenic radial function is

Rnl(r)
2 ∼ Z3(Zr)2le−2Zr/n, (A.1)

therefore

Rnl(r)
2r2dr ∼ ρ2l+2e−2ρ/ndρ (A.2)

where ρ = Zr. Now, let

I(µ) =

∫ ∞
0

f(µr)Rnl(r)
2r2dr (A.3)
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then

I(µ) ∼
∫ ∞

0

f
(µρ
Z

)
ρ2l+2e−2ρ/ndρ

=

(
Z

µ

)2l+3 ∫ ∞
0

f(x)x2l+2e−2Zx/µndx

=

(
Z

µ

)2l+3 ∞∑
i=0

ai

(
Z

µ

)i
, (A.4)

where x = µρ/Z and

ai =
(−1)i

i!

(
2

n

)i ∫ ∞
0

f(x)x2l+i+2dx. (A.5)

For f(µ r/Z) = erf(µ r)/Zr, f(x) = (µ/Z)erf(x)/x and the power of the asymptotic

term is (2l + 2).

A.2 Model Hamiltonian from first-order perturba-

tion theory.

We define the model Hamiltonian as

Ĥµ = −1

2
∇2 −

[
c exp(−α2r2) +

erf(µ r)

r

]
, (A.6)

where the parameters c and α should be chosen so that the eigenvalues of this operator

are as close as possible to the ones of the physical operator,

Ĥ0 = −1

2
∇2 − 1

r
. (A.7)
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The difference between the two operators

wµ = Ĥµ − Ĥ0 =
erfc(µ r)

r
− c exp(−α2r2) (A.8)

is treated as a perturbation. We want the perturbation to vanish as µ → ∞. More-

over, we would like to keep a single parameter, µ, and make c and α functions of

µ. As we mentioned in section 3.1, one way to produce 〈ψi|wµ|ψi〉 = 0 is to choose

α increasing with µ. When we expand the expectation value of wµ for large values

of α and µ we obtain, for l = 0 states, the integrals of the hydrogenic functions

ψn0 = {4e−r, (2− r)e−r/2, 4
729

(27− 18r + 2r2)e−r/3} are

〈ψn0|wµ|ψn0〉 = n−3 [A(α, c) +B(µ)] +O(µ−5), (A.9)

where

A(α, c) = −c
√
π

α3
+

4c

α4

comes from 〈ψn0|c exp(−α2r2)|ψn0〉 and

B(µ) =
1

µ2
− 8

3
√
πµ3

+
3

2µ4
,

from 〈ψn0|erfc(µr)/r|ψn0〉. Note that we used arbitrary multiplicative factors (4, 1

and 4
729

respectively) to simplify the expressions. We can use this trick because we

want to equate all expressions to 0.

In order to eliminate terms of order µ−2, we set
√
π cα−3 = µ−2. This means that

c = γ µ, α = κµ and γ = κ3/
√
π. Substituting these values into the expansion (A.9)

corresponding to n = 1 we see that the coefficient of µ−3 vanishes if γ = (2κ4)/(3
√
π).
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From the last two equations we get

γ =
27

8
√
π
, κ =

3

2

for which the energy of the S states is correct up to µ−4. To eliminate the error for µ−4,

we would need to consider corrections from second-order perturbation theory. For l =

1 the expansion of the expectation value of wµ starts with terms proportional to µ−4

and, in general, for an arbitrary l, the leading term of the expansion is proportional

to µ−(2l+2).

Now let us consider the expansion of the expectation values of wµ for the linear

forms α = κµ + α0 and c = γµ + c0 with the parameter γ and κ from the previous

step. The condition for the elimination of the µ−2 term remains the same as above.

The coefficient of µ−3 is equal to

d3 = −8 c0

√
π

27
+ 2α0 (A.10)

and is the same for all l = 0 states. The coefficient of µ−4 for l = 0 states is n-

dependent. For n = 1 it is equal to

d4 =
1

6
+

64 c0

81
− 64α0

9
√
π

+
16

27

√
π c0 α0 −

8α2
0

3
(A.11)

Solving equations d3 = d4 = 0 for c0 and α0 we obtain:

c0 =
27α0

4
√
π
, α0 =

8±
√

64− 18π

12
√
π

. (A.12)

This gives two possible solutions: {c0 = 0.94364, α0 = 0.24778} and {c0 = 1.92115, α0 =
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0.50446}. When we use either of these sets of parameters and expand the first-order

correction to fourth order in 1/µ, we have:

1s : 0, 2s : − 1

48µ4
, 3s : − 2

81µ4
, 2p :

1

6µ4
,

3p :
1

9µ4
, 3d : 0.

Thus the error of the first-order correction to the eigenvalues is proportional to µ−4.
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Appendix B

Implementation of the Modified

potentials

B.1 Modified two-electron integrals

Here we use the notation by Ahlrichs [Ahl06]. We start from unnormalized atom-

centered GTOs, with orbital exponent α, at the center A, and quantum numbers

a = (ax, ay, az)

|a〉 = φa(r) = (x− Ax)ax (y − Ay)ay (z − Az)az e−α|r−A|
2

(B.1)

Defining the functions φb,φc and φd in the same manner, the two-electron integral

is defined as

I(ab|cd) =

∫
φa(r1)φb(r2)g(r12φc(r1)φd(r2) (B.2)

where g is an interaction potential that we can define in different ways (including our
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erf function), as I will show later.

ζ = α + β, η = γ + δ, ρ =
ζη

ζ + η
, (B.3)

P =
αA + βB

ζ
, Q =

γC + δD

η
, (B.4)

T = ρ|P−Q|2, (B.5)

Sab = e
αβ
ζ
|A−B|2 , Scd = e

γδ
η
|C−D|2 . (B.6)

We define the basic integral

I0 = I(00|00) =

(
π

γP + γQ

)3/2

SabScdG0(ρ, T ) (B.7)

were

G0(ρ, T ) =

∫
e−ρ|r−P+Q|2g(r)d3r, (B.8)

where r = (r1 − r2). For integrals with higher angular momentum, we use:

D̂ =
∂

2α∂Ax
, (B.9)

|a + 1x〉 = D̂|a〉+
ax
2α
|a− 1x〉, (B.10)

I((a + 1x)b|cd) = D̂I(ab|cd) +
ax
2α
I((a− 1x)b|cd), (B.11)
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with 1i = (δixδiyδiz) for i = x, y, z. Finally, we need to define Gn(ρ, T ):

Gn(ρ, T ) =

(
− ∂

∂T

)n
G0(ρ, T ) (B.12)

and

D̂Sab = (Px − Ax)Sab, (B.13)

D̂Gk(ρ, T ) = − ρ

γp
(Px −Qx)Gk+1(ρ, T ), (B.14)

D̂(Px − Ax) = − β

1αγp
, D̂(Px −Qx) =

1

2γP
. (B.15)

.

B.1.1 G0 from different interaction potentials g(r)

From equation (52) of Ahlrichs, we obtain the expression to evaluate the error function

integrals:

g(r) =
erf(µr)

r
: G0(ρ, T ) =

2π

ρ

µ√
µ2 + ρ

F0

(
µ2T

µ2 + ρ

)
, (B.16)

here I will define cm

cm =
µ2

µ2 + ρ
(B.17)

then, equation (22) becomes

G0 =
2π

ρ

√
cmF (cmT ) (B.18)
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and

Fn(cmT ) =

∫ 1

0

(cm)nt2ne−cmTt
2

dt. (B.19)

This is equivalent to:

Fn(T ) =

∫ µ√
µ2+ρ

0

√
cmt2ne−Tt

2

dt. (B.20)

For the Gaussian function repulsion integrals we have:

g(r) = ce−α
2r2 : G0 = (

π

ρ+ α
)3/2ce−Tf(α) (B.21)

where:

f(α) =
α

ρ+ α
. (B.22)

And the derivatives are:

Gn = (
π

ρ+ α
)3/2f(α)nce−Tf(α) (B.23)

B.2 Short-range correlation functional for the asymp-

totic erfgau interaction

The correlation energy is obtained with a modified version of the Freeman [Fre77] fit

with the model long-range potential. The short-range correlation energy per particle

is computed as:

εsr ,µc (rs) = εVWN
c (rs)

(
1− εlr ,µc (rs)

εlr ,µ→∞c (rs)

)
(B.24)
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were εVWN
c (rs) is the correlation energy per particle with the Coulomb interaction

from the parametrization of Vosko, Wilk and Nusar(VWN) [VWN80]. Then, we use

a grid with εsrc (rs) to construct an interpolant. For the interpolation we use a change

of variables:

fµ(rs) = ln(−εµc (rs)) (B.25)

so the function interpolate on rs ∈ (0,∞) using cubic Splines with natural boundary

condition. From the interpolant we can also get the derivative of the function fµ(rs):

∂ ln(−εc(r))

∂rs(r)
=

∂εc(r)
∂ρ(r)

∂ρ(r)
∂rs(r)

εc(r)
(B.26)

and

∂εc(r)

∂ρ(r)
=
εc(r)∂ ln(−εc(r))

∂rs(r)

∂ρ(r)
∂rs(r)

=
εc(r)f ′(rs)

∂ρ
∂rs

=
εc(r)f ′(rs)

− 9
4πr4s
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Therefore, the short-range correlation potential is

vc(ρ(r)) = εc(r) + ρ(r)
εc(r)f ′(rs)

− 9
4πr4s

(B.27)

= εc(r) + ρ(r)
εc(r)f ′(rs)

− 9
4π( 3

4πρ
)4/3

(B.28)

= εc(r) + ρ(r)
εc(r)f ′(rs)

−62/3π1/3

( 1
ρ

)4/3

(B.29)

= εc(r) + ρ(r)
εc(r)f ′(rs)

−62/3π1/3ρ4/3
(B.30)

= εc(r) + ρ(r)
εc(r)f ′(rs)

−ρ(r)(36πρ(r))1/3
(B.31)

= εc(r)− εc(r)f ′(rs)

(36πρ(r))1/3
(B.32)

B.3 Short-range exchange functional for the asymp-

totic erfgau interaction

The exchange energy of the uniform electron gas per particle is

εx(r) = Cxρ(r)1/3 (B.33)

and the energy functional

Ex[ρ(r)] = Cx

∫
ρ(r)4/3dr = −3

4

(
3

π

)1/3 ∫
ρ(r)4/3dr, (B.34)

so the potential δEx/δρ is

vx(r) = Cx
4

3
ρ(r)1/3. (B.35)
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The expression used in Mathematica [Mat] to compute the exchange energy per

particle is (this comes from equation (3.36) of Fetter-Walecka)

εx(r) = −4π
1

(kF )3/3π2
(2π)6 4

3
π(kF )32kF

∫ 1

0

4π

(
1− 3

2
x+

1

2
x3

)
dx (B.36)

substituting kF = 1/αrs and α =
(

4
9π

)1/3
and solving the integral we get:

εx(r) = − 3

4rs

(
3

2π

)2/3

(B.37)

which is equal to equation B.33. Now, if we use the model potential Ṽ (r) = erf(µr)
r

+

c(µ)e−α(µ)2r2

εx(r) = −4π
1

(kF )3/3π2
(2π)6 4

3
π(kF )32kF

∫ 1

0
4π

(
1− 3

2
x+

1

2
x3

)
(B.38)(

e
− (2kF x)

2

4µ2 +
(2kFx)2

4π
c(µ)π3/2a(µ)−3e

− (2kF x)
2

4a(µ)2

)
dx

(B.39)

After evaluating the integral in (B.39) and the change of variables: v1 = (3π2ρ)
1/3

and v2 = v2
1, the exchange energy per particle of the asymptotic erfgau potential is:

εx(r) =

(
32/3a(µ)c(µ)

2π7/6
− a(µ)c(µ)e−v2/a(µ)2

2× 31/3π7/6
+

32/3µ2

2π5/2
− e−v2/µ2µ2

31/3π5/3

)(
1

ρ

)1/3

(B.40)

+

(
−a(µ)3c(µ)

3π5/2
+
a(µ)3c(µ)e−v2/a(µ)2

3π5/2
− µ4

6π3
+
e−v2/µ

2
µ4

6π3

)(
1

ρ

)
(B.41)

− 1

2
c(µ)erf(v1/a(µ))− µ erf(v1/µ)√

π
(B.42)
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The short-range exchange potential,

vx =
δEx[ρ(r)]

δρ(r)
= εx(r) + ρ(r)

∂εx(r)

∂ρ(r)
, (B.43)

where

∂εx(r)

∂ρ(r)
=

(
− a(µ)c(µ)

2× 31/3π7/6
− a(µ)c(µ)e−v2/a(µ)2

2× 31/3π7/6
− µ2

2× 31/3π5/2

)(
1

ρ

)4/3

+

(
a(µ)3c(µ)

3π5/2
− a(µ)3c(µ)e−v2/a(µ)2

3π5/2
+

µ4

6π3
− e−v2/µ

2
µ4

6π3

)(
1

ρ

)2

is then

vx(r) = εx(r) +

(
− a(µ)c(µ)

2× 31/3π7/6
− a(µ)c(µ)e−v2/a(µ)2

2× 31/3π7/6
− µ2

2× 31/3π5/2

)(
1

ρ

)1/3

+

(
a(µ)3c(µ)

3π5/2
− a(µ)3c(µ)e−v2/a(µ)2

3π5/2
+

µ4

6π3
− e−v2/µ

2
µ4

6π3

)(
1

ρ

)
(B.44)

=

(
a(µ) c(µ)

π7/6
− a(µ)c(µ)e−v2/a2

π7/6
+

µ2

π5/3
− e−v2/µ2

π5/3

)(
1

3ρ

)1/3

− 1

2
c(µ)erf(v1/a(µ))− µ erf(v1/µ)√

π
(B.45)
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[GEAKS16] C. E. González-Espinoza, P. W. Ayers, J. Karwowski, and A. Savin.

Smooth models for the coulomb potential. Theor. Chem. Acc.,

(135):256, 2016.

[GGS06] P. Gori-Giorgi and A. Savin. Properties of short-range and long-range

correlation energy density functionals from electron-electron coales-

cence. Phys. Rev. A, 73:032506, 2006.

[GL76] O. Gunnarsson and B. I. Lundqvist. Phys. Rev. B, 13:4274–4298, 1976.

[HJ74a] J. Harris and R. O. Jones. PJ. Phys. F: Metal Phys., 4:1170–1186, 1974.

[HJ74b] J. Harris and R. O. Jones. The surface energy of a bounded electron

gas. J. Phys. F: Metal Phys., 4:1170–1186, 1974.

[HK64] P. Hohenberg and W. Kohn. Inhomogeneous electron gas. Phy. Rev.,

136(3B):B864–B871, 1964.

[HKKN97] T. Helgaker, W. Klopper, H. Koch, and J. Noga. Basis-set convergence

of correlated calculations on water. J. Chem. Phys., 106:9639–9646,

1997.

141
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Ph.D. Thesis - Cristina E. González Espinoza McMaster - Chem & Chem Bio

[VWN80] S. H. Vosko, L. Wilk, and M. Nusair. Accurate spin-dependent electron

liquid correlation energies for local spin density calculations: a critical

analysis. Can. J. Phys, 58(8):1200, 1980.

[Yan98] W. Yang. J. Chem. Phys., 109:10107–10110, 1998.

[YTH04] T. Yanai, D. Tew, and N. Handy. A new hybrid exchange-correlation

functional using the coulomb-attenuating method (cam-b3lyp). Chem.

Phys. Lett., 393:51–57, 2004.

149


