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Abstract

Recently data generation has become an important research topic. Simulated data are

not expensive and can be used immediately after being generated. Unlike simulated

data, real data is expensive and time consuming to collect and in many cases real world

data need to be cleaned before using. In this work we have developed a software that

can generate soft data from events. This software generates output of NLP without

using NLP complex technique, which can be used for testing fusion algorithms or

using the generated data for testing data quality, as well as data mining algorithms.

All the coding part has been done in C++ using Microsoft Visual Studio.
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Notation and abbreviations

NLP Natural Language Processing

POS Part Of Speech

OSM Open Street Map

ERC Event Report Capability
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Chapter 1

Introduction and Problem

Statement

Data from simulation provides the opportunity to test models and algorithms before

applying to real world data. Today, In both academia and industry researchers prefer

to work with simulated data, since it is inexpensive and can be collected faster than

real world data.

There are two kind of data: hard data and soft data. Hard data is the type

of the data that come from devices like sensor, camera and computer. On the other

hand, soft data come from human observation and decisions [1]. Data that come from

devices are quantitative and can be measured and shown by numbers and graphs as

opposed to soft data, which are qualitative and derived from human judgment [1].
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Traditionally, researchers who work on multi-sensor data fusion collected their

data from actual sensors. For example, in the problem of self-drive vehicles fusion

of information gathered from multiple sources plays an important role in building a

comprehensive situation picture for vehicles [2]. A self-drive vehicle, that can be used

in real world driving environments, must be able to reliably detect and effectively track

the nearby moving objects. In [3] the author presents a new, moving object detection

and tracking system that is based on fusing their observations from active sensors (i.e.,

radars and LIDARs) with a vision sensor(i.e.,Optical or IR camera). In their system,

the vision module detects pedestrians, bicycles, and vehicles to generate corresponding

vision targets. Then, the system uses this visual recognition information for improving

a tracking model selection, data association, and movement classification of their

algorithm. Another critical application of multiple sensor information fusion is for

extracting the road lines and borders. Radar sensor cannot provide any information

for this purpose. This is when that observations from a camera can play an important

role and fill the gaps. On the other hand, since the cameras are usually installed in

the front window of vehicles they cannot cover the vehicle blind spots. Here it is the

Radar or Lidar sensor that provide information.

However, there has been an increasing interest in using soft data for data fusion

based applications that can yield more accurate fused information. Especially in the

cases where physical sensors do not cover all the area and information from the field

2
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help to cover blind spot in fusion area. For example, what is the best path from your

work to airport especially when you are in a hurry. From experience we know the

shortest distance but we also know that the shortest path is not always the fastest;

there maybe delays due to traffic or accident on the routes. In such scenario not only

do we need hard data, which tell us our route options and distances but also need to

know what is happening on the route that can come from people who are on the field

at the time. Figure 1.1 shows how soft data and hard data can work together to get

output.

Figure 1.1: Hard Data/Soft Data Fusion Diagram.

There are several ways to get human generated data such as text message, phone

call and social media platforms such as Facebook and Twitter. The problem is that

most of the companies like Twitter and Facebook are reluctant to share their users’

information and even when they do it tends to be very expensive. Furthermore, even

after obtaining the data some complex algorithms like Natural language Process-

ing(NLP) should be done on the data to extract the key words and get it ready for

3
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use. What NLP algorithms are doing here is converting human languages to quanti-

tative form for further usage [4]. NLP demands efforts such as structuring the text,

finding and extracting features, word segmentation, Part of Speech (POS) tagging

and parsing [5].

In this work I have tried to create a software that can generate soft data from

different events. Our software can generate the output of NLP without using NLP

complex technique. Researchers can use this soft data in many areas like testing their

fusion algorithms or for testing data quality, and for data mining algorithms.

1.1 Related Works

Simulated data are cheap and can be used immediately after being generated as

opposed to real data, which is expensive and time consuming to collect and in many

cases real data need to be cleaned before using.

Data generation is used in many fields from industry to health science and from

military to academia. For example, data simulation software in human genetics was

attempted in [6]. A novel software package for simulating of genomics data has been

discussed in this paper [6]. A soft data simulation has been used for processing

biomedical data in health science [7].

There is a huge demand for the applications that apply fusion technique on soft

information sources [8]. In [9] the author used graphical methods for real time fusion

4
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with soft data. This study describes how to associate and use data for intelligence

analysis purposes. Study in [10] shows the steps for generating data set for soft/hard

information fusion. In [11] the authors had some research on soft and hard data

collection. As we discussed before soft data are qualitative and it is difficult to show

them as numbers and graphs.However, There are some studies to convert qualitative

data to quantitative data. In [12] the authors used fuzzy set theory to convert soft

data to quantitative data and then combined that with hard data. In [13] the author

first converted all soft data into hard data and then used graphs to associate them.

1.2 Proposed Approach and Contribution

As discussed in previous sections the lack of soft data is a significant barrier to test

fusion methods. In this work, a Software, which is able to generate soft data, the

output of NLP algorithms, has been designed.

The challenge here is to convert qualitative data into the quantitative format to

use it in our software. To the best of this author’s knowledge, Fuzzy Set Theory is

the the best approach for simulating qualitative data.

For having a realistic generated data, I tried to make it as real as possible. Con-

sider a situation in which the person(sensor) report does not include the exact color of

the cars involved in an accident. The word for color is ambiguous data. Our approach

for this category of information are Confusion Matrixes. In each of these matrixes an

5
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inaccurate data can be an accurate one by a probability, which is based on real world

situation. Using Bayesian Network, we introduced a method for soft data fusion. The

software also supports both the first hand and second hand information. We also gave

characteristics for sensors, which can be useful in situations where Machine Learning,

data mining or data quality need to be applied on soft data.

1.3 Organization of the Thesis

This thesis is divided into four chapters. Chapter 2 discusses mathematical back-

ground in fuzzy data modeling. Chapter 3 presents the proposed approach to gener-

ating soft data. Chapter 4 presents results and simulation.

6



Chapter 2

Soft Data Modeling

In most of the real world applications, information and data are imperfect and uncer-

tain [14], especially in soft data where information can be vague and imprecise. For

example, the speed of the car was a little fast is a vague expression. Traditional data

modeling systems , are incapable of modeling the uncertain information [15]. Since

the 1980s, when fuzzy logic has been introduced by Zadeh [16], it has been used to

represent and extend many data models. One of the main reasons for introducing

fuzzy logic was to improve the traditional data modeling algorithms and being able

to represent the imperfect and uncertain data in any database [15].

7
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2.1 Imperfect Data and Fuzzy set Theory

We can classify imperfect data in different categories. As we can see from Table 1

the first category is inconsistency and it is semantic conflict. It means that one data

has been represented more than once and with different values in the database [15].

For example, the number of cars involved in the accident is saved twice of 5 and 7 in

the database.

Table 2.1: Different Type of Imperfect Data
Imperfect Data

Inconsistency Imprecision Vagueness Uncertainty Ambiguity

Characteristics
Semantic
Conflict

Relevant to
Attribute Value

Linguistic
Value

Degree of truth
of Attribute value

Several
interpretation

Imprecision data value should be chosen from a given range; the color of the car

is {red, orange, yellow}, and vagueness data always have linguistic values [15]. For

example, the speed of the red car was fast. Uncertainty depends on the amount of

accuracy of an attribute value [15]. An example of that kind of data can be, I am

80% sure that the color of the car was red. The ambiguity means that we can have

several interpretation from one value belonging to an attribute.

2.2 Fuzzy Sets and Fuzzy Data Representation

There has been some research on different type of imperfect information as shown in

Tablel 1. Also there are many ongoing research on imprecision and uncertain data

8



M.A.Sc. Thesis - Saeid Rostami McMaster - Electrical Engineering

are based on fuzzy sets and probability distribution theories [17]. Zadeh in [16] and

[17] explains the fuzzy sets as follows:

Let U be a universe of discourse and a fuzzy value of U can be obtained by a

Fuzzy set F in U. The fuzzy set F in the universe of information U can be defined as

a set of pairs and it can be shown as

F = {(µF (u), u)|u ∈ U} (2.1)

Here µF is membership function for F and can be defined as

µF : U → [0, 1] (2.2)

here µF (u) is the membership degree of u in the fuzzy set F for each u ∈ U . Then

we can define the fuzzy set F as

F = {(µF (u1), u1), (µF (u2), u2), ..., (µF (un), un)} (2.3)

When the membership degree µF (u) is supposed to be a measure of the possibil-

ity that a variable X has the value u, and fuzzy value is described by a possibility

distribution πx [17] as

F = {πX(u1), u1, πX(u2), u2, ..., πX(un), un} (2.4)
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Here πX(ui) is the possibility that ui is true. We also know that ui ∈ U and πX

the possibility distribution representation.

2.3 Fuzzy Data Modeling

In Equation 2.4, πX is the possibility distribution that shows the fuzzy value of

variable X. Then we can conclude that the value of X is fuzzy and it can take one of

the possible values of (u1, u2, ..., un) [18].

For years, fuzzy sets and possibility theory have been used for modeling various

type of data. In fuzzy database models, linguistic tags are used for showing fuzzy

data [19], like, fast and slow for speed or young and old for age.

Figure 2.1: Representation of fuzzy data

As can be seen from Figure 2.1 and 2.2 three linguistic tags are young, middle age

and old. The membership function has been defined over the domain {13, 14, , 15, .., 90}

10
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and can be shown as {0, 35, 40}, {35, 40, 50, 55} and {50, 55, 90} respectively. Each

of those values {u1, u2, ..., un} is linked to an attribute in the database and XML file.

In terms of database or XML each attribute has a data type the domain. Domain is

the possible value that each attribute can obtain[18].

Figure 2.2: Linguistic Data Model

In traditional data model systems only some atomic data like an integer or real

for each attribute are provided. However, in modern database systems, which may

have complex values like collection and defined data type and fuzziness, can be in all

data types [18].

11
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2.3.1 Fuzzy Atomic Data Type

Atomic data is the basic data type defined by the Data Base Management System

(DBMS)[18]. However, every system and database has its own data type like inte-

ger, string, float, boolean etc. Assume a university acceptance system based on an

entrance exam where {90,Accepted}, {70,Conditional Accepted}, {60,Failed}. These

fuzzy subset is a possibility distribution that is defined for Accepted, Conditional

Accepted and Failed.

2.3.2 Fuzzy Collection Data Type

According to [18] Collection data type are used to represent a collection of data for

an attribute. The subsets of collection data type can be an atomic data or another

collection set. Assume that we have a set value {very slow, slow, fast, very fast}

and the numerical value representing of the set has fuzzy numerical value. Here the

linguistic tags are very slow, slow, fast and very fast and it is obvious that fast can

be interpreted as modified fuzzy set of very fast. Then its membership function can

be obtained through the membership function of very fast[18].

2.3.3 Fuzzy Defined Data Type

Based on information in [18] we have two kinds of defined data types: reduced defined

data type and aggregative defined data type. In reduced defined data type we put

12
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some constrain on the underlying data type. For example we can say the speed of a

car can be minimum zero and maximum 300 km/h. Aggregative defined data type

tries to demonstrate the real object of the world and it contains attributes and each

attribute has a value range and the fuzziness of aggregative data type come from

those value ranges [18].

2.4 Mathematical Operations on Fuzzy Sets

Assume we have two fuzzy sets Ã and B̃ , the universe of information U and element

u belongs to U.

Figure 2.3: Fuzzy set Ã

13
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Figure 2.4: Fuzzy set B̃

2.4.1 Union

Union, exclusive OR, of two fuzzy sets Ã and B̃ can be defined as follows [17]:

µÃ∪B̃(U) = Max(µÃ(U), µB̃(U))∀u ∈ U (2.5)

Figure 2.5: Union of fuzzy set Ã and fuzzy set B̃

14
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2.4.2 Intersection

Assume that we have two fuzzy sets Ã and B̃ like above, then we can say that the

intersection or logical And of two fuzzy sets Ã and B̃ can be defined as follows [17]:

µÃ∩B̃(U) = Min(µÃ(U), µB̃(U))∀u ∈ U (2.6)

µÃ∩B̃(U) = Min(µÃ(U), µB̃(U))∀u ∈ U (2.7)

In the following figure it is shown graphically the intersection of two fuzzy sets.

Figure 2.6: Intersection of fuzzy set Ã and fuzzy set B̃

15
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2.4.3 Complement

The membership function of complement can be defined as follows [17]:

µ
Ã

(U) = 1− µÃ(U)∀u ∈ U (2.8)

Figure 2.7: Complement of fuzzy set C̃

2.5 Properties of Fuzzy Sets

Based on the research of [20] the fuzzy sets have the following properties:

2.5.1 Commutative Property

Assume that we have two fuzzy sets Ã and B̃ then we can write following equations:

Ã ∩ B̃ = B̃ ∩ Ã (2.9)

16
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Ã ∪ B̃ = B̃ ∪ Ã (2.10)

2.5.2 De Morgans Law

Ã ∪ B̃ = B̃ ∩ Ã (2.11)

Ã ∩ B̃ = B̃ ∪ Ã (2.12)

2.5.3 Associative Property

Having three fuzzy sets Ã, B̃ and C̃ then we can write following equations:

Ã ∩ (B̃ ∩ C̃) = (Ã ∩ B̃) ∩ C̃ (2.13)

Ã ∪ (B̃ ∪ C̃) = (Ã ∪ B̃) ∪ C̃ (2.14)

2.5.4 Transitive Property

IfÃ ⊆ B̃ ⊆ C̃, thenÃ ⊆ C̃ (2.15)

2.5.5 Distributive Property

Ã ∩ (B̃ ∪ C̃) = (Ã ∩ B̃) ∪ (Ã ∩ C̃) (2.16)

Ã ∪ (B̃ ∩ C̃) = (Ã ∪ B̃) ∩ (Ã ∪ C̃) (2.17)

17
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2.5.6 Identity Property

Assume that we have a fuzzy set Ã and universal set U.

Ã ∪ U = U (2.18)

Ã ∩ U = Ã (2.19)

2.6 Dempster Shafer Theory

The Dempster-Shafer theory (DST) can be interpreted as the theory of belief functions

and the generalization of Bayesian theory of subjective probability. And DST is a

general framework for dealing with uncertainty [21]. It is a theory of evidence because

it deals with weights of evidence. It is also a theory of plausible reasoning because it

works with combination of evidence [22].

Assume that we have a set of n elemental propositions,{a1, a2, a3} (frame of dis-

cernment). A proposition can be {a1 ∩ a2ora1 ∩ a2 ∩ a3} [22]. Here we can say that

Θ(Θ = {a1, a2, a3}) is representing all possible facts of a system and 2Θ is the subset

of Θ including the empty set {∅}, 2Θ = {{a1, a2, a3}, {a1, a2}, {a2, a3}, {a1, a3

}, {a1}, {a2}, {a3}{∅}}. The theory of evidence assigns a belief mass to each element

of 2Θ and a mapping m : 2Θ → [0, 1] is called a basic belief assignment (BBA) [23].

The Belief Mass Assignment (BMA) assigns values m(Λ) for all subsets Λ ∈ 2Λ as

18
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following functions [23]:

m(Λ) ≥ 0 (2.20)

m(∅) = 0 (2.21)

∑
Λ∈2Θ

m(Λ) = 1 (2.22)

As we can see from above equations the mass function should always be equal or

bigger than zero and the mass function of an empty set is zero. Also it is obvious

from Equation 2.24 that the sum of all masses of all subsets of 2Λ should be one.

2.6.1 Belief and plausibility

The belief function (Bel) over 2Λ → [0, 1] can be calculated from the basic probability

assignment m [24] as follows:

Bel(Λ) =
∑

B|B⊆Λ

m(B) (2.23)

Belief in a hypothesis is the sum of the masses of all subsets of the hypothesis set.

Belief measures the strength of the evidence in favor of a proposition p. It ranges

from 0 to 1 [25]. Also the plausibility function (PI) over 2Λ → [0, 1] is defined as

follows:

19
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PI(Λ) = 1−Bel(Λ̄) (2.24)

PI(Λ) =
∑

B|B∩Λ 6=∅

m(B) (2.25)

As can be seen from above equations Plausibility is equal to one minus the sum

of the masses of all sets. In other words plausibility is the sum of the masses of all

sets whose intersection with the hypothesis is not empty. Like belief, the plausibility

also ranges from 0 to 1. Plausibility (PI) is an upper bound and belief (Bel) is the

lower bond on the possibility that the hypothesis could be true [25].

Bel(Λ) ≤ P (Λ) ≤ Pl(Λ) (2.26)

If we have the Bel(B) for all subsets of B of Λ then the mass of m(Λ) can be

calculated as follows:

m(Λ) =
∑

B|B⊆Λ

(−1)|Λ−B|Bel(B) (2.27)

For example, assume that we witnessed a car accident in the street and we have

a belief of 0.4 and a plausibility of 0.6 that the driver of red car is dead. This means

that we have strong facts that allow us to say the driver of red car is dead with the
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confidence of 0.4. However, there is a possibility of 0.3 that the driver of red car is

alive. Also we have a mass of 0.3 (because the probability should be added up to

one) that the driver could either be dead or alive.

Table 2.2: Dempster Shafer Rule Table
Hypothesis Mass Belief Plausibility

Null (neither alive nor dead) 0 0 0
Alive 0.3 0.3 0.4
Dead 0.4 0.4 0.6

Either (alive or dead) 0.3 1 1

It can be seen from Table 2.2 that the sum of mass functions is equal to one while

the sum of belief and plausibility do not have to be one and the null hypothesis is

zero. Also the universal hypothesis Either is always one. Whereas the hypothesis of

Alive and Dead have probabilities of 0.3 and 0.4, respectively.

2.6.2 Dempster’s rule of combination

Assume that we have two independent sets of probability mass assignments for a spe-

cific problem and we want to combine those independent mass assignments. Different

sensors can express their beliefs over specific event based on their interpretation and

Dempster’s rule of combination can be used as fusion algorithm. This rule focuses on

common shared belief between multiple sources and ignores all the conflicting. The

combination of two masses m1 and m2 is calculated as follows [26]:
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m1,2(∅) = 0 (2.28)

m1,2(A) = (m1 ⊕m2)(A) =
1

1−K
∑

B∩C=A=∅

m1(B)m2(C) (2.29)

Where,

K =
∑

B∩C=∅

m1(B)m2(C) (2.30)

As can be seen from Equation 2.30 the combination of two empty sets is equal

to zero. In Equation 2.32 K is a measure of the amount of conflict between the two

mass sets. For multiple independent evidences the combined version can be obtained

as follows [26]:

m(A) =
1

1−K
∑
∩Ai=A

∏
1≤i≤n

mi(Ai)forA 6= ∅ (2.31)

m(∅) = 0forA = ∅ (2.32)
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Chapter 3

Soft Data Simulating

In this chapter different parts of soft data simulator, supported data types and reports

from second hand information are discussed. The soft data simulator is composed of

four major parts:

• Event Simulator

• Traffic Simulator

• Sensor Configuration Part

• Sensor Affiliation

As can be seen from Figure 3.1 each part functions independent of each other

where the output of each part is the input of soft data simulator. Event simulator
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and sensor affiliation have their own configuration files. The configuration files and

output of each component are in XML format.

There are some challenges in generating soft data including:

• Being realistic

• Working with linguistic base data

• Expressing information in XML format

• Soft data fusion

Figure 3.1: Input and output of soft data simulator
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Since the generated soft data will be used in different areas like tracking, soft/hard

data fusion, data accuracy and anomaly detection, the generated soft data should be

as realistic as possible to test on different algorithms. Another challenge here is

working with linguistic data type since it is difficult to interpret. For example, if

there is an accident on the street, for one person the severity can be catastrophic but

for another normal. Expressing the information in XML format is also challenging

since the XML files should be as user friendly as possible as well as be able to cover

all the information that the soft data simulator needs. Soft data fusion is one of

the most challenging part of this application. Since the soft data is qualitative type

data it is important to be able to express them in quantitative model. For example,

if someone claims that the car is fast, then fast can be interpreted differently from

person to person.

3.1 Probabilistic Data in XML

In this section, how the data is stored in and read from XML file is discussed. Tra-

ditionally database management systems handle information with zero randomness

data. However, recently in most applications there is a need to handle uncertain data

too [27]. In this section it is shown how data can be represented and used from a

XML file. According to [27], in many domains like scientific areas it is very difficult to

have data with 100% of certainty, and errors can not be modeled by using traditional
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database system. Managing data in XML format has its own challenges. XML file

has a structured base format, which sometimes makes it difficult to show probabilistic

base data in structured format [27].

3.1.1 Data Representaion

As we talked above XML file format is structured and the structure is variable with a

certain probability between 0 and 1 [27]. In this project we put the variables’ names in

attributes of each level of XMl file and assign a certain probability for each attribute.

The nodes probabilities are not independent and it is obvious from the Figure 3.1

that each node probability is dependent to its parent. Each node probability exists

if the parent node probability is available. Otherwise the probability of that node is

zero [27].
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Figure 3.2: XML nodes probability

Here we assume that the main node, node A, has a probability of 1 and the other

nodes have conditional probabilities of their parents. For calculating the probability

of each node we can use the Bayes formula. For example, assume the chain of nodes

as Figure 3.1, the probability of P (A), P (B) and P (C) can be defined as follows:

P (A) = 1

P (B|A) =
p(A|B)× P (B)

p(A)

P (B) = p(B|A)× P (A)

(3.1)

As it can be seen from Equation 3.1 P (A) = 1 since it is the main node and P (B)
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is the conditional probability of P (B|a) times P (A). From the same chain rule the

probability of P (C) can be calculated as follows:

P (C) = P (C|B)× P (B|A)× P (A) (3.2)

The probability of any attribute in an XML file can be calculated by multiplying

of all the conditional probabilities before that attribute.

Figure 3.3: Nodes chain probability in XML file
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3.2 Event Simulator

Event simulator is a platform for generating events. These events can be car accident,

fire accident or any other type of events. The output of event simulator is a XML

file with a specific format. The event Simulator uses Open Street Map (OSM) for

generating location and time of each event. Event simulator output should contain

following information:

• Event name

• Event severity

• Event ID

• Event time configuration

– Simulation duration

– Start time

• Event location configuration

– Latitude

– Longitude

– street name

• Event details
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– Brand

– Color

– Number of passengers

– Speed

– Plate number

Each event has a name and ID. Assume that there are two car accidents in a

street. Then we need an event ID for each event to recognize which event sensors

are reporting about. Simulation time configuration is used to determine the time of

accident and also the time that each person reports of that accident. Event latitude

and longitude are used for gating, which is discussed later in this chapter. Event

details are the actual measurements that people put in their reports.

3.3 Traffic Simulator

The main reason for using traffic simulator is to provide sensors IDs and trajectories.

Usually if sensors are pedestrians or bots the IDs and trajectories are provided im-

mediately otherwise IDs and trajectories first need to be generated for vehicle, drone

or anything else that actual sensors are using and then obtain IDs and trajectories

of sensors based on their movement. Traffic simulator output file should contain the

following information:
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• sensors ID

• Sensors latitude

• Sensors longitude

• Time step of sensors movement

• Speed

• Vehicle

– Vehicle ID

– Number of sensors in the vehicle

– Sensors ID

Figure 3.4: Traffic simulator to sensor trajectory block diagram

31



M.A.Sc. Thesis - Saeid Rostami McMaster - Electrical Engineering

3.4 Sensor Characteristics

As mentioned earlier we want the simulation to be as realistic as possible. Since a

big part of our sensors are people, as in the real world these sensors should also have

characteristics like nationality, political view, sex and so on. These characteristics can

also help with further statistical analysis over the soft data. For sensor characteristics

we have two main XML files. The first one is sensor affiliation file, which acts as a

database for all the characteristics that a person can have. The second is configu-

ration file, which assigns some characteristics on sensors based on given probability.

The following block of codes shows a sample configuration file. As we can see each

affiliation and corresponding child have certain probabilities. It should be considered

that the sum of child probabilities should be one. If the sum of probabilities is not

one, then then software will normalize them to one.

<Sensor−A f f i l i a t i o n −Config>

<A f f i l i a t i o n type = ’ Nat i ona l i t y ’ prob = ’ 0 .9 ’>

<Name name = ’ Canadian ’ prob = ’ 0 .3 ’ />

<Name name = ’ Turkish ’ prob = ’ 0 .7 ’ />

</ A f f i l i a t i o n>

<A f f i l i a t i o n type = ’ Re l i g i on ’ prob = ’ 0 .8 ’>

<Name name = ’ C h r i s t i a n i t y ’ prob = ’ 0 .6 ’ />

<Name name = ’ Hinduism ’ prob = ’ 0 .3 ’ />

32



M.A.Sc. Thesis - Saeid Rostami McMaster - Electrical Engineering

<Name name = ’ Buddhism ’ prob = ’ 0 .5 ’ />

</ A f f i l i a t i o n>

<A f f i l i a t i o n type = ’ P o l i t i c a l View ’ prob = ’ 0 .9 ’ />

<A f f i l i a t i o n type = ’ Sex ’ prob = ’ 0 .9 ’>

<Name name = ’ Male ’ prob = ’ 0 .3 ’ />

</ A f f i l i a t i o n>

<A f f i l i a t i o n type = ’ C i t i z e n s h i p s ’ prob = ’ 0 .8 ’>

<Name name = ’ Canada ,USA ’ prob = ’ 0 .3 ’ />

<Name name = ’ Canada , France ’ prob = ’ 0 .1 ’ />

<Name name = ’USA ’ prob = ’ 0 .1 ’ />

</ A f f i l i a t i o n>

<A f f i l i a t i o n type = ’ Job ’ prob = ’ 0 .7 ’ />

<Name name = ’ Photographer ’ prob = ’ 0 .2 ’ />

<Name name = ’ Engineer ’ prob = ’ 0 .4 ’ />

</ Sensor−A f f i l i a t i o n −Config>

3.5 Gating and Timing

If we have N sensors,{N1, N2, N3, ..., Nn}, and M events,{M1,M2,M3, ...,Mm}, a cer-

tain portion of N sensors can see the event M1 and certain portion the event M2 and
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so on. It means that we need to have a threshold for each event and only sensors

inside that threshold can see the event. It worth mentioning that some sensors can

be in multiple threshold, which means that those sensors can react to more than one

event. The exact location (latitude and longitude) of events can be obtained from the

output of event simulator and the trajectories of sensors can be obtained from traffic

simulator output file. Since we have all of these coordinates, then we can easily apply

gating for each event. The size of threshold is defined by user in sensor configuration

file. As we can see from Figure 3.5 the yellow circle indicates the gating circle for an

event, where every sensor in the yellow area can see that specific event.

Figure 3.5: Gating area for a specific event

Presumably, not every person who witnessed the accident will report it. only a

certain portion of people inside the gate will report the accident. Realistically, not

every sensor that witnesses the accident will report it immediately. Usually people
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want to see the accident as close as possible before reporting it. Consequently, gating

time and closest distance are calculated for each sensor inside the gate and report

time is always calculated after witnessing the accident from the closest distance.

3.6 Sensor Configuration

Sensor configuration file is the main file for soft data simulator, which is composed of

three main parts.

Figure 3.6: Sensor configuration block diagram

The first part is reference time, where the user sets a reference time for the simula-

tor to start. Later, we use this reference time to generate the time of the accident and

the report times of all sensors. The second part is database and additional details,

which is used to represent the external files and their corresponding addresses. As we
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can see from Figure 3.6, the database can be color database, model database and so

on. Confusion matrix is used for enum type data, which is discussed later.

The third part is divided in to two main part. Event Report Capability and

Respond Type and each part has its own subclasses as follow:

• Event Report Capability (ERC)

– Effective sensors probability

– Gating distance

• Respond Type

– Tweet

∗ Measurements

∗ Measurements type

– Phone Call

∗ Measurements

∗ Measurements type

– Text Message

∗ Measurements

∗ Measurements type

– Facebook
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∗ Measurements

∗ Measurements type

Figure 3.7: Data base and confusion matrix input for sensor configuration file

First, a probability is defined for selecting a portion of sensors that are willing to

react to the event and called them Effective Sensors. Then the gating distance, which

we talked about in previous sections is defined here for each type of events. Respond

type is the way that a person can report an event in real life like tweet, text message

and so on. For each response type sensors can report different measurements. For

example if the event is car accident, then the sensors can report on brand and model
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of the cars, number of people involved in the accident or the location of accident. The

user can define any measurements that are related to the accident.

3.6.1 Supporting Data Type

Figure 3.8 shows the types of data and the reasons for their use in this simulator.

Figure 3.8: Supporting data type

Integer data type is used for reporting integer type measurements like number of

passengers in cars, number of people involved in an accident, number of pedestrians

or any integer measurement. Assume that there is a fire accident somewhere in the

city and n people had died. Suppose that K people (sensors) reported that accident

and 70% of sensors mentioned that n people died. The remaining 30% reported the
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wrong answer, intentionally or accidentally. The problem here is to determine what

can be the error and how it can be measured. In terms of being realistic when n

people died the wrong answers should probably be around n, which can be modeled

by Poisson distribution. According to [28] The poisson distribution can be written

as:

P = e−λ
λk

k!
(3.3)

Figure 3.9: Poisson Distribution

Where λ is the average number of event and k = 1,2,3,...,n . Here we assume that

λ is the true value of the measurement mentioned in ground truth. For example, If
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there are m deaths in a specific accident m will be given to the poisson distribution

as λ.

In terms of measurement, the value of measurements should always be obtained

from ground truth and the ground truth values can be found in the event file. For

example, let’s assume that there is a car accident and the sensor wants to report the

number of passengers in each car. Then we can input the number of passengers as

measurement in XML file as the following code. It can be seen from the following

code that the measurement name is number of passengers with the probability of 90%

and the type of the measurement is integer. Also it is obvious that some sensors, with

probability of 60%, will use poisson distribution to generate the measurement value

and the remaining 40% will tell the exact value of ground truth.

<measurement name=” NumberofPassengers ”

prob = ” 0 .9 ” type = ” I n t eg e r ”>

<MeasurmentType Type= ”Random” prob = ” 0 .6 ”>

<D i s t r i b u t i o n name = ” p o i s s o n d i s t r i b u t i o n ”>

</ D i s t r i b u t i o n>

</MeasurmentType>

</measurement>

However, in some cases as it is shown in the next block of code that the value of

measurement is dependent on the values of other measurements. For example, when
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a sensor wants to report the total number of passengers, yet the total number of

passengers is not available in the event file. In this case the dependent measurements

should also be considered in final report. From the code we can see that there is a flag

named Sum. If this flag is true it means that there are some dependent measurements

and their values should be added to each other for calculating the value of final report

for the total number of passengers.

<measurement name=” TotalNumberofPassengers ” prob = ” 0 .6 ”

type=” I n t e g e r ” sum=” true ” SumAttributes=” NumberofPassengers ”>

<MeasurmentType Type= ”Random” prob = ” 0 .3 ”>

<D i s t r i b u t i o n name = ” p o i s s o n d i s t r i b u t i o n ”>

</ D i s t r i b u t i o n>

</MeasurmentType>

</measurement>

The time measurements also use poisson distribution for generating time mea-

surements. We have a reference time in sensor configuration file and start time and

duration in the event file. We can use these variables for generating time measure-

ments like, time of accident, and for calculating the report time for each sensors.
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Figure 3.10: Integer type measurements reporting method algorithm

There are also fuzzy data type, which are linguistic but require mapping in the

numeric data type. Linguistic data are qualitative and it can be interpreted differently

from person to person. However, in terms of simulating we need to express the data

as numbers. Although it is difficult to determine the exact value for linguistic data,

we can still define some fuzzy interval for linguistic data. We used the fuzzy data
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method discussed in chapter two for modeling linguistic data. In terms of conflicting

membership function we use probability to express the speed.

Figure 3.11: Fuzzy type data for speed of cars

There are some linguistic data that have no map in numeric world. We call that

kind of data Enum data type and for modeling this type of data we use confusion

matrix. We put all the possible values in confusion matrix with a certain probability.

Assume that some sensors want to report the color of the cars. If the color of the car

involved in the accident is red a portion of sensors will report red. However, not all of

the sensors will report red and there is a probability that some sensors intentionally

or accidentally report other colors.

<confus ionMatr ix de fau l t−diagonal−Values=”0.5”>

<row value = ”Red”>

<column value =”Red” prob=”0.5”/>
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<column value =”Reddish” prob=”0.2”/>

<column value =”Kind o f red ” prob=”0.1”/>

<column value =”Orange” prob=”0.1”/>

<column value =”Yellow ” prob=”0.1”/>

</row>

<row value = ” Black”>

<column value =”Blu i sh ” prob=”0.2”/>

<column value =”Blue” prob=”0.1”/>

<column value =”Red” prob=”0.1”/>

<column value =”Black ” prob=”0.4”/>

<column value =”Green” prob=”0.1”/>

</row>

<row value = ”Blue”>

<column value =”Blu i sh ” prob=”0.1”/>

<column value =”Blue” prob=”0.1”/>

<column value =”Near to blue ” prob=”0.3”/>

<column value =”Kind o f blue ” prob=”0.1”/>

<column value =”Red” prob=”0.1”/>

</row>

</confus ionMatr ix>
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First, the ground truth value should be compared with the row value of confusion

matrix. If there is a match then the confusion matrix columns value will be assigned

to sensors with written probability. However, If there is no match then the probability

of 50% will be assigned for the ground truth and the others will share the remaining

50%.

Figure 3.12: Proccessing Enum data in confusion matrix

We use string data type for pure string measurements like location of accident.

We can get the ground truth of location from the output of event generator. As we

can see from the following XML code, the location of the accident is Burnhamthorpe
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Road East.

<Location>

< l a t t i t u d e >43.5016</ l a t t i t u d e>

<l ong i tude >−79.7383</ long i tude>

<node id >113079172</ node id>

<way id>33787169</way id>

<way name>Burnhamthorpe Road East</way name>

</Location>

We used String-Integer data type for expressing the measurements that contains

both string and integer like plate number of cars, apartment or suite number. We

used confusion matrix for modeling this kind of data. Unlike Enum data type, where

we send the whole measurement value to the confusion matrix, in String-Integer we

send every letter of measurement value to the confusion matrix. An example of part

of the confusion matrix for String-Integer type data is shown blow.

<confus ionMatr ix>

<row value = ”A”>

<column value =”A” prob=”1”/>

</row>

<row value = ”B”>

<column value =”B” prob=”0.5”/>
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<column value =”D” prob=”0.2”/>

<column value =”3” prob=”0.3”/>

</row>

<row value = ”C”>

<column value =”C” prob=”0.5”/>

<column value =”O” prob=”0.3”/>

<column value =”Q” prob=”0.1”/>

<column value =”0” prob=”0.1”/>

</row>

<row value = ”D”>

<column value =”D” prob=”0.6”/>

<column value =”O” prob=”0.4”/>

</row>

<confus ionMatr ix>

It is seen from the above block of code that for the letter A there is no room for

error. But for the letter B there is a probability that a person can mistake it with

letter D and number 3 with probability of 20% and 30% respectively. For the Letter

C it is 50% for C, 30% for O, 10% for Q and 10% for 0. It is obvious from probability

theory that the sum of probabilities for all columns should be one. In the XML file if

a user put probabilities with the sum different from one, the program will normalize
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them to one.

3.7 Second Hand Information

So far we discussed sensors that actually see an event or events and try to report

them. There is a situation when some sensors do not witness the actual event but

still report based on information that they received from other sensors. The ground

truth values for second hand sensor are the reports that they received from other

sensors. The challenge here is to pick the right value to report. Here we use three

different approach to solve this problem.

• Majority

• Accuracy

• Characteristic

• Confusion Matrix

Assume that sensor sh1 read the reports of senor f1, f2, f3. Report f1 and f3

reported that a red car was involved in the accident, while sensor f3 reported yellow

car. Here sensor sh1 decided to report red car since the majority of sensors reported

the red car.

For the accuracy we should have the value of quality of data for each sensor. Let’s

assume that we are given the quality of data reported by f1, f2, f3 sensors, which are
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0.3, 0.7 and 0.2 respectively. In this scenario although most of the sensors reported

that the car in accident was red, sh1 sensors decided to pick the yellow car because

he/she trusts the sensor f2 more than f1 and f3. Here the accuracy of report for sensor

sh1 can be calculated by using Dempster’s rule of combination, which is discussed at

chapter 2.

For the characteristic option assume that s1 is a man from country A and he is

doing job B. s2 is a female from country C. Second hand sensor sh2 is a man from

country A and he is doing job D. Since second hand sensor sh1 has more common

characteristic with sensor s1 than sensor s2 than he trusts s1 information more.

In the two options that we mentioned above the second hand sensor always chooses

one value for each measurement based on other sensors’ reports. But during fusion it

is possible for a sensor to read from other sensors but report something completely

different. For example, we have two sensors s1 and s2 as primary senors and sh1 as

second hand sensor. Table 3.1 and Table 3.2 show the confusion matrix for s1 and s2

respectively.

Table 3.1: Confusion matrix for s1

GroundT1 GroundT2 GroundT3 GroundT4
Report1 P1s1

P2s1
P3s1

P4s1

Report2 P5s1
P6s1

P7s1
P8s1

Report3 P9s1
P10s1

P11s1
P12s1

Report4 P13s1
P14s1

P15s1
P16s1

For doing the data fusion we used Basian Classifier, which has been investigated

49



M.A.Sc. Thesis - Saeid Rostami McMaster - Electrical Engineering

Table 3.2: Confusion matrix for s2

GroundT1 GroundT2 GroundT3 GroundT4
Report1 P1s2

P2s2
P3s2

P4s2

Report2 P5s2
P6s2

P7s2
P8s2

Report3 P9s2
P10s2

P11s2
P12s2

Report4 P13s2
P14s2

P15s2
P16s2

in [29].

P (G|R) = maxcP (G)Πn
i=1p(Ai|G) (3.4)

Where G is ground truth, Ai = {Report1, Report2, Report3, Report4} and P (G) = 1.

Algorithm for soft data fusion can be written as:

• Read P (Report|GroundTruth) value for every sensor from confusion matrix

• Calculate P (G)Πn
i=1p(Ai|G) for all possibilities

• Normalize the probabilities, which were calculated at previous step

Here Report(m) are the reports of primary sensors s1 and s2 and the probability

of them are written in the confusion matrix, m = 1,2. P (G)Πn
i=1p(Ai|G) should be

calculated from the confusion matrix too. Then the probabilities should be normalized

in cases that the sum of probabilities is not equal to one. At the final step the

measurement with the highest probability can be picked as the second hand sensor

report or we can have a probabilistic output.
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Chapter 4

Simulation and Results

We used C++ for coding the simulator. For this simulation we used three different

events with three different severity level. The event output file is composed of three

main parts, the first is severity and timing like the following block.

<EventOuput name = ” CarAccident”>

<Sever i ty>Castastrophic</Sever i ty>

<EventID>E1</EventID>

<Timing>

<s t a r t t ime >19</s ta r t t ime>

<event durat ion >100</event durat ion>

<TweetingLatency>

<d i s t r i b u t i o n>exponent ia l</d i s t r i b u t i o n>
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<mean>1</mean>

<var iance>3</var iance>

</TweetingLatency>

</Timing>

The second part is giving information about the location of the accident.

<Location>

< l a t t i t u d e >43.5016</ l a t t i t u d e>

<l ong i tude >−79.7383</ long i tude>

<node id >113079172</ node id>

<way id>33787169</way id>

<way name>Burnhamthorpe Road East</way name>

</Location>

And the last part represents details about the accident like how many cars or

people were involved in the accident, brand name, color, speed of the cars and so on.

<Vehic l e Invo lved>

<Brand>BMW</Brand>

<Color>Red</Color>

<Speed>113</Speed>

<PlateNumber>ANDG1835</PlateNumber>
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<NumberofPassengers>1</NumberofPassengers>

</Vehic l e Invo lved>

<Vehic l e Invo lved>

<Brand>SUZUKI</Brand>

<Color>blue</Color>

<Speed>111</Speed>

<PlateNumber>QPTC194</PlateNumber>

<NumberofPassengers>1</NumberofPassengers>

</Vehic l e Invo lved>

<NumberOfPedestrians>17</NumberOfPedestrians>

For event one the severity level is catastrophic, the start time is 19 seconds after

starting the simulation and four cars are involved in the accident. For the second

event the severity level is normal and begins 7 seconds after starting simulation and

six cars are involved in the accident. For the last event the severity level is minor and

similar to the previous event six cars are involve in the accident where the start time

of accident is 15 seconds after staring the simulation.

The reference time for the simulation is 12-04-2018 10:30:00, I also used 90% of

the sensors for the events with the catastrophic severity of 60% and 80% for the

normal and minor severity respectively. All of this information is given in the sensor

configuration file. Sensor configuration file also shows that sensors use four ways of
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respond type: tweet, text message, phone call and facebook. All the measurements

and probabilities are also given in this file.

We also have sensors(people) trajectories file, which shows in each time step the

location of the sensors. We use this file for gating the events and for deciding which

sensors can see the events. For the sensor characteristic part we use different categories

as follow:

• Nationality

• Religion

• Political View

• Sex

• Citizenships

• Job

However, this does not mean that all the sensors have all the characteristics. Some

sensors can have part of them and some may not have them at all. We also have a

configuration file that decide what portion of sensors should have which characteris-

tics.

<A f f i l i a t i o n type = ’ Nat iona l i ty ’ prob = ’0.9 ’>
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</ A f f i l i a t i o n >

<A f f i l i a t i o n type = ’ Re l ig ion ’ prob = ’0.8 ’>

<Name name = ’ Chr i s t i an i t y ’ prob = ’0.6 ’/>

</ A f f i l i a t i o n >

<A f f i l i a t i o n type = ’ P o l i t i c a l View ’ prob = ’0.9 ’/>

<A f f i l i a t i o n type = ’ Sex ’ prob = ’0.9 ’>

<Name name = ’ Male ’ prob = ’0.8 ’/>

</ A f f i l i a t i o n >

<A f f i l i a t i o n type = ’ Job ’ prob = ’0.7 ’/>

As we can see from the code above the user defines that 90% of the sensors have

nationality, 80% have religion, 90% have political view, 90% have sex and 70% have

job characteristics. Since the nationality, political view and job are not specified in

the configuration file all of them will be taken from the database.

After running the simulation the final output is given like following file. A sensor

with ID number 25, used Tweet to report car accident with Catastrophic severity at

10:30:24. According to the tweet four cars were involved in the accident, reported

plate numbers of the cars, speed of each car and number of passengers in each car.

Total number of people in accident is 29, which includes number of passengers in each

car plus number of pedestrians involved in the accident.

<message Type=”Tweet”>
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<r e p o r t e r Type=”People ” ID=”25” />

<EventType EventName=”CarAccident ”

Seve r i t y=”Castas t roph i c ” />

<ReportTime>2018−04−12 10:30:24</ ReportTime>

<i n f o s>

< i n f o Type=”Brand”>BMW; Nissan ; Suzuki ;

Ford</in fo>

< i n f o Type=”PlateNumber”>AMOGI985 ; JCMS336 ; 0 PI0194 ;

HEBS696</in fo>

< i n f o Type=”NumberofPassengers ”>1;2;1;4</ in fo>

< i n f o Type=”TotalPepopleNumberInAccident”>29</ in fo>

< i n f o Type=”s t a r t t i m e ”>2018−04−12 10:30:23</ in fo>

< i n f o Type=”Speed”>Very Fast ; Very Fast ; Very Fast ; Very Fast</in fo>

</ in f o s>

</message>

The report of total people number in accident for sensors 27, 12, 32 and 41 are

shown as:

<message Type=”Facebook”>

<r e p o r t e r Type=”People ” ID=”27” />

<EventType EventName=”CarAccident ”
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Seve r i t y=”Normal” />

<ReportTime>2018−04−12 10:31:12</ ReportTime>

<i n f o s>

< i n f o Type=”TotalPepopleNumberInAccident”>12</ in fo>

</ in f o s>

</message>

<message Type=”TextMessage”>

<r e p o r t e r Type=”People ” ID=”12” />

<EventType EventName=”CarAccident ”

Seve r i t y=”Normal” />

<ReportTime>2018−04−12 10:30:02</ ReportTime>

<i n f o s>

< i n f o Type=”TotalPepopleNumberInAccident”>12</ in fo>

</ in f o s>

</message>

<message Type=”PhoneCall”>

<r e p o r t e r Type=”People ” ID=”32” />

<EventType EventName=”CarAccident ”

Seve r i t y=”Normal” />
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<ReportTime>2018−04−12 10:32:13</ ReportTime>

<i n f o s>

< i n f o Type=”TotalPepopleNumberInAccident”>16</ in fo>

</ in f o s>

</message>

<message Type=”PhoneCall”>

<r e p o r t e r Type=”People ” ID=”41” />

<EventType EventName=”CarAccident ”

Seve r i t y=”Normal” />

<ReportTime>2018−04−12 10:33:01</ ReportTime>

<i n f o s>

< i n f o Type=”TotalPepopleNumberInAccident”>12</ in fo>

</ in f o s>

</message>

Second hand sensor sh2 read above reports and decided to report 12 for total

people number in accident because the majority of sensors reported 12.

<message Type=”TextMessage”>

<r e p o r t e r Type=”People ” ID=”sh 2 ” />

<i n f o s>
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< i n f o Type=”TotalPepopleNumberInAccident”>12</ in fo>

</ in f o s>

</message>

Sensor sh1 received information about color of the cars involved in accident from

sensor 2 1 and 3 2 as follow:

<message Type=”TextMessage”>

<r e p o r t e r Type=”People ” ID=”2 1 ” />

<i n f o s>

< i n f o Type=”Color”>Red ; Green ; Red ; Yellow</in fo>

</ in f o s>

</message>

<message Type=”PhoneCall”>

<r e p o r t e r Type=”People ” ID=”3 2 ” />

<i n f o s>

< i n f o Type=”Color”>Yellow ; Green ; Green ; Red</in fo>

</ in f o s>

</message>

The confusion matrix for sensor 21 and 32 are given as:

Using the method, which is discussed in section 3.7, second hand sensor report
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Table 4.1: Confusion matrix for sensor 2 1
Red Blue Green Yellow

Red 0.1 0.5 0.1 0.3
Blue 0.2 0.6 0.1 0.1

Green 0.1 0.3 0.4 0.2
Yellow 0.1 0.1 0.1 0.7

Table 4.2: Confusion matrix for sensor 3 2
Red Blue Green Yellow

Red 0.4 0.1 0.2 0.3
Blue 0.1 0.7 0.1 0.1

Green 0.2 0.1 0.6 0.1
Yellow 0.3 0.2 0.3 0.2

about the color of the cars in accident is given as:

<message Type=”Facebook”>

<r e p o r t e r Type=”People ” ID=”sh 1 ” />

<i n f o s>

< i n f o Type=”Color”>Blue ; Green ; Green ; Yellow</in fo>

</ in f o s>

</message>

4.1 Data Visualization

As we can see from Figure 4.1 most sensors responded to event one rather than other

events.
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Figure 4.1: Number of sensors for each event

It is seen from Figure 4.2 that in total more men reported in all events than

women.

Figure 4.2: Total number of male and female
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Figure 4.3: Total number of male and female in different events

Most people used Tweeter to report the events, after Tweeter, text message and

phone call are the second most popular type of responds with almost same number

of responds.
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Figure 4.4: Different respond types

Figure 4.5: Different respond types for each event
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Also we can see the people that reported accidents are from Brazil, France, Amer-

ica, Canada, Turkey and Ireland and they are supporting four different political par-

ties, Green party, Liberal, Conservative and Democratic party.

Figure 4.6: Total number of sensors based on political view
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Figure 4.7: Total number of sensors based on nationality

We can also see from Figure 4.8 and 4.9 how people from different countries and

different political views used different respond type to report the events. Figure 4.10

shows the relationship between different jobs and respond type. It appears most of

the sensors were engineers and photographers.
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Figure 4.8: Total number of sensors based on nationality and respond type

Figure 4.9: Total number of sensors based on political view and different respond

type
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Figure 4.10: Total number of sensors based on different jobs and respond type

As can be seen from Figure 4.10 Tweet and text message are the most popular

way of reporting events among the different jobs. Phone call is standing at the third

place and Facebook is the less popular one among other type of responses.

4.2 Conclusions

This thesis illustrated a novel way for generating soft data. We supported first hand

information, second hand information, sensor characteristics and soft data fusion.

We supported the various data type in this project such as fuzzy, ambiguous, integer,

string, strig-integer and enum. The simulator supports different kinds of soft sensors

like pedestrians, bots, people in vehicle, people in boat and so on. We also tried to
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support different kind of events like car accident, fire accident etc. The output of

the simulator can be used in different areas like soft and hard data fusion, anomaly

detection, data quality and data mining.

4.3 Future Work

In this project we used OSM for generating event and trajectories for sensors. Online

simulation from camera or picture can be considered for the next step. Generating

hard data related to the soft data can be also very useful in terms of data fusion.
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