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Abstract

Since the introduction of optical fibers in 1960’s in communication systems, researchers have encountered many challenges to improve the signal quality at the receiver as well as transmitting the signal as distant as possible. The former was achieved by employing coherent receivers, which let us use M-array modulation formats, such as QPSK, or QAM, and polarization of the signal. The later is accomplished by the advent of optical amplifiers. Optical amplifiers enable us to compensate for the loss occurred within the fiber optic line, without the need for optical-electrical signal conversion. These amplifiers add noise to the line which interacts with the nonlinearity in the fiber line. This interaction causes phase change in the propagating signal called nonlinear phase noise, which degrades the system performance.

In this study we will derive an analytical expression for the linear and nonlinear phase noise variance in dispersion unmanaged fiber optic systems, using a first-order perturbation theory. We use numerical examples to depict the proposed system performance in terms of nonlinear phase noise variance. We will conclude that the nonlinear phase variance in a dispersion unmanaged system is much lower than the corresponding noise variance in a dispersion managed system. We will use this concept and will introduce more dispersion in the line by adding fiber brag gratings (FBGs) throughout the fiber link. Through numerical simulations, we will illustrate
the improvement we get by adding FBG in each span. We will show that employing FBG improves the system performance for systems working at symbol rates 5 GBaud, which we get the best improvement to less than 20 GBaud, and beyond 20 GBaud there will be no improvement.

Nowadays, telecommunication systems based on fiber optics are working at symbol rates around 28 GBaud. We will introduce new models to reduce the nonlinear phase, by splitting digital back propagation (DBP) between transmitter and receiver, and using optical phase conjugation (OPC) in the line. We will prove that the new proposed models lower the phase noise variance significantly, for single pulses. We will also illustrate numerical examples to validate the betterment they provide in terms of Q-factor.
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Chapter 1

Introduction and Problem Statement

1.1 Optical Fibers

The growing need for very high data rate has rendered electrical cable and copper wire based systems obsolete for long haul transmission system. Transmission capacity of copper can not satisfy our increasing demand for large bandwidths, since they operate in low frequency range and have high signal loss. Fiber optics (optical fibers) have proved to be the ideal transmission medium in this regard. Optical fibers are long, thin strands of very pure glass about the size of a human hair (Kumar and Deen, 2014). They are arranged in bundles called optical cables and used to transmit signals over long distances. Fiber optics introduced in the 1950’s (Agrawal, 2012), which were very lossy. Optical fibers proposed to be used as a means of communication in early 1960’s, but still the loss was too high. It has been proved that glass contaminants was causing that much loss (about 1000 dB/km), and could potentially be removed.
In 1970, new optical fibers manufactured had 20 dB/km loss and could be used for communication purposes. This improvement was significant, however, compared to coaxial cables, which had 5-10 dB/km loss, these fibers were still lossier, but their high transmission capacity were unique. Over a short period of time, researchers overcame this problem and developed optical fibers with 0.2 dB/km loss. Such a revolution coupled with the invention of Lasers in 1960’s finally made a high capacity optical communication system possible (Sarkis, 2009).

1.2 Applications

Optical fibers are preferred over copper cables in systems that require high bandwidth, long distance or immunity to electromagnetic interference (EMI). There are numerous applications for optical fibers. Some but not all of them can be listed as below:

- Telecommunication purposes (Kumar and Deen, 2014),
- Medical applications (AlAmri et al., 2016, Chapter 8),
- Fiber optic cable sensors (Dakin, 1988),
- Fiber optic Lasers (Okhotnikov, 2012),
- Military purposes (Benzoni and Orletsky, 1989).

1.3 Fiber Optic Communication Systems

Fiber optics revolutionized the world of telecommunication due to their extremely large bandwidth, low loss, resistance to EMI, their small size and light weight. They
can send several tera bits of information within a second ($\sim 10^{12} bps$). Nowadays, more than 80% of world long distance traffic is carried over fiber optics (Kumar and Deen, 2014). Therefore, fiber optic systems are the main backbone of today’s communication systems worldwide, and it is of significant importance to get a thorough understanding of their characteristics and performance. Despite all the advantages we talked about, there are some drawbacks that put penalty on fiber optic systems capacity and realization. These characteristics, by either acting alone or interacting with each other, cause performance degradation which need to be dealt with. Many studies have been done around the world to overcome these issues and to reach the highest possible capacity of fiber optics. The following three fiber characteristics, are the main causes of the mentioned impairments in the current fiber optic systems.

1.3.1 Fiber Loss

Fiber loss is an important factor in optical communication systems, which limits its performance by reducing the signal power that reaches to the receiver. Due to this phenomena, fiber optic communication systems were limited to be used in short distance communications. researchers overcame this problem by inventing very pure silica glasses as well as optical amplifiers. Fiber losses depend on the wavelength of transmitted signal. The fiber cables used in today’s communications, exhibit a loss of $0.2dB/km$ in the wavelength region near $1.55\mu m$. Material absorption and Rayleigh scattering, constitute the two main sources for fiber loss.

- Material Absorption

  Material absorption loss relates to the material used to create that fiber as well as its impurities. It can be divided into two categories, i.e., extrinsic absorption
and intrinsic absorption losses. Extrinsic absorption is due to the presence of imperfections in the atomic structure of the fiber material. To avoid this loss, we need to manufacture ultra pure silica fibers, which modern technology facilitates this fabrication. If there is no impurities and imperfections in the material, then entire absorption is due to intrinsic absorption. Intrinsic absorption relates to the vibration of atoms in the material used to make the fiber. Due to the interaction of these vibrations with the traveling signal, one or more wavelengths of light gets absorbed, hence this property can cause some amount of attenuation in the traveling signal.

- **Rayleigh Scattering**

When a light wave is incident on a crystal, each atom emits a light wave of the same frequency (Kumar and Deen, 2014). When we have a perfect crystal that its molecules are spaced uniformly, the scattered light waves of all atoms add up destructively, so there is no scattered light. During the manufacturing process of optical fiber, usually there remains inhomogeneity in some regions, therefore, fiber can not be considered as a perfect crystal. Having this imperfection causes to the mentioned scattered light waves to not get canceled out, which results in signal loss in the fiber.

Propagating signals in the fiber exhibit an exponential reduction in their average power. In fact, propagation constant of the traveling wave, i.e., $\beta$ in Eq. (1.1), is a complex number. The real part of $\beta$ is proportional to the phase velocity of the mode produces a phase shift on propagation which changes rather rapidly with optical wavelength, and the imaginary part of $\beta$ represents the loss (or gain) in the fiber and is a weak (but certainly not negligible) function of optical wavelength (Bass, 2001).
\[ u(z) = u_0(z) \exp(j\beta z) \] (1.1)

1.3.2 Dispersion

Dispersion occurs because of an inherent property in the medium that causes different spectral components of a wave to propagate at different speeds. This effect causes changes in the signal’s temporal shape. In this case, dispersion causes a rearrangement of the signal spectral components in the time domain, resulting in temporal spreading of the information and eventually in severe distortion (Guenther, 2004). Dispersion introduces a fundamental limit to fiber communications and produces a signal distortion and intersymbol interference (in digital systems) which is unacceptable (Bass, 2001). There are multiple sources of dispersion that can be classified as:

1. **Material Group Velocity Dispersion**

   Different frequencies of light in general interact at varying strengths with the fiber material which is specific to that medium, therefore causes dispersion.

2. **Waveguide Group Velocity Dispersion**

   Each waveguide has a specific geometry and dimensions, which cause different frequency components act differently due to different boundary conditions at the core-cladding interface; this effect is called waveguide dispersion.

3. **Intermodal Dispersion**

   Multimode fibers can guide many different light modes due to their larger core size, and each mode travels with different velocity which causes dispersion. This
kind of dispersion is absent in single-mode fibers since they allow only one mode to propagate.

**Dispersion Management**

Material and waveguide dispersions are the main causes for chromatic dispersion (CD) in single-mode fibers. Since they have opposite signs with regard to each other, when they act together the total dispersion could become equal to zero in a specific wavelength. Beyond this wavelength, the fiber exhibits a region of anomalous dispersion. Dispersion acting alone on the signal will result in pulse broadening in both normal and anomalous dispersion regions, however, interaction of dispersion and nonlinearity can induce pulse compression in some cases as well (Kumar and Deen, 2014, Sec. 10.3). Anomalous dispersion has been used in the compression of pulses in optical fibers (Bass, 2001). Therefore, fibers acting in normal dispersion region cause pulse broadening and those acting in anomalous dispersion region cause pulse compression. Therefore, using these two regions and fiber properties, the dispersion problem can be managed in practice through a suitable dispersion-compensation scheme. There are different techniques to compensate for dispersion, and we will explain two of them briefly. For more information please refer to (Agrawal, 2011, Chapter 8).

- **Dispersion-Compensating Fibers:**
  Special dispersion-compensating fibers (DCFs) have been developed to be used as optical means to compensate for the dispersion, which provides an all-optical, fiber-based solution to the dispersion problem. Previously, it used to be done by optical filters, which were difficult to design (Agrawal, 2011).

- **Fiber Bragg Gratings:**
Fiber bragg grating (FBG) is a periodic change of the fiber refractive index, formed from multiple layers of alternating materials with varying refractive index. They usually have a length of several millimeters to several centimeters with multiple disturbances of about a few 100 nm lengths each. The refractive index perturbation leads to the reflection of light propagating along the fiber in a narrow range of wavelengths. The range of wavelengths that are reflected is called the photonic stopband. Different kinds of FBGs have been developed since their first demonstration by Hill et al. in 1978 at the Canadian Communications Research Centre (CRC), Ottawa, Ont., Canada (Hill et al., 1978)-(Kawasaki et al., 1978). Constant period FBGs, apodized FBGs, and chirped FBGs, are some of the FBG types. Please refer to (Agrawal, 2011, Section 8.3) for more detailed information. Chirped fiber gratings were proposed for dispersion compensation as early as 1987. The chirped FBG causes varied delay for each frequency components, in which, low-frequency components of a pulse are delayed more because of increasing optical period (and the Bragg wavelength). FBGs cause no nonlinearity to the signal and have lower loss compared to DCFs.

1.3.3 Nonlinearity

An optical fiber medium is considered to be a nonlinear system. The nonlinear effects in optical fiber occur either due to intensity dependence of refractive index of the medium or due to Raman effects (Singh and Singh, 2007). The former effect is due to an existing phenomenon called Kerr effect which we will discuss in more details in the following, and the latter is not of our interest in this work, so we will ignore it. Kerr
effect is the most common nonlinear effect in optical fibers, and it is a change in the refractive index of a material due to an applied electric field. This means that as the optical intensity increases, the induced phase delay in the fiber gets larger (Kumar and Deen, 2014). Here, we refer to some consequences of the presence of Kerr effect in the optical systems.

1. **Self phase modulation (SPM):**

   One of the consequences of the Kerr effect is self-phase modulation (SPM). Since the change in refractive index due to the Kerr effect translates into a phase shift, the signal phase is modulated by its power distribution, which is known as SPM (Kumar and Deen, 2014). SPM is the most common nonlinear effect in single mode fibers.

2. **Cross phase modulation (XPM):**

   Cross phase modulation (XPM) occurs both in single wavelength channels, where there are stream of pulses traveling along the fiber, and interference happens between neighboring pulses which is called intra-channel XPM, and in wavelength division multiplexing (WDM) systems, in which they have multiple channels co-propagating through the fiber line, and the interaction between these channels cause phase shift on their signals, which is called inter-channel XPM. Therefore, The phase of a signal in a channel is modulated not only by its channel power (which causes SPM), but also by other channels, which is known as XPM (Kumar and Deen, 2014).

3. **Four-wave mixing (FWM):**

   Four-wave mixing (FWM) is a phenomenon in which interactions between two
Figure 1.1: A fiber optic transmission system consists of three main blocks, namely, optical transmitters, communication channel, and optical receivers. Each of these blocks consist of different components.

or three wavelengths generates one or two new wavelengths. FWM acts as noise on channels (Kumar and Deen, 2014).

Although, fiber nonlinearities usually cause performance degradation and must be avoided in actual systems, they can be used to advantage in the generation of soliton for some applications (Bass, 2001). For more information about solitons please refer to (Mollenauer and Gordon, 2006).

1.4 Optical Components

As shown in Fig. 1.1, all fiber optic transmission systems include three main blocks, and each of those blocks have some sub-blocks.

1.4.1 Optical Transmitters

This block converts electrical data into an optical bit stream to transmit. It consists of

- **Optical source**: can be LED or Laser, which provides optical carrier,

- **Optical Modulator**: creates the optical bit stream.
1.4.2 Communication Channel

This block is responsible for transmitting optical bit streams generated by the optical transmitter. It consists of

- **Optical fibers**: fiber cables which have 0.2 dB/km loss and operate at 1550 nm region. Either single-mode fibers (SMFs), or multi-mode fibers (MMFs) can be used,

- **Optical amplifiers**: can be EDFA or Raman amplifiers. These amplifiers facilitate compensation for all the signal power loss throughout the line, without the need to optical to electrical and then electrical to optical conversions.

1.4.3 Optical Receivers

This block converts optical bit stream to the electrical data that was sent by the transmitter. It consists of

- **Photodetector**: converts light into electricity through the photoelectric effect,

- **Decision Circuit**: converts electrical time-varying signal into the original transmitted bit stream.

1.5 Literature Review

In this section, we will discuss about the history of three main concepts that are the focus of our work, i.e., coherent optical fiber communications, nonlinear phase noise, and dispersion managed (DM) systems.
1.5.1 A Brief History of Coherent Optical Fiber Communications

To transmit information through any channel, there are four degrees of freedom that we can use to modulate our signal, i.e., amplitude, phase, frequency, and polarization. Early optical communication systems used amplitude modulation of optical source at the transmitter, and intensity of the optical signal transmitted through an optical fiber was detected by a photodiode. This is known as amplitude-modulation and direct-detection scheme. Receivers base on direct-detection scheme were only sensitive to amplitude of the signal. Then, coherent receivers were developed in 1980’s, (Okoshi and Kikuchi, 1980) and (Favre and D.LeGuen, 1980), which were sensitive to phase and polarization of the received signal. They used heterodyne detection for optical fiber communications. The use of coherent communication scheme was growing rapidly, and the motivation behind it was due to the high receiver sensitivity that enhanced the unrepeated transmission distance. Please refer to (Kikuchi, 2016) for more information.

The invention of erbium-doped fiber amplifiers (EDFAs) (Mears et al., 1987), along with using wavelength-division multiplexing (WDM) techniques to increase the transmission capacity of a single fiber, put a temporary stop to further studies on coherent optical communications. Systems continued to employ EDFAs and WDM in amplitude modulation-direct detection scheme, until digital coherent receivers were introduced in 2005, (Tsukamoto et al., 2005) and (McGhan et al., 2005). These systems are still the most dominant systems used in practice. This is because digital coherent receiver enables to employ four-dimensional (4D) modulation formats, two degrees of freedom for the real and imaginary parts of the electric field amplitude, (or
equivalently, in-phase and quadrature (IQ) components), and two degrees of freedom for the state of polarization (SOP) (Kikuchi, 2011). In this thesis, we will use two polarizations, each with QAM-16 and QAM-256 modulation format.

1.5.2 A Brief History of Nonlinear Phase Noise

Amplified spontaneous emission (ASE) noise generated by optical amplifiers is the main noise source in fiber-optic communication systems, and can be adequately modeled as a Gaussian stochastic process (Demir, 2007). When ASE interacts with Kerr effect in fibers, it induces a nonlinear phase change to the optical signal leading to an unwanted stochastic phase shift. Fiber optic systems using phase shift keying (PSK) as their modulation scheme suffer greatly from this impairment. Phase shifts greater than a certain threshold, which can be different for various coding schemes, will lead to bit error (Kumar and Deen, 2014). Since this phase noise is stochastic in nature, there is no equalization technique that can compensate for it in digital domain. Gordon and Mollenauer first introduced this noise and derived an analytical expression for its variance (Gordon and Mollenauer, 1990). They pointed out that only two degrees of freedom (DOFs) of the noise modes are sufficient to describe the ASE noise added to the signal and the higher order noise modes play much less significant role if the optical bandwidth is not too large. These noise modes have the same form as the signal pulse. One of the noise modes is in phase with the signal and the other in quadrature. The in-phase component of the noise changes the amplitude of the signal pulse and, hence, leads to energy change while the quadrature component leads to a linear phase shift. The energy change is translated into an additional phase shift due to fiber nonlinearity (Kumar, 2009). Afterwards, taking into account higher
order noise modes, Mecozzi showed that if we use matched filter with its bandwidth equal to the signals bandwidth, two DOFs suffice to model the nonlinear phase noise; however, filters with larger bandwidth will require additional DOFs (Mecozzi, 1994). (Ho, 2003) and (Mecozzi, 2004) developed analytical expressions for the probability density function (PDF) of nonlinear phase noise. As for 2007, Demir has provided an extensive review about nonlinear phase noise in (Demir, 2007).

Many efforts have been done to compensate for nonlinear phase noise in different scenarios, some of which are as follows. Effect of nonlinear phase noise on the fiber-optic communication systems using M-ary PSK signals studied in (Ekanayake and Herath, 2013). Authors in (Xu et al., 2014) developed a novel Viterbi-type adaptive maximum likelihood sequence detection algorithm considering both laser phase noise and nonlinear phase noise in coherent fiber-optic communication systems. An analytical formula for estimating the variance of nonlinear phase noise in coherent orthogonal frequency division multiplexing (OFDM) systems considering SPM, XPM and FWM has been developed in (Zhu and Kumar, 2010). An algorithm using soft-decision error-control code along side with the time correlation of the impairments due to nonlinearities has been proposed in (Pan et al., 2015) to mitigate nonlinear phase noise, on a dual-polarization 16 QAM WDM system. (Wang et al., 2015), developed a machine-learning based algorithm to mitigate nonlinear phase noise in an M-ary PSK-based coherent optical system.

1.5.3 A Brief History of DM systems

Gordon and Molleneuer ignored the effect of dispersion in their analysis, which later turned out to have a significant importance on phase noise. Many studies attempted
to consider the impact of dispersion on nonlinear phase noise. Kumar studied the nonlinear phase noise in optical fiber by taking the dispersion into account (Kumar, 2005)-(Kumar, 2009). He derived an analytical expression for the nonlinear phase noise variance using the first-order perturbation theory when DOFs=2 with Guassian pulse as the fiber input signal (Kumar, 2005), and later he extended his study to include arbitrary number of DOFs (Kumar, 2009). In (Kumar, 2005)-(Kumar, 2009), dispersion managed (DM) transmission system is analyzed. An DM system consists of two types of transmission fibers (TFs) within an amplifier spacing. Anomalous dispersion fiber for the first half and normal dispersion fiber for the second half, which compensates for the pulse broadening, due to the first half. (Almeida et al., 2015) studiedx the optimum launch power for long haul optical fiber communication systems. Authors in (Weng et al., 2018) have studied the OFDM systems using DM configuration using different segments of nonzero dispersion-shifted fiber (NZ-DSF) and DCF.

1.6 Thesis Overview

In this thesis we will study the effects of nonlinear phase noise in coherent fiber-optic systems. With the advent of coherent communication system, it is possible to compensate for pulse broadening in digital domain. Hence, the current trend is to have only one type of TF, and to compensate for pulse broadening due to the chromatic dispersion in digital domain using a dispersion compensating filter (DCF). Such a system is called dispersion unmanaged (DU) system.

Our results show that the variance of nonlinear phase noise reduces drastically as compared to the DM systems. This is because in DM systems, the system repeats
itself and nonlinear phase noise builds up coherently. However, in DU systems, pulses broaden monotonically and the nonlinear phase interaction between signal and ASE is different in different fiber spans. Hence, the contribution to nonlinear phase noise from various spans do not add up coherently, leading to lower nonlinear phase noise. These results include both analytical and numerical results which match quite well, when a single pulse, is transmitted over a long haul fiber optic link.

In the case of single pulse transmission, the variance of nonlinear phase noise decreases monotonically with dispersion on DU systems. The maximum achievable absolute dispersion, $|\beta_2|$, of the TF is limited to about $21 ps^2/km$. So, we introduce additional dispersion by inserting FBGs immediately after the inline amplifiers. The dispersion of the FBG has the same sign as that of the TF. We have studied the performance for different symbol rates and find the optimum accumulated dispersion of FBG for each case. When the symbol rate is low, the FBG improves the performance significantly by lowering the nonlinear phase noise. However, at higher symbol rates, signal pulses broaden a lot, leading to interference with the neighboring pulses which could enhance the nonlinear phase noise. Hence, the amount of the required dispersion of FBG decreases as the symbol rate increases.

1.7 Outline

The rest of this thesis is organized as follows. In the chapter 2, we will discuss about the mathematical foundations of our study, and we will stress on the important techniques and assumptions that we have used throughout the thesis. Then, we will discuss about dispersion managed (DM) systems and we will explain the methods that has been used in the literature to derive the nonlinear phase noise variance. Chapter
3, includes dispersion unmanaged (DU) systems, and the derivation of nonlinear phase noise for this system model. In chapter 4, we will introduce fiber brag gratings (FBGs), and provide numerical examples to illustrate how they affect the system performance. In chapter 5, we will propose new system models, and prove that they reduce the nonlinear phase noise significantly, and we will validate it by various numerical examples. Chapter 6 will conclude this study.
Chapter 2

Theoretical Foundation and DM systems

2.1 Introduction

In this chapter we will give the mathematical background of our work, and then will discuss DM systems and the nonlinear phase noise variance derivation methods existing in the literature. We will first introduce the nonlinear Schrödinger equation (NLSE), which describes the propagation of the optical wave inside the optical fiber as a differential equation. Then, will explain how this equation should be solved analytically in different scenarios. Having all the parameters present in the NLSE makes it impossible to solve analytically, therefore, we will use split-step Fourier transform method as our numerical tool to solve it. Afterwards, we will talk about the DM systems and we will elaborate on the methods that has been used in the literature to derive the nonlinear phase noise variance as in (Kumar and Yang, 2005), (Kumar, 2005), and (Kumar, 2009).
2.2 Nonlinear **Schrödinger** Equation (NLSE)

Maxwell’s equations (Griffiths, 2017) are the most effective tools to derive the wave propagation in every medium. Optical fiber is no exception, and if we convert the Maxwell’s Equations cylindrical coordinates and use the appropriate boundary conditions of an optical fiber, it will yield the nonlinear **Schrödinger** equation (NLSE), which is the main differential equation to describe the wave propagation in fiber optics. Please refer to (Kumar and Deen, 2014, Chapter 10) for the derivation of NLSE. Here is the NLSE in the lossless form:

\[
j \frac{\partial u(z,t)}{\partial z} - \frac{\beta_2(z)}{2} \frac{\partial^2 u(z,t)}{\partial t^2} = -\gamma \exp(-w(z)) |u(z,t)|^2 u(z,t),
\]

(2.1)

where \( \gamma \) is the nonlinear coefficient, the second-order derivative represents the dispersion, in which, \( \beta_2 \) is the dispersion coefficient, \( w(z) = \int_0^z \alpha(s)ds \) is the fiber loss/amplifier gain profile, and \( u(z,t) \) is the complex electric field of the traveling light wave.

NLSE models nonlinearity effects as SPM, XPM, FWM (see Sec. 1.3.3), optical solitons, and etc. The NLSE is a nonlinear partial differential equation that can not be solved analytically for arbitrary inputs. A numerical approach is therefore often necessary for an understanding of the nonlinear effects in optical fibers (Agrawal, 2012). Attempts have been made to introduce new methods of solving Eq. (2.1) numerically; among which, split-step Fourier method is the fastest in most cases compared with other techniques, and we will use it in our numerical simulations.
Figure 2.1: Schematic representation of split-step Fourier method, in which fiber length is divided into smaller segments of width $h$. $A(z,t)$ is the traveling wave (Agrawal, 2012).

### 2.2.1 Split-step Fourier transform method:

Split-step Fourier method is a pseudo-spectral numerical method that is used to solve nonlinear partial differential equations like NLSE. This method breaks the line into smaller splits and compute the solution for this split in each step, and also treats linear and nonlinear parts separately. In this method, linear step is solved in the frequency domain and the nonlinear step is solved in the time domain using fast-Fourier transform (FFT) method. Although, the dispersion and nonlinearity act simultaneously when pulse travels through the fiber, split-step Fourier method assumes that for small step sizes, we can apply the effect of each phenomenon separately as in Fig. 2.1, without loosing much accuracy. In this method, fiber length is divided into smaller segments of width $h$. From start to the middle plane of each segment only dispersion
has been included (solved in time domain), and in the middle plane, nonlinearity is included (by doing FFT first, including nonlinearity and then taking the inverse FFT), and then again only the dispersion has been taken into account (solved in the time domain, again) until the end of the segment. Depending on how exact we want the problem to get solved length $h$ can be determined. As $h \to 0$, the results would be more accurate.

### 2.2.2 Gaussian Input:

As mentioned above, NLSE can not be solved analytically for arbitrary inputs, however, there are a few input pulses that make solving it possible. For example, using perturbation theory, NLSE can be solved analytically for Gaussian pulses. In what follows, we will calculate the propagating field envelope in the line, given that input signal is a Gaussian pulse.

First, suppose that the fiber is linear, which enables us to use fiber transfer function (Kumar and Deen, 2014, Sec. 2.5), i.e.,

$$H_f(\omega, z) = \exp\left(-\frac{\alpha z}{2} + j\beta_1 \omega z + \frac{j\beta_2 \omega^2 z}{2}\right), \quad (2.2)$$

The following summarizes the steps to calculate the output a single-mode optical fiber for a given input signal, when the fiber is supposed to be linear, (Kumar and Deen, 2014, Sec. 2.5):

- Take the Fourier transform of the input signal,
- Multiply it by the fiber transfer function in Eq. (2.2),
- Take the inverse Fourier transform.
The input pulse is

\[ u_{in}(0,t) = \sqrt{E} F(t), \]  
(2.3)

\[ F(t) = \frac{\sqrt{P}}{T_0} \exp \left( -\frac{t^2}{2T_0^2} \right), \]  
(2.4)

where \( P \) is the peak power, \( T_0 \) is the half-width at 1/e- intensity point. \( F(t) \) is normalized, i.e., its energy is unity, therefore, energy of the pulse is \( E \). The peak power \( P \), and energy \( E \), are related by

\[ P = \frac{E}{\sqrt{\pi T_0}}. \]  
(2.5)

Having Eq. (2.3) as the fiber input, and following the mentioned steps, pulse evolution can be described as

\[ u_{lin}(z,t) = \sqrt{E} F(z,t), \]  
(2.6)

\[ F(z,t) = \frac{\sqrt{P}T_0}{T(z)} \exp \left( -\frac{t^2}{2T^2(z)} \right), \]  
(2.7)

where

\[ T^2(z) = T_0^2 - jS(z), \]  
(2.8)

\[ S(z) = \int_0^z \beta_2(s)ds, \]  
(2.9)

where \( F(z,t) \) is normalized, and \( S(z) \) is the accumulated dispersion to the point \( z \).
2.2.3 Perturbation Theory

Eq. (2.6) gives the linear description of the propagating field envelope in the fiber. However, optical fiber is nonlinear medium and the impact of the nonlinearity on the evolution of pulse should be taken into account. As mentioned previously, there is no way to exactly solve the NLSE in general, unless we use some approximations. Therefore, we need to develop an appropriate tool to deal with this problem. One method that is called perturbation theory can be used in these cases. Perturbation theory breaks the problem into a dominant part (linear part of the propagating field in our case) and an unsolvable (perturbed) part. The perturbed part in general, is a small deformation of the dominant part. Throughout our study, we will use perturbation theory to calculate the fields at each point in the line.

\[ u(z,t) = u_0(z,t) + \gamma u_1(z,t) + \gamma^2 u_2(z,t) + \gamma^3 u_3(z,t) + \ldots, \quad (2.10) \]

In Eq. (2.10), \( u(z,t) \) on the right hand side, is the propagating signal throughout the fiber, \( u_0(z,t) \) on the left hand side, is the linear part of \( u(z,t) \), which is solvable as in Eq. (2.6), and the remaining terms determine the nonlinearity of \( u(z,t) \), that are considered as small deformation of \( u_0(z,t) \). Depending of how nonlinear the signal is, the order of the perturbation is chosen. Usually, for the range of practical launch powers, it is sufficient to use only first order perturbation theory to correctly model the signal as in (Kumar, 2005) and (Kumar, 2009), however, in some applications, second order perturbation theory is needed (Kumar and Yang, 2005). We will also assume that our system is quasi-linear, i.e. the nonlinearity is considered as a small perturbation to the main system, which is linear. So, the signal traveling in the line will consist of a linear part and the small nonlinear correction, therefore, we use the
first order correction to the optical field envelope, i.e.,

$$u(z, t) = u_0(z, t) + \gamma u_1(z, t).$$  \hspace{1cm} (2.11)

Substituting Eq. (2.11) in Eq. (2.1), we will get:

$$j \frac{\partial u_1(z, t)}{\partial z} - \frac{\beta_2}{2} \frac{\partial^2 u_1(z, t)}{\partial t^2} = -\gamma \exp(-w(z))|u_0(z, t)|^2 u_0(z, t).$$ \hspace{1cm} (2.12)

Using Eq. 2.12, we can calculate the perturbed signal $u_1(z, t)$, when the input signal $u_0(z, t)$ is a Gaussian pulse. In order to avoid repetition, we will calculate $u_1(z, t)$ for our system in chapter 3.

Up to now we have considered the signal going through the fiber without taking the effects of fiber-optic systems devices, which are used in practical systems, into account. Amplifiers, for example, are essential components in long haul systems, and they have enabled us to transmit information to a very long distance with a very low error rate. Despite all the benefits they brought up to the fiber optic systems, they also add noise to the line, which causes both linear and nonlinear impairments to the received signal, called linear phase noise and nonlinear phase noise, respectively (please see Secs. 1.3.3 and 1.5.2). In the next section, we will study DM systems (see Sec. 1.5.3). There have been many works on this DM systems, however, to avoid longevity, we only study the derivation of nonlinear phase noise as in (Kumar, 2005), that later expanded in (Kumar, 2009), which is relates the most to our study.
2.3 Dispersion Managed (DM) Systems

Consider an amplified transmission system as in Fig. 2.2. Transmitter sends the signal, due to loss in the line, EDFAs exactly compensates for the power loss. The spacing between amplifiers (which we assume it is $80\text{km}$) has been divided into two segments of equal length ($40\text{km}$ for each segment), first half has positive dispersion parameter ($+D$), so signal gets broadened as it propagates down the fiber, and the second half has negative dispersion parameter ($-D$), which means the broadened signal, will compress throughout that segment, and will compensate for all of the broadening happened in the first half. NLSE in Eq. (2.1), turns into Eq. (2.13) in amplified transmission system as below

$$j\frac{\partial u(z,t)}{\partial z} - \frac{\beta_2(z)}{2} \frac{\partial^2 u(z,t)}{\partial t^2} = -\gamma \exp(-w(z))|u(z,t)|^2 u(z,t) + jR(z,t), \quad (2.13)$$

where $R$ is the noise field added by the amplifier.

$$R(z,t) = \sum_{m=1}^{N_a} \delta(z - L_m)n^{(m)}(t), \quad (2.14)$$
Figure 2.3: Transmission system with only one EDFA. Nonlinearity has been ignored before the amplifier.

where $L_m$ is the location of an amplifier, and $n^{(m)}(t)$ is the noise field due to an amplifier located at $L_m$. The mean and autocorrelation function of the noise field are given by:

\begin{align}
<n^{(m)}(t)> &= 0, \quad (2.15) \\
<n^{(m)}(t)n^{(m)*}(t')> &= \rho_m \delta(t - t'), \quad (2.16) \\
<n^{(m)}(t)n^{(m)}(t')> &= 0, \quad (2.17)
\end{align}

where $\rho_m$ is the ASE power spectral density per polarization of an amplifier located at $L_m$, given by (Gordon and Mollenauer, 1990)

\[ \rho_m = n_{sp}h\bar{\nu}(G_m - 1), \quad (2.18) \]

where $G_m$ is the gain of the amplifier, $n_{sp}$ is spontaneous noise factor, $h$ is Planck's constant and $\bar{\nu}$ is the mean optical carrier frequency. There can be multiple amplifiers in the line depending on the total length of the transmission system. Since, the statistical characteristics of each EDFA is independent of the other EDFAs, to calculate the variance of the nonlinear phase noise, each EDFA can be considered separately,
so, in (Kumar, 2009), the variance of the phase noise added by each EDFA has been calculated, and added altogether as the overall nonlinear phase noise variance. Therefore, let's consider a system with only one EDFA, as in Fig. 2.3. The nonlinearity before the EDFA has been ignored, so the transmission system before the amplifier is linear and the field envelope can be calculated as in Eq. (2.7) of Sec. 2.2.2. We ignore the mathematical calculation of the phase noise variance in this section for brevity, because we will discuss it in detail in chapter 3, when studying our own system setup. Please refer to (Kumar, 2009) for phase noise variance derivation for the system in Fig. 2.2.

The output phase at the receiver in the system shown in Fig. 2.2 is

\[ \phi \approx \gamma E g_f(L_m) + \gamma \delta E g_f(L_m) + \frac{n_{oi}}{\sqrt{E}}, \]  

(2.19)

where \( L_m \) is the position of the \( m \)th amplifier, \( g_f(L_m) = \text{Re}\{g_f(L_m)\} \), and

\[ \delta E = 2\sqrt{E}n_{0r}, \]  

(2.20)

\[ g_f(L_m) = \frac{T_0}{\sqrt{\pi}} \int_{L_m}^{L_{tot}} G(r) dr, \]  

(2.21)

where \( L_{tot} \) is the total length of the transmission system, and

\[ G(r) = \frac{\exp[-w(r)]}{\sqrt{[1 + T_0^2 \Delta(r)][T_0^4 + 3S^2(r) + 2jT_0^2 S(r)]}}, \]  

(2.22)

\[ \Delta(r) = \frac{T_0^2 - jS(r)}{T_0^2 [T_0^2 + j3S(r)]}, \]  

(2.23)

where \( S(z) \) is defined in Eq. 2.9, and \( T_0 \) is the half-width at 1/e- intensity point.
Terms proportional to $\gamma^2$, $n_{0r}^2$, $n_{0i}^2$ and $n_{0r}n_{0i}$, are ignored due to their insignificant contributions. First term in Eq. (2.19) represents the deterministic nonlinear phase change, which can be removed in digital domain by digital back propagation (DBP). Therefore, what remains, is the non-deterministic terms, which are called nonlinear phase noise (2nd term in Eq. 2.9), and linear phase noise (3rd term in Eq. 2.9). There is no equalization technique to remove these two impairments, due to their stochastic nature. The best way to tackle this problem is to minimize the their variance. Therefore, the phase changes due to ASE of the amplifier located at $L_m$ are

$$\delta \phi_m = \gamma \delta E g_{fr}(L_m) + \frac{n_{0i}}{\sqrt{E}},$$

(2.24)

Using Eqs. (2.16), (2.17), and Eq. (2.20) we find

$$<n_{0r}^2> = <n_{0i}^2> = \frac{\rho_m}{2},$$

(2.25)

$$<\delta E^2> = 2\rho_mE.$$  

(2.26)

Therefore, we obtain

$$<\delta \phi_m^2> = 2\rho_mE[\gamma g_{fr}(L_m)]^2 + \frac{\rho_m}{2E},$$  

(2.27)

The first and the second terms on the right hand side of the Eq. (2.27) represent the variance of nonlinear phase noise and linear phase noise, respectively, due to the amplifier located at $L_m$.

Total phase noise variance is the sum of the variances due to each amplifier, as
given by Eq. (2.27)

\[ <\delta \phi^2> = \sum_{m=1}^{N_a} <\delta \phi_m^2>, \]  

(2.28)

\[ <\delta \phi^2> = \frac{N_a(N_a-1)(2N_a-1)\rho E(\gamma h_{fr})^2}{3} + \rho N_a 2E, \]  

(2.29)

where \( N_a \) is the number of EDFAs in the line. Please refer to (Kumar, 2009) for the detailed derivation. Eq. (2.29) shows that there should be an optimal \( E \), and therefore optimal launch power \( P \), that gives the minimum phase noise variance. Differentiating \( <\delta \phi^2> \) with respect to \( E \) and setting it to zero, and then using \( P = \frac{E}{\sqrt{\pi} T_0} \), will give (Kumar, 2009)

\[ P_{opt} = \frac{1}{\gamma h_{fr} \sqrt{\pi} T_0} \sqrt{\frac{3}{2(N_a - 1)(2N_a - 1)}}. \]  

(2.30)

As it can be seen in Eq. (2.29), the nonlinear phase noise variance (the first term on the right hand side) becomes dominant for long haul systems, as it increases cubically with the number of EDFAs.

In the next chapter we will discuss dispersion unmanaged (DU) systems, derive its phase noise variance, and compare it to the results of DM systems shown in here through some numerical simulations.
Chapter 3

Dispersion Unmanaged (DU) Systems

3.1 Introduction

With the advent of coherent receivers, we were able to use multi-dimensional modulation formats in our transmission systems, such as PSK and QAM. In these systems, the change in the phase of the received signal can cause error when detecting the signal. As discussed in the previous chapter, nonlinear phase noise is one of the main sources that causes malicious effects in the fiber optic systems at high launch powers. In this chapter, we stress that, managing the dispersion has a significant impact on this effect, and we use the system model called dispersion unmanaged (DU) system.

We derive an analytical expression for the linear and nonlinear phase noise variance in DU fiber optic systems using a first-order perturbation theory. Then, we provide numerical examples to illustrate the behavior of the developed phase noise variance in terms of dispersion and distance. The results show that in dispersion unmanaged
systems nonlinear phase noise interaction between the amplified spontaneous emission and the signal does not grow as much as in dispersion managed systems, because this interaction is different in each fiber-amplifier span, so the system does not repeat itself. Therefore, the nonlinear phase variance in a dispersion unmanaged system is much lower than the corresponding noise variance in a dispersion managed system.

### 3.2 System Setup

In this chapter, we use the system configuration as shown in Fig. 3.1. We excite a Gaussian pulse as the input signal with peak power $P$. Due to the attenuation in the fiber we use erbium doped fiber amplifiers (EDFAs) in the line to exactly compensate for it; however, they add ASE noise to the system. We assume that the the mean noise power added by the amplifiers is much lower than the input signal power $P$. We use EDFAs every 80 km. We assume that our system is quasi-linear, i.e. the nonlinearity is considered as a small perturbation to the main system, which is linear.

We do not manage the dispersion throughout the line and allow the signal to keep
broadening to the end of the line, and then we compensate the dispersion for the whole line in digital domain.

### 3.3 Nonlinear Phase Noise

The propagation of an electric field envelope in the optical fiber obeys the nonlinear Schrödinger equation (NLSE) in the lossless form shown in Eq. (2.13). \( R(z,t) \) is defined in Eq. (2.14), and statistical properties of the noise is as Eqs. (2.15)-(2.17). Using a Gaussian pulse at the fiber input in the Eq. (2.13), and ignoring the amplifier noise and nonlinearity in the fiber, the pulse evolution can be described as Eq. (2.6), i.e.,

\[
\begin{align*}
  u_{\text{lin}}(z,t) &= \sqrt{E} F(z,t), \\
  F(z,t) &= \frac{\sqrt{PT_0}}{T(z)} \exp \left( -\frac{t^2}{2T^2(z)} \right),
\end{align*}
\]

where

\[
\begin{align*}
  T^2(z) &= T_0^2 - jS(z), \\
  S(z) &= \int_0^z \beta_2(s) ds,
\end{align*}
\]

where \( F(z,t) \) is normalized, and \( S(z) \) is the accumulated dispersion to the point \( z \).

Including nonlinear effects throughout the fiber in our model will change our method of solving Eq. (2.13), for which we use perturbation theory to do that. In this chapter, we use the first order correction to the optical field envelope defined in Eq. (2.11),
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\[ u(z, t) = u_0(z, t) + \gamma u_1(z, t). \]  

(3.5)

where \( u_0(z, t) \) is the linear field in the absence of noise, it is given by (3.1), and \( u_1(z, t) \) is the first order perturbation due to nonlinear effects. Substituting (3.5) in (2.13) (without the amplifier noise term) and collecting the terms proportional to \( \gamma \), we obtain:

\[
j \frac{\partial u_1(z, t)}{\partial z} - \frac{\beta_2}{2} \frac{\partial^2 u_1(z, t)}{\partial t^2} = -\gamma \exp(-w(z)) |u_0(z, t)|^2 u_0(z, t), \quad z > L_m. \tag{3.6}
\]

Eq. (3.6) will help us obtain the nonlinear component of the field envelope \( u_1(z, t) \) through the fiber. In the following, we first determine the linear part of the electrical field for all over the line, and then derive the nonlinear part. We have EDFAs spaced 80 km apart, as shown in Fig. 3.1. Since the noise of these amplifiers are statistically independent, we can find the variance for each of them separately and then add them altogether. So we may consider a line with only one amplifier located at \( L_m \) to derive \( u_1(z, t) \).

### 3.3.1 The Linear Field

The linear part of the field envelope before and after the amplifier located at \( L_m \) (without considering the amplifier noise) can be described by ((3.1)-(3.4)):

\[
u_0(z, t) = \sqrt{E}F(z, t) = \frac{\sqrt{PT_0}}{T_1(z)} \exp \left( -\frac{t^2}{2T_1^2(z)} \right), \quad z \leq L_m, \tag{3.7}
\]

\[
u_0(z, t) = \sqrt{E}F(z, t) = \frac{\sqrt{PT_0}}{T_2(z)} \exp \left( -\frac{t^2}{2T_2^2(z)} \right), \quad z \geq L_m \tag{3.8}
\]
where
\[ T_1^2(z) = T_0^2 - jS_m(z), \quad S_m(z) = \int_0^z \beta_2(s) ds, \quad z \leq L_m, \quad (3.9) \]
\[ T_2^2(z) = T_1^2(L_m) - jS(z), \quad S(z) = \int_{L_m}^z \beta_2(s) ds, \quad z \geq L_m. \quad (3.10) \]

The linear part immediately after the \( m \)th amplifier is:
\[ u_0(L_m+, t) = u_0(L_m-, t) + n^{(m)}(t) \quad (3.11) \]

\( n^{(m)}(t) \) has the statistics given by (2.15)-(2.17). We will use \( n(t) \) instead of \( n^{(m)}(t) \) for simplicity. We assume two DOFs for the noise, and represent them by the Gaussian base function \( F(z, t) \). So we have:
\[ n(t) = n_0 F(L_m, t), \quad (3.12) \]

where \( n_0 = n_{0r} + jn_{0i} \), where \( n_{0r} \) and \( n_{0i} \) are the amplitudes of the in-phase component and quadrature components of the noise field, respectively. \( n_0 \) is a random variable and \( n(t) \) is a random process. Due to our assumption of two DOFs, the random process can be approximated as the superposition of two noise modes that have the same temporal shape as the signal and the amplitude \( n_0 \) being a random variable. Using (3.8) and (3.12) in (3.11), we find
\[ u_0(L_m+, t) = (\sqrt{E} + n_0) F(L_m, t), \quad (3.13) \]
Considering (3.13) as the input for the line at \( z = L_m \), the linear part of the optical field envelope for \( z > L_m \) can be described as

\[
u_0(z, t) = (\sqrt{E} + n_0)F(z, t), \quad z > L_m \tag{3.14}
\]

The virtual dispersion compensating fiber (VDCF) introduced in the digital signal processing (DSP) will compensate for all the dispersion that has broadened our signal, so the linear component after the VDCF is

\[
u_0(L_T, t) = (\sqrt{E} + n_0)F(0, t), \tag{3.15}
\]

where \( L_T = L_{tot} + L_{VDCF}, L_{tot} = N_a L, N_a \) is the number of amplifiers and \( L \) is the distance between each amplifier spacing i.e. 80 km in our model, and \( L_{VDCF} \) is the length of the VDCF at the end of the line. We assume that the VDCF is linear, i.e. its \( \gamma = 0 \).

### 3.3.2 The Nonlinear Field

We will use (3.13) as our input for (3.6) to obtain \( u_1(z, t), \ z > L_m \). So Eq. (3.8) is modified as

\[
u_0(z, t) = \sqrt{\frac{T_0}{\pi}} \frac{(\sqrt{E} + n_0)}{T_2(z)} \exp \left( -\frac{t^2}{2T_2^2(z)} \right). \tag{3.16}
\]

We use (3.16) to evaluate the right hand side of (3.6)

\[
|u_0(z, t)|^2 u_0(z, t) = c(z) \exp \left( -R(z)t^2 \right), \tag{3.17}
\]
where
\[
c(z) = \left( \frac{T_0}{\sqrt{\pi}} \right)^3 \frac{(\sqrt{E} + n_0)(E + \delta E)}{T_2(z)|T_2(z)|^2},
\] (3.18)
\[
R(z) = \left( \frac{T_0^2}{|T_1(L_m)|^4 + 2T_m(L_m)S(z) + S^2(z) + \frac{1}{2}T_2^2(z)} \right),
\] (3.19)
\[
\delta E = 2\sqrt{E}n_0r.
\] (3.20)

Taking the Fourier transform of Eq. (3.6), we find
\[
j\frac{\partial \tilde{u}_1(z,\omega)}{\partial z} + \alpha(z) \tilde{u}_1(z,\omega) = -p(z,\omega), \quad z > L_m,
\] (3.21)
where
\[
\alpha(z,\omega) = \frac{\beta_2(z)\omega^2}{2},
\] (3.22)
\[
p(z,\omega) = \gamma \exp(-w(z)) \mathcal{F} \left( |u_0(z,\omega)|^2u_0(z,\omega) \right).
\] (3.23)

Using (3.17), we have
\[
\mathcal{F} \left( |u_0(z,\omega)|^2u_0(z,\omega) \right) = c(z)\sqrt{\frac{\pi}{R(z)}} \exp \left( -\frac{\omega^2}{4R(z)} \right).
\] (3.24)

Solving the first-order differential equation (3.21) yields
\[
\tilde{u}_1(z,\omega) = j \int_{L_m}^z \exp \left( j\frac{1}{2}\omega^2(S(z) - S(y)) \right) p(y) dy.
\] (3.25)

Substituting Eqs. (3.23) and (3.24) in (3.25), and setting \( z = L_T \), we find
\[
\tilde{u}_1(L_T,\omega) = j \int_{L_m}^{L_T} \gamma \exp(-w(y))c(y)\sqrt{\frac{\pi}{R(y)}} \times \exp \left[ -\left( \frac{1}{4R(y)} - j\frac{1}{2}(S(L_T) - S(y)) \right) \omega^2 \right] dy,
\] (3.26)
Taking the inverse Fourier transform of (3.26) gives us the nonlinear part of the propagating field

\[ u_1(L_T, t) = j \int_{L_m}^{L_T} A(L_T, y) \exp \left( \Delta(y) t^2 \right) dy, \]  
(3.27)

where

\[ A(L_T, y) = \frac{\gamma \exp(-w(y))c(y)}{\sqrt{1 - j2R(y)(S(L_T) - S(y))}}, \]  
(3.28)

\[ \Delta(y) = \frac{R(y)}{1 - j2R(y)(S(L_T) - S(y))}. \]  
(3.29)

Appendix A includes the derivation of Eq. (3.27). Using (3.27) and (3.15) in (3.5), we have

\[ u(L_T, t) = (n_0 + \sqrt{E}) F(0, t) \times \left[ 1 + j \sqrt{\frac{E}{P}} \int_{L_m}^{L_T} A(L_T, y) \exp \left( - \left( \Delta(y) - \frac{1}{2T_0^2} \right) t^2 \right) dy \right]. \]  
(3.30)

It is worthwhile to note that setting \( S(L_T) = 0 \) in Eq. (3.30), which is technically equivalent to compensating the dispersion as in DM systems, will lead to the result of (Kumar, 2009, Equation (21)).

### 3.3.3 Matched Filter

We use a matched filter at the receiver to cancel out the higher-order noise components, since they are orthogonal to our input signals (Kumar and Deen, 2014), so the receiver makes the decision based on the matched filter’s output.

\[ u_f = \int_{-T_b/2}^{+T_b/2} u(L_T, t) F^*(0, t) dt \approx \int_{-\infty}^{+\infty} u(L_T, t) F^*(0, t) dt, \]  
(3.31)
where $T_b$ is the bit interval. Substituting (3.2) and (3.30) in (3.31), we find

$$u_f = (n_0 + \sqrt{E})[1 + j(E + \delta E)g_{fm}(L_T)],$$  

where

$$g_{fm}(L_T) = \frac{T_0}{\sqrt{\pi}} \times \int_{L_m}^{L_T} \frac{T_0 \gamma \exp(-w(y))\sqrt{2}}{T_2(y)|T_2(y)|^2 \sqrt{(1 - j2R(y)(S(L_T) - S(y))) (1 + 2T_0^2\Delta(y))}}$$

$$dy.$$

(3.33)

The detailed derivation of Eq. (3.32) can be found in Appendix B.

### 3.3.4 Phase Noise and Its Variance

The phase of the filter output can be calculated as:

$$\phi_m = \tan^{-1} \frac{Im(u_f)}{Re(u_f)} \approx \frac{n_{0i}}{\sqrt{E}} + Eg_{frm}(L_T) + 2\sqrt{E}n_{0r}g_{frm}(L_T),$$  

(3.34)

where $Eg_{frm}(L_T) = ERe[g_{frm}(L_T)]$ is the deterministic nonlinear phase change in the absence of ASE. In (3.34), we have ignored terms proportional to $\gamma^2$, $n_{0r}^2$, $n_{0i}^2$ and $n_{0r}n_{0i}$. The phase change due to the ASE of the amplifier can be shown as

$$\delta\phi_m = \frac{n_{0i}}{\sqrt{E}} + 2\sqrt{E}n_{0r}g_{frm}(L_T),$$  

(3.35)

Variance of the phase noise in (3.35) can be calculated as:

$$<\delta\phi_m^2> \approx \frac{1}{E} <n_{0i}^2> + 4E <n_{0i}^2> (g_{frm}(L_T))^2.$$  

(3.36)
Using Eqs. (2.15)-(2.16) and (3.20), we find

\[
\langle n_{0r}^2 \rangle = \langle n_{0i}^2 \rangle = \frac{\rho_m}{2}, \tag{3.37}
\]

\[
\langle \delta E^2 \rangle = 2\rho_mE. \tag{3.38}
\]

With the help of (3.37)-(3.38), (3.36) may be rewritten as

\[
\langle \delta \phi_m^2 \rangle \simeq \frac{\rho_m}{2E} + 2E\rho_m(g_{frm}(L_T))^2, \tag{3.39}
\]

Therefore

\[
\langle \delta \phi^2 \rangle = \sum_{m=1}^{N_a} \langle \delta \phi_m^2 \rangle, \tag{3.40}
\]

Eq. (3.39) is the main result of this chapter.

### 3.4 Simulation Results and Discussion

In this section, using some numerical examples, we examine the nonlinear phase noise variance obtained in (3.39) and illustrate how it depends on distance as well as dispersion parameter $D$. Also, we will compare the nonlinear phase noise in DM system in (Kumar, 2009) with DU system studied in this chapter. We have used split-step Fourier transform to simulate the propagation in optical fibers numerically, and compared it with our analytical calculation derived in Eq. (3.39).

We assume the following parameters throughout this chapter: $\gamma = 2.43 W^{-1}km^{-1}$, $\alpha = 0.2 dB/km$, bit rate $= 40 Gb/s$, $n_{sp} = 1$, $T_0 = 7.5$ ps, and amplifier spacing is 80 km. We use transmission fiber with anomalous dispersion between inline amplifiers.
Figure 3.2 shows how the phase noise variance changes with distance. We can see that with signal propagating through the fiber line, the variance keeps increasing, which can be directly deduced from the self phase modulation (SPM) acting on that signal - the longer the signal propagates in the fiber, the more change the fiber nonlinearity adds to its phase. However, SPM acting alone in the absence of ASE is the deterministic nonlinear phase change (second term in (3.34)) which can be removed by the digital equalizers. It is the interaction of SPM and ASE leading to stochastic change in phase (third term in (3.34)), that can not be compensated by equalizers and expected to set the limit on channel capacity.
Figure 3.3: Phase noise variance in terms of dispersion parameter, with $P = 10mW$ and $L_{tot} = 2400km$

Having no dispersion in the fiber will cause the ASE noise to resonate, which will increase its variance dramatically. Therefore, introducing small amount of dispersion will reduce it as we can see for $D = 0.5\ ps/(nm.km)$ in Fig. 3.2. The more we increase the dispersion, the smaller variance we get, however, as it can be seen in this figure, the improvement from $D = 4\ ps/(nm.km)$ to $D = 17\ ps/(nm.km)$, which is the approximate dispersion parameter of a standard single mode fiber, is negligible. Fig. 3.3 illustrates this phenomena for fiber line length of $L_{tot} = 2400\ km$. It can be seen that, when the dispersion parameter is very small, a tiny increase in it will reduce the variance drastically. At larger dispersions, the change in variance is negligible, since
Figure 3.4: Nonlinear phase noise variance of DU system and DM system are compared, with $P = 2 \text{mW}$, $L_{tot} = 2400 \text{km}$, and $|D| = 4\text{ps/nm.km}$.

The dominant contribution to the variance arises from linear phase noise, rather than nonlinear phase noise. To get a better sense of these values, it is good to note that, typical dispersion parameters of deployed non-zero dispersion-shifted fiber (NZDSF) is in the range of $4 \text{ps/nm/km}$ to $7 \text{ps/nm/km}$, that of dispersion-shifted fiber (DSF) is in the range of $0.25 \text{ps/nm/km}$ to $1 \text{ps/nm/km}$.

Fig. 3.4, compares the nonlinear phase noise for DU systems obtained in this chapter, i.e., Eqs. (3.39)-(3.40), with the nonlinear phase noise of the DM systems obtained in (Kumar, 2009), i.e., Eqs. (2.28). As it can be seen, for the first few spans there are almost the same, which is due to the insignificant impact of the nonlinear
phase noise compared to the linear phase noise. As we move further through the line, nonlinear phase noise in DM systems starts to dominate the linear phase noise, and for long haul systems it is the main cause of the system degradation, if the deterministic nonlinear phase noise effects are compensated for using DBP. However, in DU systems, linear phase noise is the most dominant noise and it is much smaller than the nonlinear phase noise that is present in the DM systems.

3.5 Conclusions

We have developed an analytical expression for the linear and nonlinear phase noise for the DU fiber optic transmission systems. We have assumed that the ASE noise field added by the inline amplifiers can be accurately described by two DOFs, when we use the matched filter with its bandwidth equal to the signal’s bandwidth. Our results have shown that increasing dispersion in the line reduces the phase noise variance at the receiver.
Chapter 4

Fiber Bragg Grating (FBG)

4.1 Introduction

In the previous chapter, we stressed that, in DM systems, in which we compensate for the pulse broadening occurring in each span using a DCF (that is called managing the dispersion), nonlinear phase noise grows exponentially for long haul systems. Then, we showed that, by not managing the dispersion throughout the line and letting the pulse to continue broadening until the end of the line, and compensating for the whole broadening at the end (typically, in electrical domain), gives significant improvement in regards to the nonlinear phase noise variance.

In this chapter we use this concept and go one step further, by adding even more broadening at each span with the help of FBGs (Please see Sec. 1.3.2). We show that adding more dispersion to the propagating signal will reduce the nonlinear phase noise even more, leading to bit error rate (BER) reduction. However, this improvement becomes insignificant for systems with high symbol rates. We will illustrate that systems with different symbol rates need different amounts of accumulated dispersion.
Figure 4.1: Fiber-optic system setup. There is no dispersion compensation within the line. DBP = digital back propagation, TF = transmission fiber. The dispersion added by FBG differs for systems using different symbol rates. $L = 80 \text{ km}$.

provided by FBG, or FBG parameter, to perform most effectively.

### 4.2 System Setup

In this chapter, we use the system configuration as shown in Fig. 4.1. We launch a random sequence of raised cosine pulses as the input signal with average power $P$. There are 10 spans in our model, each with length of $80\text{ km}$. Each span includes one $80\text{ km}$ transmission fiber with positive dispersion value, with loss equal to $16\text{ dB}$, two EDFAs with each $9\text{ dB}$ gain, and an FBG with $2\text{ dB}$ loss. Therefore, the two amplifiers compensate for all the losses due to fiber, and FBG. We assume that the accumulated dispersion provided by FBG is tunable and we find the optimum FBG parameter as a function of symbol rate. We use QAM-256 as our modulation constellation. We use digital back propagation (DBP) at the receiver to compensate for the dispersive and nonlinear effects. It also removes the deterministic nonlinear phase (the second term in Eq. (3.34)) of the received signal. We also use two polarizations to send information.
4.3 Simulation Results

In this section we will illustrate the numerical simulation results of the channel model shown in Fig. 4.1 for symbol rates 5, 10, 15, and 20 GBaud. We will include the simulation results for BER and nonlinear phase noise variance. Figures 4.2 to 4.7 show the BER for different FBG parameters. For example, $n = 1.5$, means that the FBG adds accumulated dispersion equal to 1.5 times the accumulated dispersion added by the 80 km TF, which is, $\beta_{2,TF} L_{TF}$, so the dispersion added by an FBG is $2.5 \times \beta_{2,TF} L_{TF}$.

We assume the following parameters throughout this chapter: $\gamma = 0.8 \frac{W^{-1} km^{-1}}{W^{-1} km^{-1}}$, $\alpha_{TF} = 0.2 dB/km$, EDFA spontaneous noise factor $n_{sp} = 1.5$, and one span length is 80 km. We use transmission fiber with anomalous dispersion between inline amplifiers.

4.3.1 BER and Nonlinear Phase Noise

Fig. 4.2 depicts the BER for different FBG parameters. At lower launch powers, we can see that there is no improvement in the BER, that is because nonlinear phase noise is small compared to other noises. As we increase the launch power, nonlinear phase noise contribution gets larger. In this example, $n = 0$, which means no FBG is the line, has the highest BER. As $n$ increases, we get lower BER, and we have the best systems performance when $n = 2.5$. For the FBG parameters greater than 2.5, the BER starts to go higher, which implies that $n = 2.5$ is the optimum FBG parameter for this case.

Fig. 4.3 illustrates the nonlinear phase noise variance of the transmission system operating at 5 GBaud, when the launched power is 10 dBm. As mentioned earlier,
we are using two polarizations to send information, namely polarization $x$ and polarization $y$, and since the trend in both of them is similar, therefore, we only present results for polarization $x$. Fig. 4.3, shows the same trend for the nonlinear phase noise variance, as that for BER, as were expected, because the larger the nonlinear phase noise, the higher the BER. The phase variance is calculated as follows: we compute the phase difference between transmitted signal and the received signal after passing through DBP, for all the 16384 symbols we have sent, and then we calculate its variance. Suppose $Y$ is the transmitted signal at the input and $\hat{Y}$ is the signal at the output of the DBP, we find

$$\Phi = \angle \hat{Y} - \angle Y,$$  

$$\text{var}(\Phi) = \sum_{m=1}^{16384} \phi_m^2 - \text{mean}(\Phi),$$

where

$$\text{mean}(\Phi) = \frac{\sum_{m=1}^{16384} \phi_m}{16384}.$$  

As we increase the symbol rate, the optimum FBG value drops down gradually, and as it can be seen from Fig. 4.4, at around 10 GBAud, $n = 0$, i.e., having no FBG in the line, has the best performance. Fig. 4.5, illustrates the nonlinear phase noise for our system operating at 10 GBAud, and shows that the nonlinear phase noise of the system with no FBG is the minimum, which is consistent with the BER shown in Fig. 4.4.

As we increase the symbol rate further more, we observe that the optimum FBG becomes a negative value, and then goes up and becomes positive again. So, we see a sinc-like behavior in its trend (Please see Sec. 4.4 for more details). It is also
worthy to note that, for higher symbol rates, the improvement gets less significant compared to lower symbol rates. For example, as it can be seen in Fig. 4.6 that the improvement by adding the FBG is less than that in 5 GBaud case. In symbol rates above 20 GBaud, the FBG does not help (Fig. 4.8) to improve the performance.

Figure 4.2: Bit error rate (BER) for system model in Fig. 4.1 for various FBG values. Symbol rate: 5 GBaud, and total length is 800 kms.
Figure 4.3: Nonlinear phase noise for system model in Fig. 4.1 for various FBG values. Symbol rate: 5 Gbaud, P=10 dBm and total length is 800 kms.
Figure 4.4: Bit error rate (BER) for system model in Fig. 4.1 for various FBG values. Symbol rate: 10 GBaud, and total length is 800 kms.
Figure 4.5: Nonlinear phase noise for system model in Fig. 4.1 for various FBG values. Symbol rate: 10 GBaud, P=10 dBm and total length is 800 kms.
Figure 4.6: Bit error rate (BER) for system model in Fig. 4.1 for various FBG values. Symbol rate: 15 GBAud, and total length is 800 kms.
Figure 4.7: Nonlinear phase noise for system model in Fig. 4.1 for various FBG values. Symbol rate: 15 Gbaud, P=10 dBm and total length is 800 kms.
Figure 4.8: Bit error rate (BER) for system model in Fig. 4.1 for various FBG values. Symbol rate: 20 GBaud, and total length is 800 kms.
As discussed in Sec. 4.3.1, the optimum FBG value differs by changing the symbol rate. It shows a trend almost like a sinc function. Fig. 4.9 shows that for some symbol rates, negative FBG parameter $n$ has the best performance, which means that in those symbol rates, we should compress signal a little. However, this compression does not compensate for the whole broadening happened through the TF, but for 30% of it at most. For symbol rates higher than 20 GBAud., the improvement by adding FBG is negligible.
Figure 4.10: System performance improvement in terms of Q-Factor for different symbol rates. \( \Delta Q = Q_{opt} - Q_{stan} \), where \( Q_{opt} \) is the Q-Factor obtained by system set-up using optimum FBG parameter, i.e., \( n \), and \( Q_{stan} \) is the Q-Factor obtained by standard system set-up without FBG, i.e. \( n = 0 \). Launched power is \( P = 6 \) dBm, and dispersion parameter of the TF is \( |D| = 4 \) ps/nm.km.

Figure 4.10 shows the improvement in Q-factor as a function of the symbol rate using the optimum FBG parameter \( n \). As it can be seen in Fig. 4.10, using FBG in the line improves the system performance for some symbol rate range, in terms of Q-factor. Fig. 4.10 shows that we have about 2 dB, and 0.6 dB improvement for systems working at 5 GBAud, and 15 GBAud symbol rates, respectively.
4.5 conclusion

In this chapter, we introduced a new system model, in which we used fiber bragg gratings (FBGs) to introduce more dispersion to the line. We have used numerical simulations to illustrate that insertion of FBG with optimum FBG parameter decreases nonlinear phase noise variance and therefore, bit error rate (BER) improves. We showed that systems operating at different symbol rates need different amounts of accumulated dispersion provided by FBG. We found that the improvement in BER gets smaller as the symbol rate increases, and it becomes zero after 20 GBaud. The highest performance improvement of about 2 dB in Q-factor is obtained at a symbol rate of 5 GBaud. The FBG parameter (which is proportional to its accumulated dispersion) is optimized for each symbol rate, and it is found to have a sinc-type dependence on the symbol rate.
Chapter 5

Nonlinear Phase Noise Reduction Using OPC and DBP Distribution

5.1 Introduction

In the previous chapters, we discussed that compensating for the dispersion in each span increases the nonlinear phase noise exponentially, so the DU systems are less prone to this noise, and we derived the nonlinear phase noise variance for DU systems. Then we concluded that pulse broadening throughout the line reduces this variance, therefore, we used FBGs in the line to broaden it even more, and we expected to see more improvements in system performance. Through some numerical simulations, we illustrated that, adding FBG helps to reduce nonlinear phase noise in some symbol rates, but not at all data rates. We got the best improvement at 5 GBaud for FBG parameter of about 2.5, as we increased the symbol rate, we observed that the optimal FBG parameter changes. The simulations showed a sinc-like trend for FBG parameter as a function of symbol rate. We also observed that in higher data rates the
performance improvement becomes less significant, and there was no improvement at symbol rates above 20 GBaud.

Nowadays, practical systems are working at data rates as high as 28 GBaud. In this chapter, we propose a new system model that improves the system performance at this symbol rate. The new set-up splits the DBP used in previous model (see Fig. 4.1), and use them at transmitter and receiver. We will also use optical phase conjugation (OPC) in the line to reduce the nonlinear phase noise further more (Kumar and Liu, 2007). We will discuss different configurations and compare their performance, both analytically and numerically. In the following we will present the configurations that we have considered, and we will derive their nonlinear phase noise variance analytically. Then, we will illustrate the system performance for these configurations by numerical simulations using Q-factor plots.

5.2 Mathematical analysis of the nonlinear phase noise

Consider the fiber optic system shown in Fig. 5.1. Let the signal pulse launched to this system be

\[ q(0, t) = Af(t), \]  

(5.1)

where \( A^2 \) is the signal energy, and \( f(t) \) is the normalized pulse shape, i.e., \( \int |f(t)|^2 = 1 \). For simplicity, we ignore fiber dispersion. In the presence of dispersion, the variance obtained here has to be multiplied by a factor that depends on the dispersion map (Kumar and Yang, 2005) and (Kumar, 2009). The signal at the output of the first amplifier is
where $\alpha$ is the fiber loss coefficient, $\gamma$ is the fiber nonlinear coefficient, $n_1(t)$ is the noise field envelope due to the first amplifier, $L$ is the fiber length, and $L_{eff} = [1 - \exp(-\alpha L)]/\alpha$.

Following the approach of Gordon and Mollenauer (Gordon and Mollenauer, 1990), the noise may be written as

$$n_1(t) = \delta A_1 f(t) e^{j\theta_{n_1}(t)}. \quad (5.3)$$

Substituting (5.3) in (5.2), we obtain

$$q(L^+, t) = (A + \delta A_1) f(t) e^{j\gamma|f(t)|^2L_{eff}A^2 + j\theta_{n_1}(t)}. \quad (5.4)$$

From (5.4), we see that $\delta A_1$ represents the amplitude change due to amplifier noise and $\theta_{n_1}(t)$ represents the linear phase noise. After propagating through the second span, the optical field envelope is
\[ q(2L^-, t) = (A + \delta A_1) f(t) e^{-\alpha L/2 + j\theta_{n_1}(t)} e^{j\gamma |f(t)|^2 L_{eff}} e^{j\gamma|f(t)|^2 L_{eff}}. \]  

\[ q(2L^-, t) = (A + \delta A_1) f(t) e^{-\alpha L/2 + j\theta_{n_1}(t)} e^{j\gamma |f(t)|^2 L_{eff}} [A^2 L_{eff} + (A + \delta A_1)^2 L_{eff}]. \]  

In Eq. (5.5), the first and second terms in the square bracket, represent the nonlinear phase change due to the first and second fiber spans, respectively. We assume that \( \delta A_1 << A \), and approximate \( (A + \delta A_1)^2 \) as \( A^2 + 2A\delta A_1 \). Using this, Eq. (5.5) may be rewritten as

\[ q(2L^-, t) \approx (A + \delta A_1) f(t) e^{-\alpha L/2 + j\theta_{n_1}(t)} e^{j\gamma |f(t)|^2 L_{eff}} [A^2 + 2A\delta A_1]. \]  

5.2.1 Scheme 1: full DBP at the receiver (standard configuration)

Figure 5.2 shows the fiber optic systems consisting of \( N \) spans of fibers and inline amplifiers, and a full DBP at the receiver. We refer to this scheme as the standard configuration. Using the procedure outlined in Sec. 5.2, the optical field envelope at the output of the fiber optic link is

\[ q(NL^+, t) = \left( A + \sum_{m=1}^{N} \delta A_m \right) f(t) e^{j\theta_{n_1}(t)} + jK(t) e^{j\gamma |f(t)|^2 L_{eff}} [N A^2 + 2A \sum_{m=1}^{N} (N-m) \delta A_m], \]  

where,

\[ \theta_{n_1}(t) = \sum_{i=1}^{N} \theta_{n_1}(t), \]  

\[ K(t) = \gamma |f(t)|^2 L_{eff}. \]
In Eq. (5.7), the first term in the square bracket represents the deterministic nonlinear phase shift due to SPM, whereas the second term represents the stochastic nonlinear phase change due to SPM-ASE interaction. In principle, DBP can mitigate the deterministic nonlinear phase shift. However, the second term is stochastic in nature, and it is hard to compensate for it. The main focus of this chapter is to compare the variance of this stochastic nonlinear phase change in various system configurations.

Let the input of the DBP be the output of the fiber optic link, i.e., \( q_b(0,t) = q(NL^+,t) \). Here, the subscript “b” denotes the signal in back propagation. After passing through an attenuator and first span of virtual fiber, the signal is

\[
q_b(L^+,t) = \left( A + \sum_{m=1}^{N} \delta A_m \right) f(t)e^{j\theta_a(t)+jK(t)}([N-1]A^2 + 2A \sum_{m=1}^{N} (N-m-1) \delta A_m ), \quad (5.10)
\]

From the first term in the square bracket of Eq. (5.10), it may be noted that the first virtual fiber compensated for the deterministic nonlinear phase change due to the last span of the transmission fiber, and the second term in the square bracket of Eq.
(5.10) shows the modification in the multiplication factor of the stochastic nonlinear phase change. Proceeding in this way, the signal at the output of DBP is

\[ q_b(NL^+, t) = \left( A + \sum_{m=1}^{N} \delta A_m \right) f(t)e^{j\theta_n(t)-j2AK(t)\left(\sum_{m=1}^{N} m\delta A_m\right)}. \]  

(5.11)

Comparing Eq. (5.7) and Eq. (5.11), we note that deterministic nonlinear phase change \((KNA^2)\) is removed by the DBP. At the end of the fiber optic link, nonlinear phase noise \(2AK(t)(N-1)\delta A_1\) in Eq. (5.7) due to the first inline amplifier has the highest contribution, whereas it has the least contribution after the DBP \(2AK(t)\delta A_1\), in the phase term in Eq. (5.11).

The nonlinear phase noise after the DBP is,

\[ \delta \phi_{NL1} = -2AK(t) \left( \sum_{m=1}^{N} m\delta A_m \right). \]  

(5.12)

Assuming that the noises of inline amplifiers are statistically independent, the variance can be added leading to the following expression for the total variance of nonlinear phase noise in the presence of DBP,

\[ \sigma_{NL1}^2 = \langle \delta \phi_{NL1}^2 \rangle = (2AK(t))^2 \left( \sum_{m=1}^{N} m^2 \langle \delta A_m^2 \rangle \right). \]  

(5.13)

For a more rigorous derivation, a factor that depends on the dispersion map has to be included in Eq. (5.13) (Kumar, 2005). However, in this chapter we are mainly interested in the scaling of the phase variation with distance and omit that term. Simplifying Eq. (5.13), we find

\[ \sigma_{NL1}^2 \propto (2AK)^2 N^3. \]  

(5.14)
For WDM or OFDM systems, stochastic nonlinear phase change due to XPM (Chiang et al., 1996), and FWM (Zhu and Kumar, 2010), becomes important. However, the scaling of the variance with the number of spans would remain the same in the presence of XPM or FWM and hence, we ignore those terms in this study.

### 5.2.2 Scheme 2: symmetric DBP split between transmitter and receiver (Split DBP)

Figure 5.3 shows the scheme in which the DBP at the transmitter compensates for the propagation impairments of the first half of the fiber optic link, while the DBP at the receiver compensates for the other half. This scheme is referred as split-DBP (Lavery et al., 2016). Proceeding as before, the signal at different system stages is

\[
q_b \left( \frac{NL^+}{2}, t \right) = A f(t) e^{-jK(t) \frac{N}{2} A^2},
\]

\[
q \left( NL^+, t \right) = (A + \sum_{m=1}^{N} \delta A_m) f(t) e^{j\theta_n(t)} e^{jK(t)(\frac{N}{2} A^2 + 2A \sum_{m=1}^{N} (N-m) \delta A_m)},
\]

\[
q_b \left( NL^+, t \right) = \left( A + \sum_{m=1}^{N} \delta A_m \right) f(t) e^{j\phi NL^+(t) + j\theta_n(t)},
\]
where the nonlinear phase noise is

$$\phi_{NL_2}(t) = 2AK(t) \sum_{m=1}^{N} \left( \frac{N}{2} - m \right) \delta A_m. \quad (5.18)$$

Consider the subsystem consisting of the second half of the fiber optic link and the DBP at the receiver. This subsystem is the same as the standard configurations except that the number of spans in this subsystem is $N/2$. Hence, we expect that nonlinear phase noise due to the $N^{th}$ amplifier ($\delta A_N$) is the strongest. However, its strength (i.e., multiplication factor) is only $N/2$ (see Eq. (5.18)), since the length of this subsystem is $NL/2$, whereas the strength of the nonlinear phase noise due to $N^{th}$ amplifier is $N$ in the standard configuration. Figure 5.4 compares the absolute value of multiplication factor (or strength) of the nonlinear phase noise due to inline amplifiers for various system configurations.

The variance of nonlinear phase noise can be found using Eq. (5.18) as before,

$$\sigma^2_{NL_2} \propto (2AK(t))^2 \left( \frac{N^3}{4} \right). \quad (5.19)$$

Comparing Eqs. (5.19) and (5.14), we find that the variance of nonlinear phase noise decreases by a factor of 4 for the case of the split-DBP. From Fig. 5.4, we see that for split-DBP, the inline amplifiers located close to the middle of the link do not contribute much to the nonlinear phase noise and the peak multiplication factor drops by a factor of 2 as compared to the case of the standard configuration.
5.2.3 Scheme 3: full DBP at the receiver with mid-point OPC

Figure 5.5 shows the system with mid-point OPC and DBP at the receiver. The DBP consists of $N/2$ spans of virtual fibers and attenuators followed by DPC, and $N/2$ spans of virtual fibers and attenuators. The output of the fiber optic link with mid-point OPC is

$$q\left(\frac{NL-2}{2}, t\right) = \left(A + \sum_{m=1}^{N/2} \delta A_m \right) f(t) e^{jK(t)} \left( \frac{N}{2} A^2 + 2A \sum_{m=1}^{N/2} (\frac{N}{2} - m) \delta A_m \right), \quad (5.20)$$
The first and second terms in the square bracket in Eq. (5.25) represent the nonlinear phase noise due to the amplifiers prior to OPC and after OPC, respectively. The nonlinear phase noise due to amplifiers after the OPC are unaffected by OPC and hence,
the second term in the square bracket in Eq. (5.25) is the same as the corresponding terms in Eq. (5.7). Multiplication factor $m$ in the first term can be explained as follows. Consider the $m^{th}$ amplifier ($m \leq N/2$). The OPC may be interpreted as a temporal mirror located at $NL/2$. The nonlinear phase noise source of $mL$ is located at a distance of $(N/2 - m)L$ from the mirror, and it has the temporal image at $[N/2 + (N/2 - m)]L = (N - m)L$. The temporal image propagates a distance of $[N - (N - m)]L = mL$ leading to a nonlinear phase shift of $K(t)mL(A + \delta A_m)^2$.

After passing through the DBP, the signal is

$$q_b\left(\frac{NL^-}{2}, t\right) = \left(A + \sum_{m=1}^{N} \delta A_m\right) f(t)e^{j(\phi_1 + \phi_2)}e^{-jK\left(\frac{N}{2}A^2 + 2A\frac{N}{2} \sum_{m=1}^{N} \delta A_m\right)}$$

(5.26)

$$q_b\left(\frac{NL^+}{2}, t\right) = q_b\left(\frac{NL^-}{2}, t\right)$$

(5.27)

$$q_b\left(NL^+, t\right) = \left(A + \sum_{m=1}^{N} \delta A_m\right) f(t)e^{j\theta_n(t) + \delta \phi_{NL_3}(t)}$$

(5.28)

where,

$$\delta \phi_{NL_3} = -2AK(t) \left[\sum_{m=1}^{N/2} m\delta A_m + \sum_{m=\frac{N}{2}+1}^{N} (N - m) \delta A_m\right]$$

(5.29)

It may be noted that the peak of the multiplication factor is $N/2$ similar to the case of split-DBP. Using Eq. (5.29), nonlinear phase noise variance is calculated as

$$\sigma_{NL_3}^2 \propto (2AK)^2 \left(\frac{N_3}{4}\right)$$

(5.30)

Comparing Eqs. (5.14) and (5.30), we find that the variance decreases by a factor of
4 using the mid-point OPC as compared to the standard configuration. Hence, the nonlinear phase noise reduction factor is the same for mid-point OPC scheme with the receiver DBP (scheme 3) and split DBP (scheme 2).

5.2.4 Scheme 4: split DBP at transmitter with mid-point OPC

In this section, we split DBP between transmitter and receiver and combine this technique with mid-point OPC to further reduce the nonlinear phase noise. Figure 5.6 shows the system configuration. The DBP at the transmitter and receiver compensate for the propagation impairment due to the first $N/4$, and the remaining $3N/4$ of the amplifiers, respectively. The DBP at the receiver consists of $N/2$ spans of virtual fibers and attenuators followed by DPC, and $N/4$ spans of virtual fibers and attenuators. The output of the fiber optic link with split DBP and mid-point OPC is

$$q\left(\frac{NL^+}{4}, t\right) = Af(t)e^{-jK(t)\frac{N}{4}A^2}, \quad (5.31)$$

$$q\left(\frac{NL^-}{2}, t\right) = \left(1 + \sum_{m=1}^{N} \delta A_m\right) f(t)e^{jK(t)\left(\frac{N}{4}A^2 + 2A\sum_{m=1}^{N} (\frac{N}{2} - m)\delta A_m\right)}, \quad (5.32)$$

$$q\left(\frac{NL^+}{2}, t\right) = q^*\left(\frac{NL^-}{2}, t\right) \quad (5.33)$$
\[ q(NL^+, t) = \left( A + \sum_{m=1}^{N} \delta A_m \right) f(t) e^{j\theta_n(t) + jK(t)A^2 + j2AK(t) \left[ \sum_{m=1}^{N} \delta A_m + \sum_{m=1}^{N} (N-m) \delta A_m \right]}. \]  

(5.34)

The second term in the exponential term in Eq. (5.34) represents the deterministic phase change added by the transmitter-side DBP. The system configuration between transmitter and the receiver, which includes \( N \) TFs and amplifiers, and a mid-point OPC, resembles the corresponding subsystem in scheme 2. Therefore, the same reasoning for the terms inside the bracket in Eq. (5.25) can be applied to the terms inside the bracket in Eq. (5.34).

\[ q_b \left( \frac{NL^-}{2}, t \right) = \left( A + \sum_{m=1}^{N} \delta A_m \right) f(t) e^{-jK(t) \left( \frac{N}{4} A^2 + 2A \sum_{m=1}^{N} \left( \frac{N}{2} - m \right) \delta A_m - 2A \sum_{m=1}^{N} \frac{N}{2} - 1 \left( \frac{N}{2} - m \right) \delta A_m \right)}, \]  

(5.35)

\[ q_b \left( \frac{NL^+}{2}, t \right) = q_b \left( \frac{NL^-}{2}, t \right). \]  

(5.36)

The output of the DBP is

\[ q_b (NL^+, t) = \left( A + \sum_{m=1}^{N} \delta A_m \right) f(t) e^{j\theta_n(t) + \delta \phi_{NL^+}(t)}, \]  

(5.37)
where,
\[
\delta \phi_{NL_4} = -2KA \left[ \sum_{m=1}^{\frac{N}{2}} \left( m - \frac{N}{4} \right) \delta A_m + \sum_{m=\frac{N}{4}+1}^{N} \left( \frac{3N}{4} - m \right) \delta A_m \right].
\] (5.38)

The first and second terms in inside the square bracket represent the stochastic nonlinear phase shift due to the amplifiers before and after the mid-point OPC, respectively. It may be noted that, as Fig. 5.4 shows, the multiplication factors have two peaks at \( N/2 \) and \( N \), due to using mid-point OPC, as discussed in scheme 3, and DBP, as discussed in scheme 2, respectively. Depending on how we distribute the DBP between the transmitter and the receiver, the peak value can differ. For example, splitting the DBP by half, results in the peak value of \( N/2 \). Figure 5.6 shows the optimum distribution of the DBP, in which the peak value is \( N/4 \).

Using Eq. (5.38), we find the nonlinear phase noise,
\[
\sigma_{NL_4}^2 \propto (2AK)^2 \left( \frac{N^3}{16} \right).
\] (5.39)

Comparing Eq. (5.39) with Eqs. (5.14), (5.19), and (5.30), we find that the variance decreases by a factor of 16 and 4 using split-DBP and mid-point OPC, compared to standard configuration and schemes 2 and 3.

### 5.3 Numerical Simulations

In this section we provide numerical examples to compare the performance of the system configurations discussed in Sec. 5.2. The simulations include both dual polarization (DP) single channel and DP-WDM with 5 channel transmission systems,
and we study the performance in terms of Q-factor. The Q-factor is calculated using (Kumar and Deen, 2014),

\[
Q = 20 \log_{10} \left( \sqrt{2} \text{erf}^{-1} \left[ 2 \cdot \text{BER} \right] \right),
\]

where the BER is the bit error rate computed by the error counting. We use the following parameters: dispersion coefficient \(\beta_2 = -21 \text{ps}^2/\text{km}\), loss coefficient \(\alpha = 0.2 \text{dB/km}\), nonlinear coefficient \(\gamma = 1.1 \text{W}^{-1} \text{km}^{-1}\), symbol rate=28 GBaud, amplifier noise figure, \(\text{NF} = 4.77 \text{dB}\), channel spacing=50 GHz, and amplifier spacing is 80km. QAM-16 has been used as the modulation format for all simulations. Raised cosine pulses with the rolling factor= 0.2 are used. Number of symbols simulated= 16384 in each polarization. Simulation bandwidths are 123.2 GHz and 308 GHz, respectively, for single channel and WDM systems. The fiber optic system as well as DBP are modeled by Manakov equations (Wai and Menyak, 1996). The split-step Fourier scheme (Agrawal, 2012), (Kumar and Deen, 2014), is used to solve the Manakov equations. The step size is so chosen that the peak nonlinear phase accumulated in each step is 0.04 rad. The number of samples per symbol are 8 and 20, respectively, for single channel and WDM systems.

\subsection{5.3.1 Single Channel Systems}

Figure 5.7 compares the system performance of the four schemes. For all the four schemes, the Q-factor drops at higher launch powers. This is because, although deterministic (and symbol-pattern dependent) nonlinear impairments are compensated for by the DBP, stochastic nonlinear impairments can not be fully compensated for. For the standard configuration, the optimum launch power is 6 dBm, which shifts to
Figure 5.7: Q-factor performance comparison of the four schemes, for single channel systems.

8 dBm for the case of split-DBP. Also, the optimum Q-factor improves by 1.44 dB for split-step as compared to the standard configuration, consistent with the theoretical model of Secs. 5.2.1 and 5.2.2. Reference (Lavery et al., 2016) also showed the improvement in Q-factor using split-DBP. However, the improvement was not attributed to reduction in stochastic nonlinear phase shift. Figure 5.7 shows that by combining split-DBP with mid-point OPC, the Q-factor improves by 2.6 dB as compared to standard configuration. However, simple model of Sec. 5.2.4 predicts an improvement of ~6 dB for scheme 4 at higher launch powers when the nonlinear phase noise
is the dominant impairment, but the simulations show only 4.78 dB improvement at a launch power of 10 dBm. This discrepancy can be explained as follows. The simple model in Secs. 5.2.3 and 5.2.4 ignores fiber dispersions. Under this condition, the fiber span located at \((N/2 + m)L\), compensates exactly for the nonlinear distortion due to the fiber span located at \((N/2 - m)L\). However, in the presence of dispersion, this compensation is not exact due to fiber loss, i.e., power symmetry with respect to OPC location is broken. Hence, the temporal image at \((N - m)L\) of a nonlinear phase noise source at \(mL\) (see Sec. 5.2.3) is not exact, which leads to higher nonlinear phase noise variance than that predicted by Eq. 5.39. If the distributed Raman amplifiers are used instead of EDFAs, power-symmetry with respect to OPC location can be maintained and we should expect a higher optimum Q-factor for schemes 3 and 4 in this scenario. This would be the subject of future investigation.

5.3.2 Five-Channel WDM Systems

To mitigate nonlinear impairments of a WDM system, we use the full DBP approach (Li et al., 2008). The central channel is de-multiplexed after the DBP using an ideal bandpass filter of full bandwidth 31.5 GHz. Figure 5.8 shows the Q-factor as a function of launch power for various system configurations. WDM results have the same trend as that of single-channel systems. Split-DBP (scheme 2) and split-DBP with mid-point OPC (scheme 4) proved Q-factor improvements of 1.55 dB and 2.14 dB, respectively, as compared to the standard configuration.
Figure 5.8: Q-factor performance comparison of the four schemes, for WDM system with 5 channels.

5.4 conclusion

The introduction of optical fibers into communication systems at the beginning and then the advent of coherent receivers and optical amplifiers have opened the doors of huge data transmission over a very long (continental) distances. However, many imperfections hinder us to achieve the full capacity of the fiber optic systems, and many studies have addressed various problems and proposed their ideas to tackle them. In this chapter, we have proposed a new scheme to reduce the nonlinear phase noise variance, which caused in the performance improvement. We derived analytical
expressions for the nonlinear phase noise variance, for standard system configuration, which consists of a multi-span fiber optic lines with lumped amplifiers, and digital back propagation (DBP) at the receiver, that compensates for the dispersion and deterministic nonlinearity, caused by signal-signal beating due to the well-known Kerr effect. The proposed system configuration, splits the DBP between the transmitter and the receiver, with %25 being at the transmitter side, and also uses mid-line OPC to defeat the nonlinear impairments. Analytical derivations show that, this technique reduces the nonlinear phase noise variance by a factor of 16 compared to standard configuration and by a factor of 4 compared to half-DBP split, and mid-line OPC without DBP splitting. Numerical simulations illustrated this concept, in both single channel systems and 5-channel-WDM systems. We have seen about 2.6dB and 2dB improvement in Q-factor, compared to standard configuration, in single channel systems and WDM systems, respectively, for 9600km fiber line.
Chapter 6

Conclusion and Future Work

The introduction of optical fibers into communication systems at the beginning and then the advent of coherent receivers and optical amplifiers have opened the doors of huge data transmission over a very long (continental) distances. There have been many obstacles that scientists and researches have overcame to increase the transmission capacity further, and as for now data rate of about five tera bits per second is achieved, which is three to five orders of magnitude greater than that the previous means of transmission could achieve. Despite these advancements, there are still numerous challenges we need to cope with. This study deals with a stochastic noise called nonlinear phase noise, which is due to the interaction of the noise added by the inline optical amplifiers and the nonlinearity within the fiber.

Chapters 1 and 2 gave a brief introduction and literature review about the subject. In chapter 1, we began with the history of optical fibers and its advancement and emphasized on the necessity of this research. We talked about their numerous applications which telecommunication was among them. Then we elaborated more on fiber optic communication systems, their impairments, and the optical components.
Then we gave a brief history and literature review about important concepts that we needed for this study. In chapter 2, we talked about the mathematical foundation of this study. We introduced the famous nonlinear Schrödinger equation (NLSE), which governs the pulse propagation inside the fiber, and we talked about the methods to solve it. Afterwards, we introduced the dispersion managed (DM) systems and practiced the procedure to derive the nonlinear phase noise variance for Gaussian inputs, which was the base for our work, except we did not compensate for the dispersion.

In chapter 3, we studied dispersion unmanaged systems and derived an analytical expression for the linear and nonlinear phase noise and its variance. We discussed that using 2 DOFs to describe the ASE noise field added by the inline amplifiers is sufficient, we use the matched filter with its bandwidth equal to the signal’s bandwidth. Then, we used numerical simulations to illustrate that increasing dispersion in the line reduces the phase noise variance at the receiver.

In chapter 4, we proposed a new model to introduce more dispersion to the propagating signal in line, using fiber brag gratings (FBGs). We presented numerical examples to show the performance of this model, in terms of nonlinear phase noise variance and BER. We saw that the noise variance decreased for some extra accumulated dispersion value added by FBG, which we called FBG parameter, and therefore, BER got improved. However, we deduced that this improvement is the highest for 5 GBAud, and for higher symbol rates we saw less betterment. We illustrated that there is no improvement for symbol rates above 20 GBAud. We showed there is a since type dependence for optimum FBG parameter in terms of symbol rate.

In chapter 5, we studied various fiber optic communication system configurations
and proved analytically that the nonlinear phase noise variance reduces for these set-ups compared to the standard configuration. In these schemes we split the DBP between receiver and transmitter, and we also used mid-point OPC within the line. Then, through numerical examples we confirmed this improvement for QAM-16, for symbol rate equal to 28 GBaud, in terms of Q-factor. We observed about 2.6 dB and 2 dB improvement in Q-factor for single channel and WDM with 5 channel systems for total length of 9600 kms.
Appendix A

Nonlinear Field Derivation

Continuing from Eq. (3.21), we have

\[ j \frac{\partial \tilde{u}_1(z, \omega)}{\partial z} + \alpha(z) \tilde{u}_1(z, \omega) = -p(z, \omega), \quad z > L_m, \quad (A.1) \]

where

\[ \alpha(z, \omega) = \frac{\beta_2(z) \omega^2}{2}, \quad (A.2) \]

\[ p(z, \omega) = \gamma \exp(-w(z)) \mathcal{F} \left( |u_0(z, \omega)|^2 u_0(z, \omega) \right), \quad (A.3) \]
Using Eqs. (3.16)-(3.20), we have

\[
\mathcal{F} \left( |u_0(z, \omega)|^2 u_0(z, \omega) \right) = \mathcal{F} \left( c(z) \exp \left( -R(z)t^2 \right) \right), \quad (A.4)
\]

\[
= c(z) \int_{-\infty}^{+\infty} \exp \left( -R(z)t^2 - j\omega t \right) dt, \quad (A.5)
\]

\[
= c(z) \sqrt{\frac{\pi}{R(z)}} \exp \left( -\frac{\omega^2}{4R(z)} \right), \quad (A.6)
\]

\[
p(z, \omega) = \gamma(z) \exp(-w(z)) c(z) \sqrt{\frac{\pi}{R(z)}} \exp \left( -\frac{\omega^2}{4R(z)} \right). \quad (A.7)
\]

For the integration in Eq. (A.5) we have used

\[
\int_{-\infty}^{+\infty} \exp \left( -at^2 - bt \right) dt = \sqrt{\frac{\pi}{a}} \exp \left( \frac{b^2}{4a} \right), \quad (A.8)
\]

We find

\[
j \frac{\partial \tilde{u}_1}{\partial z} + \alpha(z, \omega) \tilde{u}_1 = -p(z, \omega), \quad z > L_m, \quad (A.9)
\]

\[
d\tilde{u}_1 - j\alpha(z, \omega) \tilde{u}_1 dz = j p(z, \omega) dz, \quad z > L_m, \quad (A.10)
\]

\[
d\tilde{u}_1 + \tilde{u}_1 d \left( -j \int_{L_m}^{z} \alpha(s, \omega) ds \right) = j p(z, \omega) dz, \quad z > L_m, \quad (A.11)
\]

\[
e^{j \int_{L_m}^{z} \alpha(s, \omega) ds} d \left( \tilde{u}_1 e^{-j \int_{L_m}^{s} \alpha(s, \omega) ds} \right) = j p(z, \omega) dz, \quad z > L_m, \quad (A.12)
\]
\[ d \left( \tilde{u}_1 e^{-j \int_{L_m}^z \alpha(s, \omega) ds} \right) = je^{-j \int_{L_m}^z \alpha(s, \omega) ds} p(z, \omega) dz, \quad z > L_m, \quad (A.13) \]

\[ \tilde{u}_1 e^{-j \int_{L_m}^z \alpha(s, \omega) ds} = j \int_{L_m}^z e^{-j \int_{L_m}^y \alpha(s, \omega) ds} p(y, \omega) dy, \quad z > L_m, \quad (A.14) \]

So we have:

\[ \tilde{u}_1(z, \omega) = je \int_{L_m}^z e^{-j \int_{L_m}^y \alpha(s, \omega) ds} p(y, \omega) dy, \quad (A.15) \]

\[ \tilde{u}_1(z, \omega) = j \int_{L_m}^z \exp \left( j \frac{1}{2} \omega^2 (S(z) - S(y)) \right) p(y, \omega) dy. \quad (A.16) \]

Substituting Eq. (A.7) in Eq. (A.16), and setting \( z = L_T \), we find

\[ \tilde{u}_1(z = L_T, \omega) = j \int_{L_m}^{L_T} \gamma(y) \exp(-w(y)) c(y) \sqrt{\frac{\pi}{R(y)}} \exp \left( j \frac{1}{2} \omega^2 (S(L_T) - S(y)) \right) \]

\[ \times \exp \left( -\frac{\omega^2}{4R(y)} \right) dy, \quad (A.17) \]

\[ = j \int_{L_m}^{L_T} \gamma(y) \exp(-w(y)) c(y) \sqrt{\frac{\pi}{R(y)}} \exp \left( -\left( \frac{1}{4R(y)} - j \frac{1}{2} \frac{1}{\Delta_1(y)} (S(L_T) - S(y)) \right) \omega^2 \right) dy, \quad (A.18) \]
\[ \tilde{u}_1(L_T, \omega) = j \int_{L_m}^{L_T} D(y) \exp(-\Delta_1(y)\omega^2) \, dy. \]  

(A.19)

Now, taking inverse Fourier transform will give us the nonlinear portion of the propagating field

\[ u_1(L_T, t) = \frac{1}{2\pi} j \int_{L_m}^{L_T} D(y) \int_{-\infty}^{+\infty} \exp\left((-\Delta_1(y)\omega^2 + j\omega t) \, d\omega \right) \, dy, \]  

(A.20)

\[ u_1(L_T, t) = \frac{j}{2\pi} \int_{L_m}^{L_T} D(y) \sqrt{\frac{\pi}{\Delta_1(y)}} \exp\left(-\frac{t^2}{4\Delta_1(y)} \right) \, dy \]  

(A.21)

In the intergration in Eq. (A.20) we gave used the relation in Eq. (A.8). By setting \( D(y) \) and \( \Delta_1(y) \) we have:

\[ u_1(L_T, t) = j \int_{L_m}^{L_T} \frac{\gamma(y) \exp(-w(y))c(y)}{\sqrt{1 - j2R(y)(S(L_T) - S(y))}} \exp\left(-\frac{R(y)}{1 - j2R(y)(S(L_T) - S(y))} \frac{t^2}{\Delta(y)} \right) \, dy \]  

(A.22)

Therefore, we find

\[ u_1(L_T, t) = j \int_{L_m}^{L_T} A(L_T, y) \exp\left(\Delta(y)t^2 \right) \, dy, \]  

(A.23)

where

\[ A(L_T, y) = \frac{\gamma \exp(-w(y))c(y)}{\sqrt{1 - j2R(y)(S(L_T) - S(y))}}, \]  

(A.24)
\[ \Delta(y) = \frac{R(y)}{1 - j2R(y)(S(L_T) - S(y))}. \] (A.25)
Appendix B

Matched Filter Output Derivation

Continuing from Eq. (3.31), and using Eq. (3.30), we have

\[ u_f = \int_{-\infty}^{+\infty} u(L_T, t)F^*(0, t)dt, \quad (B.26) \]

\[ u_f = \int_{-\infty}^{+\infty} (n_0 + \sqrt{E})F(0, t)\times \]
\[ \left[ 1 + j\sqrt{\frac{E}{P}} \int_{L_T}^{L_m} \frac{A(L_T, y)}{\sqrt{E + n_0}} \exp\left( -\left( \Delta(y) - \frac{1}{2T_0^2} \right) t^2 \right) dy \right] F^*(0, t)dt, \quad (B.27) \]

\[ u_f = \int_{-\infty}^{+\infty} (n_0 + \sqrt{E})|F(0, t)|^2\times \]
\[ \left[ 1 + j\sqrt{\frac{E}{P}} \int_{l_m}^{L_T} \frac{A(L_T, y)}{\sqrt{E + n_0}} \exp\left( -\left( \Delta(y) - \frac{1}{2T_0^2} \right) t^2 \right) dy \right] dt, \quad (B.28) \]
\[ u_f = \int_{-\infty}^{+\infty} \frac{P(n_0 + \sqrt{E})}{E} \exp\left(-\frac{t^2}{T_0^2}\right) \times \left[ 1 + j\sqrt{\frac{E}{P}} \int_{L_m}^{L} A(L_T, y) \exp\left(-\left(\Delta(y) - \frac{1}{2T_0^2}\right) t^2\right) dy \right] dt, \quad \text{(B.29)} \]

\[ u_f = \int_{-\infty}^{+\infty} \frac{P(n_0 + \sqrt{E})}{E} \exp\left(-\frac{t^2}{T_0^2}\right) dt + I_1 + I_2 \]

\[ j\sqrt{\frac{P}{E}} \int_{-\infty}^{+\infty} \int_{L_m}^{L} A(L_T, y) \exp\left[-\left(\Delta(y) - \frac{1}{2T_0^2} + \frac{1}{T_0^2}\right) t^2\right] dy dt = I_1 + I_2, \quad \text{(B.30)} \]

In the following we will calculate \( I_1 \) and \( I_2 \).

\[ I_1 = \frac{(n_0 + \sqrt{E})P}{E} \int_{-\infty}^{+\infty} \exp\left(-\frac{t^2}{T_0^2}\right) dt = \frac{(n_0 + \sqrt{E})P}{E} \sqrt{\pi T_0^2} = \frac{(n_0 + \sqrt{E})}{\sqrt{\pi T_0}} \sqrt{\pi T_0^2}, \quad \text{(B.31)} \]

So we have

\[ I_1 = \sqrt{E} + n_0, \quad \text{(B.32)} \]

and \( I_2 \) can be calculated as

\[ I_2 = j\sqrt{\frac{P}{E}} \int_{-\infty}^{+\infty} \int_{L_m}^{L_T} A(l_T, y) \exp\left(-\left(\Delta(y) + \frac{1}{2T_0^2}\right) t^2\right) dy dt, \quad \text{(B.33)} \]

\[ I_2 = j\sqrt{\frac{P}{E}} \int_{L_m}^{L_T} A(l_T, y) \int_{-\infty}^{+\infty} \exp\left(-\left(\Delta(y) + \frac{1}{2T_0^2}\right) t^2\right) dt dy, \quad \text{(B.34)} \]
\[ I_2 = j \sqrt{\frac{P}{E}} \int_{l_m}^{l_T} A(l_T, y) \sqrt{\frac{\pi}{\Delta(y) + \frac{1}{2T_o^2}}} \, dy = j \sqrt{\frac{P}{E}} \int_{l_m}^{l_T} A(l_T, y) \sqrt{\frac{2T_o^2 \pi}{1 + 2T_o^2 \Delta(y)}} \, dy. \] (B.35)

So we have

\[ I_2 = j \sqrt{\frac{P}{E}} \int_{l_m}^{l_T} A(l_T, y) \frac{\sqrt{2\pi T_0}}{\sqrt{1 + 2T_o^2 \Delta(y)}} \, dy, \] (B.36)

\[ u_f = I_1 + I_2, \] (B.37)

\[ u_f = n_0 + \sqrt{E} + j \sqrt{\frac{P}{E}} \int_{l_m}^{l_T} A(l_T, y) \frac{\sqrt{2\pi T_0}}{\sqrt{1 + 2T_o^2 \Delta(y)}} \, dy, \] (B.38)

\[ u_f = n_0 + \sqrt{E} + \] \[ j \sqrt{\frac{P}{E}} \int_{l_m}^{l_T} \frac{P \sqrt{P \gamma(y)} \exp(-w(y))(\sqrt{E} + n_0)(E + \delta E)T_0^3}{E \sqrt{E T_2(y)}|T_2(y)|^2 \sqrt{1 - j2R(y)(S(l_T) - S(y))}} \frac{\sqrt{2\pi T_0}}{\sqrt{1 + 2T_o^2 \Delta(y)}} \, dy, \] (B.39)

\[ u_f = (n_0 + \sqrt{E}) \times \] \[ \left[ 1 + \frac{jP^2T_0^2 \times \sqrt{\pi T_0}}{E^2} \int_{l_m}^{l_T} \frac{T_0 \gamma(y) \exp(-w(y))(E + \delta E)\sqrt{2}}{T_2(y)|T_2(y)|^2 \sqrt{1 - j2R(y)(S(l_T) - S(y))}} (1 + 2T_o^2 \Delta(y)) \right] dy \], (B.40)
\[ u_f = (n_0 + \sqrt{E}) \times \left[ 1 + j \frac{T_0}{\sqrt{\pi}} \int_{l_m}^{l_T} \frac{T_0 \gamma(y) \exp(-w(y))(E + \delta E)\sqrt{2}}{T_2(y)|T_2(y)|^2 \sqrt{(1 - j2R(y)(S(l_T) - S(y)))((1 + 2T_0^2\Delta(y)))}} \, dy \right], \] (B.41)

\[ u_f = (n_0 + \sqrt{E}) \left[ 1 + j(E + \delta E)g_{fm}(l_T) \right], \] (B.42)

where,

\[ g_{fm}(l_T) = \frac{T_0}{\sqrt{\pi}} \int_{l_m}^{l_T} \frac{T_0 \gamma(y) \exp(-w(y))\sqrt{2}}{T_2(y)|T_2(y)|^2 \sqrt{(1 - j2R(y)(S(l_T) - S(y)))((1 + 2T_0^2\Delta(y)))}} \, dy. \] (B.43)
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