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Abstract

In this thesis, multiple on-road vehicle tracking problem is explored, with greater consideration of road constraints and interactions between vehicles. A comprehensive method for tracking multiple on-road vehicles is proposed by making use of domain knowledge of on-road vehicle motion.

Starting with raw measurements provided by sensors, bias correction methods for sensors commonly used in vehicle tracking are briefly introduced and a fast but effective bias correction method for airborne video sensor is proposed. In the proposed method, by assuming errors in sensor parameter measurements are close to zero, the bias is separately addressed in converted measurements of target position by a linear term of errors in sensor parameter measurements. Based on this model, the bias is efficiently estimated by addressing it while tracking or using measurements of targets that are observed by multiple airborne video sensors simultaneously. The proposed method is compared with other airborne video bias correction methods through simulations. The numerical results demonstrate the effectiveness of the proposed method on correcting bias as well as its high computational efficiency.

Then, a novel tracking algorithm that utilizes domain knowledge of on-road vehicle motion, i.e., road-map information and interactions among vehicles, by integrating a car-following model into a road coordinate system, is proposed for tracking multiple
vehicles on single-lane roads. This algorithm is extended for tracking multiple vehicles on multi-lane roads: The road coordinate system is extended to two-dimension to express lanes on roads and a lane-changing model is integrated for modeling lane-changing behavior of vehicles. Since the longitudinal and lateral motions are mutually dependent, the longitudinal and lateral states of vehicles are estimated sequentially in a recursive manner. Two estimation strategies are proposed: a) The unscented Kalman filter combined with the multiple hypothesis tracking framework to estimate longitudinal and lateral states of vehicles, respectively. b) A unified particle filter framework with a specifically designed computationally-efficient joint sampling method to estimate longitudinal and lateral states of vehicles jointly. Both of two estimation methods can handle unknown parameters in motion models. A posterior Cramer-Rao lower bound is derived for quantifying achievable estimation accuracy in both single-lane and multi-lane cases, respectively. Numerical results show that the proposed algorithms achieve better track accuracy and consistency than conventional multi-vehicle tracking algorithms, which assumes that vehicles move independently of one another.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC</td>
<td>Adaptive Cruise Control</td>
</tr>
<tr>
<td>ADAS</td>
<td>Advanced Driver Assistance Systems</td>
</tr>
<tr>
<td>AME</td>
<td>Adaptive Mileage Estimator</td>
</tr>
<tr>
<td>AP</td>
<td>Action Point</td>
</tr>
<tr>
<td>CA</td>
<td>Collision Avoidance</td>
</tr>
<tr>
<td>CFM</td>
<td>Car-following Model</td>
</tr>
<tr>
<td>EKF</td>
<td>Extended Kalman Filter</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic Algorithm</td>
</tr>
<tr>
<td>GHR</td>
<td>Gazis-Herman-Rothery</td>
</tr>
<tr>
<td>GIS</td>
<td>Geographical Information System</td>
</tr>
<tr>
<td>GM</td>
<td>General Motors</td>
</tr>
<tr>
<td>GMTI</td>
<td>Ground Moving Target Indicator</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>GPU</td>
<td>Graphical Processing Unit</td>
</tr>
<tr>
<td>IDM</td>
<td>Intelligent Drive Model</td>
</tr>
<tr>
<td>IMM</td>
<td>Interacting Multiple Model</td>
</tr>
<tr>
<td>ITS</td>
<td>Intelligent Transportation System</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>MAA</td>
<td>Mean-adaptive Acceleration</td>
</tr>
<tr>
<td>MHT</td>
<td>Multiple Hypothesis Tracking</td>
</tr>
<tr>
<td>MOBIL</td>
<td>Minimizing Overall Braking Induced by Lane Change</td>
</tr>
<tr>
<td>MTF</td>
<td>Microscopic Traffic Flow</td>
</tr>
<tr>
<td>MTT</td>
<td>Multiple Target Tracking</td>
</tr>
<tr>
<td>NCV</td>
<td>Nearly Constant Velocity</td>
</tr>
<tr>
<td>OID</td>
<td>Optimal Importance Density</td>
</tr>
<tr>
<td>PCRLB</td>
<td>Posterior Cramer-Rao Lower Bound</td>
</tr>
<tr>
<td>PF</td>
<td>Particle Filter</td>
</tr>
<tr>
<td>RML</td>
<td>Recursive Maximum Likelihood</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square Error</td>
</tr>
<tr>
<td>SFM</td>
<td>Social Force Model</td>
</tr>
<tr>
<td>TPM</td>
<td>Transition Probability Matrix</td>
</tr>
<tr>
<td>UKF</td>
<td>Unscented Kalman Filter</td>
</tr>
<tr>
<td>UT</td>
<td>Unscented Transformation</td>
</tr>
<tr>
<td>VS-IMM</td>
<td>Variable Structure Interacting Multiple Model</td>
</tr>
<tr>
<td>2D</td>
<td>Two-dimensional</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Multiple On-road Vehicle Tracking: A Brief Review

Tracking multiple on-road vehicles is an important task in various applications, such as ground surveillance [23], traffic surveillance [3] and intelligent transportation systems (ITS) [4]. It aims to generate continuous trajectories of vehicles with improved accuracy and consistency in real time by using various sensors that can provide information about target position. The track results are necessary for anomaly detection in security-related applications and for autonomous vehicle executing appropriate control actions. This thesis addresses the multiple on-road vehicle tracking problem, with greater consideration being given to the use of domain knowledge of on-road vehicle motion.

Fig. 1.1 shows a typical processing loop of a conventional multiple target tracking (MTT) system [2]. Input data, consisting of formatted measurements of targets, are
extracted from raw signal data received by the sensor. The incoming measurements are first considered for updating existing tracks from the previous scan. The Gating step removes unreasonable measurement-to-track parings to reduce computation load before a more refined association algorithm is used to determine final parings. Then, the existing tracks are updated by using a Bayesian filter such as Kalman filter [13] and particle filter (PF) [9] with the associated measurement. Those measurements that are not associated with the existing tracks initiate new tentative tracks. In the track maintenance block, tentative tracks are confirmed when the confirmation criteria are satisfied and also low-quality tracks are terminated.

Radar and cameras are the two most widely-used sensors for airborne ground target tracking. However, both sensors provide measurements of target position in their local coordinates. It is required to convert the measurements into the world coordinate for tracking. However, the converted measurements may be perturbed by bias, which is caused by errors in measurements of sensor states and parameters that are used during conversion. The bias is hard to remove by filtering and can adversely affect gating, data association and tracking results [2]. Thus, bias correction is an indispensable step to mitigate biases in converted measurements before using them to form or update tracks.
Bias correction methods for radar can be found in [16, 20, 25]. Chapter 2 revisits the problem of bias correction for airborne video and a fast but effective bias correction method is proposed. The main idea behind the proposed method is to model the bias in the converted measurement as a function of errors in sensor measurements and decouple it from the true target position in the same way as in [21], based on the imaging model proposed in [1]. Then, the errors in sensor measurements can be estimated by using observations of common targets from two airborne video sensors or jointly estimated with target position during tracking. Once the error estimates are obtained, it can be used to debias the converted measurements. In [21], the bias is expressed as a highly non-linear function of the errors in sensor measurements. As a result, the numerical search algorithms, such as the genetic algorithm (GA) [7], has to be used to estimate the errors with a high computational cost. In contrast, by assuming that the errors are small, the proposed method reformulates the bias as a linear function of the errors in sensor measurements. Then, two computationally-efficient methods for estimating the errors are proposed.

The motion models of targets that are used in general MTT system are assumed unconstrained and independent of one another. However, this assumption does not hold for on-road vehicle motion. As vehicles move along roads, their motions are subjected to various constraints imposed by those roads. The road map can then be utilized as prior information, improving the tracking performance while reducing target uncertainty and false alarms [6, 11]. Due to traffic volume and limited lane resources, vehicles have to interact with surrounding traffic while moving along roads in order to improve their navigability while maintaining safety. This leads to highly dependent motion across vehicles, a particular difficulty in vehicle tracking.
Though the comprehensive studies have been carried out for using road-map information [14, 19, 8, 23, 5], interactions among vehicles has not yet been well-addressed in vehicle tracking. To the best of our knowledge, the interactions among vehicles are considered in evaluating the probability of candidate tracks in the multiple hypothesis tracking (MHT) algorithm in [18]. However, the motion model of a vehicle in [18] is still assumed independent to other vehicles. In [8], the social force model [12], which has been used in pedestrian tracking for modeling pedestrian motion in the presence of interactions with surroundings by using virtual forces [10, 24, 15], is modified to describe interactions among vehicles and used in vehicle tracking. However, using virtual forces to model interactions lacks any direct physical meaning and therefore may not always be appropriate. For example, it is difficult to model how a vehicle makes lane-changing decisions is influenced by its neighboring vehicles by using virtual forces. In contrast, the microscopic traffic flow (MTF) model [22] has been developed for nearly half a century in the area of traffic theory to specifically describe the dynamics of individual vehicle in the presence of interactions with surrounding traffic. The MTF model has been widely used in many traffic simulators and intelligent transportation systems [17]. Given this gap in the research, in this thesis, a novel tracking algorithm, which integrates the MTF model as motion model of vehicles into a road coordinate system, is proposed to track multiple vehicles on single-lane roads. Then, the proposed algorithm is extended to handle vehicle tracking on multi-lane roads by integrating a lane-changing model for modeling lane-changing behavior of vehicles. A posterior Cramer-Rao lower bound (PCRLB) is also derived to quantify achievable estimation accuracy for tracking multiple vehicles with the use of domain knowledge on both single-lane and multi-lane roads.
1.2 Theme and Objectives of Dissertation

In compliance with the terms and regulations of McMaster University, this dissertation has been assembled by four articles in a *sandwich thesis* format. These articles represent the independent research work of the author of this dissertation, Dan Song.

The articles in the dissertation focuses on multiple on-road vehicle tracking using domain knowledge of on-road vehicle motion. The general research topics include:

1. To propose a bias correction method for airborne video sensor with good performance and efficiency (Paper I).

2. To mathematically formulate a motion model of on-road vehicles based on domain knowledge of on-road vehicle motion (Paper II and III).

3. To exploit domain knowledge of on-road vehicle motion for tracking multiple on-road vehicles and compare the proposed tracking algorithm with conventional MTT algorithms (Paper II, III and IV).

4. To derive the PCRLB for the problem of multiple on-road vehicle tracking using domain knowledge (Paper II and IV).

1.3 Summary of Enclosed Articles

The articles enclosed in this thesis are listed as follows:

1.3.1 Paper I (Chapter 2)

Dan Song, Ratnasingham Tharmarasa, Daly Brown and Thiagalingam Kirubarajan
Preface: This paper proposes a fast but effective bias correction method for airborne video sensor. By assuming that errors in sensor parameter measurements are small, bias in converted measurements of target position is decoupled from the true target position and expressed as a linear function of the errors in sensor measurements. Based on this model, two computationally-efficient methods are proposed to estimate the errors in sensor measurements. The error estimates are then used for bias correction. Simulation results demonstrate the effectiveness and computational-efficiency of the proposed method.

1.3.2 Paper II (Chapter 3)

Dan Song, Ratnasingham Tharmarasa, Thiagalingam Kirubarajan and Xavier N. Fernando


Preface: This paper expands the idea of making use of domain knowledge of on-road vehicle motion for tracking multiple vehicles on single-lane roads. A novel tracking algorithm is proposed, which considers interactions among vehicles by integrating a car-following model into the tracking process with on-road constraints. The notion of car-following clusters is defined to address the motion dependence across vehicles in a group. Then, the states of vehicles in the same cluster are concatenated and recursively updated using a stacked-update strategy. Furthermore, the variable
structure interacting multiple model (VS-IMM) estimator is modified and integrated into the proposed algorithm to handle maneuvers that may violate the integrated car-following model. The PCRLB is also derived for this problem. The superiority of the proposed multiple on-road vehicle tracking algorithm over other state-of-art tracking algorithms are demonstrated through simulations.

1.3.3 Paper III (Chapter 4)

Dan Song, Ratnasingh Tharmarasa, Gongjian Zhou, Mihai C. Florea, Nicolas Duclos-Hindie and Thiagalingam Kirubarajan


Preface: This paper extends the idea of paper II to handle tracking multiple vehicles on multi-lane roads. An extra dimension is added in the road coordinate system to express lanes on roads. The motion of a vehicle on multi-lane roads is decomposed into longitudinal motion and lateral motion, which are described by using a car-following model and a lane-changing model, respectively. Since the longitudinal and lateral motions are mutually dependent, their states are estimated sequentially in a recursive manner. Due to high nonlinearity of the car-following model and discreteness of lateral state, the longitudinal and lateral states are estimated by integrating the unscented Kalman filter (UKF) into the multiple hypothesis tracking (MHT) framework. An adaptive deferred decision logic is proposed to improve the accuracy of the lateral state estimates and thus improve overall performance.
1.3.4 Paper IV (Chapter 5)

Dan Song, Ratnasingham Tharmarasa, Thiagalingam Kirubarajan and Xavier N. Fernando

Multi-vehicle Tracking with Microscopic Traffic Flow Model-based Particle Filtering, Submitted to *Automatica* (second round revision), March 2018.

*Preface:* This paper continues the work in paper III. Rather than estimate the longitudinal and lateral states of vehicles using the UKF combined with MHT method, respectively, a unified particle filter (PF) framework with a specifically designed computationally-efficient joint sampling method is proposed to jointly estimate the longitudinal and lateral states of vehicles. The recursive maximum likelihood method is integrated into the PF to online estimate unknown parameters in the MTF models. The PCRLB is derived for tracking multiple vehicles on multi-lane roads. Numerical results show that the proposed algorithm requires less prior information while generating more accurate and consistent tracks than the algorithm proposed in paper III.

1.4 Other Articles Written by the Author During PhD

Other articles of the author that are not enclosed in the dissertation are listed below:


4. Dan Song, Tongyu Ge, Ratnasingham Tharmarasa, Mike McDonald and Thiagalingam Kirubarajan, “Video SAR image fusion using the effective reflection coefficient”, Submitted to *Signal Processing*. 
Bibliography


The following chapter is a reproduction of a ready to submit paper to *Signal Processing*, Elsevier:

Dan Song, Ratnasingham Tharmarasa, Daly Brown and Thiagalingam Kirubarajan
Airborne Video Geo-registration for Ground Target Tracking, To be submitted to *Signal Processing*. 
Chapter 2

Airborne Video Geo-registration

2.1 Abstract

Accurate geo-registration is required in airborne surveillance of ground targets since even a small bias in sensor registration may result in a large error in the converted target geo-location. Thus, this paper addresses the problem of estimating and correcting the sensor biases in target geo-location. The effect of sensor biases on target geo-location is modeled and decoupled from the true target geo-location. By assuming that the biases are small, the effect of biases is separately addressed by a linear term in the converted target geo-location. Based on this model, two computationally-efficient methods are proposed to estimate the biases. The converted target geo-location can then be corrected based on the bias estimates. Simulation results demonstrate the effectiveness of the proposed methods in estimating sensor biases and correcting target geo-locations as well as their high computational efficiency.
2.2 Introduction

Airborne surveillance of ground targets plays an important role in various civil and military applications [28, 23]. The objective here is to accurately localize ground targets in world or inertial coordinates, i.e. generate geo-locations, in real-time. The commonly used sensors for such a task include the ground moving target indicator (GMTI) radar [9] and video sensors such as electro-optical/infrared camera [20], among which video sensors are increasingly used due to their portability and accuracy.

In a surveillance system, the measurements provided by sensors are fed into a tracker, in which the measurements are associated and filtered across time to generate continuous trajectories of ground targets. Various methods have been developed in recent years for ground target tracking [11, 30, 28, 27, 20, 22, 21]. Though these tracking algorithms can reduce noises in sensor measurements, the systematic errors in measurements, which mainly originate from sensor biases, cannot be removed by these algorithms. Unmitigated sensor biases can adversely affect filtering and fusion results [3]. Thus, accurate geo-registration is an indispensable step in airborne surveillance to mitigate the biases in sensor measurements.

Geo-registration for radar [13, 24, 29] is different from that of video sensors. This study focuses on geo-registration for video sensors on airborne platforms. A video sensor can be geo-registered by comparing live images with pre-existing geo-referenced imagery or a terrain model [12, 5, 18]. In [19], instead of using a reference terrain model, a terrain model is built online by dense and coherent stereo matching, and used for video geo-registration. The cross-modality across multiple images is exploited for image geo-registration in [16]. By controlling the flight path of an airborne platform along a circular orbit around the target, the cumulative bias errors are demonstrated
to be uncoralated with the target position and thus a minimum variance approach is used to address geo-registration in [2]. Based on the imaging model proposed in [2], the geo-registration problem is addressed in a systematic manner in [25], where the bias in the converted target geo-location is modeled and decoupled from the true target geo-location. Then a pseudo-measurement, which depends only on the biases in sensor parameters only, is proposed by making use of the information from the common targets surveilled by two airborne video sensors in their respective fields of view, and then used to estimate the biases. Due to the high non-linearity of the derived pseudo-measurement, the biases have to be estimated using numerical search algorithms, such as the genetic algorithm (GA) [6]. Though this method can estimate and remove the biases effectively, its computational cost is significantly high.

To address the high computational cost of the method proposed in [25], this paper reformulates the modeling of biases in converted target geo-location. By assuming that the biases in sensor measurements are small, a novel decoupled method, in which the effect of sensor biases on the converted target geo-location is decoupled from the true target geo-location and expressed by a linear term, is proposed. Based on the linear decoupled reformulation, two computationally-efficient methods for estimating the sensor biases are then proposed by (a) estimating the biases jointly with target geo-locations within a unified estimation framework, (b) estimating the biases separately by using the observations of common targets from multiple airborne video sensors. Once the estimates of sensor biases are obtained, the converted target geo-location can be debiased. The validity of the proposed geo-registration methods is demonstrated through simulations in comparison with the method proposed in [25] and against a lower bound on the estimation errors with a bias-free sensor.
The rest of the paper is organized as follows: In Section 2.3, the modeling of an airborne video sensor, based on which the target geo-location is converted from its pixel location in an image, is briefly reviewed. The bias in the converted target geo-location is reformulated and decoupled from the true target geo-location in Section 2.4. Two methods for bias estimation and geo-registration are proposed in Section 2.5. In Section 2.6, the performance of the proposed methods is evaluated and compared in simulated scenarios. Conclusions are given in Section 2.7.

2.3 Target Geo-location by an Airborne Video Sensor

In this section, an imaging model for an airborne video sensor [2] is briefly reviewed to give the necessary background to extract a measurement of target geo-location given the pixel location of the target in an image and sensor parameters.

2.3.1 Coordinate Frames

This model involves a series of coordinate frames, as shown in Fig. 2.1 and Fig. 2.2. Their definitions are given as follows:

**Inertial frame** \((X_I, Y_I, Z_I)\)

The inertial frame is a fixed frame originating from a fixed point with \(X_I, Y_I\) and \(Z_I\) pointing to the North, the East and the center of the earth, respectively.
The body frame originates at the center of mass (COM) of the airborne platform with $X_b$, $Y_b$ and $Z_b$ pointing out the nose, the right wing and the belly of the platform, respectively.

The gimbal frame originates at the gimbal rotation center. Here, $X_g$ is the direction along the optical axis of the video sensor and $Y_g$ and $Z_g$ point right and down in the image plane, respectively.

The camera frame, defined to represent the directions in images, originates at the optical center of the video sensor with $Z_c$ directed along the optical axis while $X_c$ and $Y_c$ point up and right in the image plane, respectively.
2.3.2 Transformations Between Coordinate Frames

The transformations between these coordinate frames can be expressed using a unified homogeneous transformation matrix

$$\begin{bmatrix} v^j \\ 1 \end{bmatrix} = T_{ji}^j \begin{bmatrix} v^i \\ 1 \end{bmatrix}$$  \hspace{1cm} (2.1)

where $v_i$ and $v_j$ denote the vector $v$ represented in frame $i$ and $j$, respectively, and $T_{ji}^j$ is the homogeneous transformation matrix from frame $i$ to frame $j$ given by

$$T_{ji}^j = \begin{bmatrix} R_{ji}^j & -d_{ji}^j \\ 0 & 1 \end{bmatrix}.$$  \hspace{1cm} (2.2)

Here, $R_{ji}^j$ corresponds to the rotation operations that align the frame $i$ with the frame $j$ and $d_{ji}^j$ is the vector from the origin of the frame $i$ to the origin of the frame $j$ represented in frame $j$. It can be verified that the transformation matrix from frame
\( j \) to frame \( i \), as the inverse of \( T^i_j \), is then given by

\[
T^i_j = T^j_i^{-1} = \begin{bmatrix}
R^i_j & R^i_j d^j_i \\
0 & 1
\end{bmatrix}
\]  

(2.3)

where \((\cdot)^T\) denotes the transpose.

**Inertial-to-body frame transformation**

The transformation from inertial frame to body frame depends on the position and the orientation of the airborne platform. Denote the position of the platform’s COM as \([x_p \ y_p \ h_p]^T\), where \(x_p\) and \(y_p\) represent the North and East locations of the platform, respectively, while \(h_p\) represents its altitude. The platform’s Euler angles, yaw, pitch and roll, are denoted by \(\psi\), \(\theta\) and \(\phi\), respectively. The transformation matrix \(T^b_i\) is then given by

\[
T^b_i = \begin{bmatrix}
R^b_i & -d^b_i \\
0 & 1
\end{bmatrix}
\]  

(2.4)

where

\[
R^b_i = \begin{bmatrix}
\cos \theta \cos \psi & \cos \theta \sin \psi & -\sin \theta \\
\sin \phi \sin \theta \cos \psi - \cos \phi \sin \psi & \sin \phi \sin \theta \sin \psi + \cos \phi \cos \psi & \sin \phi \cos \theta \\
\cos \phi \sin \theta \cos \psi + \sin \phi \sin \psi & \cos \phi \sin \theta \sin \psi - \sin \phi \cos \psi & \cos \phi \cos \theta
\end{bmatrix}
\]  

(2.5)

and

\[
d^b_i = R^b_i \begin{bmatrix} x_p & y_p & -h_p \end{bmatrix}^T.
\]  

(2.6)
Body-to-gimbal frame transformation

The transformation matrix from body frame to gimbal frame can be written as

\[
T_g^b = \begin{bmatrix}
    R_g^b & -d_g^b \\
    0 & 1
\end{bmatrix}
\]  

(2.7)

where

\[
R_g^b = \begin{bmatrix}
    \cos \alpha_{el} & 0 & \sin \alpha_{el} \\
    0 & 1 & 0 \\
    -\sin \alpha_{el} & 0 & \cos \alpha_{el}
\end{bmatrix}
\begin{bmatrix}
    \cos \alpha_{az} & \sin \alpha_{az} & 0 \\
    -\sin \alpha_{az} & \cos \alpha_{az} & 0 \\
    0 & 0 & 1
\end{bmatrix}
\]

(2.8)

with \( \alpha_{az} \) and \( \alpha_{el} \) denoting the azimuth angle of rotation about \( Z_b \) and the elevation angle of rotation about \( Y_b \), respectively, that aligns \( X_b \) with \( X_g \). Here, \( d_g^b \) can be obtained from the location of the gimbal rotation center with respect to the platform’s COM \( d_g^b \) as

\[
d_g^b = -R_g^b d_g^b 
\]

(2.9)

since \( d_g^b \) is fixed when it is resolved in the body frame.
Gimbal-to-camera frame transformation

The transformation matrix from gimbal frame to camera frame is given by

\[
T_c^g = \begin{bmatrix}
R_c^g & -d_c^g \\
0 & 1
\end{bmatrix}
\]  \hspace{1cm} (2.10)

where \(d_c^g\) is the location of the gimbal rotation center with respect to the camera optical center. As shown in Fig. 2.2, we have \(X_c\) and \(Z_c\) aligning with \(-Z_g\) and \(X_g\), respectively. Thus, \(R_g^c\) is given by

\[
R_g^c = \begin{bmatrix}
0 & 0 & -1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{bmatrix}
\]  \hspace{1cm} (2.11)

2.3.3 Camera Model

A simple camera projection model [2, 25], as shown in Fig. 2.3, is used in this paper to model the relationship between positions in camera frame and their projections on the image plane in pixels. Let \(p^c = [x_p^c, y_p^c, z_p^c, 1]^T\) denote a position in camera frame.
The position of its projection $q$ in the image frame $(X_{im}, Y_{im})$ is determined by
\[
\begin{bmatrix}
x_q^{im} \\
y_q^{im}
\end{bmatrix} = \begin{bmatrix}
f_{pc}p_x^c & 0 \\
0 & f_{pc}p_y^c
\end{bmatrix}
\]
where $f$ is the focal length of the camera. Then, the position of $q$ on the image plane in pixels is given by [26]
\[
x_q^{ip} = -\frac{y_q^{im} - 0_y}{S_x}
\]
\[
y_q^{ip} = \frac{x_q^{im} - 0_x}{S_y}
\]
where $0_x$ and $0_y$ denote the offsets of the upper-left hand corner of image with respect to the image center in $X_{im}$ and $Y_{im}$, respectively, and $S_x$ and $S_y$ are the sizes of a pixel in $X_{ip}$ and $Y_{ip}$, respectively. To unify representations, let $q^{ip} = [x_q^{ip} \\ y_q^{ip} \\ 1 \\ 1]^T$ denote the position of $q$ in image frame in pixels. Combining (2.12)–(2.14), the relationship between $q^{ip}$ and $p^c$ is given by
\[
\Lambda q^{ip} \triangleq Cp^c = \begin{bmatrix}
0 & f_x & 0 & 0 \\
-f_y & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
p^c
\]
where $f_x \triangleq f/S_x$, $f_y \triangleq f/S_y$ and
\[
\Lambda = \begin{bmatrix}
z_p^cI_{3 \times 3} & 0 \\
0 & 1
\end{bmatrix}.
\]
Here, $I_{n \times n}$ denotes an $n$ by $n$ identity matrix.

### 2.3.4 Target Geo-location

Based on the frame transformations and the camera model described in the previous sections, once the pixel location of a target in the image, $q^{ip}$, is given, its position in the inertial frame can be obtained by

$$
p^{I} = (C T_{c}^{g} T_{b}^{g} T_{I}^{b})^{-1} \Lambda q^{ip}
$$

$$
= T_{b}^{I} T_{g}^{b} T_{c}^{g} C^{-1} \Lambda q^{ip}
$$

(2.17)
given the sensor parameters if $z_{c}^{p}$ in $\Lambda$ is known. Here, $z_{c}^{p}$, referred to as the image depth, can be estimated based on the flat earth assumption [15], which is valid when the coverage area of the camera is not large. Let $p_{c}^{I}$ denote the position of the camera optical center resolved in the inertial frame, which is given by

$$
p_{c}^{I} = T_{b}^{I} T_{g}^{b} T_{c}^{g} p_{c}^{c}
$$

(2.18)

where $p_{c}^{c}$ is the location of the camera optical center resolved in the camera frame given by $p_{c}^{c} = [0 \ 0 \ 0 \ 1]^{T}$ as it is the origin of the camera frame. The location of $q$ resolved in the inertial frame can be similarly obtained by

$$
q^{I} = T_{b}^{I} T_{g}^{b} T_{c}^{g} C^{-1} q^{ip}.
$$

(2.19)
Then, based on the flat earth assumption and the camera projection geometry shown in Fig. 2.3, the image depth $z_p^c$ is given by

$$z_p^c = \frac{z_c^I}{z_c^I - z_q^I} \tag{2.20}$$

where $z_c^I$ and $z_q^I$ are the z-components of $p_c^I$ and $q^I$, respectively. Note that a similar method can be derived when the flat earth assumption does not hold and the terrain data is known. In this case, the intersection of earth and the extension line from $p_c^I$ to $q^I$ can be obtained by using the method in [8]. Denote the height of the intersection as $h_p$. The image depth $z_p^c$ is then given by

$$z_p^c = \frac{z_c^I + h_p}{z_c^I - z_q^I} \tag{2.21}$$

### 2.4 Modeling of Bias in Video Measurements

Targets can be localized in the world or inertial frame based on (2.17) given their pixel positions in the image and sensor parameters. However, some of the sensor parameters, such as the position and the orientation of the platform and the orientation of the gimbal, are time-varying and have to be measured by on-board sensors in real time. For example, the North and East locations of the platform can be measured by the Global Positioning System (GPS) sensor and the altitude of the platform can be measured by the barometric pressure sensor. Due to sensor noise and geometric uncertainties, these measurements are inevitably perturbed by zero-mean noises and biases, which may cause large errors in the converted target geo-location. Though the effect of zero-mean noises on the converted geo-location can be removed
by filtering algorithms [1], the systematic biases are not handled by filtering. Thus, this paper focuses on estimating and correcting the constant biases in measurements of sensor parameters in order to make the converted target geo-location more accurate.

Since the GPS sensor has a high accuracy [17] and it has been shown that the accuracy of converted target geo-locations is not significantly affected by the biases in pitch and altitude measurements [2], the biases considered in this paper include those in the measurements of roll, yaw, gimbal azimuth and elevation angles. Platforms used in airborne surveillance often fly at a nearly constant altitude, implying that the pitch angle is close to zero. From Fig. 2.1 and Fig. 2.2, it can be seen that in this case, the roll and yaw axes of the platform are close to the elevation and azimuth axes of the gimbal, respectively. Thus, the effects of biases in roll and yaw measurements are numerically indistinguishable from those of biases in gimbal elevation and azimuth measurements. For simplicity, the biases in roll and yaw measurements are considered merged into the biases in gimbal elevation and azimuth and corrected together with them. As a result, the bias vector that we need to estimate is reduced to \( b = [\bar{\alpha}_{az} \bar{\alpha}_{el}]^T \), where \( \bar{\alpha}_{az} \) and \( \bar{\alpha}_{el} \) denote the biases in gimbal azimuth and elevation measurements, respectively.

In [25], the effect of the bias vector is decoupled from true target geo-location and expressed by a highly nonlinear term. Thus, numerical search algorithms, such as the GA algorithm [6], have to be used to estimate the bias vector. In this section, the bias in the converted target geo-location is reformulated and a novel linearly decoupled method is proposed.

Given the measurements of those time-varying sensor parameters and target pixel location in the image, the measurement of target geo-location \( z \), based on (2.17), is
given by

\[ z = \hat{T}_b^i \hat{T}_g^b q^g \]  \hfill (2.22)

where \( \hat{T}_i^j \) denotes the estimate of transformation matrix \( T_i^j \) given the measurements of sensor parameters and

\[
q^g \triangleq T_c^g C^{-1} \Lambda q^{ip} \\
= [x_q^g y_q^g z_q^g 1]^T.
\]  \hfill (2.23)

The bias vector only affects the transformation matrix from gimbal frame to body frame, \( \hat{T}_g^b \), which becomes

\[
\hat{T}_g^b = \begin{bmatrix}
\hat{R}_g^b & -d_g^b \\
0 & 1
\end{bmatrix}
\]  \hfill (2.24)

where

\[
\hat{R}_g^b = \begin{bmatrix}
\cos \hat{\alpha}_{el} \cos \hat{\alpha}_{az} & -\sin \hat{\alpha}_{az} & -\sin \hat{\alpha}_{el} \cos \hat{\alpha}_{az} \\
\cos \hat{\alpha}_{el} \sin \hat{\alpha}_{az} & \cos \hat{\alpha}_{az} & -\sin \hat{\alpha}_{el} \sin \hat{\alpha}_{az} \\
\sin \hat{\alpha}_{el} & 0 & \cos \hat{\alpha}_{el}
\end{bmatrix}
\]  \hfill (2.25)

given the measurement of gimbal azimuth, \( \hat{\alpha}_{az} = \alpha_{az} + \bar{\alpha}_{az} \) and the measurement of gimbal elevation, \( \hat{\alpha}_{el} = \alpha_{el} + \bar{\alpha}_{el} \). Expanding each term in \( \hat{R}_g^b \) and applying some approximations, namely, \( \sin \bar{\alpha}_{az} \approx \bar{\alpha}_{az} \), \( \sin \bar{\alpha}_{el} \approx \bar{\alpha}_{el} \), \( \cos \bar{\alpha}_{az} \approx 1 \), \( \cos \bar{\alpha}_{el} \approx 1 \), \( \sin \bar{\alpha}_{az} \sin \bar{\alpha}_{el} \approx 0 \) and \( \cos \bar{\alpha}_{az} \cos \bar{\alpha}_{el} \approx 1 \) by assuming that \( \bar{\alpha}_{az} \) and \( \bar{\alpha}_{el} \) are close to
zero, $\hat{R}_g^b$ can be approximately decoupled as

$$\hat{R}_g^b \approx R_g^b + R_{g,\text{bias}}$$

(2.26)

where the terms in $R_{g,\text{bias}}$ are given by

$$R_{g,\text{bias}}(1, 1) = -\bar{\alpha}_{el} \sin \hat{\alpha}_{el} \cos \hat{\alpha}_{az} - \bar{\alpha}_{az} \cos \hat{\alpha}_{el} \sin \hat{\alpha}_{az}$$

(2.27)

$$R_{g,\text{bias}}(1, 2) = -\bar{\alpha}_{az} \cos \hat{\alpha}_{az}$$

(2.28)

$$R_{g,\text{bias}}(1, 3) = \bar{\alpha}_{az} \sin \hat{\alpha}_{el} \sin \hat{\alpha}_{az} - \bar{\alpha}_{el} \cos \hat{\alpha}_{el} \cos \hat{\alpha}_{az}$$

(2.29)

$$R_{g,\text{bias}}(2, 1) = \bar{\alpha}_{az} \cos \hat{\alpha}_{el} \cos \hat{\alpha}_{az} - \bar{\alpha}_{el} \sin \hat{\alpha}_{el} \sin \hat{\alpha}_{az}$$

(2.30)

$$R_{g,\text{bias}}(2, 2) = -\bar{\alpha}_{az} \sin \hat{\alpha}_{az}$$

(2.31)

$$R_{g,\text{bias}}(2, 3) = -\bar{\alpha}_{el} \cos \hat{\alpha}_{el} \sin \hat{\alpha}_{az} - \bar{\alpha}_{az} \sin \hat{\alpha}_{el} \cos \hat{\alpha}_{az}$$

(2.32)

$$R_{g,\text{bias}}(3, 1) = \bar{\alpha}_{el} \cos \hat{\alpha}_{el}$$

(2.33)

$$R_{g,\text{bias}}(3, 2) = 0$$

(2.34)

$$R_{g,\text{bias}}(3, 3) = -\bar{\alpha}_{el} \sin \hat{\alpha}_{el}$$

(2.35)

Substituting (2.26) into (2.24), $\hat{T}_g^b$ can be rewritten as

$$\hat{T}_g^b = T_g^b + T_{g,\text{bias}}$$

(2.36)

where

$$T_{g,\text{bias}}^b = \begin{bmatrix} R_{g,\text{bias}}^b & 0 \\ 0 & 0 \end{bmatrix}.$$
Then, the measurement of target geo-location in (2.22) can be expressed as

\[ z = \hat{T}^l_b T^b_g q^g + \hat{T}^l_b T^b_{g,bias} q^g. \]  

(2.38)

Multiplying out the second term in (2.38) and substituting (2.27)–(2.35) into the result, the second term can be represented as a linear function of the bias vector \( b \) as follows:

\[ \hat{T}^l_b T^b_{g,bias} q^g = \hat{R}^l_b U b \]  

(2.39)

where \( \hat{R}^l_b = \hat{R}^l_{bi} \) is obtained by substituting Euler angle measurements into (2.5) and

\[ U = [U_1 \ U_2] \]

with

\[ U_1 = \begin{bmatrix} -\cos \hat{\alpha}_{el} \sin \hat{\alpha}_{az} & -\cos \hat{\alpha}_{az} & \sin \hat{\alpha}_{el} \sin \hat{\alpha}_{az} \\ \cos \hat{\alpha}_{el} \cos \hat{\alpha}_{az} & -\sin \hat{\alpha}_{az} & -\sin \hat{\alpha}_{el} \cos \hat{\alpha}_{az} \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} x^g_q \\ y^g_q \\ z^g_q \end{bmatrix} \]  

(2.40)

and

\[ U_2 = \begin{bmatrix} -\sin \hat{\alpha}_{el} \cos \hat{\alpha}_{az} & 0 & -\cos \hat{\alpha}_{el} \cos \hat{\alpha}_{az} \\ -\sin \hat{\alpha}_{el} \sin \hat{\alpha}_{az} & 0 & -\cos \hat{\alpha}_{el} \sin \hat{\alpha}_{az} \\ \cos \hat{\alpha}_{el} & 0 & -\sin \hat{\alpha}_{el} \end{bmatrix} \begin{bmatrix} x^g_q \\ y^g_q \\ z^g_q \end{bmatrix}. \]  

(2.41)

As discussed in the previous section, the biases in \( \hat{T}^l_b \) (roll and yaw measurements) are transferred into the bias vector \( b \) and the first term in (2.38), \( \hat{T}^l_b T^b_{g,bias} q^g \), is approximately equal to the true target geo-location \( p^I \). Since (2.22) is linear and the
noises in measurements of sensor parameters are small and follow zero-mean Gaussian distributions, the effect of the noises on the converted target geo-location can be approximately modeled by adding a Gaussian noise $w$ into (2.22). Then, the measurement of target geo-location can be rewritten as

$$z = p^I + \hat{R}_b^IUb + w.$$  

(2.42)

### 2.5 Bias Estimation and Geo-Registration

Equation (2.42) shows that the converted measurement (2.22) is linear with the true target geo-location and the bias vector. Thus, the bias vector can be estimated together with the target geo-location over a period of time or estimated separately by canceling out the target geo-location terms for the common targets that are observed by multiple airborne sensors. The two methods are briefly introduced below. The following derivations assume that there are $M$ airborne video sensors observing $N$ ground targets in the scenario.

#### 2.5.1 Geo-registration while Tracking

Let $x_i = [p_i^I \ v_i^I]^T$ denote the kinematic state of the $i$th target, where $p_i^I$ and $v_i^I$ are the position and velocity of the target, respectively. Stacking the kinematic states of the targets and bias vectors of the sensors, the vector $X = [x_1^T \ \cdots \ x_N^T \ b_1^T \ \cdots \ b_M^T]^T$ is required to be inferred at each time step $k$. Given the dynamics model of each target as [14]

$$x_i(k) = F_i(k-1)x_i(k-1) + G_i(k-1)v_i(k-1)$$  

(2.43)
where $v_i(k-1)$ denotes the process noise sequence, the evolution of $X$ can be described by

$$X(k) = F(k-1)X(k-1) + G(k-1)v(k-1) \quad (2.44)$$

where $F(k-1) = \text{diag}(F_1(k-1), \cdots, F_N(k-1), I_{2M \times 2M})$,

$$G(k-1) = \begin{bmatrix}
G_1(k-1) \\
\vdots \\
G_N(k-1) \\
0
\end{bmatrix} \quad (2.45)$$

and $v(k-1) = [v_1(k-1)^T \cdots v_N(k-1)^T]^T$. Here, \text{diag}(\cdot) denotes the block diagonal matrix construction operator. Based on (2.42), the measurement that originates from the $j$th target and is observed by the $i$th sensor at time step $k$ is given by

$$z_{ij}(k) = H_{ij}(k)x_j(k) + \hat{R}_{b,i}(k)U_{ij}(k)b_i + w_{ij}(k) \quad (2.46)$$

where $H_x = [I_{3 \times 3} \ 0]$, $\hat{R}_{b,i}^T$ is the matrix $\hat{R}_b^T$ for the $i$th sensor and $U_{ij}(k)$ is the matrix $U$ corresponding to the $i$th sensor observing the $j$th target. Then, $z_{ij}(k)$ can be expressed as a function of $X(k)$ as follows:

$$z_{ij}(k) \triangleq H_{ij}(k)X(k) + w_{ij}(k) \quad (2.47)$$
where $H_{ij}(k)$ is obtained by putting $H_x$ and $\hat{R}^I_{b,i}(k)U_{ij}(k)$ to the positions corresponding to $x_j(k)$ and $b_i$ in $X(k)$, respectively. For example, $H_{11}(k)$ is given by

$$H_{11}(k) = \begin{bmatrix} H_x & 0 & \cdots & 0 & \hat{R}^I_{b,1}(k)U_{11}(k) & 0 & \cdots & 0 \end{bmatrix}.$$  \hfill (2.48)

When a new measurement becomes available, substituting (2.44) and (2.47) into the Kalman filter equations [10], the estimate of $X(k)$ and its associated covariance matrix $P(k|k)$ can be recursively updated. The details on the Kalman filter can be found in [1].

### 2.5.2 Decoupled Geo-registration

When there are common targets observed by multiple airborne sensors simultaneously, a pseudo-measurement that addresses only the effect of biases can be derived by subtracting the converted measurements (2.22) originating from the common target and observed by two different sensors. Based on (2.46), the pseudo-measurement corresponding to the $j$th target observed by the $i_1$th and $i_2$th sensors can be expressed as

$$z_{i_1i_2}^{b,j}(k) = z_{i_1j}(k) - z_{i_2j}(k) = \hat{R}^I_{b,i_1}(k)U_{i_1j}(k)b_{i_1} - \hat{R}^I_{b,i_2}(k)U_{i_2j}(k)b_{i_2} + w_{i_1j} - w_{i_2j}. \hfill (2.49)$$

Stacking bias vectors of the sensors, $B = [b_1^T \cdots b_2^T]^T$, which is required to be inferred, $z_{i_1i_2}^{b,j}(k)$ can be rewritten as

$$z_{i_1i_2}^{b,j}(k) = H_{b,j}^{i_1i_2}(k)B + w^{i_1i_2}_j(k) \hfill (2.50)$$
where $H_{b,j}^{i_1i_2}(k)$ is obtained by putting $\hat{R}_{b,i_1}(k)U_{i_1j}(k)$ and $\hat{R}_{b,i_2}(k)U_{i_2j}(k)$ to the positions corresponding to $b_{i_1}$ and $b_{i_2}$, respectively, and $w_{j}^{i_1i_2}(k) = w_{i_1j}(k) - w_{i_2j}(k)$. By assuming that $w_{i_1j}(k)$ is independent of $w_{i_2j}(k)$, $w_{j}^{i_1i_2}(k)$ is also a zero-mean Gaussian noise with covariance $R_{j}^{i_1i_2}(k) = R_{i_1j}(k) + R_{i_2j}(k)$, where $R_{ij}(k)$ is the covariance of $w_{ij}(k)$. Note that when a target is observed by $M' \geq 2$ sensors simultaneously, $M' - 1$ pseudo-measurements can be generated by subtracting the measurement observed by a common sensor from the measurements observed by the other $M' - 1$ sensors, respectively. The correlation between the noises in these pseudo-measurements then need to be considered. For example, assuming that the $j$th target is observed by the $i_1$th, $i_2$th and $i_3$th sensors simultaneously and that the $i_1$th sensor is picked up as the common sensor, two pseudo-measurements $z_{b,j}^{i_2i_1}(k)$ and $z_{b,j}^{i_3i_1}(k)$ are generated. The correlation between $w_{j}^{i_2i_1}(k)$ and $w_{j}^{i_3i_1}(k)$ is then given by $R_{i_1j}(k)$. Now, the stacked bias vector $B$ can be estimated based on the pseudo-measurements by using the recursive or batch least squares method [1].

Once the estimate of bias vector, $\hat{b} = [\hat{\alpha}_{az} \hat{\alpha}_{el}]^T$, is obtained, the converted measurement of target geo-location (2.22) can be debiased by replacing $\hat{\alpha}_{az}$ and $\hat{\alpha}_{el}$ in $\hat{R}_{b}^{g}$ (2.25) by $\hat{\alpha}_{az} - \hat{\alpha}_{az}$ and $\hat{\alpha}_{el} - \hat{\alpha}_{el}$, respectively.

### 2.6 Simulation Results

In this section, the performances of the proposed methods are evaluated and compared with that of the method for airborne video geo-registration [25] through simulations.
Table 2.1: Initial states and standard deviations of process noise for platforms and targets with respect to the inertial frame

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Platform 1</th>
<th>Platform 2</th>
<th>Target 1</th>
<th>Target 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>[ \begin{bmatrix} 0m \ 0m \ -300m \end{bmatrix} ]</td>
<td>[ \begin{bmatrix} 400m \ 400m \ -300m \end{bmatrix} ]</td>
<td>[ \begin{bmatrix} 100m \ 0m \ 0m \end{bmatrix} ]</td>
<td>[ \begin{bmatrix} 300m \ 200m \ 0m \end{bmatrix} ]</td>
</tr>
<tr>
<td>Speed</td>
<td>8 m/s</td>
<td>8 m/s</td>
<td>10 m/s</td>
<td>10 m/s</td>
</tr>
<tr>
<td>Heading</td>
<td>15°</td>
<td>−120°</td>
<td>20°</td>
<td>−105°</td>
</tr>
<tr>
<td>Elevation</td>
<td>2°</td>
<td>2°</td>
<td>0°</td>
<td>0°</td>
</tr>
</tbody>
</table>

\[ \sigma_v (m/s^2) \] 

\[ \begin{bmatrix} 0.1 \\ 0.1 \\ 0.1 \\ 0.1 \end{bmatrix} \]

\[ \begin{bmatrix} 0.25 \\ 0.25 \end{bmatrix} \]

\[ \begin{bmatrix} 0.25 \\ 0.25 \end{bmatrix} \]

\[ \begin{bmatrix} 0 \\ 0 \end{bmatrix} \]

2.6.1 Simulation Scenario

The scenario consists of two airborne sensors and two ground targets moving in their overlapping fields of view. The motions of the airborne platforms and targets are generated based on the nearly constant velocity model with the initial states and standard deviation of process noise shown in Table 2.1. Other platform parameters and their on-board camera parameters are given in Table 2.2 and Table 2.3, respectively. The video detections in 100 frames at a rate of five frames per second (fps) are then generated by assuming that the centroids of the targets have been detected by image processing algorithms [7, 4, 31]. To make the simulations more realistic, it is assumed that zero-mean noises and biases are generally present in the measurements of sensor parameters. The standard deviation of platform position measurements is 2m in each dimension and the standard deviation of all angle measurements (ψ, θ, φ, α_{az}, α_{el}) is 0.2°. The values of biases in measurements of yaw, pitch and roll of each platform
Table 2.2: Platform parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\psi$</th>
<th>$\theta$</th>
<th>$\phi$</th>
<th>$\alpha_{az}$</th>
<th>$\alpha_{el}$</th>
<th>$d^b_g$</th>
<th>$d^c_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform 1</td>
<td>15°</td>
<td>2°</td>
<td>2°</td>
<td>80°</td>
<td>80°</td>
<td>0.05m</td>
<td>0.01m</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.05m</td>
<td>0.02m</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01m</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.05m</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02m</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01m</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.05m</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02m</td>
</tr>
</tbody>
</table>

Table 2.3: On-board camera parameters (in pixels)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Camera 1</th>
<th>Camera 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_x$</td>
<td>548</td>
<td>548</td>
</tr>
<tr>
<td>$f_y$</td>
<td>556</td>
<td>556</td>
</tr>
<tr>
<td>$O_x$</td>
<td>415</td>
<td>225</td>
</tr>
<tr>
<td>$O_y$</td>
<td>520</td>
<td>498</td>
</tr>
</tbody>
</table>

are randomly selected between $-0.5^\circ$ and $0.5^\circ$.

2.6.2 Numerical Results

The performances of the methods are evaluated in four different sets of values for biases in gimbal azimuth and elevation measurements. The details of the test sets are given in Table 2.4. For each test set, the performance measures are obtained over one hundred Monte Carlo runs. The method proposed in [25] estimates the biases using the GA algorithm. Thus, we refer to this method as the GA-based method. The GA-based method is evaluated with the configuration in [25] and two different numbers of generations, namely, $N_g = 5$ and $N_g = 20$, are experimented with. The second proposed method in this paper, which implements geo-registration separately,
Table 2.4: Test sets and corresponding biases in gimbal azimuth and elevation

<table>
<thead>
<tr>
<th>Test set</th>
<th>$\bar{\alpha}_{az,1}$</th>
<th>$\bar{\alpha}_{el,1}$</th>
<th>$\bar{\alpha}_{az,2}$</th>
<th>$\bar{\alpha}_{el,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$2^\circ$</td>
<td>$-2.5^\circ$</td>
<td>$1.5^\circ$</td>
<td>$2^\circ$</td>
</tr>
<tr>
<td>2</td>
<td>$-1.5^\circ$</td>
<td>$2^\circ$</td>
<td>$-1.5^\circ$</td>
<td>$1^\circ$</td>
</tr>
<tr>
<td>3</td>
<td>$2^\circ$</td>
<td>$2^\circ$</td>
<td>$2^\circ$</td>
<td>$2^\circ$</td>
</tr>
<tr>
<td>4</td>
<td>$-2^\circ$</td>
<td>$-2^\circ$</td>
<td>$-2^\circ$</td>
<td>$-2^\circ$</td>
</tr>
</tbody>
</table>

Table 2.5: RMSE of gimbal azimuth and elevation bias estimates (in degrees)

<table>
<thead>
<tr>
<th>Method</th>
<th>Test set 1</th>
<th>Test set 2</th>
<th>Test set 3</th>
<th>Test set 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1</td>
<td>$0.15$</td>
<td>$0.59$</td>
<td>$0.27$</td>
<td>$0.31$</td>
</tr>
<tr>
<td>Method 2</td>
<td>$0.28$</td>
<td>$0.51$</td>
<td>$0.38$</td>
<td>$0.30$</td>
</tr>
<tr>
<td>Method 2 batch</td>
<td>$0.28$</td>
<td>$0.51$</td>
<td>$0.38$</td>
<td>$0.30$</td>
</tr>
<tr>
<td>GA, $N_g = 5$</td>
<td>$0.69$</td>
<td>$0.60$</td>
<td>$0.65$</td>
<td>$0.50$</td>
</tr>
<tr>
<td>GA, $N_g = 20$</td>
<td>$0.58$</td>
<td>$0.28$</td>
<td>$0.46$</td>
<td>$0.26$</td>
</tr>
</tbody>
</table>

is run in recursive and batch modes. With its batch mode and the GA-based method, a window of 20 frames is used.

Table 2.5 shows the root mean square error (RMSE) of gimbal azimuth and elevation bias estimates at the end of 100 frames while Fig. 2.4 shows the average RMSE over the bias estimates of two platforms in test sets 1 and 2. It can be seen from Table 2.5 that the accuracies of the geo-registration methods proposed in this paper are similar to that of the GA-based method with 20 generations after 100 frames. The GA-based method with 5 generations is less accurate than the others. Compared with the methods proposed in this paper, the GA-based method has a faster convergence rate. Since calibration needs to be done only once (i.e., at the beginning of a mission), the convergence rate is not an issue.

The accuracies of debiased target geo-locations by using the obtained bias estimates are then evaluated. Table 2.6 gives the RMSE of debiased target geo-locations
averaged over frames, which is taken as a measure of improvement in target geo-location that can be achieved by geo-registration methods. The RMSEs of converted target geo-locations given the true gimbal azimuth and elevation of the sensors are also provided as a lower bound on geolocation accuracy. Compared with the RMSEs of original (without debiasing) target geo-locations, all geo-registration methods improve their accuracies significantly. The target geo-locations debiased by the GA-based method with 20 generations have slightly better accuracy than those debiased by the other methods. Fig. 2.5 shows the average RMSE of the converted target geo-locations of the first target that are observed by the two sensors in test sets 1 and 2. The average RMSEs for the second target show a similar trend. It can be seen that the average RMSEs for all debiased methods converge close to that of converted target geo-locations given the true gimbal azimuth and the elevation of the sensors at the end of 100 frames. Note that the RMSE of target geo-locations debiased using bias estimates, which include estimation errors, can reach that of converted target geo-locations given the true gimbal azimuth and the elevation of the sensors.
Table 2.6: RMSE of converted target geo-locations (in meters)

<table>
<thead>
<tr>
<th>Method</th>
<th>Test set 1</th>
<th>Test set 2</th>
<th>Test set 3</th>
<th>Test set 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$z_{11}$</td>
<td>$z_{12}$</td>
<td>$z_{21}$</td>
<td>$z_{22}$</td>
</tr>
<tr>
<td></td>
<td>$z_{11}$</td>
<td>$z_{12}$</td>
<td>$z_{21}$</td>
<td>$z_{22}$</td>
</tr>
<tr>
<td>Undebiased</td>
<td>19.4</td>
<td>22.4</td>
<td>21.4</td>
<td>18.5</td>
</tr>
<tr>
<td></td>
<td>11.1</td>
<td>11.1</td>
<td>17.2</td>
<td>16.0</td>
</tr>
<tr>
<td></td>
<td>13.5</td>
<td>14.4</td>
<td>19.3</td>
<td>17.2</td>
</tr>
<tr>
<td></td>
<td>14.4</td>
<td>14.3</td>
<td>25.2</td>
<td>22.2</td>
</tr>
<tr>
<td>Method 1</td>
<td>7.4</td>
<td>8.4</td>
<td>9.1</td>
<td>7.3</td>
</tr>
<tr>
<td></td>
<td>7.1</td>
<td>7.8</td>
<td>7.7</td>
<td>6.6</td>
</tr>
<tr>
<td></td>
<td>5.9</td>
<td>7.0</td>
<td>7.2</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>8.3</td>
<td>8.7</td>
<td>10.5</td>
<td>8.0</td>
</tr>
<tr>
<td>Method 2</td>
<td>6.1</td>
<td>6.9</td>
<td>7.5</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>7.0</td>
<td>7.6</td>
<td>8.7</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>5.7</td>
<td>6.4</td>
<td>7.0</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>6.7</td>
<td>7.1</td>
<td>9.8</td>
<td>7.4</td>
</tr>
<tr>
<td>Method 2 batch</td>
<td>5.8</td>
<td>6.4</td>
<td>7.1</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>6.7</td>
<td>7.3</td>
<td>8.2</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td>5.7</td>
<td>6.4</td>
<td>6.8</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>6.4</td>
<td>6.9</td>
<td>9.6</td>
<td>7.1</td>
</tr>
<tr>
<td>GA, $N_g = 5$</td>
<td>5.8</td>
<td>6.3</td>
<td>6.9</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>5.7</td>
<td>6.1</td>
<td>6.6</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>5.4</td>
<td>6.0</td>
<td>6.3</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>6.0</td>
<td>6.4</td>
<td>6.7</td>
<td>5.8</td>
</tr>
<tr>
<td>GA, $N_g = 20$</td>
<td>4.4</td>
<td>4.8</td>
<td>5.3</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>4.7</td>
<td>5.0</td>
<td>5.6</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>4.3</td>
<td>4.8</td>
<td>5.0</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td>4.9</td>
<td>5.2</td>
<td>5.4</td>
<td>4.9</td>
</tr>
<tr>
<td>Bias-free</td>
<td>3.8</td>
<td>4.2</td>
<td>5.7</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>4.4</td>
<td>4.8</td>
<td>5.4</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>4.1</td>
<td>4.7</td>
<td>6.2</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>4.4</td>
<td>4.7</td>
<td>5.6</td>
<td>5.2</td>
</tr>
</tbody>
</table>

This is because the effects of biases in yaw and roll measurements, indistinguishable from those of biases in gimbal azimuth and elevation measurements, respectively, are partially removed together when debiasing.

A more accurate target geo-location can be obtained by filtering the converted geo-locations across frames. The improvement in the final target geo-location estimates after filtering achieved by geo-registration methods is also analyzed by evaluating the RMSE of target geo-location estimates, which is directly generated for the first proposed geo-registration method and can be obtained by feeding undebiased/debiased converted target geo-locations into a Kalman filter for the other methods. The RMSE of geo-location estimates averaged over two targets in test sets 1 and 2 is shown in Fig. 2.6. It shows a trend similar to that of the RMSE of converted target geo-location. The accuracies of geo-location estimates obtained using the geo-registration methods proposed in this paper fall in between those obtained using the GA-based method with 5 and 20 generations.

Finally, the computational costs of the geo-registration methods are evaluated on a 2.5 GHz Intel i7-4710 HQ laptop with 16 GB RAM. The computation times per run averaged over 100 Monte Carlo runs are given in Table 2.7, which shows that...
Fig. 2.5: RMSE values averaged over the first target geo-locations that are observed by the two sensors in test sets 1 and 2

Table 2.7: Computation times averaged over 100 Monte Carlo runs (in seconds)

<table>
<thead>
<tr>
<th>Method</th>
<th>Computation time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1</td>
<td>0.16</td>
</tr>
<tr>
<td>Method 2</td>
<td>0.13</td>
</tr>
<tr>
<td>Method 2 batch</td>
<td>0.12</td>
</tr>
<tr>
<td>GA, $N_g = 5$</td>
<td>12.31</td>
</tr>
<tr>
<td>GA, $N_g = 20$</td>
<td>46.79</td>
</tr>
</tbody>
</table>

the computational demands of the two methods proposed in this paper are almost the same but are significantly less than those of the GA-based methods. This makes the proposed algorithms real-time feasible even at high frame rates. In contrast, the GA-based method may not be real-time ready at high frame rates.

2.7 Conclusions

The problem of airborne video geo-registration for tracking ground targets was studied in this paper. The effect of sensor biases on converted target geo-location was analyzed and modeled. It was then decoupled from true target geo-location and approximately expressed by a term, which is linear with sensor biases, by assuming
that the biases are small. Based on the decoupled result, two methods were proposed to estimate the biases by (a) estimating the biases jointly with target geo-locations, (b) estimating the biases separately by using the information from the common targets that are observed by multiple airborne sensors simultaneously. Numerical results demonstrated that the proposed methods achieve the same performance as the previous optimization-based method, in which the biases are modeled by a highly non-linear term and estimated using the genetic algorithm. The proposed methods are significantly simpler and substantially faster in terms of CPU time, making them real-time feasible even on airborne platforms with moderate computational resources and at high frame rates.

Fig. 2.6: RMSE values of geo-location estimate averaged over two targets in test sets 1 and 2
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Chapter 3

Multiple Vehicle Tracking on Single-lane Roads

3.1 Abstract

Multi-vehicle tracking is crucial in many applications, such as traffic surveillance, intelligent transportation systems and advanced driver assistance systems. Most conventional multitarget tracking algorithms are not ideal for multi-vehicle tracking since they assume that targets move independently of one another. However, due to traffic volume and limited lane resources, vehicles have to interact with their neighbors, resulting in highly dependent motions. To address this limitation, this paper proposes a novel multi-vehicle tracking algorithm for the single-lane case that considers motion dependence across vehicles by integrating the car-following model (CFM) into the tracking process with on-road constraints. A new CFM-based motion model that describes the dependent motion of vehicles in the single lane case is proposed and the notion of car-following clusters is defined. In order to exploit all available information
in sensor measurements, the proposed algorithm updates the state estimates of car-following clusters by utilizing a stacked-update strategy. Furthermore, the variable structure interacting multiple model (VS-IMM) estimator is modified and integrated into the proposed algorithm to handle maneuvers that may violate the CFM. Simulation results demonstrate the superiority of the proposed multi-vehicle tracking algorithm over other state-of-the-art multi-vehicle tracking algorithms.

3.2 Introduction

Vehicle tracking is important in many different applications in ground surveillance [46], traffic surveillance [10], intelligent transportation systems (ITS) [11] and advanced driver assistance systems (ADAS) [9]. The goal of the work presented in this paper is tracking multiple vehicles in applications such as traffic surveillance and intelligent traffic monitoring through infrastructure-mounted sensors to support trajectory planning [11] and traffic management. Due to the characteristics that distinguish it from the standard multitarget tracking (MTT) problem [14], significant research in this area has been done in recent years [46, 10, 11, 13, 23, 31, 30, 39, 42, 16, 24, 12, 28, 35, 38, 15].

One of the distinguishing features of vehicle tracking is that as vehicles move along roads, their motions are subjected to various constraints imposed by those roads. The road map can then be utilized as prior information, significantly improving the tracking performance while reducing target uncertainty and false alarms [13, 24]. Making use of the particle filter, the road constraints can be used to align the state probability densities along roads by discarding off-road particles [23, 31, 13]. However, most of the works on particle-filter based approaches consider only
single-target problems due to high computational cost, especially with closely-spaced objects, which is a common challenge in vehicle tracking scenarios. The notion of directional process noise is introduced in [30, 39] to impose road constraints on state estimation in a “soft” manner and thus the resulting state estimate is not guaranteed to be located on the road. To overcome this deficiency, the vehicle tracking with road constraints is identified as the state estimation with equality constraints in [42], by modeling roads as sequences of linear segments, like most geographical information systems (GIS) do. Also, it was demonstrated that the solution to this problem is the projection of Kalman filter estimates onto the roads. Another way is to consider the road constraints as pseudo-measurements from a virtual sensor fed into the standard unconstrained filter along with other measurements [16]. However, this method may lead to numerical problems due to the use of noise-free pseudo-measurements. Unlike the above methods that describe the vehicle motions in the ground coordinates with additional ways to constrain them on-road, it is more convenient to model them in road coordinates [46, 24, 12, 28] so that on-road constraints are directly integrated: In [46], a vehicle is tracked in road coordinates using one-dimensional representation of vehicle kinematics. The geometric map error is considered during tracking in [24]. This method is extended in [12] with consideration for the lateral motion of vehicles as another dimension in road coordinates. The curvilinear version of two-dimensional road model is proposed in [28].

Due to traffic volume and limited lane resources [14], vehicles usually interact with neighboring vehicles while moving along roads. This leads to highly dependent motion across vehicles, a particular difficulty in vehicle tracking. The motion dependence can be regarded as another piece of prior information, similar to the road
map, to further improve tracking performance. The motion dependence in pedestrian motion is considered in [47, 17] with the social force model (SFM) being proposed in [25] to model the interactions between pedestrians. The modified SFM is presented to model vehicle dynamics and used in vehicle tracking in [15]. However, the SFM is an empirical model in which the interactions are modeled as virtual forces without any direct physical meaning and thus the SFM cannot be used to describe vehicle dynamics accurately. In contrast, the car-following model (CFM), describing the vehicle dynamics as the process of one vehicle following another in traffic flow, has been studied for nearly half a century [34]. The most well-known CFM is the Gazis-Herman-Rothery (GHR) model [19], which describe the motion dependence by modeling the acceleration of the following vehicle as a function of its motion relative to the leading vehicle. Other models similar to the GHR model include the linear Helly model [26] and the Intelligent drive model (IDM) [45]. The Gipps model [20], unlike the aforementioned models that define the acceleration of the following vehicle, aim to define a safe distance for avoiding collisions. The Gipps model is widely used in many traffic simulators because of its ability to describe the propagation of disturbances. Other CFMs include the Action Point (AP) model, Cellular Automation Model and the fuzzy logic-based model [34].

While the use of road information has been explored in detail in the literature, the information about dependent motion across vehicles has not yet been well-addressed. To the best of our knowledge, the motion dependence between vehicles is used for multi-vehicle tracking only in [38], in which the GHR model is considered for evaluating candidate track probabilities within the multiple hypothesis tracking (MHT) framework, and in [15], in which the modified SFM, though inaccurate as mentioned
above, is used as the dynamic model for targets.

Thus the motivation for this paper is to propose a new algorithm for multi-vehicle tracking in the single-lane case with the integration of both road maps and motion dependence information. In the proposed tracking algorithm, the car-following cluster is defined as the basic unit, where complete motion dependence is present and is described by CFM in road coordinates. A stacked-vector strategy, commonly used for correlated measurements and target motions [37, 18], is applied to each car-following cluster to update estimates. Given the possibility that some vehicles may not follow their leading vehicle to accelerate when they reach their desired speed, the variable structure interacting multiple model (VS-IMM), an adaptive version of the fixed IMM estimator [3, 32], in which the active model set is adjusted according to current conditions, is used in the proposed tracking algorithm. The corresponding Posterior Cramer-Rao Lower Bound (PCRLB) is also derived in this paper to quantify the performance of the proposed tracking algorithm.

The remainder of the paper is organized as follows: Section 3.3 introduces the basic models necessary for the multi-vehicle tracking problem. In Section 3.4, the CFM-based multi-vehicle tracking algorithm, with the integrated road map, is proposed. The PCRLB is derived in Section 3.5. In Section 3.6, numerical results are provided to demonstrate the advantages of the proposed CFM-based multi-vehicle tracking algorithm over other state-of-the-art algorithms [46, 15, 12]. Concluding remarks are given in Section 3.7.
3.3 Background

3.3.1 One-dimensional Road Representation

Most GIS works represent roads as sequences of linear segments [7]. This model has also been used in vehicle tracking [46, 12]. Ignoring altitude information and map mismatch, each segment $i$ is defined by the following three attributes:

1. starting point $s_i$
2. unit direction vector $d_i$
3. segment length $\lambda_i$.

The relationship among these attributes is expressed as $s_{i+1} = s_i + \lambda_i d_i$. The arc length $l$ can be uniquely defined corresponding to each point on the road as $l = \sum_{j=1}^{k-1} \lambda_j + \hat{\lambda}_k$, where the $k$th segment is the segment that the point is on and $\hat{\lambda}_k$ is the distance from the point to $s_k$. Thus, the arc length corresponding to the starting point of each segment is $l_i = \sum_{j=1}^{i-1} \lambda_j$. Once the arc length is given, its corresponding position in the ground coordinate can be obtained by

$$r_g(l) \triangleq \begin{bmatrix} x \\ y \end{bmatrix} = s_k + (l - l_k)d_k$$

(3.1)

where $k$ is determined by the following inequality:

$$l_k \leq l \leq l_{k+1}.$$  (3.2)
3.3.2 Car-Following Model

The linear Helly model [26] is used in this paper to describe the longitudinal dynamics of vehicles that move along a single lane by following the leading vehicle. It is used not only for its simplicity but also for the practical meaning of each term in the linear Helly model. Other CFMs can also be incorporated into the dependent tracking algorithm proposed in this paper with the framework of an extended Kalman filter (EKF) [3].

The Helly model gives the formulation of acceleration of the following vehicle $a_F$ as [26]

$$a_F(t) = C_1 \Delta v(t - T) + C_2 \Delta x(t - T) + C_3 v_F(t - T) + c$$

(3.3)

where $v_F$ is the speed of the following vehicle, $\Delta v$ and $\Delta x$ are the relative distance and speed, respectively between the leading and following vehicle. In the above, $T$ is the reaction time for drivers, while $C_1, C_2, C_3, c$ and $T$ are the parameters that are determined by experiments. The values given by Helly [26] are $C_1 = 0.5$, $C_2 = 0.125$, $C_3 = -0.125$, $c = -2.5$ and $T = 0.5$ s. Calibrations of these parameters have been carried out by Rockwell [36], Bekey [6], and Aron [1]. Note that the intent of this paper is to develop a way to integrate motion dependence information into the tracking process, not to determine the optimal solution of these parameters. Therefore, we still use Helly’s results and parameter mismatch is not considered in this paper. The parameter $c$ in (3.3) indicates the aggressiveness of driving behavior that determines the distance between the two vehicles when they reach steady state equilibrium. For example, aggressive drivers can be modeled by a low absolute value, which means
they follow the leading vehicle very closely. Considering different driving behaviors, $c$ is assumed normally distributed with mean $\bar{c} = -2.5$ for each single vehicle in this paper.

### 3.3.3 Vehicle Motion Model in the Road Coordinate

Assuming vehicles only move on roads with single lane, only the longitudinal motion of the vehicle needs to be considered and it can be described in the road coordinate [46]. In that case, the kinematic state of the vehicle at time $t_k$ can be defined by

$$
x(t_k) \triangleq [l(t_k), \dot{l}(t_k)]^T \quad (3.4)
$$

where $(\cdot)^T$ denotes the transpose, $l(t_k)$ and $\dot{l}(t_k)$ are the position and speed, respectively, of the vehicle at time $t_k$ and are represented by the arc length defined in Section 3.3.1.

Vehicle motion has two different modes depending on whether or not there is a leading vehicle in front. The effective car-following distance $l_e$ represented by the arc length is introduced to distinguish these two cases: The free driving-mode is used when there are no other targets within the range of effective car-following distance, while the following driving-mode is used otherwise. For a vehicle in free driving-mode, the evolution of its state can be described by the discrete nearly constant velocity model [3]:

$$
x(t_k) = F(\delta_k)x(t_{k-1}) + \Gamma(\delta_k)v(t_{k-1}) \quad (3.5)
$$
where $\delta_k = t_k - t_{k-1}$ is the sampling interval and $v(t_{k-1})$ is the white Gaussian process noise sequence with standard deviation $\sigma_v(\delta_k)$ considered as a noisy acceleration component to model disturbances of driving behaviors. The state transition matrix $F$ and noise gain $\Gamma$ are

$$F(\delta_k) = \begin{bmatrix} 1 & \delta_k \\ 0 & 1 \end{bmatrix}, \quad \Gamma(\delta_k) = \begin{bmatrix} \delta_k^2/2 \\ \delta_k \end{bmatrix}. \quad (3.6)$$

The dynamics of a vehicle in following driving-mode can be similarly described by

$$x(t_k) = F(\delta_k)x(t_{k-1}) + \Gamma(\delta_k) (a(t_{k-1}) + v(t_{k-1})) \quad (3.7)$$

where $a(t_{k-1})$ is an additional acceleration term determined by the CFM. Based on (3.3), we have

$$a(t_{k-1}) = F_l x_l(t_{k-1}) + F_f x(t_{k-1}) + c \quad (3.8)$$

where $F_l = [C_2 \quad C_1]$, $F_f = [-C_2 \quad -C_1 + C_3]$ and $x_l(t_{k-1})$ denotes the state of the leading vehicle.

We first define a notion of a car-following pair as two adjacent vehicles such that the distance between them is smaller than $l_c$. The car-following cluster is defined as a sequence of car-following pairs such that adjacent pairs share a common vehicle. For example, three vehicles driving together form a car-following cluster consisting of two car-following pairs that share the second vehicle. Because of shared vehicles, the motions of all vehicles in the same car-following cluster are dependent on each other. Thus, the states of all vehicles in the same car-following cluster are stacked
and propagated together.

Assume that there are $N(t_k)$ vehicles in one car-following cluster at time $t_k$ and let $X(t_k)$ denote the stacked vehicle state obtained by stacking the state of these vehicles $x_n(t_k)$, $n = 1, \ldots, N(t_k)$ from the front. Note that the first vehicle in the car-following cluster is in free driving-mode, while the other vehicles evolve according to the car-following mode. Based on (3.5) and (3.7), the evolution of $X(t_k)$ can be expressed as

$$X(t_k) = F_s(\delta_k)X(t_{k-1}) + \Gamma(\delta_k)(a(t_{k-1}) + v(t_{k-1}))$$  \hspace{1cm} (3.9)$$

where $F_s(\delta_k)$ and $\Gamma(\delta_k)$ are the stacked form of $F(\delta_k)$ and $\Gamma(\delta_k)$ in (3.5) and (3.7), respectively. That is,

$$F_s(\delta_k) = \text{diag}(F(\delta_k), \ldots, F(\delta_k))_{N(t_k)}$$  \hspace{1cm} (3.10)$$

$$\Gamma(\delta_k) = \text{diag}(\Gamma(\delta_k), \ldots, \Gamma(\delta_k))_{N(t_k)}$$  \hspace{1cm} (3.11)$$

with $\text{diag}(\cdot)$ denoting (block) diagonal matrix construction operator. Also, $a(t_{k-1}) = [0 \ a_2(t_{k-1}) \ \ldots \ a_{N(t_k)}(t_{k-1})]^T$ and $v(t_{k-1}) = [v_1(t_{k-1}) \ \ldots \ v_{N(t_k)}(t_{k-1})]^T$, with $a_n(t_{k-1})$ and $v_n(t_{k-1})$ representing the additional acceleration term and process noise for the $n$th vehicle, respectively. Compared to (3.8), $a(t_{k-1})$ can also be written as

$$a(t_{k-1}) = AX(t_{k-1}) + c$$  \hspace{1cm} (3.12)$$
where \( c = [0 \ c_2 \ldots c_{N(t_k)}]^T \) and

\[
A = \begin{bmatrix} 0 & F_l & F_f \\ F_l & F_f & \ddots & \ddots \\ & \ddots & \ddots \\ & & F_l & F_f \end{bmatrix}.
\] (3.13)

Then, (3.9) can be further simplified as

\[
X(t_k) = F(\delta_k)X_r(t_{k-1}) + \Gamma(\delta_k)(c + v(t_{k-1}))
\] (3.14)

\[
F(\delta_k) = F_s(\delta_k) + \Gamma(\delta_k)A.
\] (3.15)

Note that since (3.7) is equivalent to (3.14) with \( N(t_k) = 1 \), the vehicle that is not in any car-following pairs can also be treated as a car-following cluster.

### 3.3.4 Measurement Model

Many different sensors are available for localization and tracking. In uncooperative applications, radar and camera are the primary sensors, while the Global Positioning System (GPS) and Inertial Navigation System (INS) are generally used in cooperative applications. However, most of these sensors report measurements in their local coordinates. Without loss of generality and for simplicity, we assume that the sensor provides only the position data \([14]\), which has been converted to the ground coordinate before being entered into the tracking system. The target position in the ground coordinate at time \( t_k \), denoted by \( p(t_k) \), can be converted from the road coordinate
using (3.1) as

\[ p(t_k) = s_i(t_k) + (l(t_k) - l_i(t_k))d_i(t_k) \]  

(3.16)

where \( i(t_k) \) is the segment the target is on, which is determined by (3.2) replacing \( l \) with \( l(t_k) \). Rewrite (3.16) as

\[ p(t_k) = T(t_k)x(t_k) - g(t_k) \]  

(3.17)

where

\[ T(t_k) = \begin{bmatrix} d_i(t_k) & 0 \end{bmatrix} \]  

(3.18)

\[ g(t_k) = s_i(t_k) - l_i(t_k)\hat{d}_i(t_k). \]  

(3.19)

Due to the sensor’s capability being limited by noise, multipath and clutter in harsh environments, the received measurements are inaccurate and there are target misde-
tections and false alarms \([4, 5]\). Thus, the target-originated measurement received at time \( t_k \), \( z(t_k) \), is modeled as

\[ z(t_k) = p(t_k) + w(t_k) \]

\[ = T(t_k)x(t_k) - g(t_k) + w(t_k) \]  

(3.20)

where \( w(t_k) \) is the measurement noise modeled as the white Gaussian noise with covariance \( R(t_k) \). The target-originated measurements are detected with probability \( P_D \) and false alarms are uniformly distributed in the field of view of the sensor.
with their cardinality being Poisson-distributed with parameter $\lambda$ \cite{8}. The set of all measurements reported at time $t_k$ is denoted as

$$Z(t_k) \triangleq z_m(t_k), \ m = 1, \ldots, M(t_k) \quad (3.21)$$

and the cumulative set of measurements available up to time $t_k$ is denoted as

$$Z^k \triangleq Z(t_i), \ i = 1, \ldots, k. \quad (3.22)$$

### 3.4 CFM-based Multi-vehicle Tracking in Road Coordinate

Based on the models described in Section 3.3, the CFM-based multi-vehicle tracking algorithm with integrated road-map is proposed and the block diagram is shown in Fig. 3.1.

### 3.4.1 CFM-based Kalman Filter

The CFM-based Kalman filter (CFM-KF), incorporating the CFM under the standard Kalman filter \cite{29} framework, is proposed to update the stacked vehicle state of each car-following cluster. We use time step $k$ to represent the real time $t_k$ for simplicity. Since the parameter $c$ in (3.3) is unknown from the tracker’s point of view, it needs to be estimated along with target kinematic state. Thus, the augmented state at time step $k$ is given by $\bar{x}(k) \triangleq [x(k)^T \ c]^T$ and its corresponding estimate at time step $k$ is denoted as $\hat{\bar{x}}(k|k)$. In the following, the track state refers to $\hat{\bar{x}}(k|k)$. The
steps of CFM-KF are as follows:

**State prediction**

Assume that there are $N(k - 1)$ active tracks in one car-following cluster at the end of processing scan $k - 1$ given $Z^k$. Based on the stacked state equation shown in (3.14), the predicted stacked state at time step $k - 1$, $\hat{\mathbf{X}}(k|k - 1)$, is given by

$$\hat{\mathbf{X}}(k|k - 1) = \tilde{\mathbf{F}}(\delta_k)\hat{\mathbf{X}}(k - 1|k - 1)$$ (3.23)

where $\hat{\mathbf{X}}(k - 1|k - 1)$ is the stacked state estimate at the end of processing scan $k - 1$. Due to the augmentation of track state, $\tilde{\mathbf{F}}(\delta_k)$ is obtained by (3.15) but $F(\delta_k)$, $\Gamma(\delta_k)$,
\( F_l \) and \( F_f \) also need to be augmented as follows:

\[
\bar{F}(\delta_k) = \begin{bmatrix} F(\delta_k) \\ 1 \end{bmatrix}, \quad \bar{\Gamma}(\delta_k) = \begin{bmatrix} \Gamma(\delta_k) \\ 0 \end{bmatrix}
\]

\[
\bar{F}_l = \begin{bmatrix} F_l \\ 0 \end{bmatrix}, \quad \bar{F}_f = \begin{bmatrix} F_f \\ 0 \end{bmatrix}.
\]  

(3.24)

The associated predicted stacked state covariance \( P(k|k-1) \) is

\[
P(k|k-1) = \bar{F}(\delta_k)P(k-1|k-1)\bar{F}(\delta_k)^T + \bar{\Gamma}(\delta_k)Q(\delta_k)\bar{\Gamma}(\delta_k)^T
\]

(3.25)

where \( P(k-1|k-1) \) is the covariance matrix associated with \( \hat{\mathbf{X}}(k-1|k-1) \), \( \bar{\Gamma}(\delta_k) \) is obtained by (3.11) with the augmented \( \bar{\Gamma}(\delta_k) \) and \( Q(\delta_k) = \text{diag}(\sigma_v^2(\delta_k), \ldots, \sigma_v^2(\delta_k)) \_{N(k-1)}^{N(k-1)} \) by assuming that the process noise for each track has the same standard deviation \( \sigma_v(\delta_k) \).

It should be noted that since the update interval of prediction \( \delta_k \) is limited at 0.5s (3.3), it has to make multiple predictions when the interval between two time steps is \( u\delta_k \), with \( u \) being a positive integer. Otherwise, interpolation is used to make the prediction.

**Measurement prediction**

Based on the measurement equation (3.20), the predicted stacked measurement, \( \hat{\mathbf{Z}}(k|k-1) \), is given by

\[
\hat{\mathbf{Z}}(k|k-1) = [\hat{\mathbf{z}}_1(k|k-1)^T, \ldots, \hat{\mathbf{z}}_{N(k-1)}(k|k-1)^T]^T
\]
\[
\dot{X}(k|k - 1) = \tilde{T}(k)\hat{X}(k|k - 1) - G(k)
\]

(3.26)

where \( \tilde{T}(k) = \text{diag}\left(\tilde{T}_1(k), \ldots, \tilde{T}_{N(k-1)}(k)\right) \) and \( G(k) = [g_1(k)^T, \ldots, g_{N(k-1)}(k)^T]^T \)

with \( \tilde{T}_n(k) = [T_n(k) \ 0] \) being the augmented \( T(k) \) defined in (3.18) and \( g_n(k) \) being defined in (3.19) for the \( n \)th track in the car-following cluster. The associated innovation covariance \( S(k) \) is given by

\[
S(k) = \tilde{T}(k)P(k|k - 1)\tilde{T}(k)^T + R(k)
\]

(3.27)

where \( R(k) = \text{diag}\left(R_1(k), \ldots, R_{N(k-1)}(k)\right) \) is the stacked measurement covariance and \( R_n(k) \) is the covariance matrix of measurement noise for the \( n \)th track in the car-following cluster.

**State update**

The states of all tracks in the same car-following cluster are dependent on each other and on all measurements associated with that cluster. That is, each measurement associated with a cluster contains information about all the tracks in that car-following cluster. Thus, updating each track on the basis of all measurements associated with the tracks in the same car-following cluster makes the best use of available information. The stacked-update strategy is used to update all the tracks in the same car-following cluster.

Based on the measurement-to-track association result obtained in Section 3.4.4, all measurements associated with the tracks in the car-following cluster are stacked together and the stacked measurement is denoted as \( Z(k) \). Then, using the standard
Kalman filter [3], the stacked state estimate is updated by
\[
\hat{X}(k|k) = \hat{X}(k|k-1) + W(k)\nu(k)
\] (3.28)

where \(W(k)\) is the filter gain given by
\[
W(k) = P(k|k-1)\tilde{T}(k)^T\tilde{S}(k)^{-1}
\] (3.29)

and \(\nu(k)\) is the stacked innovation evaluated as
\[
\nu(k) = Z(k) - \tilde{Z}(k|k-1).
\] (3.30)

Note that since certain tracks may be associated with no real measurement, \(\tilde{Z}(k|k-1)\), \(\tilde{T}(k)\), and \(\tilde{S}(k)\) are the modified versions of \(Z(k|k-1)\) and \(T(k)\) in (3.26) and \(S(k)\) in (3.27) obtained by removing all rows and columns related to the tracks that are associated with no real measurement at time step \(k\), respectively. The covariance matrix associated with \(\hat{X}_{i+}(k|k)\) is evaluated by
\[
P(k|k) = P(k|k-1) - W(k)\tilde{S}(k)W(k)^T.
\] (3.31)

### 3.4.2 VS-IMM Estimator

When the leading vehicle accelerates, the following vehicle may or may not obey the CFM to accelerate (depending on whether the following vehicle reaches its desired speed). Note that this is not the case when the leading vehicle decelerates since the safety distance has to be kept. In order to cope with this possible violation of the
CFM, the VS-IMM is introduced and modified to be compatible with the car-following cluster.

**Variable filter module selection**

Since the violation of the CFM may occur in any car-following pair of a car-following cluster, besides the two basic motion models (i.e., non-maneuvering and maneuvering modes without the violation of the CFM), there are \(N(k) - 1\) possible motion models where a certain number of vehicles in the front accelerate but other vehicles in the same car-following cluster still maintain a constant speed for a car-following cluster consisting of \(N(k)\) vehicles at time step \(k\). Therefore, \(N(k) + 1\) filter modules are set with one-to-one correspondence with these possible motion models. Denote the \(j\)th filter module by \(M_j\) and let \(M_1\) and \(M_{N(k)+1}\) correspond to the two basic motion models without or with maneuver, respectively; let \(M_{n+1}, n = 1, \ldots, N(k) - 1\) correspond to the motion model in which the first \(n\) vehicles in the car-following cluster accelerate while the remaining vehicles keep a constant speed.

The basic filter for multi-vehicle tracking, CFM-KF in Section 3.4.1, can be directly used for \(M_1\) and \(M_{N(k)+1}\), but a higher level of process noise is used in \(M_{N(k)+1}\) to handle maneuvers, as in [30]. The proposed filter can be used with other motion models, but \(\bar{F}(\delta_k)\) in (3.23) and (3.25) and \(Q(\delta_k)\) in (3.25) need to be replaced in \(M_{n+1}\) by

\[
\bar{F}^{n+1}(\delta_k) = \text{diag}(\bar{F}_n(\delta_k), \bar{F}_{N(k)-n}(\delta_k)) \quad \text{and} \quad Q^{n+1}(\delta_k) = \text{diag}(\sigma_{vh}^2, \ldots, \sigma_{vh}^2, \sigma_{vl}^2, \ldots, \sigma_{vl}^2)
\]

where \(\bar{F}_n(\delta_k)\) and \(\bar{F}_{N(k)-n}(\delta_k)\) are \(\bar{F}(\delta_k)\) corresponding to the car-following cluster that consists of \(n\) tracks and \(N(k) - n\) tracks, respectively, while \(\sigma_{vh}(\delta_k)\) is the standard deviation of the high process noise that models maneuvers and \(\sigma_{vl}(\delta_k)\) is the standard deviation of the low process noise that models non-maneuvers.
VS-IMM estimator update

For more details on the VS-IMM estimator update, the reader is referred to [32, 30]. Note that since the mode set depends on the number of tracks in the car-following cluster, the mode set update step is carried out in the cluster management stage, which is described in detail in Section 3.4.6.

3.4.3 Measurement Validation

All measurements are validated before data association to eliminate false alarms and to reduce the number of candidate assignments. Validation is performed in two stages.

On-road constraint validation

The on-road constraint can be used to remove unlikely measurements from targets if their confidence regions do not intersect with any segment of the road. Based on the road model and the measurement model described in Section 3.3, this validation problem is equivalent to testing whether a sphere intersects with a linear segment. To be specific, the confidence region of measurement $z_m(k)$ is given by

$$
\mathcal{V}_1(k, m, \gamma_1) = \left\{ z \mid [z - z_m(k)]^T R(k)^{-1} [z - z_m(k)] \leq \gamma_1 \right\}
$$

where $\gamma_1$ is the threshold for on-road constraint validation. Now, introduce a new vector $\tilde{z}$ as

$$
\tilde{z} \triangleq R(k)^{-\frac{1}{2}} [z - z_m(k)]
$$

(3.32)
where $R(k)^{-\frac{1}{2}}$ is the Cholesky factor of $R(k)^{-1}$ [21]. The confidence region becomes a sphere described by $\tilde{z}$ as

$$V_1(k, m, \gamma_1) = \{ \tilde{z} | \tilde{z}^T\tilde{z} \leq \gamma_1 \} \quad (3.34)$$

and the $i$th road segment defined in (3.2) now becomes

$$\tilde{z} = \tilde{s}_i + \tilde{d}_i l, \quad 0 \leq l \leq l_{i+1} - l_i \quad (3.35)$$

with $\tilde{s}_i = R(k)^{-\frac{1}{2}} [s_i - z_m(k)]$ and $\tilde{d}_i = R(k)^{-\frac{1}{2}} d_i$ when represented by $\tilde{z}$. After some conversions, $V_1(k, m, \gamma_1)$ intersects with the $i$th road segment only when one of the following conditions is satisfied:

1. $|\tilde{s}_i|^2 \leq \gamma_1$

2. $|\tilde{s}_i + \tilde{d}_i(l_{i+1} - l_i)|^2 \leq \gamma_1$

3. $|\tilde{s}_i|^2 - (\tilde{s}_i \cdot \tilde{d}_i)^2 \leq \gamma_1$ and $-(l_{i+1} - l_i) \leq \frac{\tilde{s}_i \cdot \tilde{d}_i}{|d_i|} \leq 0$

Only those measurements that pass the on-road constraint validation are considered for data association and track initialization.

**Gating**

A gate for measurement-to-track association is formed for each track based on its predicted measurement. Only those measurements falling within the gate are considered for associating with this track. Specifically, measurement $z_m(k)$ is valid
for associating with the $n$th track only if

$$
\nu_{m,n}(k)^T S_n(k)^{-1} \nu_{m,n}(k) \leq \gamma_2
$$

(3.36)

where $\nu_{m,n}(k) = z_m(k) - \hat{z}_n(k)$ and $\gamma_2$ is the gate threshold. $\hat{z}_n(k|k-1)$ and $S_n(k)$, the predicted measurements for the $n$th track at time step $k$ and its associated innovation covariance, can be respectively found from $\hat{Z}(k|k-1)$ and $S(k)$ of the car-following cluster that the $n$th track belongs to. In the case of VS-IMM, $\hat{z}_n(k|k-1)$ and $S_n(k)$ in (3.36) are replaced by $\hat{z}_{n,j}(k|k-1)$ and $S_{n,j}(k)$ corresponding to the filter module with the largest $|S_{n,j}(k)|$, respectively, in order to determine whether a measurement is validated or rejected by all filter modules [30].

### 3.4.4 Data Association

The data association (i.e., measurement-to-track association) problem need to be solved to deal with the measurement origin uncertainty in MTT. Though the state of tracks in the same car-following cluster are dependent with each other, their corresponding likelihood function for measurement-to-track association are still independent since the measurement noise is assumed to be independent. Therefore, the 2-D assignment algorithm that has been commonly used in MTT [30, 2] for association between the list of measurements and the list of tracks can be used here as well. The details on 2-D assignment algorithm can be found in [8].
3.4.5 Track Management

The status of existing tracks is updated and new tracks are initialized based on the data association results. The score-function based method [8] is applied to confirm tentative tracks and terminate dead ones. Those measurements that passed on-road constraint validation but were not associated with any existing track are initialized as tentative tracks. Note that with the consideration of the tracker’s stability, the tentative track is not considered in car-following cluster identification and is updated in only free-driving mode until it is promoted as confirmed.

3.4.6 Cluster Management

Based on the results of track management, the structure of car-following clusters is updated by considering four potential types of changes to car-following clusters, as described below. It should be mentioned that the following derivations use the premise that the ID assigned to each car-following cluster as well as each track in the same car-following cluster follow the descending order of their arc length estimates.

Track insertion

When a tentative track is confirmed during track management, it is inserted into the car-following cluster if its arc length estimate is within the effective range of the car-following cluster, i.e., if the inequality

\[ \hat{l}_{N(k-1)}(k|k) - l_e \leq \hat{l}(k|k) \leq \hat{l}_1(k|k) + l_e \]  

(3.37)
is satisfied, where $\hat{l}(k|k)$, $\hat{l}_1(k|k)$ and $\hat{l}_{N(k-1)}(k|k)$ are the arc length estimate at time step $k$ for the newly confirmed track, the first and the last vehicle in the car-following cluster, respectively. The position the newly confirmed track is inserted into is determined by the arc length estimate for tracks in the descending order. Next, the state estimate for the newly confirmed track is inserted into the stacked state estimate for the car-following cluster and the associated covariance matrix is also inserted with the assumption that the newly confirmed track is independent of all the tracks in the car-following cluster. When VS-IMM is used, not only are the overall estimate, each mode-conditioned state estimate, and the covariance matrix each extended, but a new filter module $M_{j+1}$ is added and the IDs of the original filter modules are adjusted as well with the assumption of the insertion position between the $(j-1)$th and $j$th tracks. The initial state estimate and associated covariance matrix conditioned on $M_{j+1}$ are assigned identically with those conditioned on $M_j$ and its mode probability is set to zero. If the inequality in (3.37) does not hold for any existing car-following clusters, the newly confirmed track forms a new car-following cluster.

**Track deletion**

When a confirmed track is deleted during track management, it also needs to be removed from the car-following cluster that it belongs to. Assuming that the $j$th track in the car-following cluster is deleted, all rows and columns corresponding to the $j$th track in the state estimate and its associated covariance matrix are deleted. Filter module $M_{j+1}$ is also removed and the IDs of the rest filter modules with VS-IMM are adjusted and the mode probabilities are normalized.
Cluster merging

When a car-following cluster approaches its leading car-following cluster, the two clusters are merged into one. The \((i + 1)\)th car-following cluster merges with the \(i\)th car-following cluster to form the new \(i\)th car-following cluster at time step \(k\) if

\[
\hat{l}_{N_i(k-1)}(k|k) - \hat{l}_{i+1}^1(k|k) \leq l_e. \tag{3.38}
\]

where \(\hat{l}_{N_i(k-1)}(k|k)\) and \(\hat{l}_{i+1}^1(k|k)\) are the state estimate at time step \(k\) for the last and first vehicle of the \(i\)th and \((i + 1)\)th car-following cluster, respectively. Then, the stacked state estimate and the associated covariance matrix for the new \(i\)th cluster are obtained by block merging those for two clusters as \(\hat{X}^i(k|k) = [\hat{X}^i(k|k)^T, \hat{X}^{i+1}(k|k)^T]^T\) and \(P^i(k|k) = \text{diag}(P^i(k|k), P^{i+1}(k|k))\). The stacked state estimate and the associated covariance matrix conditioned on the \(j\)th filter module of the new \(i\)th cluster are obtained by similarly merging those conditioned on the \(p\)th filter module of the \(i\)th cluster and those conditioned on the \(q\)th filter module of the \((i + 1)\)th cluster, respectively, if VS-IMM is used. Here, \(p = j\) and \(q = 1\) when \(j = 1, ..., N_i(k-1)+1\), while \(p = N_i(k-1)+1\) and \(q = j - N_i(k-1)\) when \(j = N_i(k-1)+2, ..., N_i(k-1)+N_{i+1}(k-1)+1\). The corresponding mode probability is also merged as

\[
\mu^i_j(k) = \mu^i_p(k)\mu^{i+1}_q(k) \tag{3.39}
\]

and then normalized.
Cluster splitting

Cluster may split when a vehicle in the car-following cluster does not follow the leading vehicle to accelerate or when a track in the middle of cluster is deleted. The $i$th car-following cluster splits into two new car-following clusters numbered as $i$ and $i+1$ and consisting of the first $j-1$ tracks and the remaining ones, respectively, when

$$\hat{l}_j(k) - \hat{l}_{j-1}(k) > l_c. \quad (3.40)$$

Then, the stacked state estimate for two new clusters are obtained by dividing the original $\hat{X}^i(k|k)$ at the $j$th track, denoted as $\hat{X}^i(k|k) = \hat{X}^i_{1:j-1}(k|k)$ and $\hat{X}^{i+1}(k|k) = \hat{X}^i_{j:N_i(k-1)}(k|k)$, respectively and their associated covariance matrices can be found in the original $P^i(k|k)$. If VS-IMM is used, due to the way the filter modules are numbered, the $p$th module, $p = 1, \ldots, j$, of the new $i$th cluster and the $q$th module, $q = 1, \ldots, N_i(k-1) - j + 2$, of the new $(i+1)$th cluster are determined by the $p$th and $(p + j - 1)$th modules of the original $i$th cluster, respectively. Therefore, the stacked state estimate and associated covariance matrix conditioned on each filter module for the two new clusters are assigned based on those conditioned on the corresponding filter modules of the original car-following cluster in the similar way. Their mode probabilities are also assigned the same value as the corresponding filter modules in the original car-following cluster and normalized thereafter.
3.5 Posterior Cramer-Rao Lower Bound for Multi-vehicle Tracking

In this section, the Posterior Cramer-Rao lower bound (PCRLB) is derived for multi-vehicle tracking problem with the integrated road map and the CFM. The CRLB, given by the inverse of the Fisher information matrix, provides a lower bound on the minimum mean square error (MSE) for unbiased static estimators. It has been used as a measure for the best possible accuracy any sensor can yield \[41, 40\]. The PCRLB then sets a lower bound for unbiased dynamic estimators \[48\]. Let \( \hat{X}(k) \) denote an unbiased estimate of \( X(k) \) based on \( Z^k \). Then,

\[
P(k) = E \left\{ \left( \hat{X}(k) - X(k) \right) \left( \hat{X}(k) - X(k) \right)^T \right\} \geq J(k)^{-1} \tag{3.41}
\]

where \( J(k) \) is the Fisher information matrix for \( X(k) \). A computationally efficient formulation is proposed in \[44\] to recursively evaluate \( J(k) \) as

\[
J(k + 1) = D_{k}^{22} - D_{k}^{21}(J(k) + D_{k}^{11})^{-1}D_{k}^{12} + J_Z(k + 1)
\]

\[
\triangleq J_X(k + 1) + J_Z(k + 1) \tag{3.42}
\]

where

\[
D_{k}^{11} = E \left\{ -\Delta_{X(k)} \ln p(X(k + 1) | X(k)) \right\} \tag{3.43}
\]

\[
D_{k}^{12} = E \left\{ -\Delta_{X(k)} \ln p(X(k + 1) | X(k)) \right\} \tag{3.44}
\]

\[
D_{k}^{21} = (D_{k}^{12})^T \tag{3.45}
\]
$$D_k^{22} = E \left\{ -\Delta X(k) \ln p(X(k+1)|X(k+1)) \right\}$$ 

(3.46)

$$J_Z(k+1) = E \left\{ -\Delta X(k+1) \ln p(Z(k+1)|X(k+1)) \right\}.$$ 

(3.47)

For multi-vehicle tracking, the state vector $X(k)$ is created by stacking the state of all vehicles, which is denoted by $X(k) = [\bar{x}_1(k), \bar{x}_2(k), \ldots, \bar{x}_N(k)]$. Then, the overall state equation can be written as

$$X(k+1) = F(k)X(k) + \Gamma(k)v(k)$$ 

(3.48)

where $F(k)$ and $\Gamma(k)$ are obtained by placing the blocks of $\bar{F}(\delta_k)$ and $\bar{\Gamma}(\delta_k)$ for the existing car-following clusters corresponding to the existing targets in the order of the targets in $X(k)$, respectively, and $v(k) = [v_1(k), v_2(k), \ldots, v_N(k)]^T$. For example, without loss of generality, we assume that the state of vehicles are stacked in the descending order of their position represented by the arc length in $X(k)$ and these vehicles comprise $I(k-1)$ car-following clusters at the end of processing scan $k-1$. Thus $F(k) = \text{diag}(F_1(\delta_k), \ldots, F^{I(k-1)}(\delta_k))$ and $\Gamma(k) = \text{diag}(\Gamma_1(\delta_k), \ldots, \Gamma^{I(k-1)}(\delta_k))$.

Substituting (3.48) into (3.42) – (3.46) and using the matrix inverse lemma [3], $J_X(k+1)$ can be expressed as

$$J_X(k+1) = \left[ \Gamma(k)Q(k)\Gamma(k)^T + F(k)J(k)F(k)^T \right]^{-1}$$ 

(3.49)

where $Q(k) = \text{diag}(\sigma^2_{\bar{x}}(\delta_k), \ldots, \sigma^2_{\bar{v}}(\delta_k))$. The measurement contribution $J_Z(k+1)$ is evaluated following the method proposed in [43].
3.6 Simulation Results

In this section, the proposed CFM-based tracking algorithm is compared against other multi-vehicle tracking algorithms in two scenarios simulated on a real road map (near Toronto in Ontario, Canada) with geographic information being obtained from the Google Maps as shown in Fig. 3.2 to illustrate the merits of the proposed algorithm.

3.6.1 Scenario I

In Scenario I, three vehicles following the dynamic model (3.14) without any abnormal maneuvers are simulated to move along the sample road. They start at 400m, 300m, and 250m from the initial point in the road coordinate and move at a nearly constant speed of 50 km/h, 60 km/h, and 60 km/h with corresponding parameter $c$ values of $-2.5$, $-1.5$ and $-3.5$, respectively. The last two vehicles approach the first one at about 25s and all three move as a group with a nearly constant speed of 50 km/h thereafter. Since road intersections are not the focus of this paper, for
Table 3.1: Statistics of Track Swaps in Scenario I

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Number of runs with swap</th>
<th>Statistics of swaps per run</th>
<th>Total number of swaps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Max</td>
<td>Mean</td>
</tr>
<tr>
<td>IM [46]</td>
<td>33</td>
<td>3</td>
<td>1.30</td>
</tr>
<tr>
<td>SFM [15]</td>
<td>6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CFM</td>
<td>0</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Simplicity, the direction uncertainty of intersections is not considered here but the proposed algorithm can also handle the multiroad with intersections by integrating the VS-MM algorithm on each track as it approaches an intersection, as in [46, 35]. Measurements from typical sensors for wide-area sensing, e.g., radar and GPS with vehicle-to-infrastructure communication [9], are assumed reported in the ground coordinate every 2s with the standard deviations of error being $\sigma_x = 10m$ and $\sigma_y = 10m$ along the x and y directions, respectively. The target detection probability $P_D = 0.95$ and the spatial density of false alarms $\lambda = 5.0 \times 10^{-6}/m^2$.

The proposed CFM-based tracking algorithm, the standard vehicle tracking algorithm with independent-motion assumption (IM-based algorithm) proposed in [46] and the SFM-based tracking algorithm that integrates the modified SFM proposed in [15] into the framework of IM-based algorithm are compared for the first scenario. The standard deviation of process noise is set as $\sigma_v = 0.1 m/s^2$ in all algorithms. The performance of these algorithms is evaluated over 100 Monte Carlo runs. The 2-D assignment algorithm is applied for truth-to-track association to evaluate tracker performance.

Fig. 3.3 shows the Root Mean Square Errors (RMSE) of position estimates and the corresponding PCRLB obtained by the method presented in Section 3.5 for the three targets in road coordinates. It can be seen that the proposed CFM-based yields
Fig. 3.3: Position RMSE and PCRLB corresponding to the three targets in Scenario I.

The best performance and is nearly optimal (close to PCRLB). To be specific, the RMSE of all three targets, especially of target 2 and 3 between 25 s and 50 s, given by the IM-based algorithm are substantially higher. This is improved by integrating SFM but still significant higher than those given by the CFM-based algorithm. This is because the IM-based tracking algorithm, due to considering the motion of each target independently, cannot correctly predict the maneuver in the last two targets.
as they decelerate to avoid collision when approaching the first target. In the SFM-based method this maneuver is predicted but only inaccurately, while the proposed CFM-based algorithm predicts this maneuver in a timely and accurate manner. The IM-based algorithm and the SFM-based algorithm yield similar steady state errors because the SFM-based algorithm dose not benefit from the social force model when targets move with a nearly constant speed in steady state. In contrast, the CFM-based algorithm achieves better steady state errors by making use of all measurements that are associated with the tracks in the same car-following cluster to update each track.

Since quantifying track swaps is important when target IDs need to be maintained accurately, the number of track swaps is an important performance metric in multi-target tracking [22]. Table 3.1 gives the statistics of track swaps in 100 Monte Carlo runs in Scenario I. A total of 43 track swaps occur in Scenario I with swaps occurring in 33 out of 100 runs and maximum 3 swaps occurring in one run for the IM-based tracking algorithm. With the integrated SFM, the number of runs with track swap is reduced to 6 with one track swap in each of these six runs. The CFM-based tracking algorithm, by contrast, completely avoids track swaps.

The computation time of tracking algorithms is evaluated on a PC with 2.5 GHz Intel i7 processor. The average computation time per run over 100 Monte Carlo runs is shown in Table 3.2. The IM-based algorithm and the SFM-based algorithm

Table 3.2: Average computation times of algorithms in Scenario I

<table>
<thead>
<tr>
<th></th>
<th>IM</th>
<th>SFM</th>
<th>CFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>0.65</td>
<td>0.66</td>
<td>0.68</td>
</tr>
<tr>
<td>computation time (s)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
need almost the same computation time since they use the same tracking framework while the SFM-based algorithm additionally employs SFM for state prediction. The CFM-based algorithm requires a slightly higher computation time than other two algorithms.

### 3.6.2 Scenario II

In order to test the ability of the tracking algorithms to adapt to abnormal target maneuvers, a more complex maneuver is assumed in Scenario II. The parameters are the same as those in Scenario I except that the first vehicle exhibits additional maneuvers: an acceleration starting from 46s to 84s with 0.6 m/s$^2$ and a deceleration...
from 72s to 76s with $-1.2 \text{ m/s}^2$. The last two vehicles follow the first one accelerating to the desired speed 60 km/h, then keep a constant speed and gradually drop away from the first vehicle thereafter. The last two vehicles catch up with the first one again after its deceleration. The true speeds of the three targets are shown in Fig. 3.4.

The IM-based tracking algorithm [46], the IM-based tracking algorithm with the fixed mode-set IMM [12] and the proposed CFM-based tracking algorithm with and without the VS-IMM are compared on Scenario II. The fixed mode-set IMM is set
Table 3.4: Average computation times of algorithms in Scenario II

<table>
<thead>
<tr>
<th></th>
<th>IM</th>
<th>IM-IMM</th>
<th>CFM</th>
<th>CFM-VS-IMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average computation time (s)</td>
<td>0.65</td>
<td>0.83</td>
<td>0.70</td>
<td>1.05</td>
</tr>
</tbody>
</table>

according to [12], in which it is used for estimating the longitudinal motion of vehicles, with the nearly constant velocity model and the mean-adaptive acceleration model [33]. The standard deviation of the two process noise levels are set as \( \sigma_{v_h} = 0.5 \text{ m/s}^2 \) and \( \sigma_{v_l} = 0.1 \text{ m/s}^2 \) for the VS-IMM estimator, and the transition probabilities are set as \( p_{jj} = 0.85 \) and \( p_{j'j} = \frac{1-p_{jj}}{N}, j' \neq j \), where \( N \) is the number of tracks in the corresponding car-following cluster.

The position RMSEs are shown with their corresponding PCRLBs in Fig. 3.5. The figures indicate that the CFM-based tracking algorithms (with dependent-motion assumption) generally outperform the IM-based tracking algorithms (with independent-motion assumption) and, as expected, significant performance improvement is obtained by integrating the fixed IMM or the VS-IMM. The RMSEs of the CFM-based algorithm peak, similar to those of the IM-based algorithm, during target maneuvers but decrease faster thereafter due to the stacked-update mechanism. Note that the PCRLB is much lower than RMSEs in this scenario. The PCRLB derived in Section 3.5 is over-optimistic because it assumes that the exact sequence of motion models as they evolve over times, as can be seen in (3.48), is known, whereas that sequence needs to be learned online in practice. A more realistic lower bound can be found based on [27], but the problems of clusters and CFM models need to be factored in. This is not easily solvable within the PCRLB framework because of discrete uncertainties and time-varying vector dimensions.

Table 3.3 gives the statistics of track swaps in 100 Monte Carlo runs in Scenario II.
Due to the more complex maneuvers, track swaps occur more frequently in Scenario II than in Scenario I for the IM-based tracking algorithms. Though combining with the fixed IMM algorithm yields improvements in RMSEs, it leads to even more track swaps since the mean-adaptive acceleration model increases the adaptivity to maneuvers but at the expense of a large covariance matrix. By contrast, the proposed dependent-motion tracking algorithm with and without VS-IMM avoids track swaps altogether.

Finally, the computation times evaluated on the same device for Scenario II are shown in Table 3.4. Combining with the fixed IMM and VS-IMM algorithms requires extra computation as multiple filters need to be updated. However, the increment is not onerous.

Overall, the proposed CFM-based tracking algorithm with VS-IMM yields the best performance in terms of both RMSEs and track swaps with slightly higher computational cost.

We experimented with varying values of measurement update rate, $P_D$ and $\lambda$, and evaluated the performances of these algorithms. The observations made with the previous sets of values in scenarios I and II still remained valid. Decreasing $P_D$ reduces the accuracy of tracks, and increases track swaps and track loss due to missing detections. Increasing $\lambda$ yields the same effects while increasing the number of false tracks. Decreasing the measurement update rate increases track swaps and reduces track accuracy.
3.7 Summary and Conclusions

A novel multi-vehicle tracking algorithm was proposed in this paper. Based on the fact that vehicles interact with other vehicles when moving along roads, road map information and the motion dependence information were integrated into the proposed tracking algorithms by tracking vehicles in the road coordinate with the car-following models (CFM). The notion of the car-following cluster was defined in this paper to incorporate the CFM into the tracking filter. The stacked-vector strategy was then utilized to predict and update the state estimates of all tracks in the same car-following cluster in order to make full use of available measurements. To handle motion deviations from the CFM (for example, some vehicles may not follow the leading vehicle to accelerate when they reach their desired speed), a variable structure interacting multiple model algorithm was also integrated into the proposed CFM-based tracking algorithm.

Numerical simulations to compare the proposed tracking algorithm with other state-of-the-art multi-vehicle tracking algorithms were also proposed. The results demonstrated that the proposed CFM-based tracking algorithms outperform other algorithms, due to better prediction of target maneuvers caused by leading vehicles and the ensuing chain reaction. The VS-IMM effectively handles maneuvers and deviations from the CFM. The proposed CFM-based tracking algorithms avoid track swaps observed in other tracking algorithms.
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Chapter 4

Multiple Vehicle Tracking on Multi-lane Roads Using UKF-MHT

4.1 Abstract

In this paper, the multi-vehicle tracking problem is revisited, with greater consideration being given to the interactions between vehicles. Traditionally, algorithms for tracking multiple vehicles in the multi-lane case assume that vehicles move independently of one another and that longitudinal and lateral vehicle dynamics are mutually independent. However, due to traffic volume, limited lane resources, and traffic heterogeneity, vehicles have to interact with neighboring vehicles for the purposes of maintaining a safe distance from the leading vehicle or improving their navigability by passing slower vehicles. To address the limitations in the literature, this
paper proposes a novel multi-vehicle tracking algorithm that integrates the microscopic traffic models (MTM) for modeling interaction behaviors among vehicles in a two-dimensional road coordinate system. Due to the dependence between the longitudinal and later motions, their corresponding estimates are updated sequentially in a recursive manner. An adaptive deferred decision logic is proposed to improve the accuracy of lateral state estimates and thus improve overall performance. Simulation results show that the proposed MTM-based tracking algorithm can achieve better performance than a conventional multi-lane vehicle tracking algorithm with extension to multi-vehicle tracking, which does not consider interactions among vehicles but updates the longitudinal and lateral motion estimates independently.

4.2 Introduction

Vehicle tracking is an important task in intelligent transportation systems (ITS) [7], ground surveillance [30], traffic monitoring [6] and advanced driver assistance systems [12]. This paper aims to address the problem of tracking multiple on-road vehicles.

The central objective in vehicle tracking research is to exploit any extra prior information in order to improve tracking performance. As vehicles move along roads, the on-road constraint or road-map information can be regarded as prior information for tracking; The on-road constraint is considered to be a soft constraint in [17, 18], directly imposed on the filter by introducing directional process noise. By modeling roads as sequences of linear segments, the problem of vehicle tracking with on-road constraints is treated in [26] as state estimation with linear equality constraints and it has been demonstrated that the optimal solution is the projection of Kalman filter
estimates onto the road segments [26]. Other optimization-based filters [24, 10] are also capable of addressing the on-road target tracking problem. Recently, the road-map information has been incorporated into vehicle tracking in road coordinates. The constrained state estimation problem then becomes the standard unconstrained problem: In [30], a single vehicle is tracked in a one-dimensional road coordinate system in which only the longitudinal motion of the vehicle is considered; thus, this approach is only applicable in the single-lane case. This method is extended to multi-lane case in [8] by adding an extra dimension to model multiple lanes. Then, the longitudinal and lateral motions of the vehicle are separately estimated by the adaptive mileage estimator (AME) and the lane filter (LF), respectively.

Recently, interactions between targets while moving have been considered as another source of prior information. For example, the social force model proposed in [13] to model the interactions among pedestrians has been used in pedestrian tracking [31, 11]. This approach is modified to model interactions among vehicles and used in vehicle tracking in [10]. However, using a virtual force to model interactions lacks direct physical meaning and thus it may not always be appropriate. In contrast, the microscopic traffic model (MTM) [28], specifically developed to describe the motion of a vehicle in the presence of interactions with surrounding traffic, has been extensively studied in the area of traffic theory for decades and has been widely used in many microscopic traffic simulators and in adaptive cruise control (ACC) [23]. The MTM consists of car-following and lane-changing models that describe the longitudinal and lateral dynamics of vehicles, respectively. In particular, the car-following model describes vehicle dynamics while driving along a single lane by maintaining a safe distance from the leading vehicle. The most well-known type of car-following
model is the General Motors (GM) model [20], in which the acceleration of each vehicle is given as a function of its motion relative to the leading vehicle. Methods based on this model include the Gazis-Herman-Rothery (GHR) [22] model and the intelligent drive model (IDM) [29], among others. The collision avoidance (CA) model, another type of car-following model, describes the longitudinal motion of vehicles by defining a safe distance for avoiding collisions. The most common CA model is the Gipps model [9]. A comprehensive literature review on the car-following model is available in [20].

The lane-changing model describes vehicle dynamics across multiple lanes for making a lane change in order to improve navigability by surpassing slower vehicles or to evade obstructions. A lane change is typically considered a two-step process: first, lane-change decision-making and then the consequent actions, such as steering and acceleration. At the level of a microscopic traffic model, only the operational decision process is considered and it is assumed that the lane change takes place instantaneously. Various lane-changing models have been presented to model the process of rational lane-changing decision-making, such as the discrete-choice-based Ahmed’s model [1] in which the lane-changing decision-making is based on a dynamic discrete choice model, and the incentive-based MOBIL (minimizing overall braking induced by lane change) model, in which two criteria (incentive criterion and safety criterion) are defined and lane-changing is executed once both criteria are met. A systematic comparison of lane-changing models can be found in [23].

Although comprehensive studies, in which road-map information is used in tracking, have been carried out, most vehicle tracking algorithms still assume that vehicles move independently of one another. To the best of our knowledge, the interactions
between vehicles are considered in [25], in which the GHR model is used for candidate track probabilities evaluation in the multiple hypothesis tracking (MHT) framework. In [10], the social force model is modified and used to describe vehicle motions for multi-vehicle tracking. However, as mentioned above, using the social force model to describe vehicle motion is not appropriate. The car-following model is used in [27] to track multiple vehicles on single-lane roads. Given this gap in the research, this paper aims to comprehensively consider the interactions between vehicles by incorporating microscopic traffic models in a two-dimensional (2-D) road representation framework for tracking multiple vehicles in the multi-lane case. To achieve this, the longitudinal motion estimation is treated as a continuous-state estimation problem, with the IDM describing longitudinal vehicle dynamics. The lateral motion estimation, however, is treated as a discrete-state estimation problem, with the MOBIL model describing lateral vehicle dynamics. Since the IDM and MOBIL models are mutually dependent, two estimation problems are sequentially updated in a recursive manner: In each scan, $K$-best lane-changing hypotheses are generated based on the lane-changing probability of each vehicle evaluated by the MOBIL model. Then each hypothesis is predicted and a data association algorithm is applied to associate measurements to tracks under each hypothesis. After evaluating the quality of these hypotheses, the most likely one is selected and updated as the estimate for the current scan. An adaptive deferred decision logic is also proposed to defer hard-decision making in anticipation that subsequent measurements will resolve the uncertainty, thus improving overall performance.

The rest of the paper is structured as follows: Section 4.3 introduces the representation of vehicle kinematics in the 2-D road coordinate system and the corresponding
measurement model. In Section 4.4, the IDM and MOBIL models are introduced. The vehicle tracking algorithm for multi-lane case proposed in [8] is briefly reviewed and extended to track multiple vehicles in Section 4.5. A new multi-vehicle tracking algorithm, with integrated IDM and MOBIL models, is proposed in Section 4.6. Numerical results are provided in Section 4.7 to show the merits of the proposed multi-vehicle tracking algorithm over the algorithm that does not consider interactions between vehicles. Conclusions are presented in Section 4.8.

4.3 Representation of Vehicle Kinematics in 2-D Road Coordinates

4.3.1 2-D Road Coordinate System

Roads are modeled by a sequence of connected linear segments in most geographical information systems (GIS) [3] as well as in vehicle tracking [30]. This road model is extended to 2-D [33] in that another dimension is added to take road width information into account. For simplicity, altitude information and road errors are not considered in this paper. Given these conditions, any point $V$ on the road can be uniquely defined by $V = (l, d)^T$, where $(\cdot)^T$ denotes the transpose. Here, $l$ refers to the mileage coordinate, which is the arc length of the projection of $V$ onto the center line of the road from the reference starting point of the road, and $d$ refers to the displacement coordinate, which is the signed displacement of $V$ from the center line of the road. Thus the coordinate of $V$ in the Cartesian coordinate system $V = (x, y)^T$. 
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can be obtained through the road-to-Cartesian coordinate transformation as

\[
\begin{bmatrix}
x \\
y
\end{bmatrix} = s_k + (l - l_k)r_k + d_k
\]

(4.1)

where the \( k \)th segment is the segment where the projection of \( V \) onto the center line is located, and \( s_k \) is the coordinate of the starting point of the \( k \)th segment. The term \( l_k \) denotes the arc length of the starting point of the \( k \)th segment from the reference starting point of the road, which is given by \( l_k = \sum_{j=1}^{k-1} \epsilon_j \), where \( \epsilon_j \) is the length of the \( j \)th segment. We define \( r_k \) as the unit direction vector and \( d_k \) as the unit displacement vector from the left lane to the right lane of the \( k \)th segment. Given \( r_k = (x_{rk}, y_{rk})^T \), \( d_k = (y_{rk}, -x_{rk})^T \). Finally, \( k \) is determined by the following inequality:

\[
l_k \leq l \leq l_k + \epsilon_k.
\]

(4.2)

4.3.2 Representation of Vehicle Kinematics in 2-D Road Coordinates

The kinematic state of vehicles can be decomposed into the longitudinal state and the lateral state, corresponding to the vehicle motion in two dimensions of the road coordinate system. The longitudinal state is defined by its position \( l(t) \) and speed \( v(t) \) in the mileage coordinate, i.e.,

\[
x_l(t) \triangleq [l(t), v(t)]^T.
\]

(4.3)
Assuming that the lane change itself takes place instantaneously, the lateral state, the state of a vehicle in the displacement coordinate, can be defined by the lane in which the vehicle is currently traveling, $I(t)$. By stacking the longitudinal state and the lateral state, the kinematic state of vehicles in 2-D road coordinates is given by

$$x(t) \triangleq [l(t), v(t), I(t)]^T. \quad (4.4)$$

### 4.3.3 Measurement Model

A wide range of sensors are used in the literature and in real systems for target localization and tracking. Radar and cameras are the primary sensors in uncooperative applications, while the Global Positioning System (GPS) and Inertial Navigation System (INS) are generally used in cooperative applications. No matter which sensor is used, position data is the most common information it provides. Without loss of generality and for simplicity, we assume that measurements only depend on target position and have already been projected [26] onto the road coordinate system before being fed into the tracker. Since sensors may be influenced by various factors in harsh environment, such as noise, multipath and clutter, the received measurement are inaccurate and may be contaminated by mis-detections and false alarms. Thus, target-originated measurements are assumed to be detected with probability $P_D$ and the measurement of a vehicle with state vector $x$ is given by

$$z \triangleq \begin{bmatrix} z_l \\ z_d \end{bmatrix} = \begin{bmatrix} l \\ d(I) \end{bmatrix} + \begin{bmatrix} w_l \\ w_d \end{bmatrix} \quad (4.5)$$
where $z_l$ and $z_d$ are the mileage and displacement measurements, respectively; $w_l \sim \mathcal{N}(0, \sigma_l^2)$ and $w_d \sim \mathcal{N}(0, \sigma_d^2)$ are the Gaussian measurement noise components that perturb $z_l$ and $z_d$, respectively. Assuming that vehicles drive along the center-line of a lane, $d(I)$ denotes the displacement of the center of the $I$th lane (from left to right) from the center of the road given by

$$d(I) = (2I - L - 1)\Delta$$

where the road segment has $L$ lanes, each with width $2\Delta$. It is assumed that false alarms are uniformly distributed in the field of the view and their cardinality follows Poisson distribution with parameter $\lambda$. We denote the set of all measurements received at time step $k$ as

$$Z(k) \triangleq \{z^m(k), \ m = 1, 2, ..., M(k)\}$$

and the cumulative set of measurements available up to time step $k$ as

$$Z^k \triangleq \{Z(i), \ i = 1, 2, ..., k\}.$$ (4.8)

### 4.4 Microscopic Traffic Models

Vehicle dynamics can also be decomposed into longitudinal dynamics and lateral dynamics, which are modeled by the car-following model and lane-changing model, respectively, in microscopic traffic models.
Longitudinal dynamics — Car-following model

Table 4.1: Model parameters of the IDM on highways [16]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Car</th>
<th>Truck</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desired speed $v_0$</td>
<td>120 km/h</td>
<td>80 km/h</td>
</tr>
<tr>
<td>Time gap $T$</td>
<td>1.0 s</td>
<td>1.5 s</td>
</tr>
<tr>
<td>Minimum gap $s_0$</td>
<td>2.0 m</td>
<td>4.0 m</td>
</tr>
<tr>
<td>Acceleration exponent $\delta$</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Maximum acceleration $a_{\text{max}}$</td>
<td>1.5 m/s²</td>
<td>0.7 m/s²</td>
</tr>
<tr>
<td>Desired deceleration $b$</td>
<td>2.0 m/s²</td>
<td>2.0 m/s²</td>
</tr>
</tbody>
</table>

The longitudinal dynamics refers to the motion of a vehicle that moves along the current lane by following a leading vehicle. In this paper, the longitudinal dynamics is described by the IDM car-following model [29], in which the acceleration of the vehicle $a(t) \triangleq \ddot{l}(t)$ is defined as a function of its longitudinal state $x_l(t)$ and that of its leader $x_l^l(t)$ as

$$a(t) = \text{IDM} \left[ x_l(t), x_l^l(t) \right] = a_{\text{max}} \left\{ 1 - \left[ \frac{v(t)}{v_0} \right]^\delta - \left[ \frac{s^*(t)}{s(t)} \right]^2 \right\} \quad (4.9)$$

where $s(t) = l(t) - l(t)$ and $s^*(t)$ is the desired distance given by

$$s^*(t) = s_0 + \max \left[ 0, v(t)T + \frac{v(t)\Delta v(t)}{2\sqrt{a_{\text{max}}b}} \right] \quad (4.10)$$

with $\Delta v(t) = v(t) - v_l(t)$. The definition of parameters in (4.9) and (4.10) and the typical values of these parameters for two different types of vehicles on highways [15, 16] are shown in Table 4.1.

Note that when there is no leading vehicle or an obstruction (in cases of accidents or where the lane comes to an end) ahead, the IDM is still applicable by introducing
a virtual leader with the static longitudinal state \( x^n_l = [\infty \text{ m}, 0 \text{ m/s}]^T \) for no leading vehicle and \( x^ob_l = [l_{ob} \text{ m}, 0 \text{ m/s}]^T \) for obstruction, respectively, where \( l_{ob} \) is the mileage coordinate of where the obstruction is.

**Lateral dynamics — Lane-changing model**

The lateral dynamics refers to the motion of a vehicle for lane changes. Assuming that lane changes take place instantaneously, only the operational decision process needs to be considered and is modeled by the MOBIL lane-changing model [15] in this paper since it can be seamlessly unified with longitudinal dynamics and the IDM.

A rational lane-change decision is made when a prospective lane change brings the anticipated advantages more than disadvantages, subject to ensuring safety. The MOBIL method models advantages, disadvantages and the safety criterion as functions of the (longitudinal) acceleration of three vehicles: the vehicle considering a lane change, the current following vehicle and the new following vehicle in the neighboring target lanes, denoted as vehicle \( c, f, \) and \( \tilde{f} \), respectively. Denote the (longitudinal) acceleration difference of these vehicles after possible lane-changing as \( \Delta a_c, \Delta a_f, \) and \( \Delta a_{\tilde{f}} \), respectively, which can be written as

\[
\Delta a_r = a_{\max} \left[ \left( \frac{s^{s_r}}{s_r} \right)^2 - \left( \frac{s^{s_r}}{s_{t_r}} \right)^2 \right], \quad r = c, f, \tilde{f} \tag{4.11}
\]

if the IDM given by (4.9) and (4.10) is used. Here, the time symbol \( t \) is omitted and the tilde represents variables after the possible lane change. If vehicle \( f \) or \( \tilde{f} \) does not exist, \( \Delta a_f = 0 \) or \( \Delta a_{\tilde{f}} = 0 \), respectively. Then, the incentive criterion is given by

\[
\Delta a \triangleq \Delta a_c + p (\Delta a_f + \Delta a_{\tilde{f}}) > \Delta a_{\text{th}} \tag{4.12}
\]
where $\Delta a$ is the weighted overall acceleration difference, with $p$ being the politeness factor that reflects the degree of altruism of the driver and $\Delta a_{th}$ is the switching threshold that prevents a lane change if it brings only a marginal advantage. The safety criterion checks the possibility of lane-changing by limiting the deceleration imposed on the new following vehicle in the target lane to be smaller than a given safe limit $b_{safe}$ after lane-changing. That is,

$$\tilde{a}_f \geq -b_{safe}.$$ (4.13)

A lane change will be executed if both the incentive criterion and the safety criterion are met. However, (4.12) has already considered the potential deceleration of $\tilde{a}_f$ as long as $p$ is not too small, and thus a lane change that violates the safety criterion would be automatically excluded by (4.12). In this case, no additional safety constraint is needed. When left lane-changing and right lane-changing are feasible in the meantime, the change is executed for the lane with a larger $\Delta a$.

### 4.5 AMELF-based Multi-vehicle Tracking in Road Coordinates

In [8], a single vehicle tracking algorithm for multi-lane case is proposed. It can be easily extended to track multiple vehicles by combining it with a data association algorithm and a track maintenance scheme [4]. This algorithm is referred to as the AMELF-based tracking algorithm in this paper and is briefly reviewed and extended to multi-vehicle tracking in this section.
4.5.1 Longitudinal Motion Estimator

The AME, which implements the interacting multiple model (IMM) algorithm with the nearly constant velocity (NCV) model and the mean-adaptive acceleration (MAA) model, is used to estimate the longitudinal state of vehicle over time.

With the augmented longitudinal state $x_{al}(t) \triangleq [l(t), v(t), a(t)]^T$, where $a(t)$ is the longitudinal acceleration, both the NCV model and the MAA model can be expressed as linear discrete-time kinematic models, whose generic form [2] is

$$x_{al}(k) = Fx_{al}(k - 1) + Gu(k - 1) + Γv(k - 1)$$  \hspace{1cm} (4.14)

where $k$ is the discrete time step, $u(k - 1)$ is the input vector, and $v(k - 1)$ is the zero-mean white Gaussian process noise with covariance $Q$. The details on the NCV model and the MAA model can be found in [8, 19].

Based on the NCV model and MAA model, two Kalman filters (KF) are used within the framework of IMM estimation for maneuvering target tracking [2]. Let $M_1$ denote the NCV model and $M_2$ denote the MAA model.

4.5.2 Lateral Motion Estimator

The lateral motion of vehicles in [8] is modeled as a lane sequence $I(k)_{k=0,1,...}$ with the characteristics of a homogeneous Markov chain, whose transition probability matrix (TPM) $Π^I = [p_{ij}^I]_{i,j=1}^L$ and initial probability vector $μ^I(0) = [μ_1^I(0), ..., μ_L^I(0)]^T$ are assumed to be known, where

$$p_{ij}^I \triangleq P \{I(k) = j | I(k - 1) = i\}, \ i, j = 1, ..., L$$  \hspace{1cm} (4.15)
\[ \mu^I_i(0) \triangleq P \{ I(0) = i \} , \ i = 1, ..., L. \] (4.16)

Then, the probability of the vehicle on lane \( j \) at time step \( k \) conditioned on \( Z^k \),

\[ \mu^I_j(k) \triangleq P \{ I(k) = j | Z^k \} , \] (4.17)

is updated recursively by lane filter (LF) as

\[ \mu^I_j(k) = \frac{1}{c} \Lambda^I_j(k) \mu^I_j(k|k-1) \] (4.18)

where \( c \) is the normalization factor

\[ c = \sum_{j=1}^{L} \Lambda^I_j(k) \mu^I_j(k|k-1), \] (4.19)

\( \mu^I_j(k|k-1) \) is the predicted probability defined as

\[ \mu^I_j(k|k-1) \triangleq P \{ I(k) = j | Z^{k-1} \} = \sum_{i=1}^{L} p^I_{ij} \mu^I_i(k-1), \ j = 1, \ldots, L \] (4.20)

and \( \Lambda^I_j(k) \) is the likelihood function corresponding to \( I(k) = j \), defined as

\[ \Lambda^I_j(k) \triangleq p \left[ z_d(k) | I(k) = j \right] \] (4.21)

where \( z_d(k) \) is the displacement measurement used to update the lateral state at time step \( k \). Based on (4.5) and (4.6), \( \Lambda^I_j(k) \) is given by

\[ \Lambda^I_j(k) = \mathcal{N} \left[ z_d(k); d(j), \sigma_d^2 \right] . \] (4.22)
The LF chooses the lane with the largest $\mu^l_i(k)$ as the optimal lane estimate $\hat{I}(k)$ at time step $k$. That is,

$$\hat{I}(k) = \arg \max_{1 \leq i \leq L} \mu^l_i(k). \quad (4.23)$$

### 4.5.3 AMELF-Based Multi-vehicle Tracking Algorithm

The measurement origin uncertainty needs to be resolved for multi-vehicle tracking with non-unity probability of detection and non-zero false alarms. The two-dimensional assignment algorithm is a widely-used data association mechanism to handle the measurement origin uncertainty. For details about the 2-D assignment algorithm, the reader is referred to [4].

Let $\Lambda(k, m, n)$ denote the likelihood function of the $n$th track being associated with the $m$th measurement, $z^m(k) = [z^m_l(k), z^m_d(k)]^T$, at time step $k$. Due to the simplified measurement model and the assumed independence between longitudinal and lateral motion estimators, it can be evaluated by two independent parts, respectively. That is,

$$\Lambda(k, m, n) = \Lambda_l(k, m, n)\Lambda_d(k, m, n) \quad (4.24)$$

where $\Lambda_l(k, m, n)$ and $\Lambda_d(k, m, n)$, the likelihood function in the mileage and displacement coordinate, respectively, can be expressed as

$$\Lambda_l(k, m, n) = \sum_{j=1,2} \mu^l_{n,j}(k|k-1)N [z^m_l(k); \hat{z}^n_{l,j}(k|k-1), S^m_{l,j}(k)] \quad (4.25)$$
\[ \Lambda_d(k, m, n) = \sum_{j=1}^{L} \mu_{n,j}^I(k|k-1) \mathcal{N} \left[ z_d^m(k); d(j), \sigma_d^2 \right], \]  

(4.26)

where \( \hat{z}_n^{m,j}(k|k-1) \) is the predicted mileage measurement for the \( n \)th track conditioned on mode \( M_j \) with the variance being \( S_l^{m,j}(k) \), and \( \mu_{n,j}^I(k|k-1) \) is the predicted mode probability of \( M_j \) for the \( n \)th track \([2]\). Substituting \( \Lambda(k, m, n) \) (as defined in (4.24)) into the cost function, the 2-D assignment algorithm obtains the best measurement-to-track association with the minimum global cost \([4]\).

Before applying 2-D assignment, a gating technique \([4]\) is used to eliminate false alarms and reduce the number of candidate assignments. The validation gate for the \( n \)th track is typically an ellipsoid defined as

\[ [z(k) - \hat{z}^n(k|k-1)]^T S^n(k)^{-1} [z(k) - \hat{z}^n(k|k-1)] \leq \gamma \]  

(4.27)

where \( \gamma \) is the probability threshold that determines the gate volume. \( \hat{z}^n(k|k-1) = [\hat{z}_l^n(k|k-1), \hat{z}_d^n(k|k-1)]^T \) is the predicted measurement for the \( n \)th track at time step \( k \) with covariance matrix \( S^n(k) = \text{diag}(S_l^n(k), S_d^n(k)) \), where \( \text{diag}(\cdot) \) denotes the (block) diagonal matrix construction operator, \( \hat{z}_l^n(k|k-1) \) and \( \hat{z}_d^n(k|k-1) \) are the predicted mileage and displacement measurements for the \( n \)th track given by

\[ \hat{z}_l^n(k|k-1) = \sum_{j=1}^{2} \hat{z}_l^{n,j}(k|k-1) \mu_{n,j}^I(k|k-1) \]  

(4.28)

and

\[ \hat{z}_d^n(k|k-1) = \sum_{j=1}^{L} d(j) \mu_{n,j}^I(k|k-1), \]  

(4.29)
respectively, with corresponding variances being

\[
S_t^n(k) = \sum_{j=1,2} \mu_{n,j}(k|k-1) \left\{ \left[ \hat{z}_t^{n,j}(k|k-1) - \hat{z}_t^n(k|k-1) \right] \times \left[ \hat{z}_t^{n,j}(k|k-1) - \hat{z}_t^n(k|k-1) \right]^T + S_t^{n,j}(k) \right\}
\] (4.30)

and

\[
S_d^n(k) = \sigma_d^2 + \sum_{j=1}^L \mu_{n,j}(k|k-1) [d(j) - \hat{z}_d^n(k|k-1)] [d(j) - \hat{z}_d^n(k|k-1)]^T, \quad (4.31)
\]

respectively. Only those measurements falling within the validation gate of the \(n\)th track are considered for association with this track.

The AME and LF combined with the 2-D assignment algorithm is now applicable for multi-vehicle tracking in the multi-lane case.

### 4.6 MTM-based Multi-vehicle Tracking in Road Coordinates

Although the AMELF-based vehicle tracking algorithm is extended to handle the multi-vehicle tracking problem, it assumes that vehicles move independently and thus cannot exploit motion dependence information during tracking. The MTM-based multi-vehicle tracking algorithm proposed in this section explicitly considers the interactions among vehicles by integrating the IDM and MOBIL models into estimators.
4.6.1 Longitudinal Motion Estimator

The longitudinal dynamics of a vehicle evolves based on the IDM model. However, the desired speed of vehicles are usually different in practical scenarios and unknown to the estimator. Thus, it is considered as another parameter that needs to be estimated, and is inserted into the augmented longitudinal state, \( x_{al}(t) = [\ell(t), v(t), v_0]^T \). The evolution of the augmented longitudinal state from time step \( k-1 \) to \( k \) can also be described by the generic form (4.14) with

\[
F = \begin{bmatrix}
1 & T & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 
\end{bmatrix}, \quad G = \Gamma = \begin{bmatrix}
T^2/2 \\
T \\
0
\end{bmatrix}
\]

(4.32)

where \( T \) is the update interval, \( u(k-1) = a(k-1) \) given by the IDM (4.9) and \( v(k-1) \) represents the mismatch in the acceleration between the IDM and the real vehicle motion. Due to the high nonlinearity of (4.9) and (4.10), the unscented transformation (UT) [14, 32] is applied to predict longitudinal motion by the steps shown below.

\textbf{Generate sigma points}

Sigma points are generated as the following:

\[
X_0(k-1) = \hat{x}_s^{k}(k-1)
\]

\[
X_i(k-1) = \hat{x}_s^{k}(k-1) + \sqrt{(N_x^s + \lambda)P_x^s(k-1)}\bigg|_i, \quad i = 1, ..., N_x^s
\]

\[
X_i(k-1) = \hat{x}_s^{k}(k-1) + \sqrt{(N_x^s + \lambda)P_x^s(k-1)}\bigg|_{i-N_x^s}, \quad i = N_x^s + 1, ..., 2N_x^s
\]

(4.33)
where \( \hat{x}^s_i(k-1) = [\hat{x}_a(k-1|k-1)^T, \hat{x}_l(k-1|k-1)^T]^T \) with dimension \( N_x^s \) and its associated approximate covariance matrix being \( P^s_i(k-1) = \text{diag}(P^a_i(k-1|k-1), P^l_i(k-1|k-1)) \), which ignores the cross-correlation between \( \hat{x}_a(k-1|k-1) \) and \( \hat{x}_l(k-1|k-1) \). \( \hat{x}_l(k-1|k-1) \), the longitudinal state estimate of the leader, and its associated covariance matrix \( P^l_i(k-1|k-1) \) can be found as a part of \( \hat{x}^l_i(k-1|k-1) \) and \( P^l_i(k-1|k-1) \), respectively. In (4.33), \( \lambda = \alpha^2(N_x^s + \kappa) - N_x^s \) and \( \left[ \sqrt{(N_x^s + \lambda)P^s_i(k-1)} \right]_i \) is the \( i \)th column of the matrix square root of \( (N_x^s + \lambda)P^s_i(k-1) \).

We decompose \( \mathcal{X}_i(k-1) \), the \( i \)th sigma point, into a form similar to \( \hat{x}^s_i(k-1|k-1) \) denoting as \( \mathcal{X}_i(k-1) = [\hat{x}^i_{a}(k-1|k-1)^T, \hat{x}^{l,i}_l(k-1|k-1)^T]^T \).

**Predict sigma points**

Instantiating each sigma point using the discrete-time model in (4.14) with (4.32), the transformed sigma point \( \mathcal{Y}_i(k-1) \) is given by

\[
\mathcal{Y}_i(k-1) = F \hat{x}^i_{a}(k-1|k-1) + G \times \text{IDM} \left[ \hat{x}^i_{a}(k-1|k-1), \hat{x}^{l,i}_l(k-1|k-1) \right] (4.34)
\]

**Calculate the predicted longitudinal state** \( \hat{x}_a(k|k-1) \) **and the associated covariance** \( P_{a}(k|k-1) \)

\[
\hat{x}_a(k|k-1) = \sum_{i=0}^{2N_x^s} W^{(m)}_i \mathcal{Y}_i(k-1) \quad (4.35)
\]

\[
P_a(k|k-1) = \Gamma Q \Gamma^T + \sum_{i=0}^{2N_x^s} W^{(c)}_i [\mathcal{Y}_i(k-1) - \hat{x}_a(k|k-1)] [\mathcal{Y}_i(k-1) - \hat{x}_a(k|k-1)]^T \quad (4.36)
\]
where $W_i^{(m)}$ and $W_i^{(c)}$ are the weights associated with $X_i(k-1)$ for estimating the mean and covariance, respectively, which are given by

$$
W_0^{(m)} = \frac{\lambda}{N_x + \lambda}, W_0^{(c)} = \frac{\lambda}{N_x + \lambda} + (1 - \alpha^2 + \beta),
$$

$$
W_i^{(m)} = W_i^{(c)} = \frac{1}{2(N_x + \lambda)}, \quad i = 1, ..., 2N_x.
$$

(4.37)

For the special case of no leader or an obstruction ahead, sigma points are then generated based on $\hat{x}_s(k-1) = \hat{x}_{al}(k-1|k-1)$ and $P_s(k-1) = P_{al}(k-1|k-1)$; the set of transformed sigma points is given by

$$
Y_i(k-1) = F\hat{x}_{al}(k-1|k-1) + G \times \text{IDM} \left[ \hat{x}_{al}(k-1|k-1), x_l^i \right]
$$

(4.38)

where $x_l^i$ is given by $x_{l, no}^i$ or $x_{l, ob}^i$.

One potential issue is the premature convergence of $\hat{v}_0(k)$, which is caused by identifying $v_0$ as the static parameter during estimation. To address this, an “artificial process noise” is added in (4.36) to increase the variance of $\hat{v}_0(k)$ in $P_{al}(k|k-1)$. After $\hat{x}_{al}(k|k-1)$ and $P_{al}(k|k-1)$ are obtained, $\hat{x}_{al}(k|k)$ can be obtained by employing the normal KF equations [2]. However, since the IDM classifies vehicles into two types (i.e., cars and trucks) with different model parameters (see Table 4.1), two KFs are set up corresponding to the two vehicle types, respectively, resulting in the static multiple model estimator [4]. The posterior probability of model $j$ being correct given $Z^k$ can be recursively evaluated as

$$
P\{M_j|Z^k\} = \frac{p[z(k)|Z^{k-1}, M_j] P\{M_j|Z^{k-1}\}}{\sum_{i=1,2} p[z(k)|Z^{k-1}, M_j] P\{M_j|Z^{k-1}\}}
$$

(4.39)
where \( p \left[ z(k) | Z^{k-1}, M_j \right] \) is the likelihood function of model \( j \) at time step \( k \), which is approximated by

\[
p \left[ z(k) | Z^{k-1}, M_j \right] = \mathcal{N} \left[ z_l(k); \hat{z}_l^j(k|k-1), S_l^j(k) \right].
\]  (4.40)

Once \( P \{ M_j | Z^k \} \) is greater than a pre-defined threshold \( P_{th} \), a hard-decision that model \( j \) is correct is made and the other model-matched filter is deleted.

### 4.6.2 Lateral Motion Estimator

The MOBIL model is used to predict lateral vehicle dynamics. However, due to the uncertainty in the longitudinal state estimate, the test static of the MOBIL model (4.12) is a random variable and thus only the lane-changing probability can be evaluated. Based on this, the \( k \)-best lane-changing hypotheses are generated and maintained. Once the measurements become available, each lane-changing hypothesis is evaluated. An adaptive deferred decision logic as hypothesis-oriented multiple hypothesis tracking (MHT) [5] is proposed to choose the most likely hypothesis.

#### Lane-changing probability evaluation

The lane-changing probability is evaluated based on the incentive criterion (4.12) of the MOBIL model. Assuming all lane changes are performed at the beginning of each time step, the test statistic at time step \( k \), \( \Delta a(k) \), is determined by the updated longitudinal state estimate at time step \( k - 1 \) for the following five vehicles: vehicles \( c, f, \bar{f}, l \) and \( \bar{l} \) where \( l \) and \( \bar{l} \) denote the current leading vehicle of \( c \) and the new leading vehicle in the neighboring target lane, respectively.
The distribution of $\Delta a(k)$ is approximated by a Gaussian probability density function with mean $\Delta \bar{a}(k)$ and variance $\sigma^2_{\Delta a}(k)$ via second-order moment matching [30]. The terms $\Delta \bar{a}(k)$ and $\sigma^2_{\Delta a}(k)$ can be estimated by UT as described in Section 4.6.1–4.6.1, but $\hat{x}_i^s(k-1)$ in (4.33) is replaced by stacking the longitudinal state estimates of vehicles $c, l, f, \tilde{l}$ and $\tilde{f}$ (if existent), in that order respectively; Its associated covariance $P^s_l(k-1)$ is approximated by ignoring the cross-correlation between the estimates of different vehicles. The transformed sigma point $\mathcal{Y}_i(k-1)$ now is $\Delta a_i$ obtained by instantiating $X_i(k-1)$ into (4.12); $\Delta \bar{a}(k)$ and $\sigma^2_{\Delta a}(k)$ are then given by (4.35) and (4.36) without the term $\Gamma Q \Gamma^T$, respectively. For example, if there is an obstruction ahead, no following vehicle in the current lane and no leading vehicle in the target lane, 9 sigma points are generated by (4.33) with $\hat{x}_i^s(k-1) = [\hat{x}_i^c(k-1|k-1)^T, \hat{x}_i^f(k-1|k-1)]^T$ and $P^s_i(k-1) \approx \text{diag}(P_{\Delta a}^c(k-1|k-1), P_{\Delta a}^f(k-1|k-1))$. In $\mathcal{Y}_i(k-1)$, $\Delta a_f = 0$, $\Delta a_c$ and $\Delta a_{\tilde{f}}$ are obtained based on (4.10) and (4.11), with $\hat{x}_i^{c,i}(k-1|k-1)$, $x_i^{ob}$ and $x_i^{no}$, and with $\hat{x}_i^{\tilde{f},i}(k-1|k-1)$, $x_i^{no}$ and $\hat{x}_i^{c,i}(k-1|k-1)$, respectively.

Finally, the probability of vehicle $c$ executing a lane change at time step $k$, $P\{C|k\}$, is given by

$$P\{C|k\} = P\{\Delta a(k) > \Delta a_{th}\} = 1 - \Phi \left[ \frac{\Delta a_{th} - \Delta \bar{a}(k)}{\sigma_{\Delta a}(k)} \right]$$  (4.41)

where $\Phi(\cdot)$ is the cumulative distribution function of the standard Gaussian distribution. When the left lane and the right lane are both available to change into, the test statistic for these two cases, $\Delta a_L(k)$ and $\Delta a_R(k)$, are evaluated, respectively, and the corresponding probabilities are approximated by

$$P\{UC|k\} \approx \min_{i=L,R} P\{\Delta a_i(k) < \Delta a_{th}\}$$

113
\[
\min_{i=L,R} \Phi \left( \frac{\Delta a_{th} - \Delta \hat{a}_i(k)}{\sigma_{\Delta a_i}(k)} \right) 
\]

\[ P\{LC\|k\} = (1 - P\{UC\|k\}) P \{\Delta a_R(k) < \Delta a_L(k)\} \]
\[ \approx (1 - P\{UC\|k\}) \Phi \left( \frac{\Delta \hat{a}_L(k) - \Delta \hat{a}_R(k)}{\sqrt{\sigma_{\Delta a_L}^2(k) + \sigma_{\Delta a_R}^2(k)}} \right) \]

\[ P\{RC\|k\} = 1 - P\{UC\|k\} - P\{LC\|k\} \]

where \(P\{UC\|k\}, P\{LC\|k\}\) and \(P\{RC\|k\}\) are the probabilities of no lane-change, left lane-change, and right lane-change, respectively. Assuming that each vehicle can only change one lane at a time, \(\mu^I_j(k|k-1)\), defined in (4.20), is now given by

\[
\mu^I_j(k|k-1) = \begin{cases} 
    P\{LC\|k\}, & j = \hat{I}(k-1) - 1 \\
    P\{UC\|k\}, & j = \hat{I}(k-1) \\
    P\{RC\|k\}, & j = \hat{I}(k-1) + 1 \\
    0, & \text{otherwise}
\end{cases}
\]

\[ (4.45) \]

**K-best lane-changing hypotheses generation**

The lane-changing hypothesis at time step \(k\), \(\theta_i(k)\), is defined as a combination of possible lane-changing decisions made by each vehicle

\[
\theta_i(k) = \left\{ \hat{I}_n(k), n = 1, ..., N \right\}.
\]

\[ (4.46) \]

To avoid the potential combinatorial explosion in the number of hypotheses, given the state estimates in the previous scan, only the \(K\)-best hypotheses are extracted in each scan by Algorithm 1 without enumerating all possible hypotheses, under
Algorithm 1: $K$-best lane-changing hypotheses generation algorithm

Initialization:
- Initialize current hypothesis $\theta_0(k)$ with $P\{\theta_0(k)\} = 1$;
- Initialize number of formed hypotheses $\theta_i(k), k_h = 0$;
- $P_{\text{max}} \triangleq \max_{i=1,...,k_h} P\{\theta_i(k)\} = 0$;
- Find sorted index of tracks $T_I$ by mileage coordinate estimates in descending order;
- $n = 1$;

Hypotheses generation:
- Identify the leading and following tracks in the current and neighboring lanes for track $T_I(n)$;
- Evaluate lane-changing probability and corresponding $\mu_{T_I(n),j}(k|k-1), j = 1, ..., L$;
- Find sorted indices of lanes $L_I$ by $\mu_{T_I(n),j}(k|k-1)$ in descending order;
- for $j = 1 \text{ to } L$ do /* traversing all possible lanes for each track */
- $\hat{I}_n(k) = L_I(j)$;
- $P\{\theta_0(k)\} = P\{\theta_0(k)\} \mu_{T_I(n),L_I(j)}(k|k-1)$;
- if $P\{\theta_0(k)\} > \eta P_{\text{max}} \& \& (k_h < K \& \& P\{\theta_0(k)\} > P\{\theta_K(k)\})$ then
  - if $n < N$ then
    - $n = n + 1$ and go to the beginning of Hypothesis generation;
  - else
    - if $k_h < K$ then
      - $k_h = k + 1, \theta_{k_h}(k) = \theta_0(k)$;
    - else
      - $\theta_K(k) = \theta_0(k)$;
    - end
    - update $P_{\text{max}}$ and sort $\theta_i(k), i = 1, ..., k_h$ by $P\{\theta_i(k)\}$ in descending order;
  - end
- end
- end
the assumption that the lane-changing of a given vehicle does not influence leading vehicles that are making lane-changing decisions ahead of it.

**Lane-changing hypothesis evaluation**

The longitudinal state estimates for tracks are then predicted based on their respective lane-changing decisions in $\theta_i(k)$. Once new measurements become available, a data association algorithm, e.g., the 2-D assignment algorithm described previously, is applied to each hypothesis and the probability of hypothesis is then evaluated by

$$P\{\theta_i(k)|Z^k\} = \frac{1}{c} p\left[Z(k)|\theta_i(k), Z^{k-1}\right] P\{\theta_i(k)|Z^{k-1}\}$$  \hspace{1cm} (4.47)

where $c$ is the normalization factor given by

$$c = \sum_{i=1}^{K} p\left[Z(k)|\theta_i(k), Z^{k-1}\right] P\{\theta_i(k)|Z^{k-1}\},$$  \hspace{1cm} (4.48)

$P\{\theta_i(k)|Z^{k-1}\}$ is $P\{\theta_i(k)\}$ in Algorithm 1 and $p\left[Z(k)|\theta_i(k), Z^{k-1}\right]$ is the likelihood function for $\theta_i(k)$, which can be expressed as

$$p\left[Z(k)|\theta_i(k), Z^{k-1}\right] \propto \prod_{n=1}^{N} (1 - P_D)^{1-\tau_n} \left[\frac{P_D \Lambda^n(k|\theta_i(k))}{\lambda}\right]^\tau_n$$  \hspace{1cm} (4.49)

In the above, $\lambda$ is the spatial density of false alarms and $\tau_n$ is an indicator as to whether the $n$th track is associated with a measurement in the data association result under hypothesis $\theta_i(k)$. Also, $\Lambda^n(k|\theta_i(k))$, the likelihood function for the $n$th track given $\theta_i(k)$, is evaluated by

$$\Lambda^n(k|\theta_i(k)) = \Lambda^n_i(k|\theta_i) \Lambda^n_d(k|\theta_i)$$
\[ = \mathcal{N} [z_i(k); \hat{z}_i^n(k|\theta_i), S_i^n(k|\theta_i)] \times \mathcal{N} \left[ z_d(k); \hat{I}_n(k|\theta_i(k)) \right] , \sigma_d^2 \] (4.50)

where \( \hat{I}_n(k|\theta_i(k)) \) and \( \hat{z}_i^n(k|\theta_i) \) with variance \( S_i^n(k|\theta_i) \) are the assumed lane-changing decision and the predicted mileage measurement for the \( n \)th track given \( \theta_i(k) \), respectively.

**Adaptive deferred decision logic**

The lateral state estimate strongly influences the longitudinal state prediction and thus the performance of the longitudinal motion estimator. Therefore, rather than only retaining the hypothesis with the largest probability in each scan, an adaptive deferred decision logic is proposed: all formed hypotheses are updated and propagated, and the decision-making is deferred into the future in anticipation that subsequent measurements will resolve the uncertainty and thus improve the accuracy of lateral state estimate. Then, each hypothesis will be expanded into new \( K \)-best hypotheses in the next scan.

Denote a new hypothesis formed at time step \( k + 1 \) as \( \Theta_i^{k+1} \), which is composed of

\[ \Theta_i^{k+1} = \{ \Theta_{p(i)}^k, \theta_{q(i)}(k + 1) \} \] (4.51)

where \( \Theta_{p(i)}^k \) is the parent hypothesis from which \( \Theta_i^{k+1} \) is derived based on \( \theta_{q(i)}(k + 1) \), the \( q(i) \)th hypothesis formed from \( \Theta_{p(i)}^k \) using Algorithm 1. The probability of \( \Theta_i(k + 1) \) is then evaluated by

\[ P\{\Theta_i^{k+1}|Z^{k+1}\} = \frac{1}{\mathcal{C}} P\{Z(k + 1)|\Theta_i^{k+1}, Z^k\} P\{\Theta_i^{k+1}|Z^k\} \] (4.52)
where $P\{Z(k + 1)|\Theta^k_i, Z^k\}$ is the likelihood function defined in (4.49) and

$$P\{\Theta^k_i|Z^k\} = P\{\theta_q(i)(k + 1)|\Theta^k_p(i), Z^k\} P\{\Theta^k_p(i)|Z^k\}$$  \hspace{1cm} (4.53)

with $P\{\theta_q(i)(k + 1)|\Theta^k_p(i), Z^k\}$ being $P\{\theta_i(k)\}$ in Algorithm 1, derived from $\Theta^k_p(i)$ at time step $k + 1$. The term $P\{\Theta^k_p(i)|Z^k\}$, the probability of parent hypothesis $\Theta^k_p(i)$ given $Z^k$, is available from the previous iteration. The probability of the previously formed hypothesis is then updated as

$$P\{\Theta^k_j|Z^{k+1}\} = \sum_i P\{\Theta^k_i, \Theta^k_i^{k+1}|Z^{k+1}\} = \sum_{p(i)=j} P\{\Theta^k_p(i)|Z^{k+1}\}. \hspace{1cm} (4.54)$$

Once the updated probability of a hypothesis is greater than the pre-defined threshold $P_{th}^l$, all other hypotheses generated at the same scan and their descendant hypotheses are pruned. Another threshold $\eta$ may also be set to prune those hypotheses and their descendant hypotheses if the ratios of their probabilities to that of the best hypothesis generated in the same scan are too small. Other techniques in MHT to further reduce computation cost, such as clustering, can also be used [5].

4.6.3 MTM-Based Multi-vehicle Tracking Algorithm

By combining the proposed MTM-based longitudinal and lateral motion estimators with data association and track maintenance as previously outlined, the MTM-based multi-vehicle tracking algorithm is proposed now. The algorithm’s block diagram is presented in Fig. 4.1.
Fig. 4.1: Block diagram of the proposed MTM-based multi-vehicle tracking algorithm.

Since the accuracy of both the longitudinal and lateral state estimates given by the MTM-based tracking algorithm are sensitive to whether there is indeed a leader ahead, in order to improve tracker stability, the MTM-based tracking algorithm is only considered for confirmed tracks: the tentative tracks are still initialized and maintained by the AMELF-based tracking algorithm.

4.7 Simulation Results

In this section, the proposed MTM-based multi-vehicle tracking algorithm is compared with the AMELF-based tracking algorithm using simulations.
4.7.1 Simulation Scenario

Six vehicles are simulated to move along a part of Hwy 402 (near London, Ontario, Canada) as shown in Fig. 4.2 with geographic information being obtained from Google Maps. The road has $L = 3$ lanes except for a one-km long stretch marked in red in Fig. 4.2, where the rightmost lane is closed, and each lane has a width of $2\Delta = 4m$. The vehicle motion is generated based on the IDM and MOBIL models with white Gaussian process noise modeling disturbances in driving behaviors. The numerical update step sizes of two models are $\Delta t_{\text{IDM}} = 1s$ and $\Delta t_{\text{MOBIL}} = 2s$, respectively. The IDM parameters are set based on Table 4.1 and, since each vehicle may have different desired speeds in practical scenarios, the desired speed of each individual vehicle is assumed normally distributed but non-negative, with the mean being the desired speed of the corresponding vehicle type and the standard deviation $\sigma_{v_0} = 10 \text{ km/h}$. The following MOBIL parameters are used in the simulation: $p = 0.5$, $\Delta a_{\text{th}} = 0.3 \text{ m/s}^2$. The type and initial state of the vehicles are shown in Table 4.2. The
Table 4.2: Types and Initial states of vehicles

<table>
<thead>
<tr>
<th>Vehicle No.</th>
<th>Type</th>
<th>Mileage coordinate (m)</th>
<th>Lane</th>
<th>Desired speed (km/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Car</td>
<td>100</td>
<td>2</td>
<td>125</td>
</tr>
<tr>
<td>2</td>
<td>Car</td>
<td>150</td>
<td>3</td>
<td>120</td>
</tr>
<tr>
<td>3</td>
<td>Car</td>
<td>175</td>
<td>1</td>
<td>110</td>
</tr>
<tr>
<td>4</td>
<td>Car</td>
<td>200</td>
<td>2</td>
<td>115</td>
</tr>
<tr>
<td>5</td>
<td>Truck</td>
<td>500</td>
<td>2</td>
<td>80</td>
</tr>
<tr>
<td>6</td>
<td>Truck</td>
<td>600</td>
<td>1</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 4.3: Lane changes in the simulated scenario

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Vehicle No.</th>
<th>Lane change</th>
<th>Time (s)</th>
<th>Vehicle No.</th>
<th>Lane change</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>1</td>
<td>2→3</td>
<td>62</td>
<td>4</td>
<td>1→2</td>
</tr>
<tr>
<td>42</td>
<td>1</td>
<td>3→2</td>
<td>70</td>
<td>1</td>
<td>1→2</td>
</tr>
<tr>
<td>42</td>
<td>4</td>
<td>2→1</td>
<td>74</td>
<td>2</td>
<td>2→1</td>
</tr>
<tr>
<td>48</td>
<td>2</td>
<td>3→2</td>
<td>80</td>
<td>4</td>
<td>2→1</td>
</tr>
<tr>
<td>54</td>
<td>1</td>
<td>2→1</td>
<td>96</td>
<td>6</td>
<td>1→2</td>
</tr>
<tr>
<td>54</td>
<td>3</td>
<td>1→2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

initial speed of each vehicle is assumed identical to its desired speed. The simulated scenario duration is 100s, in which lane changes occur 8 times in total as shown in detail in Table 4.3. Measurements are generated every $T = 2$s according to (4.5), with $\sigma_l = 10$m and $\sigma_d = 2$m. The target detection probability $P_D = 0.95$, and false alarms are assumed to be uniformly distributed over the whole region with the spatial density $\lambda = 2.0 \times 10^{-5}$/m².
4.7.2 Configuration of Estimators

AMELF-based tracking algorithm

The standard deviation of the process noise for the NCV model is \( \sigma_{\text{NCV}} = 0.1 \, \text{m/s}^2 \). The parameters for the MAA model are set as \( \alpha = 1/15 \), \( a_{\text{max}} = 4 \, \text{m/s}^2 \), and \( a_{\text{max}} = -4 \, \text{m/s}^2 \). The initial probability of the NCV model and the MAA model are \( \mu^I(0) = [0.5, 0.5]^T \), and the corresponding TPM is given by

\[
\Pi^I = \begin{bmatrix}
0.9 & 0.1 \\
0.1 & 0.9
\end{bmatrix}.
\] (4.55)

The lane filter (LF) uses \( \mu^I(0) = [1/3, 1/3, 1/3]^T \) and due to the assumption that vehicles can only change to one neighboring lane at a time,

\[
\Pi^I = \begin{bmatrix}
0.9 & 0.1 & 0 \\
0.05 & 0.9 & 0.05 \\
0 & 0.1 & 0.9
\end{bmatrix}
\] (4.56)

is used for tracks whose mileage coordinate estimate is on road segments with 3 lanes and

\[
\Pi^I = \begin{bmatrix}
0.9 & 0.1 & 0 \\
0.1 & 0.9 & 0 \\
0 & 1 & 0
\end{bmatrix}
\] (4.57)

for other tracks on segments with 2 lanes.
MTM-based tracking algorithm

The parameters of UT, $\alpha = 0.5$, $\beta = 2$, and $\kappa = 0$. Each maintained lane-changing hypothesis is expanded into at most $K = 4$ new hypotheses with $\eta = 0.1$ and $P_{th}^I = 0.85$. $N$-scan pruning [5] with $N = 3$ is also used, combined with the adaptive deferred decision logic to further reduce computation cost.

4.7.3 Simulation Results

The performances of two algorithms are evaluated in 100 Monte Carlo runs. The root mean square error (RMSE) of the mileage position estimate is used for measuring the accuracy of the longitudinal state estimator and the probability of the correct lane, defined as the ratio of the number of correct lane identifications to the number of runs in which a confirmed track is associated with this vehicle at time step $k$, is used for measuring the accuracy of the lateral state estimator. Fig. 4.3 shows the mileage position RMSE and the probability of the correct lane averaged over six vehicles. It can be seen that the MTM-based algorithm yield better performance than the AMELF-based algorithm with respect to both metrics. This is because, with the integration of the IDM and MOBIL models exploiting the motion dependence information, MTM-based estimators can accurately predict longitudinal maneuvers for maintaining a safe distance from the leading vehicle as well as lane changes to improve navigability, and thus provide better prediction. Subsequent measurements are used by the MTM-based algorithm with the adaptive deferred decision logic, with the result that the probability of the correct lane of the MTM-based algorithm is generally better than that of the AMELF-based algorithm. In particular, the valleys in the graphs, corresponding to lane-changing instances summarized in Table 4.3, of
the MTM-based algorithm are much shallower than those of the AMELF-based algorithm. This illustrates that the MTM-based algorithm can make timely predictions of lane changes.

To be more specific, Fig. 4.4, Fig. 4.5 and Fig. 4.6 show the two metrics for vehicles 1, 2 and 5, respectively. The estimates provided by the MTM-based algorithm for the three vehicles all have better accuracy than those given by the AMELF-based algorithm. Though vehicle 1 exhibits more maneuvers and lane changes than the
to other vehicles, both algorithms track it successfully but the MTM-based algorithm provides better results. The AMELF-based algorithm gives poor mileage coordinates and lane estimates for vehicle 2 at its first instance of lane-changing. This is because that vehicle is driving to where the road narrows from 3 lanes to 2 lanes and thus has to decelerate in order to merge safely. Although the MAA model is set up to deal with maneuvers, it cannot predict this deceleration in time and thus the mileage position estimate enters the segment with two lanes and forces the lane estimate to
leave the rightmost lane in advance. In contrast, the longitudinal prediction based on the IDM is more accurate, thus this lane merging is also accurately predicted by the MTM-based lateral estimator. Vehicle 5 moves with a nearly constant velocity and no lane changes in the whole duration. The NCV model in the AMELF-based algorithm matches its motion perfectly, but the AMELF-based algorithm still yields a larger mileage position RMSE than the MTM-based algorithm. This is because within the IMM scheme, the MAA model, in this case, has a negative impact on the overall estimate [2].

The robustness of the MTM-based tracking algorithm against mismatch between estimator-used parameters of the MTM and true parameter values is evaluated in the same scenario except that the IDM parameters, $T$, $s_0$ and $a_{\text{max}}$, for each vehicle are randomly selected from a uniform distribution centered at the typical values shown in Table 4.1 when generating the ground truth while the typical values are used in the MTM-based tracking algorithm. The length of the uniform distribution determines the maximum relative error of parameters. Fig. 4.7 shows the resulting metrics for the MTM-based algorithm with the maximum relative error of each parameter being 10%, 20% and 30%, respectively, with the comparison of the metrics for the AMELF-based algorithm averaged over these three scenarios. It can be observed that with these three different levels of parameter error, the MTM-based tracking algorithm still tracks all of vehicles successfully. Although its performance declines, it is still better than that of the AMELF-based algorithm.

The computational times of the tracking algorithms are compared on a 2.5 GHz Intel i7 PC with 16 GB RAM. The average computation times per run over 100 Monte Carlo runs are shown in Table 4.4. In comparison with the AMELF-based algorithm,
Fig. 4.7: RMSE of mileage coordinate estimates and probability of correct lane averaged over six vehicles in the scenario with parameter error.

Table 4.4: Average computation times over 100 Monte Carlo runs

<table>
<thead>
<tr>
<th></th>
<th>AMELF-based</th>
<th>MTM-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average computation</td>
<td>0.57</td>
<td>2.89</td>
</tr>
<tr>
<td>time per run (s)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the MTM-based algorithm has a higher computational cost (nearly 5 times as much) mainly because multiple lane-changing hypotheses are generated in each scan, and each hypothesis is maintained and expanded to more hypotheses thereafter if the adaptive deferred decision logic is used. However, the higher computational load of the proposed approach does not preclude its application in real systems in view of the computational resources in today’s computers. In particular, the proposed algorithm is amenable to parallelization with multicore CPU systems and massively parallel graphical processing units (GPU) [21, 5], which are common in computers today.
4.8 Summary and Conclusions

A new MTM-based tracking algorithm was proposed to track multiple on-road vehicles in the multi-lane case. Unlike existing tracking algorithms in the literature that model motion between vehicles independently and the longitudinal and lateral motion of each vehicle independently, the proposed tracking algorithm considers interactions among vehicles by integrating the IDM car-following model and the MOBIL lane-changing model to model the interactions among vehicles in longitudinal and lateral motions, respectively. The proposed tracking algorithm then estimates the longitudinal and lateral motions sequentially using a recursive approach. A conventional vehicle tracking algorithm in the multi-lane case that does not consider interactions among vehicles was extended to multi-vehicle tracking and was compared with the proposed MTM-based tracking algorithm using simulations. The results indicate that the proposed MTM-based tracking algorithm performs better with respect to both longitudinal and lateral state estimates, albeit at a higher computational cost, due to better prediction of maneuvers the vehicle executes while trying to keep a safe distance from other vehicles and lane changes.
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Chapter 5

Multiple Vehicle Tracking on Multi-lane Roads with Particle Filtering

5.1 Abstract

This paper addresses the problem of tracking multiple vehicles on multi-lane roads with consideration for interactions among vehicles. Due to limited lane resources and traffic heterogeneity, vehicles have to interact with neighboring vehicles while moving along roads to improve their navigability and safety, resulting in highly dependent motions. However, multitarget tracking algorithms generally assume that targets move independently of one another. To address this limitation, using the microscopic traffic flow (MTF) model for modeling vehicle dynamics in the presence of interactions with surrounding traffic, an MTF-based tracking algorithm is proposed under the particle filter (PF) framework. The recursive maximum likelihood (RML) method
is integrated into the PF to estimate unknown parameters in the MTF model. The posterior Cramer-Rao lower bound (PCRLB) is also derived for this problem. The performance of the proposed MTF-PF algorithm is compared with those of existing algorithms for multi-vehicle tracking on multi-lane roads. Numerical results show that the proposed algorithm requires less prior information while yielding more accurate and consistent tracks.

5.2 Introduction

Multi-vehicle tracking is a key component in various applications such as ground surveillance [22] and traffic monitoring [3]. Unlike in the case of general multitarget tracking (MTT) [2], the special characteristics of ground vehicle motion can be exploited as prior information to improve tracker performance. The motions of on-road vehicles are subjected to various constraints imposed by roads. Thus, the road-map information can help reduce the uncertainty in vehicle motion estimates and improve track accuracy and consistency. Comprehensive studies have been conducted on road-map aided vehicle tracking in recent years [22, 4].

Due to limited lane resources and traffic heterogeneity, vehicles have to interact with surrounding traffic, which adds another layer of motion constraints. The microscopic traffic flow (MTF) models have been developed in the area of traffic theory to describe the dynamics of an individual vehicle in the presence of interactions with surrounding traffic [21]. Vehicle dynamics can be decomposed into longitudinal dynamics and lateral dynamics, which are described by car-following models [12] and lane-changing models [14], respectively. Recently, the interactions between vehicles have been considered using the MTF models in tracking scenarios and they have led
to significant improvement in tracking performance [15, 17, 18]. The car-following model is used to evaluate the probability of candidate tracks in the multiple hypothesis tracking (MHT)-based multi-vehicle tracking algorithm proposed in [15]. In [18], the problem of tracking multiple vehicles on single-lane roads using the car-following model as motion model for vehicles is studied. This problem has been extended to multi-lane roads by considering the lateral motion of vehicles modeled by the lane changing model [17]. However, several challenges such as data association, online estimation of unknown model parameters and the algorithm stability have not been fully resolved. Also, there is no theoretical bound to evaluate the improvement in tracking performance with consideration for interactions among vehicles.

Therefore, the problem of tracking multiple vehicles on multi-lane roads is revisited in this paper, in which a novel tracking algorithm is proposed and a performance bound for this problem is derived. The intelligent drive model (IDM) [11] and the minimizing overall braking induced by lane change (MOBIL) model [10] are used to model the longitudinal and lateral dynamics of vehicles, respectively, because of their amenability for integration into a probabilistic estimation framework. Due to the high non-linearity of the IDM model and the discrete lateral state, estimating vehicle states is a highly nonlinear and hybrid estimation problem [1]. Thus, due to its ability to handle highly nonlinear and hybrid estimation problems [6, 8], the particle filter (PF) [5] is preferred. However, the main challenge in using the PF for MTT is the curse of dimensionality [23]. Then, it is critical to design an efficient sampling strategy for PF.

The main contributions of this paper are: 1) The posterior of vehicle states evolving with the IDM and MOBIL models is derived and a computationally-efficient joint sampling method for PF is proposed; 2) The recursive maximum likelihood (RML)
method [13] is integrated into the PF framework with the particle approximation of the likelihood function to estimate the unknown parameters in the MTF model online; 3) A posterior Cramer-Rao lower bound (PCRLB) [20] quantifying achievable estimation accuracy is derived for this problem.

The rest of the paper is structured as follows: The vehicle dynamics is described in a 2-D road coordinate system and the measurement model is given in Section 5.3. In Section 5.4, the proposed MTF-based PF (MTF-PF) tracking algorithm is described in detail. The PCRLB is derived in Section 5.5. Section 5.6 presents numerical results and comparisons with existing algorithms for tracking multiple vehicles on multi-lane roads. Conclusions are given in Section 5.7.

5.3 Review of Vehicle Kinematics

This paper applies the model proposed in [17], which is briefly summarized in this section, to describe the vehicle kinematics in 2-D road coordinates.

5.3.1 Vehicle Dynamics Model

By modeling roads as a sequence of connected linear segments, a 2-D road coordinate system, which consists of the mileage and displacement coordinates, is defined to represent on-road points [4]. The mileage coordinate of an on-road point is the accumulated arc length from the reference starting point to the projection of the point onto the center line of the road while the displacement coordinate is the signed displacement from its projection to the point.

Decomposing vehicle dynamics into the 2-D road coordinate system, the longitudinal dynamics is the motion of a vehicle driving along the current lane by following
the leading vehicle with a safe distance. The longitudinal dynamics of a vehicle, modeled by the IDM, can be expressed using a discrete-time kinematic equation as follows:

\[ x_k = F x_{k-1} + \Gamma (a_{k-1} + \nu_{k-1}). \]  

(5.1)

In the above, \( x_k \triangleq [s_k, v_k]^T \) is the longitudinal state of the vehicle at time step \( k \), where \((\cdot)^T\) denotes the transpose operator, \( s_k \) and \( v_k \) are the position and speed of the vehicle in the mileage coordinate, respectively. Also, \( a_{k-1} \) is the deterministic acceleration component of the vehicle defined by the IDM model as a function of its motion relative to its leader [11] and it is given by

\[ a_k = a_{\text{max}} \left\{ 1 - \left[ \frac{v_k}{v_0} \right]^{\delta} - \left[ \frac{\Delta s^*_k}{\Delta s_k} \right]^2 \right\}, \]  

(5.2)

while \( \nu_{k-1} \) is a zero-mean white Gaussian process noise with variance \( \sigma^2_\nu \) representing the noisy acceleration component to model disturbances of driving behaviors. Thus, \( F = \begin{bmatrix} 1 & T \\ 0 & 1 \end{bmatrix} \) and \( \Gamma = [T^2/2, T]^T \), where \( T \) denotes the update interval for the IDM model. The definition of the variables in (5.2) can be found in [11, 17]. The component in the displacement coordinate is referred to as lateral dynamics by a vehicle performing lane changes to improve its navigability. By assuming that lane changes take place instantaneously, the lateral dynamics of a vehicle is modeled by the MOBIL lane-changing model [10] and it can be expressed as

\[ l_k = l_{k-1} + \psi_{k-1} \]  

(5.3)

where \( l_k \) is the lateral state of the vehicle defined as the lane (from left to right) in
which it is currently traveling and $\psi_{k-1}$ denotes the lane-changing decision made by the vehicle at time step $k-1$. By assuming that vehicles can only change one lane at a time, $\psi_{k-1,j}$ takes values in $\{-1, 0, 1\}$, corresponding to left lane-changing, no change and right lane-changing, respectively, which is determined by the incentive criterion and the safety criterion in the MOBIL model. For more details on the MOBIL model, the reader is referred to [10, 17]. Note that the MOBIL model does not consider random lane changes made by drivers. It can be extended by assigning a small probability to perform those lane changes that meet the safety criterion while not meeting the incentive criterion.

5.3.2 Measurement Model

A simplified model for position-only measurement [17] is assumed in this paper. Due to the limited accuracy of the sensor, the resulting measurements are contaminated with errors, missed detections and false alarms. False alarms are assumed to be uniformly distributed over the whole region with spatial density $\lambda$ and their cardinality follow the Poisson distribution [2]. Vehicles are detected with detection probability $P_D$ in each scan. A measurement originating from a vehicle with states $x_k$ and $l_k$ can be expressed as

$$z_k \triangleq [z_{sk}, z_{dk}]^T = [Hx_k, d(l_k)]^T + [w_{sk}, w_{dk}]^T$$

(5.4)

where $w_{sk}$ and $w_{dk}$ are zero-mean Gaussian noises with variances $\sigma^2_s$ and $\sigma^2_d$ that perturb $z_{sk}$ and $z_{dk}$, respectively. In the above, $H = [1 \ 0]^T$ and $d(l_k)$ denotes the displacement coordinate of the vehicle given by $d(l_k) = (2l_k - L - 1)\Delta$, where $L$ is the number of lanes in a road segment, each with width $2\Delta$. The set of all measurements
received at time step $k$ is denoted as $Z_k = \{z_{k,i}, \ i = 1, ..., M_k\}$ and the cumulative set of $Z_k$ available up to time step $k$ is denoted as $Z^k = \{Z_i, \ i = 1, ..., k\}$. Note that the update rates of the IDM and MOBIL models may be different from each other and from that of measurements. Although the same time step symbol $k$ is used in (5.1), (5.3) and (5.4), they need to be clarified further later.

5.4 MTF-based Particle Filter

Considering the presence of $r$ vehicles, the stacked longitudinal and lateral states, constructed as the concatenation of the longitudinal state and the lateral state of these vehicles, i.e., $X_k = [x_{k,1}^T, ..., x_{k,r}^T]^T$ and $L_k = [l_{k,1}, ..., l_{k,r}]^T$, respectively, need to be inferred at each time step. Due to the heterogeneity in realistic traffic, some parameters in the IDM and the MOBIL models may be driver-dependent and unknown to the tracker. It is necessary to estimate them online during tracking. Without loss of generality and for simplicity, in this paper, we take the desired speed as an unknown parameter and assume that other parameters take the typical values given in [11, 17]. Stacking the desired speed of each vehicle, the parameter vector, $u = [v_{0,1}, ..., v_{0,r}]$, is estimated together with $X_k$ and $L_k$.

5.4.1 Multitarget Particle Filter

The auxiliary PF [5] is applied to approximate the Bayes formula [2] to recursively update the posteriors of $X_k$ and $L_k$ given $Z^k$. A more detailed overview of the auxiliary PF can be found in [5]. Since the measurement-origin uncertainty has to be resolved in MTT, the measurement-to-track association hypothesis vector, $\theta = \ldots$
\[ \theta_1, \ldots, \theta_r \], that indicates which measurement each target contributes to, is introduced to marginalize the measurement density and jointly sampled with the auxiliary index \( i', X_k \) and \( L_k \) from an importance density \( q(X_k, L_k, i', \theta|Z^k) \). The main challenge here is to find an importance density to efficiently handle the curse of dimensionality [23].

Design of Importance Density

An efficient importance density is designed by factorizing

\[
q(X_k, L_k, i', \theta|Z^k) = p(\theta|Z^k)p(i'|\theta, Z^k)p(X_k, L_k|\theta, i', Z^k).
\] (5.5)

In the above, \( p(\theta|Z^k) \) is the posterior probability mass of the association hypothesis vector \( \theta \) given by

\[
p(\theta|Z^k) \propto p(\theta|Z^{k-1})p_u(Z_k|\theta, Z^{k-1})
\] (5.6)

where \( p(\theta|Z^{k-1}) \) is the prior of \( \theta \) given by [23]

\[
p(\theta|Z^{k-1}) \propto \left[ \frac{P_D}{(1 - P_D)\lambda} \right]^{r(\theta)}
\] (5.7)

with \( r(\theta) \) being the number of targets associated with measurement under hypothesis \( \theta \). In (5.6), \( p_u(Z_k|\theta, Z^{k-1}) \), where the subscript \( u \) represents the probability given the parameter vector \( u \), i.e., \( p_u(Z_k|\theta, Z^{k-1}) = p(Z_k|\theta, u, Z^{k-1}) \), can be approximated by

\[
p_u(Z_k|\theta, Z^{k-1}) \approx \sum_{i=1}^{N} w_{i-1}^{k} p_u(Z_k|i, \theta, Z^{k-1})
\] (5.8)
with

\[ p_u(Z_k|i, \theta, Z^{k-1}) = \prod_{\{j: \theta_j > 0\}} p_u(z_{k,\theta_j} | X_{k-1}^i, L_{k-1}^i) \]
\[ = \prod_{\{j: \theta_j > 0\}} \mathcal{N}(z_{k,\theta_j}; \hat{z}_{k,j}^i, S) \] (5.9)

given the particle set \( \{X_{k-1}^i, L_{k-1}^i, w_{k-1}^i\}_{i=1}^N \) in the previous time step. In the above, \( \mathcal{N}(z_{k,\theta_j}; \hat{z}_{k,j}^i, S) \) denotes the Gaussian probability density function evaluated at \( z_{k,\theta_j} \) with mean vector \( \hat{z}_{k,j}^i \) and covariance matrix \( S \), where \( \hat{z}_{k,j}^i = [H\hat{x}_{k,j}^i, d(\hat{t}_{k,j}^i)]^T \). Also, \( \hat{x}_{k,j}^i \) and \( \hat{t}_{k,j}^i \) are the predicted longitudinal and lateral states of the \( j \)th vehicle at time step \( k \) given the \( i \)th particle and the parameter vector \( u \) based on (5.1) and (5.3), respectively. The covariance matrix \( S \) is given by \( S = \text{diag}(S_s, \sigma_d^2) \), where \( S_s = HQH^T + \sigma_s^2 \) and \( Q = \Gamma \sigma^2 \Gamma^T \). In (5.5), \( p(i'|\theta, Z^k) \) is the probability for the \( i' \)th particle propagating from time step \( k - 1 \) to \( k \) given by

\[ p(i'|\theta, Z^k) \propto p(i'|\theta, Z^{k-1})p_u(Z_k|i', \theta, Z^{k-1}) \] (5.10)

where \( p(i'|\theta, Z^{k-1}) = w_{k-1}^{i'} \) and \( p_u(Z_k|i', \theta, Z^{k-1}) \) is given in (5.9). Finally, \( X_k \) and \( L_k \) are sampled by the optimal importance densities (OID) [24], which is given by

\[ p(X_k, L_k|\theta, i', Z^k) = p_u(L_k|\theta, i', Z^k)p_u(X_k|L_k, \theta, i', Z^k). \] (5.11)

From the lateral state equation (5.3),

\[ p_u(L_k|\theta, i', Z^k) = p_u(L_k|X_{k-1}^{i'}, L_{k-1}^{i'}) = \delta(L_k - \hat{L}_{k}^{i'}). \] (5.12)
where $\hat{L}_k' = [\hat{i}'_{k,1}, ..., \hat{i}'_{k,r}]^T$. $p_u(X_k|L_k, \theta, i', Z^k)$ can be written as

$$ p_u(X_k|L_k, \theta, i', Z^k) = p_u(X_k|X_{k-1}^i, L_k, \theta, Z_k) $$

$$ = \prod_{j=1}^r p_u(x_{k,j}|X_{k-1}^i, L_k, z_{k,\theta_j}) \tag{5.13} $$

$$ p_u(x_{k,j}|X_{k-1}^i, L_k, z_{k,\theta_j}) = \begin{cases} 
\mathcal{N}(x_{k,j}; \hat{x}_{k,j}^i, \Sigma), & \theta_j > 0 \\
\mathcal{N}(x_{k,j}; \hat{x}_{k,j}^i, Q), & \theta_j = 0 
\end{cases} \tag{5.14} $$

Here, $\tilde{x}_{k,j}^i = \hat{x}_{k,j}^i + W(z_{s_k,\theta_j} - H\hat{x}_{k,j}^i)$ and $\Sigma = Q - WS_sW^T$, where $W = QH^TS_s^{-1}$.

**Sampling of Data Association Hypothesis and Weight Calculation**

The number of feasible association hypothesis vectors $\theta$ exponentially increases with the number of targets and measurements. To reduce the computation load, only the hypothesis vectors with large probabilities are selected as candidates for sampling. However, the evaluation of $p(\theta|Z^k)$ given in (5.6)–(5.9) is still not computationally efficient. Hence, by using an alternative approximation of $p_u(Z_k|\theta, Z^{k-1})$,

$$ \tilde{p}_u(Z_k|\theta, Z^{k-1}) = \prod_{\{j: \theta_j > 0\}} \sum_{i=1}^N w_{k-1}^i p_u(z_{k,\theta_j}|X_{k-1}^i, L_{k-1}^i), \tag{5.15} $$

$p(\theta|Z^k)$ can be refactorized as

$$ p(\theta|Z^k) \propto \prod_{\{j: \theta_j > 0\}} \frac{P_D}{(1 - P_D)^\lambda} p_u(z_{k,\theta_j}|Z^{k-1}). \tag{5.16} $$

Define a cost for associating the $n$th track with the $m$th measurement as $c(k, m, n) = -\ln \Lambda(k, m, n)$ and a cost function for each hypothesis vector as $C(k, \theta) = \sum_{j=1}^r c(k, \theta_j, j)$,
where \( \Lambda(k, m, n) \) is the likelihood function given by

\[
\Lambda(k, m, n) = \begin{cases} 
\frac{P_D}{\lambda} \sum_{i=1}^{N} w^i_{k-1} \mathcal{N}(z_{k,m}; \hat{z}^i_{k,n}, S) , & m > 0 \\
1 - P_D , & m = 0.
\end{cases}
\] (5.17)

It can be verified that \( p(\theta|Z^k) \propto \exp[-C(k, \theta)] \). Then, the K-best Auction algorithm [2] can be used to efficiently select the hypothesis vectors with the top K largest probabilities. Denoting the resulting hypothesis set as \( \Theta_k = \{\theta^*_1, ..., \theta^*_K\} \), the hypothesis vector \( \theta \) is sampled from \( \Theta_k \) with the normalized probability

\[
p(\theta^*_k|Z^k) = \frac{\exp[-C(k, \theta^*_k)]}{\sum_{j=1}^{K} \exp[-C(k, \theta^*_j)]}.
\] (5.18)

After new particles are sampled from \( q(X_k, L_k, i', \theta|Z^k) \), based on (5.5) and (5.16), their weights are calculated by

\[
w^i_k \propto \frac{p(X^i_k, L^i_k, i', \theta|Z^k)}{q(X^i_k, L^i_k, i', \theta|Z^k)} = \frac{p_u(Z_{k}|\theta^i, Z^{k-1})}{\tilde{p}_u(Z_{k}|\theta^i, Z^{k-1})}.
\] (5.19)

where the superscript \( i \) denotes the weight and samples for the \( i \)th particle. Finally, the estimates of \( X_k \) and \( L_k \) can be obtained by \( \hat{X}_k = \sum_{i=1}^{N} w^i_k X^i_k \) and \( \hat{L}_k = [\hat{l}_{k,1}, ..., \hat{l}_{k,r}]^T \), where \( \hat{l}_{k,j} = \arg\max_{1 \leq l \leq L} \sum_{i: l_{k,i,j} = l} w^i_k \).

### 5.4.2 RML Based on Particle Approximations

The MTF-based PF is derived given the parameter vector \( u \). However, \( u \) is unknown and thus needs to be estimated online. A straightforward approach is to augment the state-space with \( u \) and estimate it together with \( X_k \) and \( L_k \) in the PF.
However, this method may yield poor performance even in some simple scenarios [9]. Thus, the RML method is integrated into the PF to estimate \( u \) separately. When \( p_u(Z^k) \) is differentiable with respect to \( u \), the RML estimate of \( u \) can be recursively updated using the steepest ascent algorithm as

\[
\hat{u}_k = \hat{u}_{k-1} + \gamma_k \nabla_u \log p_{\hat{u}_{k-1}}(Z^k)
\]  

(5.20)

where \( \nabla_\Theta \) denotes the gradient with respect to \( \Theta \) and \( \gamma_k \) is the step size with the constraints \( \sum_k \gamma_k = \infty \) and \( \sum_k \gamma_k^2 < \infty \) to ensure the convergence of the algorithm [13]. In our case, there is no closed-form expression for \( \nabla_u \log p_{\hat{u}_{k-1}}(Z^k) \) and thus its particle-based approximation is derived. However, it is still computationally expensive to evaluate the particle approximations of \( \nabla_u \log p_{\hat{u}_{k-1}}(Z^k) \) because the entire history of observations has to be revisited. To overcome this problem, \( \hat{u}_k \) is updated in the direction of \( \nabla_u \log p_{\hat{u}_{k-1}}(Z_k|Z^{k-1}) \) instead of \( \nabla_u \log p_{\hat{u}_{k-1}}(Z^k) \).

Define \( \alpha^i_k \equiv \nabla_u \log p_{\hat{u}_{k-1}}(X^i_k, Z^k) \) for each particle. Instead of a single value, each \( \alpha^i_k \) is represented by a Gaussian kernel with mean \( m^i_k \) and covariance \( h^2V_k \) to move \( \alpha^i_k \) to their mean while adding a noise to overcome particle degeneracy [13]. Then, \( \nabla_u \log p_{\hat{u}_{k-1}}(Z^k) \approx \sum_{i=1}^N w^i_k m^i_k \) and

\[
\nabla_u \log p_{\hat{u}_{k-1}}(Z_k|Z^{k-1}) \approx \nabla_u \log p_{\hat{u}_{k-1}}(Z^k) - \nabla_u \log p_{\hat{u}_{k-2}}(Z^{k-1}) \\
= \sum_{i=1}^N w^i_k m^i_k - \sum_{i=1}^N w^i_{k-1} m^i_{k-1}.
\]  

(5.21)

Thus, only \( m^i_k \) needs to be maintained and propagated by

\[
m^i_k = \eta m^i_{k-1} + (1 - \eta) \sum_{j=1}^N w^j_{k-1} m^j_{k-1} + \nabla_u \log p_{\hat{u}_{k-1}}(Z_k; X^i_k|X^i_{k-1})
\]  

(5.22)
where \( \eta \) is the shrinkage parameter and should satisfy the condition that \( \eta^2 + h^2 = 1 \) [13]. Since the measurement \( Z_k \) is conditionally-independent of \( u \) given \( X_k \),

\[
\nabla_u \log p_{\hat{u}_{k-1}}(Z_k, X_k^i | X_{k-1}^{i'}) = \nabla_u \log p_{\hat{u}_{k-1}}(X_k^i | X_{k-1}^{i'}). \tag{5.23}
\]

Based on (5.1), we have

\[
\nabla_u \log p_{\hat{u}_{k-1}}(X_k^i | X_{k-1}^{i'}) = \sum_{j=1}^{r} \nabla_u \log p_{\hat{u}_{k-1}}(x_{k,j}^i | X_{k-1}^{i'})
\]

\[
= \begin{bmatrix}
\nabla_{v_0} \log p_{\hat{u}_{k-1},j}(x_{k,1}^i | X_{k-1}^{i'})^T, \ldots, \nabla_{v_0} \log p_{\hat{u}_{k-1},r}(x_{k,r}^i | X_{k-1}^{i'})^T
\end{bmatrix}^T \tag{5.24}
\]

where \( \nabla_{v_0} \log p_{\hat{u}_{k-1},j}(x_{k,j}^i | X_{k-1}^{i'}) = \nabla_{v_0} \hat{x}_{k-1,j}^{i'} Q^{-1}(x_{k,j}^i - \hat{x}_{k-1,j}^{i'}) \). Here, \( \nabla_{v_0} \hat{x}_{k-1,j}^{i'} \) denotes the derivative of \( \hat{x}_{k-1,j}^{i'} \) with respect to \( v_0 \) evaluated at \( \hat{u}_{k-1,j} \). Based on (5.2), it is given by

\[
\nabla_{v_0} \hat{x}_{k-1,j}^{i'} = \sum_{\kappa=1}^{n} F^{\kappa-1} \Gamma \nabla_{v_0} a_{k-1,j}^{i',\kappa} \tag{5.25}
\]

\[
\nabla_{v_0} a_{k-1,j}^{i',\kappa} = \frac{a_{\text{max}} \delta}{v_0} \left( v_{k-1,j}^{i',\kappa} v_0 \right) \bigg|_{v_0=\hat{u}_{k-1,j}} \tag{5.26}
\]

where \( n \) is the number of times the longitudinal state evolves between time step \( k - 1 \) and \( k \) and \( v_{k-1,j}^{i',\kappa} \) denotes the speed of the \( j \)th vehicle before the \( \kappa \)th evolution. Note that \( Q \) becomes singular when \( n = 1 \). For this case, \( p_{\hat{u}_{k-1},j}(x_{k,j}^i | X_{k-1}^{i'}) \) collapses to \( \mathcal{N}(s_{k,j}^i; \hat{s}_{k-1,j}^{i'}, Q_{11}) \) and thus \( \nabla_{v_0} \log p_{\hat{u}_{k-1},j}(x_{k,j}^i | X_{k-1}^{i'}) \) can be evaluated as

\[
\nabla_{v_0} \log p_{\hat{u}_{k-1},j}(x_{k,j}^i | X_{k-1}^{i'}) = \frac{\nabla_{v_0} \hat{s}_{k-1,j}^{i'} (s_{k,j}^i - \hat{s}_{k-1,j}^{i'})}{Q_{11}} \tag{5.27}
\]
Algorithm 2: The proposed MTF-based particle filter

Assume that the estimate of $u$, $\hat{u}_{k-1}$, and the particle set 
$\{X^i_{k-1}, L^i_{k-1}, m^i_{k-1}, w^i_{k-1}\}_{i=1}^N$ are available at time step $k-1$.

Sequential importance resampling:

- Predict $\hat{X}^i_k$ and $\hat{L}^i_k$ using (5.1) and (5.3) given $X^i_{k-1}$, $L^i_{k-1}$ and $\hat{u}_{k-1}$.
- Generate the candidate association hypothesis vector set $\Theta_k$ using the $K$-best Auction algorithm and calculate $p(\theta^*|Z^k)$ based on (5.18).
- Sample the hypothesis vector $\theta_i$ from $\Theta_k$ with $p(\theta^*|Z^k)$.
- Sample the auxiliary index $i'^i$ with probability $p(i'|\theta_i, Z^k)$ calculated by (5.10).
- Propose $L^i_k$ and $X^i_k$ according to (5.12) and (5.13), respectively, given $\theta_i$ and $i'^i$.
- Calculate the weights $w^i_k$ using (5.19).
- Update $\hat{X}_k$ and $\hat{L}_k$.
- Resample the particle set if the effective sample size is below a pre-defined threshold.

Recursive maximum likelihood estimation:

- Calculate $\nabla_u \log p_{\hat{u}_{k-1}}(Z_k, X^i_k|X^i_{k-1})$ based on (5.24)–(5.26) and update $m^i_k$ according to (5.22).
- Calculate $\nabla_u \log p_{\hat{u}_{k-1}}(Z_k|Z^{k-1})$ using (5.21) and update the estimate $\hat{u}_k = \hat{u}_{k-1} + \gamma_k \nabla_u \log p_{\hat{u}_{k-1}}(Z_k|Z^{k-1})$.

where $\nabla_v a^i_{k-1,j} = \Gamma_{11} \nabla_v a^i_{k-1,j}$, $\Gamma_{11}$ and $Q_{11}$ denote the first element of $\Gamma$ and $Q$, respectively.

5.4.3 Algorithm Summary

Algorithm 2 summarizes the proposed MTF-based PF, which is derived given
the number of vehicles. In order to handle an unknown or a time-varying number
of vehicles, a track management method, in which each measurement that is not
associated with any tracks in candidate association hypothesis vectors in $\Theta_k$ initializes
a tentative track and an M-out-of-N logic [2] is applied to confirm tentative tracks and terminate dead ones, is integrated with the MTF-PF. Since the MTF-based vehicle dynamics model depends on surrounding traffic, the proposed MTF-PF is effective provided vehicles within a short range are detected with high probability and to improve tracker stability, the MTF-PF is only considered for confirmed tracks while tentative tracks are separately maintained by the conventional vehicle tracking algorithm in [4]. Once a tentative track is confirmed, \( N \) samples of its longitudinal and lateral states, \( \{x_i^k, l_i^k\}_{i=1}^N \), are drawn from their posteriors maintained by the conventional algorithm and concatenated into the particles, i.e., \( X^i_k = [X^i_k^T, x^i_k^T]^T \) and \( L^i_k = [L^i_k^T, l^i_k]^T \). The desired speed estimate that can be initialized by its speed estimate is concatenated into \( \hat{u}_k \) and \( m^i_k \) is augmented as \( m^i_k = [m^i_k^T, 0]^T \). Once a confirmed track is terminated, its corresponding parts in \( \{X^i_{k-1}, L^i_{k-1}, m^i_{k-1}\}_{i=1}^N \) and \( \hat{u}_k \) are removed.

### 5.5 PCRLB for Multi-Vehicle Tracking

The PCRLB is a commonly used performance bound to quantify the best possible accuracy due to its computationally efficient formulation for recursive evaluation [20]. However, the regularity conditions required by the PCRLB [16] are not satisfied in the combined continuous and discrete state estimation problem. One trade-off is to assume that the lateral dynamics of vehicles is known and derive the PCRLB for the longitudinal dynamics. Although this would result in an optimistic bound, it is still acceptable as long as the lateral estimate from the algorithm is reasonable.

The PCRLB is defined by the inverse of the Fisher information matrix (FIM), \( J_k^{-1} \), which provides a lower bound on the error covariance matrix for any unbiased
estimates. The FIM $J_k$ can be recursively evaluated as

$$J_k = D_{k-1}^{22} - D_{k-1}^{21}(J_{k-1} + D_{k-1}^{11})^{-1}D_{k-1}^{12} + J_{Z_k} \tag{5.28}$$

The expressions of the terms in (5.28) can be found in [20]. In our problem, the PCRLB is derived for longitudinal state $x_k$ and unknown desired speed $v_0$ of vehicles. Thus, denoting $\bar{X}_k = [\bar{x}_{k,1}^T, \ldots, \bar{x}_{k,r}^T]^T$, where $\bar{x}_{k,j} = [x_{k,j}^T, v_{0,j}]^T$, the evolution of $\bar{X}_k$ can be written as

$$\bar{X}_k = f(\bar{X}_{k-1}, L_{k-1}) + \nu_{k-1} \tag{5.29}$$

where $f = [f_1, \ldots, f_r]^T$ and $\nu_{k-1} = [\bar{\Gamma}^Tv_{k-1,1}, \ldots, \bar{\Gamma}^Tv_{k-1,r}]^T$. Here, $f_j$ denotes the function for $\bar{x}_{k,j}$, which, based on (5.1), is given by $f_j(\bar{X}_{k-1}, L_{k-1}) = \bar{F}\bar{x}_{k-1,j} + \bar{\Gamma}a_{k-1,j}$, where $\bar{F} = \text{diag}(F, 1)$ and $\bar{\Gamma} = [\Gamma^T, 0]^T$. Denoting the covariance matrix of $\nu_{k-1}$ as $\bar{Q}$, the terms in (5.28) are given by

$$D_{k-1}^{11} = \mathcal{F}^T\bar{Q}^{-1}\mathcal{F} \tag{5.30}$$

$$D_{k-1}^{12} = D_{k-1}^{21} = -\mathcal{F}^T\bar{Q}^{-1} \tag{5.31}$$

$$D_{k-1}^{22} = \bar{Q}^{-1} \tag{5.32}$$

where $\mathcal{F} = \nabla^T_{\bar{X}_{k-1}} f(\bar{X}_{k-1}, L_{k-1})$ with the following form

$$\mathcal{F} = \begin{bmatrix}
F + \bar{\Gamma}\nabla_{\bar{X}_1} a_{k-1,1} & \bar{\Gamma}\nabla_{\bar{X}_2} a_{k-1,1} & \cdots & \bar{\Gamma}\nabla_{\bar{X}_r} a_{k-1,1} \\
\bar{\Gamma}\nabla_{\bar{X}_1} a_{k-1,2} & F + \bar{\Gamma}\nabla_{\bar{X}_2} a_{k-1,2} & \cdots & \bar{\Gamma}\nabla_{\bar{X}_r} a_{k-1,2} \\
\vdots & \vdots & \ddots & \vdots \\
\bar{\Gamma}\nabla_{\bar{X}_1} a_{k-1,r} & \bar{\Gamma}\nabla_{\bar{X}_2} a_{k-1,r} & \cdots & F + \bar{\Gamma}\nabla_{\bar{X}_r} a_{k-1,r}
\end{bmatrix} \tag{5.33}$$
and based on (5.2), $\nabla x_j a_{k-1,i}$ is given by

$$
\nabla x_j a_{k-1,i} = \begin{cases} 
-\alpha_{\max} \left[ \frac{\delta}{v_{0,i}} \left( \frac{v_{k-1,i}}{v_{0,i}} \right)^{\delta-1} + \tau (\Delta s^*_{k-1,i}) \frac{2\Delta s^*_{k-1,i}}{\Delta s^2_{k-1,i}} \left( T + \frac{v_{k-1,i} + 2\Delta v_{k-1,i}}{2\sqrt{ab}} \right) \right], & j = i \\
\frac{2\alpha_{\max}}{s_{k-1,i}} \left( \frac{\Delta s^*_{k-1,i}}{\Delta s_{k-1,i}} \right)^2 \\
-\alpha_{\max} \tau (\Delta s^*_{k-1,i}) \frac{2\Delta s^*_{k-1,i}}{\Delta s^2_{k-1,i}} \frac{v_{k-1,i}}{2\sqrt{ab}} \right], & j = i^l_{k-1} \\
\mathbf{0}, & \text{otherwise}
\end{cases}
$$

where $i^l_{k-1}$ denotes the leading vehicle of the $i$th vehicle at time step $k-1$ and $\tau(\Delta s^*)$ is an indicator that is equal to 0 when $\Delta s^* = \Delta s_0$ otherwise is 1. Substituting (5.30)–(5.32) into (5.28), we have

$$
J_k = (F J_{k-1} F^T + \bar{Q})^{-1} + J_{Zk}.
$$

Note that though $\bar{Q}$ in our problem is singular, it can be verified that (5.35) yields the same result with the method proposed for the singular case in [20]. The derivation of $J_{Zk}$ in our problem is identical to the general MTT problems. In this paper, $J_{Zk}$ is evaluated using the method in [19].
5.6 Simulation Results

The performance of the proposed MTF-PF tracking algorithm is evaluated and compared with those of the algorithms proposed in [4] and [17] through simulations. To the best of our knowledge, these are the only two algorithms for tracking multiple vehicles on multi-lane roads reported so far. The algorithm presented in [4], referred to as AMELF algorithm, assumes that the motions of vehicles are mutually independent. The other algorithm presented in [17], referred to as MTF-UKF algorithm, uses the same MTF models while employing the unscented Kalman filter (UKF) under the MHT framework to track vehicles.

5.6.1 Traffic Scenario

A scenario consisting of six vehicles over 100s is simulated on a 4 km long part of Highway 401 near Milton, Ontario, Canada, as shown in Fig. 5.1. This highway has

Fig. 5.1: The road map with geographic information being extracted from the Google Maps.
Table 5.1: Types and initial states of vehicles

<table>
<thead>
<tr>
<th>Vehicle No.</th>
<th>Type</th>
<th>Mileage (m)</th>
<th>Lane</th>
<th>Desired speed (km/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Car</td>
<td>0</td>
<td>2</td>
<td>125</td>
</tr>
<tr>
<td>2</td>
<td>Car</td>
<td>50</td>
<td>3</td>
<td>120</td>
</tr>
<tr>
<td>3</td>
<td>Car</td>
<td>100</td>
<td>1</td>
<td>110</td>
</tr>
<tr>
<td>4</td>
<td>Car</td>
<td>100</td>
<td>2</td>
<td>115</td>
</tr>
<tr>
<td>5</td>
<td>Truck</td>
<td>400</td>
<td>2</td>
<td>80</td>
</tr>
<tr>
<td>6</td>
<td>Truck</td>
<td>500</td>
<td>1</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 5.2: Lane changes in the simulated scenario

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Vehicle No.</th>
<th>Lane change</th>
<th>Time (s)</th>
<th>Vehicle No.</th>
<th>Lane change</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>1</td>
<td>2→3</td>
<td>60</td>
<td>4</td>
<td>1→2</td>
</tr>
<tr>
<td>40</td>
<td>1</td>
<td>3→2</td>
<td>64</td>
<td>2</td>
<td>2→1</td>
</tr>
<tr>
<td>40</td>
<td>4</td>
<td>2→1</td>
<td>68</td>
<td>1</td>
<td>1→2</td>
</tr>
<tr>
<td>46</td>
<td>2</td>
<td>3→2</td>
<td>78</td>
<td>4</td>
<td>2→1</td>
</tr>
<tr>
<td>52</td>
<td>1</td>
<td>2→1</td>
<td>84</td>
<td>2</td>
<td>1→2</td>
</tr>
<tr>
<td>52</td>
<td>3</td>
<td>1→2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$L = 3$ lanes while the far right lane is closed on a 1 km long stretch starting at 1.43 km away from the reference starting point of the road, which is marked by red in Fig. 5.1. The width of each lane is $2\Delta = 4m$. The motions of vehicles are generated based on state equations (5.1) and (5.3) with $\sigma_v = 0.1 \text{ m/s}^2$ and initial states as shown in Table 5.1. The numerical update step sizes of the two equations are $T_{lon} = 1s$ and $T_{lat} = 2s$, respectively. The IDM and MOBIL parameters are set according to [17]. The lane changing occurs 11 times in the simulation and the details are shown in Table 5.2. The measurements are generated every $T = 2s$ with spatial false alarm density $\lambda = 2.0 \times 10^{-5}/\text{m}^2$, detection probability $P_D = 0.95$, $\sigma_s = 10\text{m}$ and $\sigma_d = 2\text{m}$. 
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Fig. 5.2: RMSEs of mileage position and desired speed estimates and probability of correct lane averaged over six vehicles

5.6.2 Numerical Results

The configurations of the MTF-PF algorithm are as follows: The size of candidate hypothesis vector set $\Theta_k$ is $K = 5$ and the shrinkage parameter $\eta$ is set to 0.95 [13]. The AMELF and MTF-UKF algorithms are configured according to [17]. Note that a potential issue in the MTF-UKF algorithm is that its stability is sensitive to the initialization of desired speed estimates. The types of vehicles are assumed to be known in the MTF-UKF algorithm in order to initialize their desired speed estimates, accurately.

The root mean square error (RMSE) and the probability of correct lane [4] are
calculated over one hundred Monte Carlo runs to measure the accuracies of state estimates. Fig. 5.2 shows the RMSEs of mileage position estimates, desired speed estimates and the probability of correct lane averaged over six vehicles for AMELF, MTF-UKF and MTF-PF running with 100, 200 and 300 particles, respectively. The PCRLB values of mileage position and desired speed estimation errors under the assumption that the lateral state is known are also shown in Fig. 5.2. It can be seen that the MTF-based algorithms perform better than the AMELF. This shows the improvement resulting from considering interactions among vehicles. As expected, the MTF-PF with more particles yields better performance, especially in the beginning of scenario. This is because the initial motions of vehicles have large uncertainties, which requires more particles to counter. The AMELF has a delayed response to lane changes, resulting in deep valleys in the probability of correct lane. In contrast, the MTF-based algorithms accurately predicts these lane changes and the MTM-PF with 300 particles even maintains the probability of correct lane at around 0.96. With such an accuracy of lateral state estimates, the RMSEs of mileage position and desired speed estimates for MTM-PF with 300 particles are close to the corresponding curves of the PCRLB. It is worth noting that the MTF-UKF accurately initializes the desired speed estimates given the types of vehicles, while the PCRLB is derived and the MTF-PFs are run without this prior information. This makes the RMSE of desired speed estimates for MTF-UKF significantly lower than the PCRLB and that of the MTF-PF, and thus the MTF-UKF initially yields better mileage position RMSE and probability of correct lane than the MTF-PF. However, the subsequent accuracies of the MTF-UKF becomes worse than those of the MTF-PF.

Besides the accuracy, the track consistency is another important performance
Table 5.3: Statistics of track swaps over 100 Monte Carlo runs

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Number of runs with swap</th>
<th>Total number of swaps</th>
<th>Swaps per run</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Max</td>
</tr>
<tr>
<td>AMELF</td>
<td>81</td>
<td>472</td>
<td>17</td>
</tr>
<tr>
<td>MTF-UKF</td>
<td>25</td>
<td>202</td>
<td>20</td>
</tr>
<tr>
<td>MTF-PF (100)</td>
<td>49</td>
<td>265</td>
<td>17</td>
</tr>
<tr>
<td>MTF-PF (200)</td>
<td>40</td>
<td>195</td>
<td>15</td>
</tr>
<tr>
<td>MTF-PF (300)</td>
<td>35</td>
<td>153</td>
<td>12</td>
</tr>
</tbody>
</table>

metric in MTT problems [7], which is assessed by track swaps in this paper. A track swap is deemed to occur if a target is associated with a track that is different from the track associated in the previous scan but is the same as the track associated in the subsequent scan. Table 5.3 gives the statistics of track swaps over 100 Monte Carlo runs. The number of runs with track swaps and the total number of track swaps for AMELF are significantly more than those for the MTF-based algorithms. This is because, with the consideration for motion dependent information, the IDM ensures that the tracks keep a distance from their leading tracks, avoiding unrealistic sudden jumps ahead of their leaders. Also, the MOBIL helps correctly identify tracks surpassing slower tracks. Though the number of runs with track swaps for MTF-PF is more than that for MTF-UKF, the MTF-PF results in fewer track swaps in a single run than the MTF-UKF. Moreover, most of the track swaps for the MTF-PF take place in the beginning of the scenario. It can be expected that the number of runs with track swaps and the number of track swaps in these runs for MTF-PF will be less if the desired speed estimates can be accurately initialized as in the MTF-UKF.

Finally, the computational cost of the algorithms are evaluated on a 2.5 GHz Intel i7-4710HQ PC with 16 GB RAM. The computation times per run averaged over 100 Monte Carlo runs are given in Table 5.4. As expected, the MTF-PF has a higher
computational cost than the AMELF and the MTF-UKF due to the use of the PF. However, the computational demand of the proposed MTF-PF is still acceptable in real time applications in view of the computational capability of today’s computers. Moreover, the computational cost of the MTF-PF shows a linear increase with the size of particle set. A trade-off between performance and computational efficiency of the proposed algorithm can be made for its applications in real systems.

5.7 Conclusions

The problem of multi-vehicle tracking on multi-lane roads was considered in this paper. The microscopic traffic flow model was used to model the dynamics of vehicles in the presence of interactions with surrounding traffic. The vehicle states that evolve according to the intelligent drive car-following model and the MOBIL lane-changing model were sequentially inferred using the particle filter with a computationally-efficient joint sampling method. A particle approximation of the likelihood function of model parameters was derived and the recursive maximum likelihood method was integrated into the particle filter to estimate unknown parameters in the dynamics model. The posterior Cramer-Rao lower bound for this problem was also derived. The experiments show that the proposed algorithm requires less prior information
while yielding better performance with respect to both accuracy and consistency of resulting tracks than existing algorithms for multi-vehicle tracking on multi-lane roads.
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Chapter 6

Conclusions and Future Works

6.1 Conclusions

The multiple on-road vehicle tracking using domain knowledge of on-road vehicle motion was studied in this thesis.

The bias correction is an indispensable step to mitigate bias in converted measurements of target position before using them for vehicle tracking. In this thesis, the determination of the bias by errors in sensor measurements was mathematically formulated. It was then decoupled from the true target position and approximately expressed by a linear function of the errors in sensor measurements, by assuming the errors are small. Based on the decoupled results, two computationally-efficient methods to estimate the errors and thus the bias were proposed. It was demonstrated by numerical results that the proposed bias correction method achieves similar performance to the previous optimization-based method while the proposed method is simpler and substantially faster.

In the context of the multiple on-road vehicle tracking problem, a novel tracking
algorithm, which integrates a car-following model as the motion model of vehicles on single-lane roads, was proposed. The notion of car-following cluster was defined to handle the motion dependence among vehicles in a group. To handle motion deviations from the integrated car-following model, a variable structure interacting multiple model algorithm was also integrated into the proposed tracking algorithm.

The proposed tracking algorithm was then extended to track multiple vehicles on multi-lane roads by integrating a lane-changing model for modeling the lateral motion of vehicles, i.e., lane-changing behaviors. The longitudinal and lateral states were estimated sequentially in a recursive manner using the unscented Kalman filter under the multiple hypothesis tracking framework. An adaptive deferred decision logic was proposed to further improve the accuracy of lateral state estimates with the cost of an increasing computation load. In order to better handle the dependence between longitudinal and lateral motions of a vehicle, the longitudinal and lateral states were jointly estimated under a unified particle filter framework with a specifically designed computationally-efficient joint sampling method. The recursive maximum likelihood method was integrated into the particle filter framework to online estimate unknown parameters in the integrated microscopic traffic flow models. Finally, the posterior Cramer-Rao lower bound was derived for tracking multiple vehicle on single-lane and multi-lane roads, respectively. Numerical results demonstrated that with the use of domain knowledge of on-road vehicle motion, the proposed tracking algorithms outperform conventional multiple target tracking algorithms. It was also shown that the improved algorithm based on the particle filter framework requires less prior information while generating more accurate and consistent tracks than the proposed
algorithm based on the unscented Kalman filter combined with the multiple hypothesis tracking framework.

6.2 Future Works

There are still a few limitations found in this work, which can be addressed in future works. Most importantly, the algorithms proposed in this thesis are only validated through simulations. Real experiments should be conducted in the future to further validate the proposed algorithms. Then, it is required to better handle mismatch between microscopic traffic flow models and real vehicle motions, especially for modeling human aspects of driving behavior, such as reaction time and imperfect driving. Furthermore, more domain knowledge can be exploited in the multiple on-road vehicle tracking. One typical example is that by analyzing the lane change history of a vehicle combined with the lane information (i.e., straight, left-turn and right-turn lanes), it helps to predict longitudinal maneuvers, upcoming lane-changing decision and driving direction in the intersection. Other domain knowledge that can be incorporated includes traffic lights, speed limit and even soft data.