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LAY ABSTRACT  

 

This thesis focuses on the design and analysis of preference surveys, which are referred to 

as discrete choice experiments. These surveys are used to capture and quantify individuals’ 

preferences on various characteristics describing a product or service. They are applied in various 

health settings to better understand a population. For example, clinicians may want to further 

understand a patient population’s preferences in regards to multiple treatment alternatives. 

Currently, there is no optimal approach for designing or analyzing preference surveys. We 

investigated what factors help improve the design of a preference survey by exploring the literature 

and conducting our own simulation study. We also investigated how sensitive the results of a 

preference survey were based on the statistical model used. Overall, we found that (i) increasing 

the amount of information presented and reducing the number of variables to explore will 

maximize the statistical optimality of the survey; and (ii) analyzing the data with different 

statistical models will yield similar results in the ranking of individuals’ preferences of the 

variables explored. 
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ABSTRACT 

Background and Objectives: 

Understanding patient and public values and preferences is essential to healthcare and 

policy decision making. Discrete choice experiments (DCEs) are a common tool used to capture 

and quantify these preferences. Recent technological advances allow for a variety of approaches 

to create and analyze DCEs. However, there is no optimal DCE design, nor analysis method.  

Our objectives were to (i) survey DCE simulation studies to determine what design features 

affect statistical efficiency, and assess their reporting, (ii) further investigate these findings with a 

de novo simulation study, and (iii) explore the sensitivity of individuals’ preference of attributes 

to several methods of analysis.  

Methods: 

We conducted a systematic survey of simulation studies within the health literature, created 

a DCE simulation study of 3204 designs, and performed two empirical comparison studies. In one 

empirical comparison study, we determined addiction agency employees’ preferences on 

knowledge translation attributes using four models, and in the second, we determined elementary 

school children’s choice of bullying prevention programs using nine models.   
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Results and Conclusions: 

In our evaluation of DCE designs, we identified six design features that impact the 

statistical efficiency of a DCE, several of which were further investigated in our simulation study. 

The reporting quality of these studies requires improvement to ensure that appropriate inferences 

can be made, and that they are reproducible.  

In our empirical comparison of statistical models to explore the sensitivity of individuals 

preferences of attributes, we found similar rankings in the relative importance measures of 

attributes’ mean part-worth utility estimates, which differed when using latent class models. 

Understanding the impact of design features on statistical efficiency are useful for 

designing optimal DCEs. Incorporating heterogeneity in the analysis of DCEs may be important 

to make appropriate inferences about individuals’ preferences of attributes within a population.  
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CHAPTER 1 

INTRODUCTION 

1.0 Capturing preferences for clinical care 

Health care increasingly includes multiple stakeholders (clinicians, patients, caregivers, 

policy makers, communities) in making decisions about individual patient care and health care 

services[1]. By eliciting and integrating their preferences into the health care, we optimize clinical 

decision making and the development of clinical practice guidelines that include patient-optimal 

outcomes [2]. Individuals’ preferences are derived from their evaluation of various dimensions of 

a service, therapy, or health outcome[2]. Preferences are based on an individual’s perspectives, 

priorities, beliefs, expectations, values and goals [3].  

With recent technological advancements, several computer-based applications have 

surfaced to capture stakeholder preferences. In an overview of 22 systematic reviews of values and 

preferences for guideline development, a variety of elicitation methods were described[4]. Zhang 

and colleagues categorize these methods into three segments: a) qualitative information, b) utility 

or health status value, and c) non-utility, quantitative information[4]. The qualitative information 

category includes focus groups, interviews, and participant or non-participant observation[5]. The 

utility or health status value category includes techniques that quantify preferences using standard 

gamble[6], time trade off[7-10], probability trade-off techniques [11-14], visual analogue scale[15-

17], and multi-attribute instruments such as the EuroQol five dimensions questionnaire (EQ-5D 

utility)[18] and health utility index (HUI utility)[19]. The non-utility, quantitative information 

category includes methods to elicit participants’ preferences by either asking them to choose from 

a set of options or by presenting a non-utility measurement of health states. Examples of these 

include discrete choice experiments [20, 21] and self-developed questionnaires and scales[22, 23]. 

1
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This dissertation is focused on discrete choice experiments (DCEs), a quantitative technique for 

eliciting preferences. 

 

2.0 An introduction to discrete choice experiments (DCEs) 

Since the 1990s, there has been a rapid increase in the use of DCEs to measure the 

preferences of stakeholders, most commonly healthcare workers, patients, and members of the 

public. Applications include health services research to investigate human resource issues related 

to health workers (nurses, doctors, pharmacists, policy makers, and clinical officers)[24-30], 

understanding patient preferences to inform therapies or treatments [31-35], and incorporating 

public preferences on health services [36-38]. Several systematic and literature reviews have 

summarized the evidence of the vast quantity of DCEs in each area of health research [29, 39-44].  

In a DCE, participants are asked to choose between alternative health care options that 

differ in characteristics (or attributes) [45]. The option can be a health product (such as a treatment 

or therapy approach), program, policy, or service. Investigators must determine the attributes that 

best characterize this component [46], and each attribute’s range of values (or levels), using focus 

groups or surveys. For example, for the component of oral anticoagulant medication, participants 

choose between drug options that are characterized by seven attributes, including risk of stroke, 

antidote, and dose frequency [47]. Levels of attributes are varied within alternative components. 

In the same example, attribute levels for risk of stroke included 0%, 0.8%, 1.6%, and 2.4%, 

antidote included yes or no, and dose frequency included once or twice per day[47]. Each question 

(choice task) presents two or more alternatives - which vary by these attribute levels - for 

participants to choose from. One choice task’s alternative can be a drug with 2.4% risk of stroke, 

no antidote, and once per day dose frequency. This can be presented with a no drug alternative or 

2
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a drug alternative with 0% risk of stroke, an antidote, and a twice per day dose frequency. Figure 

1 presents an illustration of this choice task example and was obtained from Ghibjen and 

colleagues’ study [47]: 

Figure 1: Example of a choice task 

 

Based on the alternatives presented in a choice task, participants choose their most preferred drug 

alternative, and this process is repeated for several choice tasks in a survey. 

When designing a DCE, investigators must consider the number of choice tasks, 

alternatives, attributes, and levels within attributes.  A DCE must have a minimum of two 

alternatives per choice task. Beyond this, there is no limit to the number of alternatives and the 

number of choice tasks one can include in a DCE. A full factorial design will present all possible 

combinations of attributes and attribute levels, however this is not always possible. For studies 

with a large number of attributes and attribute levels, as many as billions of possible combinations 

can be created. For example, a DCE with 16 four-level attributes has over 4 billion different types 

3
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of alternatives, each with a unique combination of attributes (416=4,294,967,296). When there is a 

high volume of possible combinations, it is only feasible to present a fraction of these alternatives 

in a survey, termed a fractional factorial design.  

When analyzing a DCE, investigators use participants’ choice task responses to estimate 

the strength of their preferences regarding changes in attribute levels [45]. They are commonly 

referred to as “part-worth utilities,” or “preference weights,” and are estimated using regression 

models[45]. These part-worth utility estimates can also be transformed into relative importance 

measures, to describe the trade-offs of each attribute based on the range of levels included in the 

study [45]. When a fractional factorial design is the only feasible option, statistical considerations 

are important when making inferences about participants’ choices.  

 

2.1 Statistical considerations for DCEs  

Several methodological considerations are required to ensure the part-worth utility 

estimates generate relative importance measures that are representative of participants’ 

preferences.  A poorly designed DCE may lead to poor data quality, resulting in low reliability of 

statistical estimates or erroneous conclusions[48]. A DCE must include both an optimal design 

and statistical analysis approach, in order to maximize the precision of parameter estimates for a 

given number of choice tasks[49].  

At the design stage, there are two components to an efficient design - statistical efficiency 

and informant (or response) efficiency. Statistical efficiency is a function of how equally each 

level of an attribute, and each pair of levels, appear within the design[46]. Maximizing statistical 

efficiency will minimize the width of confidence intervals around parameter estimates - in this 

case part-worth utility estimates - for a given sample size[46]. Response efficiency is a 

4
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measurement error, and is influenced by participants’ inattention to the choice tasks or other 

unobserved influences[46]. A couple of examples is when participants are burdened with 

answering a large number of choice tasks or from choosing from a large number of alternatives 

per choice task. To maximize the precision of estimates, investigators must consider study-design 

trade-offs to optimize both statistical efficiency and response efficiency[46]. A full-factorial 

design presents all possible alternatives and thus has maximum statistical efficiency, however, this 

is at the expense of response efficiency. Fractional factorial designs are more attractive, because 

they reduce participant burden, and thus increase response efficiency. With only a portion of all 

possible alternatives presented, however, it is critical to assess the statistical efficiency of fractional 

factorial designs. 

At the statistical analysis stage, determining an appropriate model is critical for accuracy 

and inference.  A variety of statistical approaches are used to model DCE data, including weighted 

least squares method, fixed effects logit or probit models, random effects or mixed effects logit or 

probit models, hierarchical Bayesian models, and latent class models [45, 50]. It is important to 

consider potential correlations within the data, because participants’ responses to several choice 

tasks are likely to be similar. Models that do not appropriately capture within- and between- 

participant variability are limited in their ability to adequately characterize heterogeneity in mean 

preferences[51]. Ignoring these clustering effects in the analysis stage can potentially bias the part-

worth utility estimates and relative importance measures of attributes, resulting in misleading 

inferences. 

 

2.2 Strengths of DCEs  

5
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Discrete choice experiments (DCEs) are a relatively easy and inexpensive approach to 

determining the relative importance of attributes involved in making complex decisions related to 

health outcomes and health care services [52-67]. They are commonly used in health research for 

eliciting participants’ preferences on components with multiple attributes and levels within 

attributes, to provide quantitative estimates of preferences. DCEs allow us to explore multiple 

factors in addition to health outcomes, such as waiting time, location of treatment, type of care, 

and staff providing care[68]. Investigators can estimate participants’ trade-offs between these 

process-type attributes and health outcome attributes, to understand more about what individuals 

prioritize when making health care decisions[68]. DCEs have high levels of internal validity and 

convergent validity compared to standard gamble and willingness-to-pay approaches [55, 69]. 

 

  

6
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3.0 Methodological challenges of DCEs addressed in this thesis 

The general objectives of this thesis are to (i) summarize the literature about the impact of 

design features on statistical efficiency and assess their reporting quality, (ii) use simulations to 

determine optimal designs that enhance statistical efficiency, and (iii) explore the sensitivity of 

attribute rankings to the method of analysis. These objectives are intended to address three key 

challenges at the design, analysis, and reporting stages of DCEs.    

 

3.1 Summarizing the evidence and appraising the reporting quality of DCE simulation 

studies  

Understanding the impact of DCE design characteristics on statistical efficiency will bring 

more power to investigators during the design stage. They can reduce the variance of estimates by 

manipulating their designs to construct a simpler DCE that is statistically efficient and minimizes 

participants’ response burden. Currently there are several studies exploring DCE designs. These 

studies range from comparing or introducing new statistical optimality criteria[70, 71] to 

approaches for generating DCEs[72], to exploring the impact of different prior specifications on 

parameter estimates[73-75]. To our knowledge, the results of these findings have not been 

summarized. This may be due to a variation in objectives and outcomes across studies or poor 

reporting quality, making it difficult to synthesize information and draw conclusions.  Poor 

reporting quality also makes it difficult to reproduce the simulations.  

In this thesis, we systematically surveyed simulation studies in the health literature to 

determine the impact of design features on statistical efficiency—measured using relative D-

efficiency, relative D-optimality, or D-error. We also appraised the completeness of reporting of 

the studies using the criteria for reporting simulation studies[76].   

7
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3.2 Designing an optimal DCE  

There is no optimal DCE design. Investigators must balance both statistical efficiency and 

response efficiency. For DCE designs exploring a large number of variables, where presenting all 

combinations of alternatives is not feasible, a fractional factorial design can be used to determine 

individuals’ preferences. When a small fraction of all possible scenarios is used in a DCE, biased 

results may occur if attributes and attribute levels are not evenly represented. Previous studies have 

taken various directions to explore statistical efficiency, either empirically or with simulated data. 

These approaches (i) identified optimal designs using specific design characteristics [77-79], (ii) 

compared different statistical optimality criteria [71, 80], (iii) explored prior estimates for 

Bayesian designs [75, 81-83], and (iv) compared designs with different methods to construct  

choice tasks (such as random allocation, swapping, cycling, etc.) [80, 84-87]. Detailed reports have 

been produced to describe the key concepts behind DCEs such as their development, design 

components, statistical efficiency, and analysis [49, 88]. However, these reports did not address 

the effect of having more attributes or more alternatives on efficiency. 

To our knowledge, no study has investigated the impact of multiple DCE characteristics 

with pragmatic ranges on statistical efficiency. In this thesis, we conducted a simulation study to 

investigate how statistical efficiency, measured with relative D-efficiency, D-optimality, or D-

error, is influenced by various experimental DCE design characteristics including the number of: 

choice tasks, alternatives, attributes, and attribute levels.  

 

  

8
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3.3 Impact of clustering on DCEs analyses 

While DCEs are able to quantify individuals’ preferences, correlated responses may arise when 

each participant is asked to answer more than one choice task. For feasibility, each participant 

often completes an entire survey, making choices on several choice tasks. As more than one choice 

task are completed by each individual, their responses are likely to be similar, potentially biasing 

the utility measures. Models that do not appropriately capture within- and between- participant 

variability are limited in their ability to adequately characterize heterogeneity in mean 

preferences[51]. Participants may also belong to observed or unobserved (latent) groups.  

Traditional fixed effects models, such as a conditional logit or multinomial logit models, assume 

there are no correlations within the data. Several studies used these models for analyzing DCE 

data, which may not have been appropriate due to potential clustering effects [58, 89-92]. This 

creates a challenge in the interpretation of the results of these studies, as we are unsure of how 

sensitive the results are to the hierarchical nature of DCE data.  Understanding the impact of 

clustering effects on relative importance measures and the ranking of attributes is critical for 

ensuring that the interpretation of DCE results is accurate, particularly since a variety of adjusted 

and unadjusted models are currently being used.   

In this thesis, we conducted two empirical comparisons to determine how robust the 

rankings of attributes’ relative importance measures were across various hierarchical model 

settings, using two empirical survey datasets.  

 

  

9
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4.0 Scope of the thesis 

This thesis is a “sandwich” of four papers.  First, we reviewed simulation studies of DCEs to 

determine how survey design features affect statistical efficiency. Second, we investigated the 

impact of various DCE designs on statistical efficiency in a simulation study. Third, we conducted 

an empirical comparison study to determine whether the final rankings of attributes were sensitive 

to clustering effects in using 1- and 2-level models. Fourth, we conducted a similar empirical 

comparison study, this time also using 3-level models. 

We address the following research questions: 

1. What do DCE simulation studies conclude on the impact of various design features on 

relative design efficiency?  

2. What is the quality of reporting of DCE simulation studies?  

3. How will varying the number of choice tasks, alternatives, attributes, and levels within 

attributes impact the statistical efficiency of a DCE?  

4. How robust is the ranking of attributes when different fixed effects and random effects 

approaches are used to analyse DCE data — namely, multinomial logit (MNL) and 

multinomial probit (MNP) models? 

5. How robust is the ranking of attributes when various approaches are used to adjust for 

multi-level clustering — namely, fixed effects conditional logit model, latent class models, 

and hierarchical latent class models? 

Investigating these questions will lead to a compelling body of evidence that will inform 

clinicians, researchers, decision makers and researchers on how to best design and analyze DCEs.  

Chapter 2 is divided into two parts. First, we systematically surveyed DCE simulation studies 

to determine how survey design features affect statistical efficiency. Statistical efficiency was 

10
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measured using relative design (D-) efficiency, D-optimality, or D-error. Second, we appraised 

study reporting quality using the criteria for reporting simulation studies. 

Chapter 3 further explores several key design features identified in the systematic survey in a 

de novo simulation study on relative D-efficiency. A variety of fractional factorial designs were 

created to identify optimal approaches for creating DCEs.  

Chapters 4 and 5 focus on empirical comparisons of statistical methods used to analyze DCE 

data. The relative importance measures of attributes were determined from the part-worth utility 

estimates derived from various regression models. These relative importance measures were then 

ranked to inform investigators which attributes were most preferred. A variety of approaches to 

adjust for potential clustering effects within DCE data were explored.  

In Chapter 4, service providers and administrators of addiction agencies for women were 

surveyed to determine what knowledge dissemination attributes were of most value to them. The 

goal of this study was to investigate the impact of the clustering of participant responses by 

assessing the robustness of the ranking of attributes. Four one-level and two-level models were 

explored: a fixed-effects multinomial logit (MNL) model, fixed effects multinomial probit (MNP) 

model, a random effects MNL model, and a random effects MNP model.  

In Chapter 5, elementary school students were asked for their choice of bullying prevention 

programs. This data had five potential layers of clustering effects: choice tasks, individuals, 

classrooms, grades, and schools.  We explored a fixed conditional logit model and several latent 

class and hierarchical latent class models. The clusters were adjusted as latent classes, covariates, 

or random effects. [93] 
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A B S T R A C T

Objectives: This study reviews simulation studies of discrete choice experiments to determine (i) how survey
design features affect statistical efficiency, (ii) and to appraise their reporting quality.
Outcomes: Statistical efficiency was measured using relative design (D-) efficiency, D-optimality, or D-error.
Methods: For this systematic survey, we searched Journal Storage (JSTOR), Since Direct, PubMed, and OVID
which included a search within EMBASE. Searches were conducted up to year 2016 for simulation studies
investigating the impact of DCE design features on statistical efficiency. Studies were screened and data were
extracted independently and in duplicate. Results for each included study were summarized by design char-
acteristic. Previously developed criteria for reporting quality of simulation studies were also adapted and applied
to each included study.
Results: Of 371 potentially relevant studies, 9 were found to be eligible, with several varying in study objectives.
Statistical efficiency improved when increasing the number of choice tasks or alternatives; decreasing the
number of attributes, attribute levels; using an unrestricted continuous “manipulator” attribute; using model-
based approaches with covariates incorporating response behaviour; using sampling approaches that incorporate
previous knowledge of response behaviour; incorporating heterogeneity in a model-based design; correctly
specifying Bayesian priors; minimizing parameter prior variances; and using an appropriate method to create the
DCE design for the research question. The simulation studies performed well in terms of reporting quality.
Improvement is needed in regards to clearly specifying study objectives, number of failures, random number
generators, starting seeds, and the software used.
Conclusion: These results identify the best approaches to structure a DCE. An investigator can manipulate design
characteristics to help reduce response burden and increase statistical efficiency. Since studies varied in their
objectives, conclusions were made on several design characteristics, however, the validity of each conclusion
was limited. Further research should be conducted to explore all conclusions in various design settings and
scenarios. Additional reviews to explore other statistical efficiency outcomes and databases can also be per-
formed to enhance the conclusions identified from this review.

1. Introduction

Discrete choice experiments (DCEs) are now being used as a tool in
health research to elicit participant preferences for a health product or
service. Several DCEs have emerged within the health literature using
various design approaches [3–6]. Ghijben and colleagues conducted a
DCE to understand how patients value and trade-off key characteristics

of oral anticoagulants [7]. They examined patient preferences to de-
termine which of seven attributes of warfarin and other anticoagulants
(dabigatran, rivaroxaban, apixaban) in atrial fibrillation were most
important to patients [7]. With seven attributes, each with different
levels, several possible combinations could be created to describe an
anticoagulant. Like many DCEs, they used a fractional factorial design,
a sample of all possible combinations, to create a survey with 16
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questions that each presented three alternatives for patients to choose
from. As patients selected their most preferred and second most pre-
ferred alternatives, investigators were able to model their responses to
determine which anticoagulant attributes were more favourable than
others. Since only a fraction of combinations are typically used in DCEs,
it is important to use a statistical efficiency measure to determine how
well the fraction represents all possible combinations of attributes and
attribute levels.

There is no single specific design to yield optimal results of a dis-
crete choice experiment (DCE). They can vary in their level of statistical
efficiency and response burden. The variation in designs can be seen in
several reviews covering various decades [8–13]. While presenting all
possible combinations of attributes and attribute levels will always
yield 100% statistical efficiency, this is not feasible in many cases. For
fractional factorial designs, a statistical efficiency measure can be used
to reduce the bias of the fraction selected. A common measure to assess
statistical efficiency of these partial designs is relative design efficiency
(D-efficiency) [14,15]. For a design matrix X, the formula is as follows:

− = ∗
′ −

Relative D efficiency
N X X

100 1
( )

,
D

p1 1/

where X’X is the information matrix, p is the number of parameters, and
ND is the number of rows in the design [16].

To yield a statistically efficient design, a design will be orthogonal
and balanced, or nearly so. A design is balanced when attribute levels
are evenly distributed [17]. This occurs when the off-diagonal elements
in the intercept row and column are zero [16]. It is orthogonal when the
pairs of attribute levels are evenly distributed [17], that is when the
submatrix of X’X, without the intercept, is a diagonal matrix [16].
Therefore, to maximize relative D-efficiency, we need to reduce the

′ −X X( ) 1 matrix to a diagonal that equals IN
1
d

for a suitably coded X [16].
Relative D-efficiency is often referred to as relative design optim-

ality (D-optimality) or is described using its inverse, design error (D-
error) [18]. It ranges from 0% to 100%, where 100% indicates a sta-
tistically efficient design. A measure of 100% can still be achieved with
fractional factorial designs; however, there is limited knowledge as to
how the various design characteristics impact statistical efficiency.

Identifying the impact of DCE design characteristics on statistical
efficiency will bring more power to investigators, particularly research
practitioners, during the design stage. They can reduce the variance of
estimates by manipulating their designs to construct a simpler DCE that
is statistically efficient and minimizes participants' response burden.
Currently there are several studies exploring DCE designs. These studies
range from comparing or introducing new statistical optimality criteria
[19,20] to approaches for generating DCEs [14] to exploring the impact
of different prior specifications on parameter estimates [21–23]. To our
knowledge, the results of these findings have not been summarized.
This may be due to the variation in objectives and outcomes across
studies, making it hard to synthesize information and draw conclusions.
As part of a previous simulation study, a literature review was also
performed to report the DCE design characteristics explored by in-
vestigators in simulation studies [1]. However, information on the
impact of these design characteristics on relative D-efficiency, the
common outcome among each study, was not assessed.

The primary aim of this systematic survey was to review simulation
studies to determine design features that affect the statistical efficiency
of DCEs—measured using relative D-efficiency, relative D-optimality, or
D-error; and to appraise the completeness of reporting of the studies
using the criteria for reporting simulation studies [24].

2. Methods

2.1. Eligibility criteria

The inclusion criteria were comprised of simulation studies of DCEs
that explored the impact of DCE design characteristics on relative D-
efficiency, D-optimality, or D-error. Search terms were first searched by
variations in spelling and acronyms of individual terms and then
combined into one search. Studies were restricted to English articles.
Studies were excluded if they were not related to DCEs (or not referred
to as stated preference, latent class, and conjoint analysis), were ap-
plications of DCEs, empirical comparisons, reviews or discussions of
DCEs, or simulation studies that did not explore the impact of DCE
design characteristics on statistical efficiency. Duplicate publications,
meeting abstracts, letter, commentary, editorials and protocols, books
and pamphlets were also excluded.

2.2. Search strategy

Two rounds of electronic searches were conducted covering the
period from inception to Sept 19, 2016. The first round was performed
on all databases from inception to July 20, 2016. The second round
extended the search until Sept 19, 2016. The databases searched were
Journal Storage (JSTOR), Science Direct, PubMed, and OVID which
included a search within EMBASE. Studies identified from
Vanniyasingam et al.'s literature review, that were not identified in this
search, were also considered [1]. Table 1 (Supplementary Files) pre-
sents the detailed search strategy for each database.

2.3. Study selection

Four reviewers worked independently and in duplicate to screen
titles and abstracts of all citations identified in the search. Any poten-
tially eligible article identified by either reviewer, from each pair,
proceeded to the full-text review stage. The same authors then, in-
dependently and in duplicate, applied the above eligibility criteria to
screen the full text of these studies. Disagreement regarding eligibility
were resolved through discussion. If a disagreement was unresolved, a
third author (a statistician) adjudicated and resolved the conflict. After
full-text screening forms were consolidated amongst pairs, data was
extracted from eligible studies. Both the full-text screening and data
extraction forms were first piloted with calibration exercises to ensure
consistency in reviewer reporting.

2.4. Data extraction process

A Microsoft Excel spreadsheet was used to extract information re-
lated to general study characteristics, DCE design characteristics that
varied or were held fixed, and the impact of the varied design char-
acteristics on statistical efficiency.

2.5. Reporting quality

The quality of reporting was also assessed by extracting information
related to the reporting guidelines for simulation studies described by
Burton and colleagues [24]. Some components were modified to be
more tailored for simulation studies of DCEs. This checklist included
whether studies reported:

• A detailed protocol of all aspects of the simulation study

• Clearly defined aims
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• The number of failures during the simulation process (defined as the
number of times it was not possible to create a design given the
design component restrictions)

• Software used to perform simulations

• The random number generator or starting seed, the method(s) for
generating DCE datasets

• The scenarios to be investigated (defined as the specifications of
each design characteristic explored and overall total number of
designs created)

• Methods for evaluating each scenario

• The distribution used to simulate the data (defined as whether or not
the design characteristics explored are motivated by real-world or
simulation studies)

• The presentation of the simulation results (defined as whether au-
thors used separate subheadings for objectives, methods, results and
discussion to assist with clarity). Information presented in graphs or
tabular form but not written as detailed in the manuscripts were
counted for if they were presented in a clear and concise manner.

One item was added to the criteria to determine whether or not
studies provided a rationale for creating the different designs.
Reporting items excluded were: a detailed protocol of all aspects of the
simulation study, level of dependence between simulated designs, es-
timates to be stored for each simulation, summary measures to be
calculated over all simulations, and criteria to evaluate the performance
of statistical methods (bias, accuracy, and coverage). We decided
against checking whether a detailed protocol was reported because the
studies of interest were focussed on only the creation of DCE designs.
The original reporting checklist is tailored towards randomized con-
trolled trials or prognostic factor studies with complex situations seen
in practice [24]. The remaining items were excluded because the spe-
cific statistical efficiency measures were required for studies to be in-
cluded in the study. Also, there were no summary measures to be cal-
culated over all simulations, and no results to measure bias, accuracy
and coverage.

When studies referred to supplementary materials, these materials
were also reviewed for data extraction.

Three of the four reviewers, working in pairs, performed data ab-
straction independently and in duplicate. Pairs resolved disagreements
through discussion or, if necessary, with assistance from another sta-
tistician.

3. Data analysis

3.1. Agreement

Agreement between reviewers on the studies' eligibility based on
full text screening was assessed using an unweighted kappa. A kappa
value was indicative of poor agreement if it was less than 0.00, slight
agreement if it ranged from 0.00 to 0.20, fair agreement between 0.21
and 0.40, moderate agreement between 0.41 and 0.60, substantial
agreement between 0.61 and 0.80, and almost perfect agreement when
greater than 0.80 [25].

3.2. Data synthesis and analysis

The simulation studies were assessed by the details of their DCE
designs. More specifically, the design characteristics investigated and
their ranges were recorded along with their impact on statistical effi-
ciency (relative D-efficiency, D-optimality, or D-error). Adherence to
reporting guidelines was also recorded [24].

4. Results

4.1. Search strategy and screening

A total of 371 papers were identified from the search and six were
selected from a previous literature search that used snowball sampling
[1]. From this, 43 were removed as duplicates and 245 were excluded
during title and abstract screening. Of the remaining 77 studies for full
text screening, three needed to be ordered [26–28] and one we were
unable to obtain a full text for [29], 18 did not relate to DCEs (or in-
clude terms such as discrete choice, DCE, choice-based, binary choice,
stated preference, latent class, conjoint analysis, or fractional factorial
design, factorial design); 17 did not perform a simulation analysis; 1 did
not use its simulations to create DCE designs; 22 did not assess the
statistical efficiency of designs using relative D-optimality, D-efficiency,
or D-error measures; 4 did not compare the impact of various design
characteristics on relative D-efficiency or D-optimality or D-error; and 1
was not a peer-reviewed manuscript. Details of the search and screening
process are presented in a flow chart in Fig. 1(Appendix).

Finally, nine studies remained after full-text screening. The un-
weighted kappa for measuring agreement between reviewers on full
text eligibility was 0.53, indicating a moderate agreement [25]. Of the 9
studies included, 1 was published in Marketing Science, 1 in the Journal
of Statistical Planning and Inference, 2 in the Journal of Marketing
Research, 1 in the International Journal of Research in Marketing, 2 in
Computational Statistics and Data Analysis, 1 in BMJ Open, and 1 in
Transportation Research Part B: Methodological.

The number of statistical efficiency measures, scenarios, and design
characteristics varied from study to study. Of the outcomes assessed for
each scenario, four studies reported relative D-efficiency [1,30–32],
two D-error [33,34], three Db-error (a Bayesian variation of D-error)
[30,35,36], and two percentage changes in D-error [34,37]. Of the
design characteristics explored, one study explored the impact of at-
tributes on statistical efficiency [1], two explored alternatives [1,30],
one explored choice tasks [1], two explored attribute levels [1,32], two
explored choice behaviour [33,37], three explored priors [30,31,34],
and four explored methods to create the design [30,34–36]. Results are
further described below based for each design characteristic. Details of
the ranges of each design characteristic investigated and corresponding
studies are described in Table 2 (Supplementary Files).

4.2. Survey-specific components

The simulation studies had several conclusions based on the number
of choice tasks, attributes, and attribute levels; the type of attributes
(qualitative and quantitative); and the number of alternatives. First,
increasing the number of choice tasks increased relative D-efficiency
(or improved statistical efficiency) across several designs with varying
numbers of attributes, attribute levels, and alternatives [1]. Second,
increasing the number of attributes generally (i.e. not monotonically)
decreased relative D-efficiency. For designs with a large number of
attributes and a small number of alternatives per choice task, a DCE
could not be created [1]. Third, increasing the number of levels within
attributes (from 2 to 5) decreased relative D-efficiency. In fact, binary
attribute designs had higher statistical efficiency in comparison to all
other designs with varying numbers of alternatives (2–5), attributes
(2–20), and choice tasks (2–20). However, higher relative D-efficiency
measures were also found when the number of attribute levels equalled
the number of alternative [1]. Fourth, increasing the number of al-
ternatives improved statistical efficiency [1,30]. Fifth, for designs with
only binary attributes and one quantitative (continuous) attribute, it
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was possible to create locally optimal designs. To further clarify this
result, DCEs were created where two of three alternatives were iden-
tical or differed only by an unrestricted continuous attribute (e.g. size,
weight, or speed). The third alternative differed from the two others in
the binary attributes [32]. The continuous variable was unrestricted
and used as a “manipulating” attribute to offset dominating alternatives
or alternatives with a zero probability of being selected in a choice task.
This finding, however, was conditional on the type of quantitative
variable and was concluded to be unrealistic in the study [32]. Details
of the studies exploring these design characteristics are presented in
Tables 1a and 1b (Appendix).

4.3. Incorporating choice behaviour

Two approaches were used to incorporate response behaviour when
designing a DCE. First, the order of the statistical efficiency of designs
from highest to lowest were if they: (i) incorporated covariates relating
to response behaviour, (ii) incorporated covariates not relating to re-
sponse behaviour, and (iii) did not incorporate any covariates. Second,
among binary choice designs, stratified sampling strategies had higher
statistical efficiency measures in comparison to randomly sampled
strategies. This was most apparent when stratification was performed
on both expected choice behaviour (e.g. 2.5% of the population selects
Y= 1, remaining selects Y= 0) and on a binary independent factor
associated with the response behaviour. Similar efficiency measures
were found when there was an even distribution (50% of the population
selects Y=1) across approaches [37] (Table 1c, Appendix).

4.4. Bayesian priors

Studies also explored the impact of parameter priors and hetero-
geneity priors. Increasing the parameter prior variances [30] or mis-
specifying priors (in comparison to correctly specifying priors) [34]
reduced statistical efficiency. In one study, mixed logit designs that
incorporated respondent heterogeneity had higher statistical efficiency
measures than designs ignoring respondent heterogeneity [31]. How-
ever, misspecifying the heterogeneity prior had negative implications.
In fact, underspecifying the heterogeneity prior had a greater loss in
efficiency in comparison to over specifying it [31] (Table 1d,
Appendix).

4.5. Methods to create the design

Several simulation studies compared various methods to create a
DCE design against other design settings (Table 1e, Appendix). First,
relative statistical efficiency measures were highest when the method to
create a design matched the method used for the reference design set-
ting [30,34,36]. For example, a multinomial logit (MNL) generated
design had the highest statistical efficiency in an MNL design setting, in
comparison to a cross-sectional mixed logit or a panel mixed logit de-
sign setting [36]. Similarly, a partial rank-order conjoint experiment
yields highest statistical efficiency for a design setting of the same type
in comparison to a best-choice experiment, best-worst experiment or
orthogonal design setting [30]. Second, among frequentist (non-Baye-
sian) approaches, the order of designs yielding the highest statistical
efficiency is d-optimal rank designs, d-optimal choice designs, near-
orthogonal, random designs, and balanced overlap designs for full rank
order and partial rank order choice experiments [35]. Third, a semi-
Bayesian d-optimal best-worst choice design outperformed frequentist
and Bayesian-derived designs, while yielding similar statistical effi-
ciency measures as semi-Bayesian d-optimal best-worst choice designs
[30].

4.6. Reporting of simulations studies

All studies clearly reported the primary outcome, rationale and
methods for creating designs, and methods to evaluate each scenario.
Reporting the objective was unclear in two studies and no study re-
ported any failures in the simulations. In many cases, such as in
Vermeulen et al.'s study [36], the distribution from which random
numbers were selected from were described, however no study speci-
fied the starting seeds. Also, no study reported the number of times it
was not possible to create a design given the design component re-
strictions except for Vanniyasingam et al. [1], who specified that de-
signs with a larger number of attributes could not be created with a
small number of alternatives or choice task. The total number of designs
and the range of design characteristics explored were either written or
easily identifiable from figures and tables. Five studies reported the
software used for the simulation studies and one study reported the
software used for only one of the approaches to create a design. Four
studies chose design characteristics that were motivated by real-world
scenarios or previous literature, while four were not motivated by other
studies. Details of each study's reporting quality are broken down in
Table 2 (Appendix).

5. Discussion

5.1. Summary of findings

Several conclusions can be drawn from the nine simulation studies
included in this systematic survey of investigating the impact of design
characteristics on statistical efficiency. Factors recognized for im-
proving statistical efficiency of a DCE include (i) increasing the number
of choice tasks or alternatives; (ii) decreasing the number of attributes,
and levels within attributes; (iii) using model-based designs with cov-
ariates or sampling approaches that incorporate response behaviour;
(iv) incorporating heterogeneity in a model-based design; (v) correctly
specifying Bayesian priors and minimizing parameter prior variances;
and (vi) the method to create the DCE design is appropriate for the
research question and design at hand. Lastly, optimal designs could be
created using 3 alternatives with all binary attributes except one con-
tinuous attribute. Here, two alternatives were identical or differed only
by the continuous attribute and the third alternative differed by the
binary attribute. Overall, studies were detailed in their descriptions of
simulation studies. Improvement is needed to ensure the study objec-
tives, number of failures, random number generators, starting seeds,
and the software used are clearly defined.

5.2. Discussion of simulation studies

Many of the studies agree with the formula for relative d-efficiency,
however some appear to contradict it. Conclusions related to choice
tasks, alternatives, attributes, and attribute levels all agree with the
relative d-efficiency formula where increasing the number of para-
meters (with attributes and attribute levels) will reduce statistical ef-
ficiency and increasing the number of choice tasks improves it. Also,
when the number of attribute levels and alternatives are equal, in-
creasing the number of attribute levels may compromise statistical ef-
ficiency, however it can be compensated by increasing the number of
alternatives (which may increase Nd). A conclusion that cannot be di-
rectly deduced from the formula are in relation to designs with quali-
tative and unrestricted quantitative attributes. Grabhoff and colleagues
were able to create optimal designs where two alternatives were either
completely identical or only differed by a continuous variable [32].
With less information provided within each choice task (or more
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overlaps), we expect a lower statistical efficiency measure. Their design
approach first develops a design solution using the binary attributes and
then adds the continuous attribute to maximize the efficiency. This was
a continuation of Kanninen's study who explained that the continuous
attribute could be used to offset dominating alternatives or alternatives
that carried a zero probability of being selected by a respondent [38]. It
acted as a function of a linear combination of the other binary attri-
butes. This continuous attribute, however, was conditional on the type
of quantitative variable (such as size). Other types (such as price) may
result in the “red bus/blue bus” parody) [32].

5.2.1. Importance
To our knowledge, this systematic survey is the first of its kind in

synthesizing information on the impact of DCE design characteristics on
statistical efficiency in simulation studies. Other studies have focussed
on the reporting of applications of DCEs [39], and the details of DCEs
and alternative approaches [40]. Systematic and literature reviews
have highlighted the design type (e.g. fractional factorial or full fac-
torial designs) and statistical methods used to analyze applications of
DCEs within health research [2,11,13,41]. Exploration into summar-
izing the results of simulation studies is limited.

5.2.2. Strengths
This study has several strengths. First, it focuses on simulation

studies which are able to (i) explore several design settings to answer a
research question in a single study that real world applications are
unable to; (ii) act as an instrumental tool to aid in the understanding of
statistical concepts such as relative d-efficiency; and identify patterns in
design characteristics for improving statistical efficiency. Second, it
appraises the rigour of the simulations performed, through evaluating
the reporting quality, to ensure the selected studies are appropriately
reflecting high quality DCEs. Third, it provides an overview for in-
vestigators to assess the scope of the literature for future simulation
studies. Fourth, the results presented here can provide further insight
for investigators on patterns that exist in statistical efficiency. For ex-
ample, if some design characteristics must be fixed (such as the number
of attributes and attribute levels), investigators can manipulate others
(e.g. number of alternatives or choice tasks) to improve both the sta-
tistical optimality and response efficiency of the DCE.

5.2.3. Limitations
There are some caveats to this systematic survey that may limit the

direct transferability of these results to empirical research. First, the
search for simulation studies of DCEs was only performed within health
databases. Despite capturing a few studies from marketing journals in
our search, we did not explore grey literature, statistics journals, or
marketing journals. Second, we only describe the results for three
outcomes (relative D-efficiency, D-error, and D-optimality) while some
studies have reported other statistical efficiency measures. Third, with
only nine included studies, each varying in objectives, it was not pos-
sible to make strong conclusions at this stage. Only summary findings of
each study could be presented. Last, informant (or response) efficiency
was not considered when extracting results from each simulation study.
We recognize that incorporating participants' cognitive burden has a
critical impact on the effect of overall estimation precision[42]. In-
tegrating response efficiency with statistical efficiency would refine the
focus on the structure, content, and pretesting of the survey instrument
itself.

5.2.4. Further research
This systematic survey provides many avenues for further research.

First, these results can be used as hypotheses for future simulation
studies to test and compare in various DCE scenarios. Second, a review
can be performed on other statistical efficiency outcomes such as the

precision of parameter estimates or reduction in sample size to compare
the impact of each design characteristic. Third, a larger review should
be conducted to explore simulation studies within economic, mar-
keting, and pharmacoeconomic databases.

6. Conclusions

Presenting as many possible combinations (via choice tasks or al-
ternatives) or decreasing the total number of all possible combinations
(via attributes or attribute levels) will improve statistical efficiency.
Model-based approaches were popularly used to create designs. These
models varied from adjusting for heterogeneity, including covariates,
and using a Bayesian approach. They were also applied to several dif-
ferent design settings. Overall reporting was clear, however improve-
ments can be made to ensure the study objectives, number of failures,
random number generators, starting seeds, and the software used are
clearly defined. Further areas of research to aid in solidifying the con-
clusions from this paper include a systematic survey of other outcomes
related to statistical efficiency, a survey on databases outside of health
research that also use DCEs, and a large-scale simulation study to test
each conclusion from these simulation studies.
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Appendix

Fig. 1. PRISMA flow diagram.
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Appendix B. Supplementary data

Supplementary data related to this article can be found at http://dx.doi.org/10.1016/j.conctc.2018.01.002.
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Table 1: Screening Process Dates of studies (From inception – July 20, 2016) 
 

Round 1 screening 

Database (Search 

date) 

Results Search Terms 

JSTOR  

(From inception – 

July 20, 2016) 

2,604,207 Field 1: ((discrete choice experiment*) OR ("discrete choice" ) OR (conjoint analysis) OR ("latent class")) in Full Text 

842 Field 2: (("design efficiency" OR "D-efficiency" )) in Full Text  

162,971 Field 3: ((simulation* OR "simulated design" OR "simulation study")) in Full Text 

186 Combine Fields 1 AND Field 2 AND Field 3 in Full Text 

((discrete choice experiment*) OR ("discrete choice" ) OR (conjoint analysis) OR ("latent class")) AND (("design 
efficiency" OR "D-efficiency" )) AND 

((simulation* OR "simulated design" OR "simulation study")) 

Science Direct 

(From inception – 
July 20, 2016) 

24,287 Field 1: (("stated preference*" OR "latent class analysis" OR "latent class" OR "conjoint analyses" OR "conjoint 

analysis" OR "choice experiment" OR "choice behaviour" OR "discrete choice" OR "discrete choice experiment") ) in 
All Fields 

1,369 Field 2: ((("simulated design" OR "simulation study" OR (simulation*)) AND ("D-optimality" OR "design optimality" 

OR "D-efficiency" OR "design efficiency"))) in All Fields 

111 Combine Fields 1 AND 2: 

(("stated preference*" OR "latent class analysis" OR "latent class" OR "conjoint analyses" OR "conjoint analysis" OR 

"choice experiment" OR "choice behaviour" OR "discrete choice" OR "discrete choice experiment") ) 

AND 
((("simulated design" OR "simulation study" OR (simulation*)) AND ("D-optimality" OR "design optimality" OR "D-

efficiency" OR "design efficiency"))) 

Pubmed 

(From inception – 

July 20, 2016) 

5389 Field 1: ("stated preference*" OR "latent class analysis" OR "latent class" OR "conjoint analyses" OR "conjoint analysis" 
OR "choice experiment" OR "choice behaviour" OR "discrete choice" OR "discrete choice experiment") 

350843 Field 2: (("simulated design" OR "simulation study" OR (simulation*)) 

173 Field 3: ("D-optimality" OR "design optimality" OR "D-efficiency" OR "design efficiency") 

2 Combine all 3 fields: 

((((("stated preference*" OR "latent class analysis" OR "latent class" OR "conjoint analyses" OR "conjoint analysis" OR 
"choice experiment" OR "choice behaviour" OR "discrete choice" OR "discrete choice experiment")))) AND 

(((("simulated design" OR "simulation study" OR (simulation*))))) AND ((("D-optimality" OR "design optimality" OR 

"D-efficiency" OR "design efficiency"))) 

OVID 

(From inception – 

July 20, 2016) 

47917 Field 1: ("stated preference*" OR "latent class analysis" OR "latent class" OR "conjoint analyses" OR "conjoint analysis" 

OR "choice experiment" OR "choice behaviour" OR "discrete choice" OR "discrete choice experiment") 

1202337 Field 2: ("simulated design" OR "simulation study" OR simulation*) 

2082 Field 3: ("D-optimality" OR "design optimality" OR "D-efficiency" OR "design efficiency") 

51 Combine all 3 fields: 

(("stated preference*" OR "latent class analysis" OR "latent class" OR "conjoint analyses" OR "conjoint analysis" OR 

"choice experiment" OR "choice behaviour" OR "discrete choice" OR "discrete choice experiment")  
AND  

("simulated design" OR "simulation study" OR (simulation*)  

AND  
("D-optimality" OR "design optimality" OR "D-efficiency" OR "design efficiency")).af. 

Round 2 screening 
Database (Search 

dates) 

Results Search Terms 

JSTOR (From 

July 20, 2016 – 

Sept 19, 2016) 

381 Field 1: same as Round 1 

0 Field 2: same as Round 1 

14 Field 3: same as Round 1 

0 Combine Fields 1 AND Field 2 AND Field 3 in Full Text: same as Round 1 

Science Direct 

(2016-present) 

2,287 Field 1:  same as Round 1 

103 Field 2: same as Round 1 

2 (total 7, 5 from previous 

search) 

Combine Fields 1 AND 2:same as Round 1 

PubMed 

(2016-present) 

5532 Field 1: same as Round 1 

356460 Field 2: same as Round 1 

178 Field 3: same as Round 1 

2 (total 3, 1 from previous 
search) 

Combine all 3 fields: same as Round 1 

OVID  

(2016 – current) 

2726 Field 1: same as Round 1 

48326 Field 2: same as Round 1 

82 Field 3: same as Round 1 

0 (Total 3: 2 duplicates, 2 
from last search, 1 found in 

from re-searching pubmed) 

Combine all 3 fields: same as Round 1 
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Table 2: Details of the design characteristics explored by study 
 

Design Characteristic (First author, 

publication year) 

Range 

Choice tasks (Vanniyasingam, 2016)[1]  2-20 

Attributes (Vanniyasingam, 2016)[1]  2-20 

Alternatives (Vermeulen, 2010)[30]  4,5,6 

(Vanniyasingam, 2016)[1]  2-5 

Attribute levels (Vanniyasingam, 2016)[1] 2-5 

(Graβhoff, 2013)[32]  Unrestricted quantitative variable and qualitative variables 

Number of different attribute 

levels between alternatives 

(Graβhoff, 2013)[32]  0-7 

Incorporating choice behaviour 

within design creation 

(Donkers, 2003)[37]  For binary choice designs, % of population assumed to choose one alternative: 

2.5%, 5%, 10%,15%, 150% 

(Crabbe, 2012)[33]  Individually adapted sequential Bayesian (IASB) design incorporating 

covariates; IASB not incorporating covariates 

Priors (Yu, 2009)[31]  • semi-Bayesian mixed logit designs (with varying heterogeneity priors),  

• locally d-optimal mixed logit model,  

• Bayesian multinomial logit d-optimal model (with different covariance priors),  

• locally d-optimal design, 

• multinomial logit model,  

• nearly orthogonal mode 

 

Heterogeneity priors: 

• No heterogeneity prior specified  

• [0 0 … 0]’ 

• [1 1 … 1]’ 

• 0.5*[1 1 … 1]’ 

• 1.5*[1 1 … 1]’ 

 
 

(Vermeulen, 2010)[30] Parameter variance priors: 

• 0.04 • 0.5 
 

(Bliemer, 2010)[34]   Misspecification of parameter priors 

Methods to create design 

- comparing against designs 

(Vermeulen, 2010)[30]  • semi-Bayesian d-optimal best-worst choice design (main comparator); 

• utility-neutral best-worst choice design;  

• semi-Bayesian d-optimal choice design;  

• utility-neutral choice design; nearly orthogonal design; random design;  

• balanced attribute level overlap design 

Methods to create design 

- in various design settings 

 

(Bliemer, 2010)[34]  • multinomial logit model 

• cross-sectional mixed logit 

• panel mixed logit 

• orthogonal design (orthogonal within alternatives, not across alternatives) 

(Vermeulen, 2010)[30]  • best choice experiment 

• partial rank-order conjoint experiment  

• best worst experiment 

• orthogonal design 

All designs were created and compared within each design setting (note: 

orthogonal design was not also assumed as a design setting) 

(Vermeulen, 2008)[36]  • multinomial logit (ignores no-choice option)  

• extended no-choice multinomial logit 

• nested no-choice multinomial logit  

• nested no-choice multinomial logit  

• model robust models   

(Vermeulen, 2011)[35]  • d-optimal rank design 

• d-optimal choice design 

• balanced overlap design 

• near-orthogonal design 

• random design 
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ABSTRACT
Objectives: Discrete choice experiments (DCEs) are
routinely used to elicit patient preferences to improve
health outcomes and healthcare services. While many
fractional factorial designs can be created, some are
more statistically optimal than others. The objective of
this simulation study was to investigate how varying
the number of (1) attributes, (2) levels within
attributes, (3) alternatives and (4) choice tasks per
survey will improve or compromise the statistical
efficiency of an experimental design.
Design and methods: A total of 3204 DCE
designs were created to assess how relative design
efficiency (d-efficiency) is influenced by varying the
number of choice tasks (2–20), alternatives (2–5),
attributes (2–20) and attribute levels (2–5) of a design.
Choice tasks were created by randomly allocating
attribute and attribute level combinations into
alternatives.
Outcome: Relative d-efficiency was used to measure
the optimality of each DCE design.
Results: DCE design complexity influenced statistical
efficiency. Across all designs, relative d-efficiency
decreased as the number of attributes and attribute
levels increased. It increased for designs with more
alternatives. Lastly, relative d-efficiency converges as
the number of choice tasks increases, where
convergence may not be at 100% statistical optimality.
Conclusions: Achieving 100% d-efficiency is heavily
dependent on the number of attributes, attribute levels,
choice tasks and alternatives. Further exploration of
overlaps and block sizes are needed. This study’s
results are widely applicable for researchers interested
in creating optimal DCE designs to elicit individual
preferences on health services, programmes, policies
and products.

INTRODUCTION
Determining preferences of patients and
healthcare providers is a critical approach to
providing high-quality healthcare services.
Discrete choice experiments (DCEs) are a

relatively easy and inexpensive approach to
determining the relative importance of aspects
in decision-making related to health out-
comes and healthcare services.1–15 DCEs have
long been applied in market research,16–21

while health research has more recently
recognised their usefulness. With increasing
popularity and a wide variety of applications,
few studies have investigated the effect of mul-
tiple design characteristics on the statistical
efficiency of DCEs.
In practice, DCEs are presented as prefer-

ence surveys where respondents are asked to
choose from two or more alternatives. These
alternatives are bundles of multiple attributes
that describe real-world alternatives.22 They
are randomly placed within choice tasks (ie,
survey questions) to create a survey where
participants are asked to choose their most
preferred option. Based on the alternatives
chosen, the value of participant preferences
on each attribute and attribute level can then
be measured using the random utility theory.22

The ratios of these utility measures are used to
compare factors with different units.

Strengths and limitations of this study

▪ The statistical efficiency of various fractional fac-
torial designs using full profiles was explored.

▪ The study allows identification of optimal
designs with reduced response burden for
participants.

▪ The results of this study can be used in design-
ing discrete choice experiments (DCEs) studies
to better elicit preferences for health products
and services.

▪ Statistical efficiency of partial profile designs was
not explored.

▪ Optimal DCE designs require a balance between
statistical efficiency and response burden.

Vanniyasingam T, et al. BMJ Open 2016;6:e011985. doi:10.1136/bmjopen-2016-011985 1
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For DCE designs exploring a large number of vari-
ables, where presenting all combinations of alternatives
is not feasible, a fractional factorial design can be used
to determine participant preferences. For example,
Cunningham et al15 investigated the most preferred
knowledge translation approaches among individuals
working in addiction agencies for women. They investi-
gated 16 different four-level knowledge dissemination
variables in a preference survey of 18 choice tasks, three
alternatives per choice task, and 999 blocks. Blocks are
surveys containing a different set of choice tasks (ie, pre-
senting different combinations of alternatives), where
individuals are randomly assigned to a block.15 To create
a full factorial design with 16 four-level attributes, a total
of 4 294 967 296 (416) different hypothetical alternatives
are needed. Cunningham et al created a design with 999
blocks of 18 choice tasks and three alternatives per
choice task. In total, this was a collection of 53 946 hypo-
thetical scenarios, <1% of all possible scenarios.
When a small fraction of all possible scenarios is used

in a DCE, biased results may occur due to how evenly
attributes are represented. A full-factorial design pre-
sents all possible combinations of attributes and
attribute-levels to participants. Such a design achieves
optimal statistical efficiency; however, it is not usually
practical or feasible to implement. Fractional factorial
designs are pragmatic and present only a fraction of all
possible choice tasks, but statistical efficiency is compro-
mised in the process. The goodness of a fractional fac-
torial design is often measured by relative design
efficiency (d-efficiency), a function of the variances and
covariances of the parameter estimates.23 A design is
considered statistically efficient when its variance–covari-
ance matrix is minimised.23 Poorly designed DCEs may
lead to poor data quality, potentially leading to less reli-
able statistical estimates or erroneous conclusions. A less
efficient design may also require a larger sample size,
leading to increased costs.24 25 Investigating DCE design
characteristics and their influence on statistical effi-
ciency will aid investigators in determining appropriate
DCE designs.
Previous studies have taken various directions to

explore statistical efficiency, either empirically or with
simulated data. These approaches (1) identified optimal
designs using specific design characteristics,26–28 (2)
compared different statistical optimality criteria,29 30 (3)
explored prior estimates for Bayesian designs31–34 and
(4) compared designs with different methods to con-
struct a choice task (such as random allocation, swap-
ping, cycling, etc).25 29 35–37 Detailed reports have been
produced to describe the key concepts behind DCEs
such as their development, design components, statis-
tical efficiency and analysis.38 39 However these reports
did not address the effect of having more attributes or
more alternatives on efficiency.
To assess previous work in this area, we conducted a

literature review of DCE simulation studies. Details are
reported in box 1. In our search, the type of outcome

differed across studies, making it difficult to compare
results and identify patterns. We focused on relative d-
efficiency (or d-optimality) and also reviewed a couple
of studies that reported d-error, an inverse of relative d-
efficiency.40 41 Of the studies reviewed, the various
design characteristics explored by simulation studies are
presented in table 1. Within each study, only two to
three characteristics were explored. The number of
alternatives investigated ranged from 2 to 5, attributes
from 2 to 12, and attribute levels from 2 to 7. Only one
study compared different components of blocks.42 To
our knowledge, no study has investigated the impact of
multiple DCE characteristics with pragmatic ranges on
statistical efficiency.
The primary objective of this paper is to determine

how the statistical efficiency of a DCE, measured with
relative d-efficiency, is influenced by various experimen-
tal design characteristics including the number of:
choice tasks, alternatives, attributes and attribute levels.

METHODS
DCEs are attribute-based approaches that rely on two
assumptions: (1) products, interventions, services or pol-
icies can be represented by their attributes (or

Box 1 Search strategy for reviews on applications of
DCEs in health literature

A systematic search was performed using the following databases
and search words. Snowball sampling was also performed in
addition to the systematic search.
Databases searched:
▸ JSTOR, Science Direct, PubMed and OVID.
Search words (where possible, given restrictions of each
database)
▸ dce,
▸ discrete choice,
▸ discrete-choice,
▸ discrete choice experiment(s),
▸ discrete choice conjoint experiment(s),
▸ discrete choice modelling/modelling,
▸ choice behaviour,
▸ choice experiment,
▸ conjoint analysis/es,
▸ conjoint measurement,
▸ conjoint choice experiment(s),
▸ latent class,
▸ stated preference(s),
▸ simulation(s),
▸ simulation study,
▸ simulated design(s),
▸ design efficiency,
▸ d-efficiency,
▸ design optimality,
▸ d-optimality,
▸ relative design efficiency,
▸ relative d-efficiency,
▸ relative efficiency.
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Table 1 Design characteristics investigated by simulation studies

First author, year

Design characteristic

Street28

2002

Kanninen27

2002

Demirkale42

2013

Graßhoff47

2013

Louviere24

2008

Crabbe40

2012

Vermeulen48

2010

Donkers41

2003 This study

Number of choice tasks 8–1120* 360 Varied to

achieve

optimality

4,8,16,32* 16 9 2–20*

Number of alternatives 2 2,3,5* 2,3* 3 2 3 5 2 2–5*

Number of attributes 3–8* 2,4,8* 3–12* 1–7* 3–7* 3 2,3* 2 2–20*

Number of levels 2 2 2–7* 2 1,2 3 2 2–5*

Number of blocks 5

Sample size 38–106* 25, 250* 50

Outcome type D-efficiency D-optimality Number

choice sets to

achieve

d-optimality

D-efficiency D-efficiency D-error Relative

d-efficiency

D-error Relative

d-efficiency

Comments Only 38

designs

presented.

Attribute

levels

described by

as lower and

upper bound

Evaluate

different

components

of blocks

Locally

optimal

designs

created.

Compared

binary

attributes with

1 quantitative

attribute,

swapped

alternatives

within choice

sets

Variation of

levels is

referred to

as level

differences

Authors

compared

designs

with and

without

covariate

information

Compared

best-worst mixed

designs with

designs that

were: (1)

random, (2)

orthogonal, (3)

with minimal

overlap, (4)

d-optimal and (5)

utility neutral

d-optimal design

Designs

compared

with a binary

attribute with

an even

distributed

vs a skewed

distribution

Characteristics

were individually

varied, holding

others constant,

to explore their

impact on

relative

d-efficiency

*Design characteristic has been investigated.
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characteristics); and (2) an individual’s preferences
depend on the levels of these attributes.14 Random allo-
cation was used to place combinations of attributes and
attribute levels into alternatives within choice tasks.

Process of creating multiple designs
To create each design, various characteristics of DCEs
were explored to investigate their impact on relative d-
efficiency. The basis of each characteristic’s range was
determined by literature reviews and systematic reviews
of applications of DCEs (table 2). The reviews covered
DCE studies from 1990 to 2013, exploring areas such as
economic evaluations, transportation and healthcare.
The number of choice tasks per participant was most fre-
quently 20 or less, with 16 or fewer attributes, between
two and seven attribute levels, and between two and six
alternatives. While the presence of blocks was reported,
however, the number of blocks in each study was not.
Using the modes of design characteristics from these

reviews, we simulated 3204 DCE designs. A total of 288
(18×4×4=288) designs were created to determine how
relative d-efficiency varied with 2–20 attributes, 2–5 attri-
bute levels, and 2–5 alternatives. Each of the 288 designs
had 20 choice tasks. We then continued to explore
designs with different numbers of choice tasks. A total of
2916 (18×18×3×3=2916) designs were created that ranged
with choice tasks from 2 to 20, attributes from 2 to 20,
attribute levels from 2 to 4 and alternatives from 2 to 4.

Generating full or fractional factorial DCE designs in SAS
V.9.4
The generation of full and fractional factorial designs
was created using generic attributes in V.9.4 SAS software
(Cary, North Carolina, USA). Four built-in SAS macros
(%MktRuns, %MktEx, %MktLab and %ChoiceEff) are
typically used to randomly allocate combinations of attri-
butes and attribute levels to generate optimal designs.43

The %MktEx macro was used to create hypothetical
combinations of attributes and attribute levels in a linear
arrangement. Alternatives were added with %MktLab,
results were assessed and then transformed into a choice
design using %ChoiceEff.43

Evaluating the optimality of the DCE design
To evaluate each choice design, the goodness or effi-
ciency of each experimental design was measured using
relative d-efficiency. It ranges from 0% to 100% and is a
relative measure of hypothetical orthogonal designs. A d-
efficient design will have a value of 100% when it is
balanced and orthogonal. Values between 0% and 100%
indicate that all parameters are estimable, however, will
have less precision than an optimal design. D-efficiency
measures of 0 indicate that one or more parameters
cannot be estimated.43 Designs are balanced when the
levels of attributes appear an equal number of times in
choice tasks.3 43 Designs are orthogonal when there is
equal occurrence of each possible pair of levels across all
pairs of attributes within the design.43 Since full factorial

designs present all possible combinations of attributes
and attribute levels, they are always balanced and orthog-
onal with a 100% d-efficiency measure. Fractional factor-
ial designs present only a portion of these combinations,
creating variability in statistical efficiency.

RESULTS
A total of 3204 simulated DCE designs were created,
varying by several DCE design characteristics. Using
these designs, we present the impact of each design
characteristic on relative d-efficiency by the number of
alternatives, attributes, attribute levels and choice tasks
in a DCE, respectively.
Relative d-efficiency increases with more alternatives

per choice task in a design. This was consistent across all
designs with various numbers of attributes, attribute
levels and choice tasks. Figure 1A–D displays this change
in statistical optimality for designs with two, three, four
and five alternatives ranging from 2-level to 5-level attri-
butes, 2 to 20 attributes, and a choice set size of 20. The
same effect is found on designs across all choice set sizes
ranging from 2 to 20.
As the number of attributes increases, relative d-

efficiency decreases, and in some cases designs were not
producible. Designs with a larger number of attributes
could not be created with a small number of alternatives
or choice tasks. Figure 2A displays the decline in relative
d-efficiency with DCEs ranging from two to five attri-
butes across 2 to 20 choice tasks. Figure 2B–D illustrates
a larger decline in relative d-efficiency as attribute size
increases from 6 to 10, 11 to 15 and 16 to 20, respect-
ively. Designs with choice tasks less than 11 were not pos-
sible in these examples.
Similarly, from comparing figure 2B with figure 3, as

the number of attribute levels increase, relative d-
efficiency decreases across all designs with varying
numbers of attributes, choice tasks and alternatives.
DCEs with binary attributes (figure 2B) consistently per-
formed well with all relative d-efficiencies above 80%
except for designs with 18 or more attributes.
As the number of choice tasks in a design increases, d-

efficiency increases and may plateau, where this plateau
may not reach 100% statistical efficiency. This was
observed across all attributes and attribute levels.
Relative d-efficiency peaked at designs with a specific
number of choice tasks, particularly when the number
of alternatives was equal to or a multiple of the number
of attribute levels and the number of choice tasks. This
looping pattern of peaks begins only at large choice set
sizes for designs with a large number of attributes. For
example, among designs with two alternatives and two-
level attributes, peaks were observed for designs with
choice set sizes as small as 2 (figure 2A,B). For designs
with three alternatives and three-level attributes, this
looping pattern appeared at choice set sizes of 3, 9, 12,
15 and 18, depending on how much larger or smaller
the number of attributes was.
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Table 2 Summary of items reported by reviews of DCEs

First author Ryan13 Lagarde49 Marshall1 Bliemer44
de

Bekker-Grob3 Mandeville2 de Bekker-Grob25 Clark50

Description of reviews

Year reported 2003 2009 2010 2011 2012 2014 2015 2014

Years covered 1990–2000 No time

limit

2005–2008 2000–2009 2001–2008 1998–2013 2012 2009–2012

Literature review (LR) or

systematic review

(SR)

LR LR SR LR SR SR LR SR

Specialities, areas

covered in review

Healthcare,

economic

evaluations,

other (eg,

insurance plans)

Health

workers

Disease-specific

primary health

studies

Tier 1

transportation

journals

Health

economics,

QALY

Labour market

preferences of

health workers/

human resources

for health

Sample size

calculations for

healthcare-related

DCE studies

Health-related

DCEs

Total number of studies

assessed

34 10 79 61 114 27 69 179

Items reported

Number of choice tasks

given to each

participant

<8, 9–16, >16,

not reported

(mode=9–16)

Only

reported

mode 16

2–35, not reported

(mode=7)

1–20, not

reported

(mode=8,9) (total

across all blocks:

3–46)

<8, 9–16, >16,

not reported

(mode ≤8)

<10–20

(mode=16–20)

≤8 to ≥16, not
reported (mode=9–

16)

<9 to >16

(mode=9–16)

Number of attributes 2–24 (mode=6) 5–7 3–16 (mode=6,

70% between 3

and 7)

2–30 (mode=5) 2 to >10 5–8 2–9, >9 (mode=6) 2–>10 (mode=6)

Number of levels within

attributes

2–6 2,3 2–7 2–4 (mode=2)

Number of alternatives 2, >2 2 2–6 2 2–4

Number of blocks Blocking reported,

number of blocks

not reported

Blocking reported,

number of blocks

not reported

Reported DCEs using

Bayesian methods

Yes Yes

Design type:

1=full-factorial

2=fractional factorial

3=not reported

1, 2, 3 2 1, 2, 3 1, 2, 3 2 1, 2, 3

Sample size 13–1258 20–5829 102–3727 <100 to >1000

Overlaps in alternatives Yes

Number of simulation

studies

Response rates <30–100% 16.8–100%

Comments Comparison with

old SR (an

updated SR)

A systematic

update of

Lagarde et al’s49

study

Sample size paper This is a

systematic update

of de Bekker-

Grob et al’s3

study
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DISCUSSION
A total of 3204 DCE designs were evaluated to deter-
mine the impact of the different numbers of alterna-
tives, attributes, attribute levels, and choice tasks on the
relative d-efficiency of a design. Designs were created by
varying one characteristic while holding others constant.
Relative d-efficiency increased with more alternatives per
choice task in a design, but decreased as the number of
attributes and attribute levels increased. When the
number of choice tasks in a design increased, d-
efficiency would either increase or plateau to a
maximum value, where this plateau may not reach 100%
statistical efficiency. A pattern of peaks in 100% relative
d-efficiency occurred for many designs where the

number of alternatives was equal to, or a multiple of,
the number of choice tasks and attribute levels.
The results of this simulation study are in agreement

with other methodological studies. Sandor et al35 showed
that DCE designs with a larger number of alternatives
(three or four) performed more optimally using Monte
Carlo simulations, relabelling, swapping and cycling tech-
niques. Kanninen et al27 emphasise the use of binary attri-
butes and suggest optimal designs, regardless of the
number of attributes. We observed a pattern where many
designs achieved statistical optimality, and when the
number of choice tasks is a multiple of the number of

Figure 1 (A) Relative d-efficiencies (%) of designs with two

alternatives across 2–20 attributes, 2–5 attribute levels and 20

choice sets each. (B) Relative d-efficiencies (%) of designs

with three alternatives across 2–20 attributes, 2–5 attribute

levels and 20 choice sets each. (C) Relative d-efficiencies (%)

of designs with four alternatives across 2–20 attributes, 2–5

attribute levels and 20 choice sets each. (D) Relative

d-efficiencies (%) of designs with five alternatives across 2–20

attributes, 2–5 attribute levels and 20 choice sets each.

Figure 2 (A) The effect of 2–5 attributes on relative

d-efficiency (%) across different choice tasks for designs with

two alternatives and two-level attributes. (B) The effect of 6–

10 attributes on relative d-efficiency (%) across different

choice tasks for designs with two alternatives and two-level

attributes. (C) The effect of 11–15 attributes on relative

d-efficiency (%) across different choice tasks for designs with

two alternatives and two-level attributes. (D) The effect of 16–

20 attributes on relative d-efficiency (%) across different

choice tasks for designs with two alternatives and two-level

attributes.
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alternatives and attribute levels, relative d-efficiency will
peak to 100%. Johnson et al38 similarly discuss how
designs require the total number of alternatives to be div-
isible by the number of attribute levels to achieve
balance, a critical component of relative d-efficiency.
While fewer attributes and attribute levels were found

to yield higher relative d-efficiency values, there is a lot
of variability among applications of DCE designs
(table 2). In our assessment of literature and systematic
reviews from 2003 to 2015, some DCEs evaluated up to
30 attributes or 7 attribute levels.44 De Bekker-Grob
et al3 observed DCEs within health economics literature
between two time periods: 1990–2000 and 2001–2008.
The total number of applications of DCEs increased
from 34 to 114, while the proportions among design
characteristics were similar. A majority of designs used
4–6 attributes (55% in 1990–2000, 70% in 2001–2008).
In the 1990s, 53% used 9–16 choice tasks per design.
This reduced to 38% in the 2000s with more reporting
only eight or less choice tasks per design. While
d-efficiency is advocated as a criterion for evaluating
DCE designs,45 it was not commonly reported in the
studies (0% in 1990–2000, 12% in 2001–2008). Other
methods used to achieve orthogonality were single pro-
files (with binary choices), random pairing, pairing with
constant comparators, or a fold-over design. Following
this study, de Bekker-Grob performed another review in
2012 of 69 healthcare-related DCEs, where 68% used 9–
16 choice tasks and only 20% used 8 or less.25 Marshall
et al’s review reported many DCEs created designs with
six or fewer attributes (47/79), 7–15 choice tasks (54/
79), with two-level (48/79) or three-level (42/79) attri-
butes. Among these variations, de Bekker-Grob et al3

mention 37% of studies (47/114) did not report suffi-
cient detail of how choice sets were created, which leads
us to question if there is a lack of guidance in the cre-
ation and reporting of DCE designs.
This simulation study explores the statistical efficiency

of a variety of both pragmatic and extreme designs. The
diversity in our investigation allows for an easy assess-
ment of patterns in statistical efficiency that is affected
by specific characteristics of a DCE. We found that
designs with binary attributes or a smaller number of

attributes had better relative d-efficiency measures,
which will also reduce cognitive burden, improve choice
consistency and overall improve respondent efficiency.
We describe the impact of balance and orthogonality on
d-efficiency by the looping pattern observed as the
number of choice tasks increase. We also link our find-
ings with what has been investigated among other simu-
lation studies and applied within DCEs. This study’s
results complement the existing information on DCE in
describing the role each design characteristic has on stat-
istical efficiency.
There are some key limitations to our study that are

worth discussing. Multiple characteristics of a DCE
design were explored, however, further attention is
needed to assess all influences on relative d-efficiency.
First, the number of overlaps, where the same attribute
level is allowed to repeat in more than one alternative in
a choice task, was not investigated. The presence of over-
laps helps participants by reducing the number of com-
parisons they have to make. In SAS, the statistical
software we used in creating our DCE designs, we were
only able to specify whether or not overlaps were
allowed. We were not able to specify the number of over-
laps within a choice task or design so we did not include
it in our analysis. Second, sample size was not explored.
A DCE’s statistical efficiency is directly influenced by the
asymptotic variance–covariance matrix, which also
affects the precision of a model’s parameter estimates,
and thus has a direct influence on the minimum sample
size required.25 Sample size calculations for DCEs need
several components including the preferred significance
level (α), statistical power level (1-β), statistical model to
be used in the DCE analysis, initial belief about the par-
ameter values and the DCE design.25 Since the aim of
this study was to identify statistically optimal DCE designs,
we did not explore the impact of relative d-efficiency on
sample size. Third, attributes with different levels (ie,
asymmetric attributes or mixed-attribute designs) were
not explored to compare with Burgess et al’s26 findings.
Best–worst DCEs were also not investigated. Last, we did
not assess how d-efficiency may change when specifying a
partial profile design to present only a portion of attri-
butes within each alternative.
Several approaches can be made to further investigate

DCE designs and relative d-efficiency. First, while system-
atic reviews exist on what designs are used and reported,
none provide a review of simulation studies investigating
statistical efficiency. Second, comparisons of optimal
designs determined by different software and different
approaches are needed to ensure there is agreement on
statistically optimal designs. For example, the popular
Sawtooth Software could be used to validate the relative
d-efficiency measures of our designs. Third, further
exploring the trade-off between statistical and informant
(or respondent) efficiency will help tailor simulation
studies to assess more pragmatic designs.46 Informant
efficiency is a measurement error caused by participants’
inattentiveness when choosing alternatives, or by other

Figure 3 The effect of 6–10 attributes on relative d-efficiency

(%) across different choice tasks for designs with two

alternatives and three-level attributes.
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unobserved, contextual influences.38 Using a statistically
efficient design may result in a complex DCE, increasing
the cognitive burden for respondents and reducing the
validity of results. Simplifying designs can improve the
consistency of participants’ choices which will help yield
lower error variance, lower choice variability, lower
choice uncertainty and lower variance heterogeneity.24

For investigators, it is best to consider balancing both
statistical and informant efficiency when designing
DCEs. Given our results, one approach to reduce design
complexity we propose is to reduce the number of attri-
butes and attribute levels, where possible, to identify an
efficient and less complex design. Fifth, there is limited
discussion of blocked DCEs among the simulation
studies and reviews we explored. One study explored
three different experimental designs (orthogonal with
random allocation, orthogonal with blocking, and an
efficient design), and found that blocking should be
included in DCEs to improve the design.36 Other studies
either mentioned that blocks were used with no add-
itional details2 44 or only used one type of block size.42

In SAS, a design must first be created before it can be
sectioned into blocks. From our investigation, varying
the number of blocks, therefore, had no impact on rela-
tive d-efficiency since designs were sectioned into differ-
ent blocks only after relative d-efficiency was measured.
More information can be provided from the authors
upon request. A more meaningful investigation is to
explore variations in block size (ie, the number of choice
tasks within a block). This will change the number of total
choice tasks required and impact the relative d-efficiency
of a DCE. Last, investigating other real-world factors that
drive DCE designs are critical in ensuring DCEs achieve
optimal statistical and respondent efficiency.

Conclusion
From the various designs evaluated, DCEs with a large
number of alternatives and a small number of attributes
and attribute levels performed best. Designs with binary
attributes, in particular, had better statistical efficiency in
comparison with other designs with various design
characteristics. This study demonstrates that a fractional
factorial design may achieve 100% statistical efficiency
when the number of choice tasks is a multiple of the
number of alternatives and attribute levels, regardless of
the number of attributes. Further research needs to
include investigation of the impact of overlaps, mixed
attribute designs, best-worst DCEs and varying block
sizes. These results are widely applicable in designing
studies for determining individual preferences on health
services, programmes and products. Clinicians can use
this information to elicit participant preferences of ther-
apies and treatments, while policymakers can identify
what factors are important in decision-making.
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ABSTRACT 

 

Background: Attributes used in discrete choice experiments (DCEs) vary in scale, making it 

difficult to compare utilities between them. Relative importance scores offer a common scale 

across attributes, allowing for such comparisons of participants’ preferences between attributes. 

These scores can then be ranked to identify which attributes of a product or service is most 

preferred over others. As participants respond to multiple choice tasks in a DCE, it is unclear how 

these repeated measures impact the ranking of attributes’ relative importance measures.  

 

Objective: We explored the robustness of the ranking of attributes’ relative importance measures 

using four models that adjusted for repeated measures in different ways. We also explored the 

robustness of the ranking of levels within attributes across models.  

 

Methods: Data was obtained from a previous DCE of 1371 service providers or administrators 

from 333 Canadian addiction agencies for women. We empirically analyzed the DCE data using 

four Bayesian models - namely, fixed effects multinomial logit (MNL), fixed effects multinomial 

probit (MNP), random effects MNL and random effects MNP models. The scale of relative 

importance scores is from 0% (least important) to 100% (most important). They were derived for 

each attribute based on the the mean part-worth utility estimates from each regression model. 

 

Results: Many participants were service providers (74%), addiction professionals (59%), and had 

more than five years in their position (47%). The top five preferred attributes are client impact 

(14.74%), implementation complexity (12.83%), presenter’s background (10.23%), work 
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compatibility (10.12%), and collaborative selection process (8.36%). This ranking was similar 

across all models. The rankings of levels within attributes were consistent across models.  

 

Conclusions: Relative importance measures allow us to make comparisons between attributes and 

rank them in order from high to low preference. This empirical comparison found that the rankings 

of attributes and attribute levels were relatively robust across different models adjusting for 

repeated measures.  This consistency reassures investigators about the robustness of their findings 

and strengthens their conclusions.  Further research includes exploring the robustness of relative 

importance rankings for different DCE designs and different levels of clustering within the data.   

 

Key Words 

Addiction; knowledge translation; discrete choice experiment; multinomial logit; multinomial 

probit 
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1. INTRODUCTION 

Evidence-based medicine has become the forefront of clinical practice, however, 

understanding values and preferences is needed to improve clinical decision making[1-3]. Health 

research is expanding its use of discrete choice experiments (DCEs) to elicit these preferences with 

applications in health economics[4, 5], health policy[6, 7], health care services[8, 9], and drug 

therapy[10, 11]. Several systematic reviews have also emerged to capture applications of DCEs 

within health research[12-18]. 

 

DCEs are a tool used to elicit and quantify participant preferences. Applying Lancaster’s 

consumer theory, that goods and services can be described using their properties or 

characteristics[19], one can determine which characteristics participants are most interested in. 

Different combinations of these characteristics are created and randomly placed into alternatives 

within a survey question, where each question has a minimum of two alternatives to choose from. 

Participants are asked to choose their most favourable alternative based on the characteristics 

described for each question in the preference survey. In the realm of DCEs, these characteristics 

are referred to as attributes, survey questions are choice tasks, and alternatives are the options 

presented within each choice task. From all of the alternatives chosen at the end of the experiment, 

random utility theory can be applied to determine the maximum utility of each attribute level. 

These are quantified measures of the mean value participants have on each attribute level. To 

determine individuals’ preferences of attributes relative to other attributes, we can manipulate their 

utility measures and rank them from the most preferred attribute to the least preferred [20].  

 

52



Ph.D. Thesis – T. Vanniyasingam; McMaster University 
Health Research Methodology, Biostatistics Specialization 

To be able to appropriately compare between attributes, we need to ensure the attributes’ utility 

measures are converted on the same scale. For example, two quantitative attributes such as time 

and cost are measured using hours and dollars, respectively. Utility estimates will not have the 

same meaning for each attribute. Similarly, we cannot compare these utility estimates with those 

estimated for   qualitative or nominal variables (such as type of caregiver). To compare between 

attributes, we can transform their mean part-worth utility estimates, derived from regression 

analysis, into relative importance scores that range from 0% (least preferred) to 100% (most 

preferred) [21]. These scores are easily derived, provide a common scale across all attributes, and 

are intuitive to understand when communicating findings.  Investigators can then use these relative 

importance scores to rank attributes and determine what is more preferred than others.  To compare 

within attributes, the levels will share the same scale. We can therefore compare and rank levels 

within attributes using their mean part-worth utility estimates. 

 

To begin the analysis of DCEs, we must first determine an appropriate regression model to 

derive these mean part-worth utility estimates. While DCEs are able to quantify individuals’ 

preferences, correlated responses may arise when each participant is asked to answer more than 

one choice task. For feasibility, each participant often completes an entire survey, making choices 

on several choice tasks. As more than one choice task is completed by each individual, their 

responses are likely to be similar, potentially biasing the utility measures. Regression models that 

do not appropriately capture within- and between- participant variability are limited in their ability 

to adequately adjust for heterogeneity[22]. This can, in turn, potentially influence the final ranking 

of the relative importance participants place on attributes. 
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Several systematic reviews of applied DCEs in health research identify a diverse set of designs 

and statistical analysis methods[12-18, 23]. These details are presented in Table 1 at the end of 

this document, where all tables and figures are located. The analysis approaches varied from 

weighted least squares method to fixed effects logit/probit models to random effects or mixed 

effects logit/probit models. De Bekker‐Grob and colleagues completed a review of two decades of 

DCEs from 1990 to 2000 and 2001 to 2008, showing that there is no clear increase in trend towards 

a specific statistical analysis approach for DCEs[15]. In comparison to the 1990-2000 decade, a 

larger volume of studies in 2001 to 2008 used a random effects probit or a multinomial logit model, 

however an increase was also found across all models. In a review of DCEs published between 

2001 and 2008,  Clark and colleagues [23] identified an increased use (18% to 44%) of multinomial 

models in comparison to studies conducted between 1990 to 2000[23]. A significant change from 

the 1990-2000 decade was the increased use (3% to 21%) of mixed effects logit or random 

parameter logit (RPL) designs. This indicates that more studies are incorporating heterogeneity in 

analysing DCE data[23]. In comparing these findings, however, to two reviews of DCEs during 

the span of two decades - 2000 to 2016[16, 18] - we continue to see both fixed and random or 

mixed effects models being used.  

 

With computer software improving over the years and providing the ability to perform more 

complex analyses, we wonder why many studies from our review did not use random or mixed 

effects models to account for within- and between- clustering effects. In a fixed effects model, an 

assumption is made that the true effects of predictors (in both magnitude and direction) is the same 

value across the entire sample (that is, fixed across individuals). This indicates that the observed 

differences among individual results are due to random chance, meaning there is no statistical 
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heterogeneity. A random-effects model is used to analyze hierarchical data. In this case, where 

each participant made choices from several choice tasks, there may be similarities across their 

selections, creating clusters in the data. A random effects model assumes that the estimated effects 

within and between individuals are heterogeneous and follow some distribution. A traditional fixed 

effects model that does not recognize the multilevel structure of a dataset can lead to misleading 

statistical inferences. This can potentially lead to inaccurate estimates of the standard errors of 

regression coefficients, which then ends with incorrect conclusions of statistical significance for 

the regression coefficients[24]. Our assessment of the systematic reviews led us to question how 

utility measures of mean preferences on attribute levels differ by the statistical model used. 

 

In Hensher and Greene’s discussion of mixed models in DCEs, they recommend that a 

multinomial logit model always be the first step for an empirical investigation[25].  It assists with 

the major details of the modelling process and aids in ensuring data are clean and sensible results 

can be derived[25].  Also, if preference heterogeneity is present in the data, it will influence the 

marginal rates of substitution between attributes and lead to IIA violations. It is advised to 

incorporate heterogeneity in the regression model to determine accurate choice model predictions.  

This type of mixed logit regression model is often referred to as a random parameter logit (RPL), 

mixed multinomial logit, kernel logit, hybrid logit and error components logit (ECL) [25, 26] – 

several of which were used to describe models used from our literature review. 

 

The aim of this study was to determine whether the final ranking of attributes and attribute 

levels differed depending on whether or not a model adjusted for repeated measures. Our first 

objective was to compare the ranking of attributes and attribute levels estimated by a 1) random 
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effects multinomial logit (MNL) model, 2) random effects multinomial probit (MNP) model, 3) 

fixed effects MNL model and a 4) fixed effects MNP model. Secondly, we wanted to identify a 

final ranking for attributes and attribute levels investigated by Cunningham and colleagues to 

determine knowledge translation variables important to service providers and administrators 

working at addiction agencies for women[27].  

 

2. METHODS 

2.1 Summary of study 

Cunningham and colleagues conducted a DCE to explore which knowledge translation 

attributes were most preferred by service providers and administrators of addiction agencies for 

women[27]. A multidisciplinary team of experts identified 16 four-level attributes: impact on 

clients, quality of evidence (evidence quality), compatibility, implementation complexity, number 

of days for training (time cost), administrative support, source of endorsement, collaborative 

selection process, presenter’s background, supplementary information, internet options, focus on 

knowledge versus skills, individuals versus group format, active versus passive-learning, and 

number of implementation follow-ups. All attributes and corresponding levels are described in 

Table 2. Sawtooth Software’s SSI Web (Version 6.8) was used to produce a balanced, fractional 

factorial, partial profile design with blocks and overlaps. Each of the 1371 service providers and 

administrators from 333 addiction agencies were randomly assigned to one of 999 different 

surveys comprised of 20 questions (or choice tasks), two of which were fixed across all surveys to 

examine internal validity. Each choice task presented three professional development alternatives. 

Each alternative included one level from three of the 16 four-level attributes. Participants were 

asked to select which of the three themes in a choice task was most preferred. The Internet surveys 

were completed by 1379 (60%) of the 2305 individuals who received the survey link [27].  
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2.2 General Models 

A total of four utility models were created using Statistical Analysis Software (SAS) 

Version 9.4 (SAS Institute Inc., Cary, NC, USA) to explore the mean part-worth values of the 16 

dissemination attributes. All models were created using a Bayesian approach and specified in SAS 

with a procedure called PROC BCHOICE[28, 29].  Since the choice tasks in our empirical dataset 

were presented using 3 alternatives, we needed MNL and MNP models for our regression analyses.  

These models are used for categorical outcomes of two or more levels. A reference level for each 

of the four-level attributes was assigned a part-worth of zero and the remaining levels were set as 

contrasts with respect to zero. A posterior mean and highest posterior density (HPD) intervals 

(which are 95% credibility intervals) was estimated for each factor, representing the average part-

worth utility measure of each attribute level in comparison to the reference category. These part-

worth utility estimates provide insight into the extent to which participants prefer each level of an 

attribute[21]. A positive value indicates that an attribute level is preferred over the reference level, 

while a negative value implies the preference is higher for the reference level. The larger the part-

worth utility value, the higher the preference level. Since the levels within attributes shared the 

same utility scale, we used their mean utility estimates to rank them from highest to lowest 

preference within each attribute. Factors were considered to have an association with the outcome 

if the 95% HPD intervals did not include zero.  

 

2.3 Fixed effects multinomial logit (MNL) model 

 Fixed effects MNL models in DCEs are used to estimate the log odds that an individual 

will select a specific alternative, given a set of attributes and attribute levels. The outcome is the 

chosen alternative from each choice task and the predictors are the attributes and attribute levels. 
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MNL models are based on the independence of irrelevant alternatives (IIA) assumption which 

assumes there is no correlation of alternatives across choices. This implies that MNL is appropriate 

when the error terms are identical and independently distributed, with a constant variance and no 

correlation across alternatives [30]. The deviance information criterion (DIC) is a model 

assessment tool that was used to compare the model fit of the fixed effects MNL model and the 

random-effects only MNL model. The smaller the DIC, the better fit a model is to the dataset[31].  

  

2.4 Fixed effects multinomial probit (MNP) models 

In contrast to MNL models, MNP models relax the IIA assumption. This is useful when 

the error components are not identical or independently associated[30, 32]. Instead, they are 

assumed to follow a multivariate normal distribution with a mean of 0 and a variance-covariance 

matrix that allows correlations to exist across choices[30]. The outcome remains as the 

participants’ choice of alternatives for each choice task and the fixed effects predictors are the 16 

knowledge translation attributes.  

 

 To compare MNL and MNP models, we estimated the normalized covariance matrix of the 

error difference vector (obtained by differencing each term with respect to the last one in the error 

vector) in a MNP model. If that covariance matrix is close to the counter-part in a MNL model, 

which is [
1 0.5

0.5 1
],  then a logit model is more appropriate. If values are different from this 

matrix, then a logit model is not appropriate and a probit model will be used[33].  
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2.5 Random-effects MNL and MNP models 

Once we identified the most appropriate fixed effects model (MNL or MNP), we evaluated 

each with a random-effects model. A hierarchical random effects model was created for random 

effects MNL and MNP models, unadjusted for potential confounders. The prior distributions for 

the random effects were set as normal distributions, where the prior mean of the random effects 

was the mean vector of regression coefficients and the variance followed an inverse Wishart 

distribution[34].  

 

To create each of the four models, there were some variations in the code specifications for 

PROC BCHOICE in SAS. A simulation size of 25,000 (coded as nmc in SAS) and a thinning value 

of 5 were set for random effects only MNP and MNL models; a simulation size of 10,000 and 

thinning value of 2 were set for the fixed effects MNL model; and a simulation size of 10,000 with 

thinning of 10 were set for the fixed effects MNP model. This setting yielded an estimated sample 

size (ESS) of more than 4000 for all parameters in the fixed effects MNL model, more than 500 in 

the fixed effects MNP model (except for one parameter: the impact on clients will help 33% of 

clients), and around 500 in both the random effects MNL and MNP models.  

 

2.6 Ranking of attributes  

The ranking of attributes was determined by transforming the coefficients from each model 

into measures of relative importance. For each of the four-level attributes, three utility measures 

are estimated in the regression models (one level is the reference level). To determine the relative 

importance score for each attribute, the range (difference between the maximum and minimum 

utility measure) is first determined for each attribute. This range is then divided by the sum of the 
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ranges of all attributes and multiplied by 100%. Mathematically, for each attribute k, the relative 

importance (RI) is determined using the level of attribute k with maximum value (Βk,max), level 

with minimum value (Βk,min), and the total of the absolute range of each attribute: 

𝑅𝐼𝑘 =  
|𝛽𝑘,𝑚𝑎𝑥−𝛽𝑘,𝑚𝑖𝑛|

∑ |𝛽𝑗,𝑚𝑎𝑥−𝛽𝑗,𝑚𝑖𝑛|11
𝑗=1

 𝑥 100%     [21, 35]. 

Each model is presented with mean part-worth utility estimates, standard deviation, 95% 

HPD Intervals and relative importance (%). Comparisons across models were made using the 

ranking of attributes. Attribute levels were ranked using the magnitude of each attribute level’s 

mean part-worth utility measure in comparison to the reference level. This ranking was also 

compared across models.  

 

3. RESULTS 

Data from 1371 individuals were received from Cunningham and colleagues’ DCE, where 

participants worked in one of 333 different addiction agencies across Canada. A majority of 

participants were service providers (72%) and others were administrators (26%); more than half 

were addiction professionals (58%); almost half had more than five years of experience in their 

position (46%). Many had at least some university level education (66%), an academic affiliation 

(85%) and worked in a small agency with 1-10 staff (57%). A total of 23,994 choice tasks were 

completed by participants, with an average of 17.5 completed choice tasks per participant. 

Incomplete choice tasks were removed before regression analyses. Further participant 

demographic information is presented in Table 3.  
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The final model identified for this analysis is the random effects only MNL model. The normalized 

covariance matrix of the error difference vector of the fixed effects MNP model was [
1 0.49

0.5 1.2
], 

allowing an MNL model to be an appropriate model. The DIC was much smaller for the random 

effects only MNL model (DIC=32797.93) in comparison to the fixed effects MNL model 

(DIC=35363.18), respectively, making the random effects MNL model better. The estimate of 

each model’s parameter is presented in Table 4.  

 

Each model identified all parameters associated with the outcome except for one. There 

was no significant difference in the mean part-worth utility between the levels “information is easy 

to apply” versus the reference level of “information is very easy to apply” in the “implementation 

complexity” attribute. The mean part-worth utility was -0.03 with an interval containing zero (-

0.13, 0.09). This lack of statistical significance was consistent across all models, thus not sensitive 

to clustering.  

 

The ranking of attributes by relative importance has little sensitivity to clustering effects 

or heterogeneity within the data. The percentage of relative importance for each attribute was 

similar across all models. MNL and MNP models identified closer values; however, some variation 

existed in the ranking of attributes between the fixed effects and random effects only models. For 

example, the “compatibility with work” attribute ranked higher than “presenter’s background” in 

the fixed effects models and had the opposite order in the random effects only models. More 

specifically, there was a higher relative importance for “compatibility with work” in the fixed 

effects MNL (10.21%) and MNP (10.19%) models, than in the random effects only MNL (10.23%) 

and MNP (10.22%) models. Similarly, the “presenter’s background” ranked lower in the fixed 
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effects MNL (10.09%) and MNP (10.19%) models, while the reverse was found for the random 

effects only MNL (10.12%) and MNP (10.16%) models. These differences are marginal but they 

do influence the final ranking of attributes. The relative importance of each attribute in each model 

is presented in Figure 1.  

 

The top five most preferred attributes across all four models, in the order identified by the 

random effects MNL model, were “impact on clients” (14.74%), “implementation complexity" 

(12.83%), “presenter’s background” (10.23%), “compatibility with work” (10.12%), and 

“collaborative selection process” (8.36%). More specifically, from comparing utility estimates of 

attribute levels from Table 4, service providers and administrators at addiction agencies for women 

were most interested in receiving information that would help 100% of their clients, is very easy 

to apply, and is 100% compatible with their work. They would rather have information presented 

by researchers than by administrators, former clients, and clinicians. They also preferred to have 

the responsibility of selecting what content is presented instead of government funders, other 

administrators, or a team of co-workers including themselves to select the content. 

 

4. DISCUSSION 

 The ranking of attributes’ relative importance measures in DCEs is minimally influenced 

by the potential clustering of participants’ responses to several choice tasks in a survey. Fixed 

effects MNL and MNP models and random effects only MNL and MNP models were used to 

assess the robustness of participant preferences on 16 knowledge translation variables. While the 

ranking of some attributes differed between fixed effects and random effects models, the 

differences in relative importance values were marginal. They are likely a consequence of ranking 

two attributes that essentially have the same value than the use of a (in-)appropriate method. Given 
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that the two attributes whose ranking differs are only marginally different in relative importance, 

all models lead to a similar ranking. 

 

The 999 different surveys that were randomly assigned to participants may have also reduced 

the influence of clustering effects on the ranking. This empirical comparison of methods, which 

used data from a DCE on 1371 service providers and administrators, identified the five most 

preferred attributes for knowledge translation were: impact on clients, implementation complexity, 

presenter’s background, compatibility with work, and collaborative selection process.  

 

Cunningham and colleagues used latent class analysis on the same dataset to identify three 

classes of respondents, outcome sensitive, process sensitive, and demand sensitive segments[27]. 

They applied a hierarchical Bayes estimation method from Sawtooth Software that determined 

zero-centered utility coefficients for each attribute and attribute level based on participants within 

each class [27]. The relative importance ranking of attributes differed by each segment and also 

differed in comparison to this study’s aggregate results. The attribute of highest importance, 

however, remained consistent across all models and methods. Impact on clients ranked as the 

highest across the three latent class groups along with the four models we assessed in this study.  

 

To our knowledge, there is limited investigation of the impact of clustering on the robustness 

of attribute ranking. Cheng and colleagues made similar conclusions in their exploration of ranking 

robustness across several fixed and random effects models[36]. For a DCE with only two 

alternatives, choosing between two types of colorectal cancer screening tests, the ranking of 

relative importance measures were similar across models. In the presence of an “opt out” option, 
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the rankings had more variability[36].  In their comparisons of the intraclass correlation coefficient 

between the two datasets, the level of within-participant correlation appears to have an impact in 

the ranking of the relative importance of attributes.  Other papers focus on issues within modelling 

and introduce approaches to incorporate heterogeneity within DCE data. Flynn and colleagues 

investigated mean and variance heterogeneity in preferences for quality of life by comparing latent 

class models with a traditional MNL model[22]. Their focus, however, was to introduce an 

approach for modelling variance heterogeneity[22]. Keane discussed the issues of using a MNL 

logit model to make strong assumptions of consumer behaviour for discrete choice data [37]. The 

MNL logit model assumes homogeneity of the intercept and slope parameters in the population, 

ignoring heterogeneity in preferences, and ultimately not capturing the differing error variance 

across choice tasks (since the error variance is assumed as constant for MNL models), and not 

capturing the serially correlated errors resulting from preference heterogeneity. Keane advised 

readers to incorporate a heterogeneity structure when modelling DCE data, since modelling 

heterogeneity will help determine accurate estimates of parameters[37]. Instead of only finding an 

appropriate statistical model for a research question, investigators should also first consider an 

appropriate theoretical model that best describes participant behaviours and then derive the 

statistical model. This will merge the investigator’s understanding of the participant group with an 

appropriate statistical analysis[37]. Stone and Rasp performed a simulation study along with an 

empirical comparison where they explore the impact of sample size on parameter estimates[38]. 

Comparing estimates derived from an ordinary least squares linear probability model and a logit 

model, they found that logit test statistics were biased for smaller sample sizes. They suggested a 

rule of thumb of 50 cases per parameter. In our study, there were 16 four-level variables, which 

made for 48 parameters (16*3; since no parameter estimates were needed for reference levels) 
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which means this study requires 2400 cases. We had a total of 23994 complete cases, making our 

sample size more than adequate for analysis. They also mentioned that increasing the sample size 

decreases the difference between nominal and empirical error rates. For studies with a sample size 

of less than 100, they found that it did not make a difference whether an ordinary least squares 

model or a probit model was used. Another study, by Signorino, theoretically explored potential 

sources of uncertainty in structural assumptions when producing different statistical models and 

their potential influence on inferences[39]. Lastly, Horowitz explored a Lagrangian multiplier test 

to compare and determine if a logit or probit model is more appropriate given a specific DCE 

dataset[40]. No studies, from our search, compared the robustness of ranking attributes.  

 

This study has several strengths. Firstly, we identified the high variability in methods to 

analyze DCEs from literature and systematic reviews. By performing an empirical comparison of 

methods, where two adjusted for clustering and two did not, we were able to assess whether this 

variability should be of concern given the possible heterogeneity from repeated measures. 

Secondly, we explored the use of Bayesian MNL logit and probit models to estimate part-worth 

utility measures in DCEs. These models were created using PROC BCHOICE, a procedure that 

was recently developed in SAS (Version 9.4). Thirdly, we identified qualities of how to best 

package evidence-based findings that are appropriate and of more interest to individuals working 

at addiction agencies for women. More specifically, we specified the relative importance of 16 

different attributes, ranking them in order from most preferred to least preferred. We also 

mentioned the most favourable level within each of the top five attributes.  

 

65



Ph.D. Thesis – T. Vanniyasingam; McMaster University 
Health Research Methodology, Biostatistics Specialization 

Despite our key findings, more could be done to improve this study. The robustness of the 

rankings is only tested using a single empirical dataset and hence we cannot be sure that it also 

holds in different DCE settings (e.g. smaller sample size, number of choice tasks, amount of actual 

heterogeneity, etc.). Participant demographics were not explored as potential confounders. Since 

the models already had 48 parameters, adding demographics to the PROC BCHOICE method in 

SAS is a complex process, especially for fixed effects models. Interactions between attributes or 

attribute levels were also not explored.  

 

Further analyses could be performed to overcome these limitations. First, simulation 

studies and other analyses on empirical datasets should be conducted in order to further address 

the aim of the study in various DCE design settings. This is to ensure the findings are generalizable 

in different situations (e.g. smaller sample size, number of choice tasks, amount of actual 

heterogeneity, etc.). Second, the impact of potential confounders, such as participant 

demographics, should be explored in models to see if their presence reduces the sensitivity in the 

ranking of attributes across models. This was not discussed in the reviews mentioned in Table 1. 

Third, a systematic review of methods in applications of DCEs would provide more insight into 

the use and reporting of software and models performed, criteria used to determine final models, 

goodness of fit measures, etc.  

 

5. CONCLUSIONS 

Our findings suggest that, in the study we considered, there is minimal effect of heterogeneity 

on the ranking of attributes in discrete choice experiments. Whether these results also apply in 

general in different settings of DCEs should be further investigated. Both random effects and fixed 
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effects approaches were used for MNL and MNP models, where all reported similar mean part-

worth utility measures and relative importance (%) measures. We advise investigators who are 

identifying the top three or top five most preferred attributes to proceed with caution when the 

consecutively ranked attribute only differs by a small amount. This may have a slightly higher 

rank depending on the model used for analysis. As for individuals interested in disseminating 

information into addiction agencies for women, it would be most beneficial to consider 

information that will help the majority of clients, will be very easy to apply, will be largely 

compatible with the service providers’ work, and provide them with the responsibility of selecting 

what content is presented. Further research should include other empirical studies and simulation 

studies, with varying participant demographics and design characteristics, to ensure these 

conclusions are generalizable to other DCE settings.  
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TABLES AND FIGURES: 

 

Table 1: DCE designs and statistical methods reported by systematic reviews of DCEs  
Description of Systematic Reviews 

First author 

[Reference] 

Ryan 

[12] 

de Bekker‐

Grob 

 [15] 

Mandeville 

[14] 

 Regmi 

[16] 

Michaels-Igbokwe 

[18] 

de Bekker‐Grob 

[15] 

Clark 

[23] 

Vass 

[17] 

Year Published 2003 2012 2014 2018 2017 2012 2014 2016 

Years covered 1990-2000 1990-2000  1998-2013 2000-2016 2000-2016 2001-2008 2009-2012 2012-2015 

Total # studies 

assessed  

34 34 27 12 27 articles 

representing 21 

different studies 

114 179 17 

Design and Analyses of Studies 

 

Design types Full factorial (4) 

Fractional 

factorial (25) 

Not reported (5) 

Full factorial 

(4) 

Fractional 

factorial (25) 

Unclear (5) 

Main effects only (4) 

Main effects with 

interaction (1) 

not reported/ unclear 

(22) 

Fractional 

factorial (9) 

Factorial(1) 

Balanced (1) 

Balance 

incomplete block 

(1) 

Full factorial (1) 

Fractional factorial 

(15) 

Not reported (5) 

Fractional 

factorial (114) 

Percentages were 

obtained from 

graphs: 

Full factorial (6%) 

Fractional factorial 

(88%) 

Main effects (54%) 

Main effects and 

interactions (13%) 

Not applicable 

(<5%) 

Not reported (7%) 

Fractional Factorial 

(16) 

Unclear/not 

reported(1) 

Statistical Model  RE probit (17) 

Logit/MNL (9) 

Probit/ordered 

probit (3) 

Other (3)  

Not reported (2) 

RE probit (18)  

Probit (6)  

MNL (6)  

RE logit (1) 

Logit (1) 

Mixed logit (1)  

Other (1)  

Unclear(2) 

Mixed logit (11)  

RE probit (7)  

Generalized MNL (4)  

Conditional logit (3)  

Logit (2)  

Probit (1)  

MNL (1)  

Errors component 

mixed logit(1) 

 

MNL logit(3) 

Conditional 

logit(2) 

Random 

parameter logit(2) 

Mixed logit(2) 

Nested logit(1) 

RE probit (1) 

Other (2) 

Conditional/ MNL 

logit (6) 

Mixed logit (6) 

RE/mixed logit (4) 

Hierarchical Bayes 

estimation (3) 

Generalized mixed 

logit(1) 

Latent class (2) 

Other (2) 

RE probit (47)  

MNL (25)  

Logit (13)  

Probit (8)  

RE logit (6)  

Nested logit (5)  

Mixed logit (6)  

Latent class (1)  

Other (4)  

Unclear(4) 

MNL (44%)  

Mixed logit or 

random parameter 

logit (RPL) (21%) 

RE probit (10%)  

Logit (10%)  

RE Logit (<10%)  

Latent class (3%)  

Nested logit (2%)  

Probit (2%) 

Other (17)  

Not reported (<5%) 

Conditional 

logit/MNL logit 

(10) 

RE probit (3) 

Heteroskedastic 

MNL logit (2)  

Latent-class 

analysis (2)  

Mixed logit (2) 

RE conditional logit 

(1) 

Other (2) 

*RE=Random effects; MNL=multinomial logit
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Table 2: Knowledge translation variables under investigation 

Area Attributes Levels 
E

x
p
ec

te
d
 O

u
tc

o
m

e 
Impact on clients Will help 0% of my clients 

Will help 33% of my clients 

Will help 67% of my clients 

Will help 100% of my clients 

Quality of evidence None 

Staff from other agencies 

Research 

Research and staff from other agencies 

F
ea

si
b
il

it
y
 

Compatibility 0% compatible with my work 

33% compatible with my work 

67% compatible with my work 

100% compatible with my work 

Implementation 

complexity 

Information is very easy to apply 

Information is easy to apply 

Information is difficult to apply 

Information is very difficult to apply 

Number of days for 

training (Time cost) 

Requires 1 day of my time 

Requires 2 days of my time 

Requires 3 days of my time 

Requires 4 days of my time 

S
u
p
p
o
rt

 

Co-worker support Supported by 0% of my co-workers 

Supported by 33% of my co-workers 

Supported by 67% of my co-workers 

Supported by 100% of my co-workers 

Administrative support Discouraged by my boss 

My boss is neutral 

Supported by my boss 

Strongly supported by my boss 

Source of endorsement Not endorsed 

Endorsed by the government 

Endorsed by a colleague 

Endorsed by an expert 

Collaborative selection 

process 

Government funders select the content 

Administrators select the content 

I select the content 

My co-workers and I select the content 
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Im
p
le

m
en

ta
ti

o
n
 P

ro
ce

ss
 

Presenter’s background Presenter is an administrator 

Presenter is a former client 

Presenter is a researcher 

Presenter is a clinician 

Accessing supplementary 

information 

More information is not available 

More information is on a website 

More information is sent if I request it 

More information is automatically sent 

Internet options Involves no electronic media 

Involves a blog, list serve, twitter, or face book 

Involves a web seminar 

Involves a self-paced internet program 

Focus on knowledge 

versus skills 

100% focus on knowledge 

67% focus on knowledge, 33% on skills 

33% focus on knowledge, 67% on skills 

100% focus on skills 

Individuals versus group 

format 

Includes no 1:1 contact or workshops 

Includes 1:1 contact 

Includes a small group workshop 

Includes a large group workshop 

Active versus passive-

learning 

No review questions or practice exercises 

Includes review questions 

Includes practice exercises 

Review questions & practice exercises 

Number of implementation 

follow-ups 

Includes 0 implementation follow-ups 

Includes 1 implementation follow-up 

Includes 2 implementation follow-ups 

Includes 3 implementation follow-ups 
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Table 3: Participant Demographics 

 

Participant Characteristic 

(n=1371) n (%) 

Job Type  
Administrator 353(25.7) 

Service provider 980(71.5) 

Addiction Professional  
No 542(39.5) 

Yes 794(57.9) 

Years in Position  
<2 years 319(23.3) 

2-5 years 395(28.8) 

>5years 626(45.7) 

Level of Education  
High school 55(4.0) 

College 361(26.3) 

Any university 909(66.3) 

Agency Location  
Not urban 225(16.4) 

Urban 1112(81.1) 

Agency Size  
Small (1-10 staff) 783(57.1) 

Medium (11-20 staff) 276(20.1) 

Large (20+ staff) 276(20.1) 

Academic Affiliation  
No 169(12.3) 

Yes 1166(85.0) 
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Table 4: Mean part-worth value of participant preferences for fixed effects and random effects 

MNL and MNP models 

Attribute Attribute Level 

Fixed effects 

MNL 

Fixed effects 

MNP 

Random 

Effects MNL 

Random 

Effects MNP 

Mean 

(95% HPDI) 

Mean 

(95% HPDI) 

Mean 

(95% HPDI) 

Mean 

(95% HPDI) 

Quality of 

evidence 

None REF  . . 

Staff from other agencies 2.2 (2.1, 2.4) 1.2 (1.1, 1.3) 3.1 (2.9, 3.3) 1.7 (1.5, 1.8) 

Research 2.3 (2.1, 2.4) 1.2 (1.1, 1.3) 3.1 (2.9, 3.3) 1.7 (1.5, 1.8) 

Research and staff from other agencies 2.9 (2.7, 3.0) 1.6 (1.5, 1.7) 4.1 (3.8, 4.3) 2.2 (2.0, 2.4) 

Co-worker 

support 

Supported by 0% of my co-workers REF . . . 

Supported by 33% of my co-workers 1.3 (1.2, 1.5) 0.7 (0.7, 0.8) 1.8 (1.6, 2.0) 1.0 (0.9, 1.1) 

Supported by 67% of my co-workers 2.0 (1.8, 2.1) 1.1 (1.0, 1.2) 2.7 (2.5, 2.9) 1.5 (1.4, 1.6) 

Supported by 100% of my co-workers 2.2 (2.1, 2.4) 1.3 (1.2, 1.3) 3.2 (3.0, 3.4) 1.7 (1.6, 1.9) 

Administrative 

support 

Discouraged by my boss REF . . . 

My boss is neutral 1.4 (1.2, 1.5) 0.8 (0.7, 0.8) 1.9 (1.7, 2.1) 1.0 (0.9, 1.2) 

Supported by my boss 2.1 (1.9, 2.2) 1.2 (1.1, 1.2) 2.9 (2.7, 3.1) 1.6 (1.4, 1.7) 

Strongly supported by my boss 2.3 (2.1, 2.4) 1.3 (1.2, 1.3) 3.2 (3.0, 3.4) 1.7 (1.6, 1.9) 

Individuals 

versus group 

format 

Includes no 1:1 contact or workshops REF . . . 

Includes 1:1 contact 0.9 (0.8, 1.0) 0.5 (0.4, 0.6) 1.2 (1.0, 1.4) 0.7 (0.6, 0.8) 

Includes a small group workshop 1.4 (1.3, 1.5) 0.8 (0.7, 0.9) 2.0 (1.8, 2.2) 1.1 (1.0, 1.2) 

Includes a large group workshop 0.9 (0.8, 1.1) 0.5 (0.5, 0.6) 1.3 (1.1, 1.5) 0.7 (0.6, 0.8) 

Internet 

options 

Involves no electronic media REF . . . 

Involves a blog, list serve, twitter, or face book 0.5 (0.4, 0.6) 0.3 (0.2, 0.4) 0.7 (0.6, 0.9) 0.4 (0.3, 0.5) 

Involves a web seminar 0.2 (0.1, 0.3) 0.1 (0.0, 0.2) 0.2(0.0, 0.4) 0.1 (0.0, 0.2) 

Involves a self-paced internet program -0.7 (-0.9, -0.6) -0.4 (-0.5, -0.4) -1.3 (-1.5, -1.1) -0.7 (-0.8, -0.6) 

Active versus 

passive-

learning 

No review questions or practice exercises REF . . . 

Includes review questions 0.6 (0.5, 0.8) 0.4 (0.3, 0.4) 0.8 (0.6, 1.0) 0.5 (0.4, 0.6) 

Includes practice exercises 1.1 (0.9, 1.2) 0.6 (0.5, 0.7) 1.4 (1.3, 1.6) 0.8 (0.7, 0.9) 

Review questions & practice exercises 1.3 (1.1, 1.4) 0.7 (0.6, 0.8) 1.8 (1.6, 1.9) 1.0 (0.9, 1.1) 

Presenter’s 

background 

Presenter is an administrator REF . . . 

Presenter is a former client 0.4 (0.2, 0.5) 0.2 (0.1, 0.3) 0.5 (0.3, 0.7) 0.3 (0.2, 0.3) 

Presenter is a researcher 1.0 (0.9, 1.1) 0.6 (0.5, 0.7) 1.5 (1.3, 1.7) 0.8 (0.7, 0.9) 

Presenter is a clinician -0.7 (-0.8, -0.6) -0.4 (-0.5, -0.3) -1.2 (-1.4, -1.0) -0.6(-0.8, -0.5) 

Number of 

implementation 

follow-ups 

Includes 0 implementation follow-ups REF . . . 

Includes 1 implementation follow-up 0.8 (0.6, 0.9) 0.4 (0.4, 0.5) 1.0 (0.9, 1.2) 0.6 (0.5, 0.7) 

Includes 2 implementation follow-ups 0.8 (0.7, 0.9) 0.5 (0.4, 0.5) 1.1 (0.9, 1.3) 0.6 (0.5, 0.7) 

Includes 3 implementation follow-ups 0.7 (0.6, 0.8) 0.4 (0.3, 0.4) 0.9 (0.7, 1.1) 0.5 (0.4, 0.6) 

Focus on 

knowledge 

versus skills 

100% focus on knowledge REF . . . 

67% focus on knowledge, 33% on skills 1.2 (1.1, 1.3) 0.7 (0.6, 0.7) 1.6 (1.5, 1.8) 0.9 (0.8, 1.0) 

33% focus on knowledge, 67% on skills 1.4 (1.3, 1.6) 0.8 (0.7, 0.9) 2.0 (1.8, 2.2) 1.1 (1.0, 1.2) 

100% focus on skills 0.7 (0.5, 0.8) 0.4 (0.3, 0.4) 0.8 (0.7, 1.0) 0.5 (0.4, 0.6) 

Government funders select the content REF . . . 

Administrators select the content 0.3 (0.2, 0.5) 0.2 (0.1, 0.3) 0.4 (0.2, 0.6) 0.2 (0.1, 0.3) 
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Collaborative 

selection 

process 

I select the content 1.8 (1.6, 1.9) 1.0 (0.9, 1.1) 2.6 (2.4, 2.8) 1.4 (1.3, 1.5) 

My co-workers and I select the content 1.1 (1.0, 1.3) 0.6 (0.6, 0.7) 1.6 (1.4, 1.8) 0.9 (0.8, 1.0) 

Implementation 

complexity 

Information is very easy to apply REF . . . 

Information is easy to apply <0.01 (-0.1, 0.1) <0.01 (-0.1, 0.1) <0.01 (-0.2, 0.1) <0.01 (-0.1, 0.1) 

Information is difficult to apply -1.8 (-1.9, -1.7) -1.0 (-1.1, -0.9) -2.7 (-2.9, -2.5) -1.5 (-1.6, -1.3) 

Information is very difficult to apply -2.3 (-2.4, -2.1) -1.3 (-1.4, -1.2) -3.4 (-3.6, -3.2) -1.8 (-2.0, -1.7) 

Impact on 

clients 

Will help 0% of my clients REF . . . 

Will help 33% of my clients 3.1 (2.9, 3.4) 1.6 (1.4, 1.7) 4.2 (3.8, 4.5) 2.2 (2.0, 2.4) 

Will help 67% of my clients 4.5 (4.2, 4.8) 2.3 (2.2, 2.5) 6.3 (6.0, 6.8) 3.4 (3.1, 3.6) 

Will help 100% of my clients 5.5 (5.2, 5.8) 2.9 (2.8, 3.0) 8.0 (7.6, 8.5) 4.3 (3.9, 4.6) 

Number of 

days for 

training (Time 

cost) 

Requires 1 day of my time REF . . . 

Requires 2 days of my time -0.2 (-0.3, -0.1) -0.1 (-0.2, -0.1) -0.3 (-0.4, -0.1) -0.2 (-0.3, -0.1) 

Requires 3 days of my time -0.6 (-0.7, -0.5) -0.3 (-0.4, -0.3) -0.9 (-1.0, -0.7) -0.5 (-0.6, -0.4) 

Requires 4 days of my time -1.1 (-1.2, -0.9) -0.6 (-0.7, -0.5) -1.6 (-1.8, -1.4) -0.9 (-1.0, -0.8) 

Accessing 

supplementary 

information 

More information is not available REF . . . 

More information is on a website 1.5 (1.4, 1.7) 0.9 (0.8, 0.9) 2.2 (2.0, 2.4) 1.2 (1.1, 1.3) 

More information is sent if I request it 1.4 (1.3, 1.6) 0.8 (0.7, 0.9) 2.0 (1.8, 2.2) 1.1 (1.0, 1.2) 

More information is automatically sent 1.6 (1.4, 1.7) 0.9 (0.8, 1.0) 2.2 (2.1, 2.4) 1.2 (1.1, 1.3) 

Compatibility 

0% compatible with my work REF . . . 

33% compatible with my work 1.9 (1.7, 2.1) 1.0 (0.9, 1.1) 2.5 (2.3, 2.7) 1.3 (1.2, 1.5) 

67% compatible with my work 3.0 (2.8, 3.2) 1.6 (1.5, 1.7) 4.2 (4.0, 4.4) 2.3 (2.1, 2.5) 

100% compatible with my work 3.6 (3.5, 3.8) 2.0 (1.9, 2.1) 5.2 (4.9, 5.4) 2.8 (2.6, 3.0) 

Source of 

endorsement 

Not endorsed REF . . . 

Endorsed by the government 1.3 (1.1, 1.4) 0.7 (0.6, 0.8) 1.8 (1.6, 2.0) 1.0 (0.9, 1.1) 

Endorsed by a colleague 1.8 (1.7, 1.9) 1.0 (0.9, 1.1) 2.6 (2.4, 2.8) 1.4 (1.3, 1.6) 

Endorsed by an expert 1.0 (0.9, 1.1) 0.6 (0.5, 0.6) 1.4 (1.2, 1.6) 0.8 (0.6, 0.9) 

Comment: MNL=multinomial logit model; MNP= multinomial probit model; HPDI=highest 

posterior density interval; REF=reference level.  
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Figure 1: Relative importance of attributes for each model 

 
Comment: REMNL=Random effects multinomial logit model; REMNP=random effects multinomial probit 

model; FEMNL=fixed effects multinomial logit model; FEMNP= fixed effects multinomial probit model 
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Abstract 

Background  

Discrete choice experiments (DCEs) are a tool in health research for eliciting individuals’ 

preferences on various attributes describing a health care product or service.  The ranking of these 

preferences relies on participants’ responses to several questions in a survey, leading to an issue 

of multiple response. It is unclear how these correlated responses and hierarchical data structures 

impact the final ranking of these attributes in DCEs.   

Objective 

The aim of this study was to determine how robust the rankings of attributes’ re measures 

were across various hierarchical model settings, using an empirical survey dataset.  

Methods  

 A survey was conducted with elementary school children who were presented with schools 

containing various alternatives of antibullying programs. The survey sought to determine their 

choice of school where students were more likely to speak up, report bullying, or seek help from 

an adult (in response to bullying). A partial profile DCE design was used to investigate the impact 

of 11 attributes (e.g. reporting by peers), each with three levels (e.g. almost never, sometimes, 

almost always), on participants’ choice of anti-bullying programs in schools. Nine models were 

created: one was a fixed-effects conditional logit (CL) model and eight were random-effects CL 

models exploring the impact of individuals, classroom, grade, and school as potential clustering 

variables. The clustering variables were explored using latent class analyses for the individual 

level, group-level latent class analyses for the classroom and school levels, and using a covariate 

for the grade level. Each model’s mean part-worth utility estimates were used to derive the relative 
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importance measure for each attribute. The mean part-worth utility estimates within each attribute 

were then ordered to determine the ranking of attribute levels. 

 

Results 

A total of 2033 participants were included. Participants were from four grades (5,6,7, and 

8), 116 classrooms, and 30 schools.  The rankings of relative importance measures were similar 

across all models.  The school anti-bullying program attributes ranked most important were: 

promptness in response to reports of bullying, the inclusion of students who were left out, and the 

interest level of anti-bullying presentations. The rankings of levels within attributes were also 

robust across all models.     

 

Conclusions 

The rankings of attributes and attribute levels were relatively robust across the various 

hierarchical models adjusting for clustering. Further research should explore the impact of various 

levels of correlated data (e.g. similarities in responses among individuals, classrooms, grades, and 

schools) and their clustering effect on the ranking of attributes using a simulation study. 

 

Key words: discrete choice experiment, latent class, participant preference, empirical 

comparison 
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1. Introduction 

Cluster-correlated data arise when there is a grouped structure to a dataset. These groups 

(clusters) are multi-leveled, or hierarchical, and result in more similar observations within a cluster 

than across other clusters[1]. This is either due to a naturally occurring hierarchy in the study 

population (e.g. multiple sites), a consequence of the study design (e.g. repeated measures), or 

both. An example of a cluster-correlated data structure would be a clinical trial where blood 

samples (level 1) are measured repeatedly in the same patients (level 2), who are from one of 

several study sites (level 3).  

 

Discrete choice experiments (DCEs) also have a naturally occurring multilevel data 

structure. They are a quantitative technique for eliciting preferences that are otherwise 

unmeasurable. Participants are surveyed on their choice of products, services, or programs, which 

are characterized by different attributes. Each survey question (choice tasks) presents hypothetical 

alternatives of various combinations of attributes and attribute levels. As each participant responds 

to several choice tasks within the survey, a naturally occurring two-level data structure arises. Each 

response to a choice task (level 1) is nested within participants (level 2), and based on the lived 

experiences of each participant, their responses to the several choice tasks within a survey may be 

similar. Participants may also belong to groups (level 3), such as sharing a similar demographic or 

geographical location. 

 

The overall goal of DCEs is to quantify participants’ preferences of attributes describing a 

product, service, or program. Responses to choice tasks are incorporated into a regression model 

to produce regression coefficients, referred to as mean part-worth utility estimates (or part-worth 
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utility estimates, depending on the model). In non-DCE studies, we typically look at the size and 

statistical significance of the regression coefficients to determine the impact of independent 

variables on the outcome. In DCEs, however, we aim to compare between these independent 

variables (attributes) to determine participants’ relative preference of an attribute in comparison to 

the others in the study[2].  

 

The regression coefficients of statistical models analyzing DCE data cannot be used to 

directly compare preferences of attributes. This is because attributes may differ in origin and 

units[3]. For example, time and price attributes differ in units by hours and dollars, respectively. 

Qualitative or nominal attributes also do not have a meaningful scale to make comparisons with 

other attributes [3]. We can derive relative importance measures using the regression coefficients 

(or utility estimates) to present individuals’ preferences on a common scale[4]. These are 

calculated by transforming the regression coefficients from a statistical model and range from 0% 

to 100%[4]. They are easily derived and intuitive to understand when communicating findings. 

The calculation of relative importance measures is further described in the Methods section.  

 

Now that attribute importance can be compared on a common scale using relative 

importance measures, we can rank them to see what attributes are more preferred than others. For 

example, if attribute A has an importance of 40%, it is twice as important as attribute B with a 

20% relative importance, giving it a higher rank.  These relative importance measures and 

rankings, however, may differ depending on the type of model used to analyse the multilevel DCE 

data [5]. 
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Traditional regression models, that do not adjust for correlated responses, assume 

individual observations are independent of each other. In DCEs, statistical models such as the 

multinomial logit model, create three barriers for investigators. They are unable to (i) account for 

clustered responses within or between individuals; (ii) measure clustering related to observed and 

unobserved characteristics; and (iii) relax the ‘independence of irrelevant alternatives assumption,’ 

which assumes there is no correlation of alternatives across choices[6].  Vass and colleagues 

identify different approaches to target each of these challenges. For the first challenge, a random 

effects model can be used; for the second, observed characteristics can be included as covariates; 

and for the third, a nested model may be more appropriate[6].  A more complex multilevel model 

such as a latent class or mixed multinomial model can also be used to target all or some of these 

three challenges. 

 

Understanding the impact of clustering effects on relative importance measures and the 

ranking of attributes is critical for ensuring that the interpretation of DCE results is accurate, 

particularly since a variety of adjusted and unadjusted models are currently being used. In some 

health areas, multilevel models are the leading approach [7-9] while in others they are not[6]. Only 

a handful of studies use latent class models to adjust for unobserved clusters in the data [6, 8, 10, 

11]. Models that do not adjust for observed or unobserved clusters within a heterogeneous dataset 

may fail to capture correlated responses within and between participants. This may lead to biased 

conclusions on the attributes’ utility estimates and corresponding relative importance 

measures[12]. An empirical study explored the impact of correlated data on the rank of relative 

importance measures using several models, however they did not investigate the impact of 

unobserved heterogeneity via latent class analysis[5]. Their multilevel models were also limited to 
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only two levels - the choice tasks (level 1) and participants (level 2) [5]. In another study comparing 

latent class models with mixed logit models, latent class models performed better than mixed logit 

models; however conclusive statements on which approach was completely superior could not be 

made [13]. Given the wide array of possible models for making inferences from DCE data, it is 

important to investigate the robustness of the ranking of relative importance measures in complex 

multilevel models. 

 

We aimed to explore the sensitivity of the ranking of attributes, and levels within attributes, 

when different levels of a hierarchical data structure are incorporated in a model.  We compared 

the relative importance rankings of attributes from nine regression models, including fixed effects 

conditional logit, latent class, and hierarchical latent class models, to explore four different levels 

of potential cluster variables.   

  

2. Methods 

Overview  

To investigate the impact of several potential cluster variables on the ranking of attributes 

and attribute levels, we created a fixed effects conditional logit model, and two- and three-level 

random effects conditional logit models. We describe our methods by first introducing our 

empirical DCE dataset (anti-bullying program). We then describe part-worth utility estimates, 

relative importance measures, and ranking of attributes. This is followed by an introduction to 

latent class analyses. Finally, we outline each model explored and describe how to calculate the 

relative importance measures of attributes within them. 
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2.1 Anti-bullying program DCE study (empirical dataset): 

Bullying has been tied to developmental risks for both the perpetrators and victims [14, 

15]. Cunningham and colleagues set out to explore students’ perception of various factors that 

would influence their peers to intervene when bullying occurs. They conducted a survey of 

students in elementary schools that was comprised of 15 choice tasks, where each task presented 

three alternatives.  The attributes within each choice task describe characteristics that may affect 

students’ reporting of bullying. Eleven three-level attributes were explored: anonymity of reports, 

inclusion of students who are left out, interest level of anti-bullying presentations, rewards for 

preventing bullying, number of playground supervisors, mandatory vs. discretionary reporting, 

prompt response to reports, reporting by peers, frequency of anti-bullying activities, skill vs 

empathic content of anti-bullying activities, consequences for perpetrators. Details of each 

attribute and corresponding three attribute levels are presented in Table 1. Two of the fifteen choice 

tasks were ‘hold out’ choice tasks (i.e. the same survey question) to assess the reliability of 

responses, and thus were excluded in this study’s analyses.   

 

The different levels that exist within this dataset’s multilevel structure include participants’ 

responses to choice tasks (level 1), individual participants (level 2), classrooms (level 3), grades 

(level 4), and schools (level 5). Cunningham and colleagues developed a random effects 

conditional logit model, with six latent classes at the observation level (level 1), two latent group 

classes at the school level (level 2), and grade as a covariate [16].  This random effects conditional 

logit model produces part-worth utility estimates for each latent class segment, incorporating 

participants and schools as random effects. While heterogeneity was incorporated in the statistical 
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model, the impact of the various group level factors on the relative importance measures of 

attributes was not investigated.   

 

2.2 Part-worth utility estimates, relative importance measures, and ranking 

The use of part-worth utility estimates and relative importance measures in conjoint 

analysis has previously been described by Orme[4]. We will briefly outline his description below 

for its relevance to this study.   

In DCEs, part-worth estimates within each attribute are scaled to an arbitrary additive 

constant. For this study, the attribute level part-worth utility estimates were scaled to sum to zero 

using effects coding. This allows us to compare the value of each level within an attribute[4]. A 

negative utility value does not indicate that an attribute level is unfavourable, it only implies that 

it is less valued than another level with a positive utility value[4].  Also, due to the arbitrary origin 

within each attribute, the part-worth utility estimates do not allow us to directly compare values 

between attributes[3]. 

To compare between the 11 attributes, we characterized their relative importance. This is 

done by considering the difference each attribute potentially has in the total utility of a product, or 

in this case an anti-bullying program[4]. This difference is the range of the maximum value and 

the minimum value of levels within an attribute. A percentage from these relative ranges is then 

calculated to determine a set of relative importance values for each attribute.  An attribute’s 

importance is always relative to the other attributes used in the study. We can compare one attribute 

to another in terms of importance within a study, however, we cannot compare across studies 

featuring different attribute lists[4]. 
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To compare attributes between different studies and different models, we focus on the 

ranking of attributes and attribute levels. By ordering the attributes’ relative importance measures, 

we can observe what is most important – or in this case, what will have a larger impact on 

elementary school students to speak up, report bullying, or seek help from an adult in response to 

bullying – in comparison to other attributes. We use these relative importance measures to observe 

how sensitive these rankings are to different models or studies.  

 

2.3 Latent class and hierarchical latent class analysis 

Latent class analysis is often applied to DCE data to analyze unobserved correlations within 

responses. Similar responses are partitioned into meaningful classes, where the number of classes 

and their components are determined during the analysis[17]. Latent class models are comprised 

of two key components, the class and attribute variables. The class variable indicates the latent or 

unobserved classes of individuals in a population. The attributes are observed variables. The latent 

class model relies on the local independence assumption, where the attributes are mutually 

independent within each latent class. This implies that the latent variable is the only reason for the 

correlations - a serious limitation of latent class analyses, since local dependence or correlated 

responses within classes may also exist[17]. For discrete choice experiments, where choice tasks 

are completed by each individual, this can lead to similar responses within the data. Ignoring local 

dependence can lead to spurious latent classes, poor model fit, and reduction in the accuracy of 

classification [17, 18].  

 

There are several approaches to incorporate local dependence such as with multiple latent 

variables. Multilevel latent class models contain a hierarchy of latent variables, where group-level 
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clusters are incorporated[19]. In Cunningham et al’s study, several potential layers of clusters exist 

within their data structure[16].  We used multilevel latent class models to explore their impacts on 

the final ranking of the relative importance of attributes. 

 

2.4 Outline of regression models 

We used several models to explore five different levels of nested data: choice tasks (level 

1), participants (level 2), classrooms (level 3), grades (level 4), and schools (level 5). Despite our 

data potentially having a 5-level hierarchical structure, we were only able to create 2-level and 3-

level models within our modelling software, Latent Gold Choice (Version 5.1)[20]. Also, while 

grade was considered a potential cluster variable, it only had four levels (grades 5,6,7 and 8) and 

could not be incorporated as a group level latent class variable in our modelling software. Instead, 

it was explored as a covariate. We created several 2- and 3-level conditional logit models to explore 

all possible combinations of the five different levels in the data structure. In Latent Gold Choice 

software, we specified individuals as an individual-level latent variable, and classroom and school 

as group-level latent class variables. All models contained all 11 three-level attributes with effects 

coding.  

 

A total of nine models were created, including one fixed effects conditional logit model, 

and eight random effects conditional logit models. Among the random effects models, four were 

two-level models and four were three-level models. Models included latent classes at the 

individual level (level 2), latent classes at a group-level (classroom or school; level 3), or both. 

Participants’ grade was also explored in three models as a covariate. This is further described in 

Table 2.  
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The base model within Latent GOLD Choice software is a 2- level model, with responses 

(level 1) and individuals (level 2). For all models, we were required to specify the number of latent 

segments at the individual level. If we wanted to ignore individuals as a potential cluster variable, 

we specified it as having only one-segment. Below we describe how we created each model in the 

same order as presented in Table 1.  

 

To create a fixed effects model, we specified one segment at the individual level in the 

software. This forced all individuals to be grouped under one class and allowed the model to 

assume that no heterogeneity existed within the data. This model does not incorporate any of the 

potential clusters within the data. 

To create a six-segment individual-level latent class model, we specified six segments at 

the individual level. The number of segments (6 segments) was predetermined from Cunningham 

et al’s analyses[16]. This model incorporates two levels of the data structure - responses and 

individuals. We further explored the model with the addition of grade as a covariate. 

 

To create a one-segment individual-level latent class model with classroom and with school 

(separately), we specified one segment at the individual level, and explored two- and three-

segments for classroom and school. These models incorporate two levels of the data structure - 

responses and classrooms or responses and schools. It was not possible to model classrooms and 

schools together as group-level latent variables. The best fit model (between the two- and three-

segment group level latent variables) was indicated by a lower Bayesian information criterion 
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(BIC)[21]. Based on the best fit model, this number of segments for the group variables was used 

in the remaining model.  

 

To create a six-segment individual-level latent class model with classroom and with school 

as group level latent variables, we specified six segments at the individual level and added 

classroom and school (in separate models) as a group-level latent class variable. These models 

incorporate three levels of the data structure: responses, individuals, and group (classrooms or 

schools). We further explored these models with the addition of grade as a covariate. 

 

2.5 Determining the relative importance of attributes for each model 

Each model produced mean part-worth utility estimates for each attribute level. For latent 

class models with 6-segment solutions, six different sets of part-worth utility estimates were 

estimated, one for each class of individuals.  Their mean utility estimates were produced by 

Latent GOLD by averaging the utility estimates across all six segments. These mean utility 

estimates were then transformed into relative importance measures to determine the final ranking 

of attributes for each model.   

 

To calculate the relative importance measures, the range (i.e. the difference between the 

maximum and minimum utility measure) was first determined for each attribute. This range is then 

divided by the sum of the ranges of all attributes and multiplied by 100%. Mathematically, for 

each attribute k, the relative importance (RI) is determined using the level of attribute k with the 

maximum value (Βk,max), level with the minimum value(Βk,min), and the total of the absolute range 

across all attributes: 
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𝑅𝐼𝑘 =  
|𝛽𝑘,𝑚𝑎𝑥−𝛽𝑘,𝑚𝑖𝑛|

∑ |𝛽𝑗,𝑚𝑎𝑥−𝛽𝑗,𝑚𝑖𝑛|11
𝑗=1

 𝑥 100  [4, 22]. 

 

Each model’s attributes are presented by their corresponding mean part-worth utility 

estimate and standard deviation (across latent class segments), and relative importance (%). For 

Models 1, 4, and 5 (Table 2), where only one-segment was specified at the individual-level, the 

standard error was reported.  Comparisons across models were made using the ranking of the 

attributes’ relative importance measures. Attribute levels were ranked using the magnitude of each 

attribute level’s mean part-worth utility measure. This ranking was also compared across models.  

 

 In addition to assessing the ranking of attributes from each model’s mean part-worth utility 

estimates, the ranking of latent segments from each latent class model was also assessed (not 

presented). The attributes’ relative importance measures for each latent segment were derived from 

the part-worth utility measures for each segment using the same above formula.  

 

3. Results 

Demographics and study details  

A total of 2033 students from four different grades (5, 6, 7, and 8), 116 classrooms, and 30 

different elementary schools in Ontario, Canada were included in this study. All participants 

completed 13 choice tasks.  Of the participants 479 (23.6%) in grade 5, 536 (26.4%) in grade 6, 

533 (26.2%) in grade 7, and 482 (23.7%) in grade 8. Three students reported they were in grade 4  

as part of a joint grade 4 and 5 class, who were analyzed as grade 5 students. Females were 1015 

(49.9%) of the respondents, males were 803 (39.5%), and 215 (10.6%) preferred not to answer.  

Students answered various questions exploring how often they witnessed bullying, were victims 
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of bullying, participated in bullying others, and participated in anti-bullying activities in their 

schools. 

 

Summary of models 

 Nine models were created, one fixed effects conditional logit model and eight random 

effects conditional logit models. The attributes were statistically significant across all models 

(p<0.05). The mean part-worth utility estimates and corresponding standard error or standard 

deviation for each attribute are presented in Tables 1a and 1b (Appendix). Standard errors are 

presented for models where no 6-segment latent class analysis at the individual level was 

conducted.  Standard deviations are presented for each 6-segment latent class model and were 

derived using the part-worth utility estimates of each segment.  For models with group-level latent 

class variables, classroom and school, two segment group-level latent class (2GC) models (BIC2GC-

classroom= 48400, BIC2GC-school= 48423) had a better fit than three segment group-level latent class 

(3GC) models (BIC3GC-classroom= 48511, BIC3GC-school= 48511). Details of each model’s goodness-

of-fit are presented in Table 3.  

 

Four key points from our analyses  

First, the top five anti-bullying program attributes were: prompt response to reports 

(attribute 7), inclusion of students who are left out (attribute 2), interest level of anti-bullying 

presentations (attribute 3), reporting by peers (attribute 8), and mandatory vs. discretionary 

reporting (attribute 6).  

  

Second, the overall ranking of attributes’ relative importance measures (based on the mean 

part-worth utility estimates) remained relatively consistent across models.  The relative importance 
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measures of attributes between models mostly differed by a few decimal places.  This resulted in 

slight differences in their rankings. While attribute 7 remained consistent as the top rank across all 

nine models, attributes 2, 3, and 8 varied within ranks 2, 3, and 4. Attribute 6 (mandatory vs. 

discretionary reporting) was consistent as the 5th rank across all models. Details of these rankings 

with their corresponding relative importance measures are presented in Table 4. The relative 

importance measures of all 11 attributes are also presented in Figure 1. 

 

Third, the average ranking of levels within each attribute (based on the mean part-worth 

utility estimates) were robust across all models. That is to say, students consistently chose one 

level over the other two for each attribute.  On average, students were more likely to intervene 

when: only teachers and the principal know who reported the bullying (attribute 1), students always 

included left out students (attribute 2), anti-bullying activities are interesting (attribute 3), students 

who try to prevent bullying are rewarded (attribute 4), four teachers watch the playground 

(attribute 5), students are asked to report bullying (attribute 6), there is an immediate school 

response after a student reports bullying  (attribute 7), students in the school almost always report 

bullying (attribute 8), anti-bullying activities are once a month (attribute 9), students are taught 

how to stop bullying (attribute 10), and bullies get suspended for a week (attribute 11). 

 

Fourth, the ranking of the part-worth utility measures from each latent class segment 

differed from the ranking of their mean part-worth utility, across all latent classes. Of the six latent 

segments within each latent class model, the attributes to consistently appear as top rank in at least 

one latent segment were (i) inclusion of students who are left out and (ii) consequences for 

perpetrators. The top ranked attributes in other latent segments, less consistently were: mandatory 

vs. discretionary reporting, reporting by peers, frequency of anti-bullying activities, and interest 
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level of anti-bullying presentations – some of which were included in the top five attributes. The 

models do identify similar groups of students in the latent class models. The ranking within each 

6 latent segment is similar across each model, especially for models that only differ by the 

inclusion of grade as a covariate.  

 

4. Discussion 

Overview 

This study set out to investigate the impact of clustering effects on the ranking of relative 

importance measures of 11 three-level attributes in a DCE study empirical dataset.  The relative 

importance measures were derived from the mean part-worth utility estimates of nine regression 

models: one fixed regression model and eight random effects conditional logit models. Some of 

the random effects models adjusted for clustering using latent class segments at the individual 

level, at a group level (classroom or school), and at both the individual and group level.  The impact 

of grade was also investigated as a covariate.  Overall, the rankings of the relative importance 

measures, based on mean part-worth utility estimates, across all nine models were relatively 

robust. The rankings of attribute levels within each attribute, based on mean part-worth utility 

estimates, were identical across models.  For models that adjusted for six latent classes at the 

individual level, similarities were seen between the six segments (or six ‘types of individuals’) of 

each model, however, the attribute rankings between segments in each model differed.    

  

Methodological studies within the health literature of DCEs compare models either with 

the ranking of relative importance measures or focus on comparing models using other approaches. 

Andrews and colleagues conducted a simulation study to compare finite mixture models and 
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hierarchical Bayesian estimation models to explore discrete versus continuous representations of 

heterogeneity. While they found that both were equally effective in determining individual level 

parameter estimates and predicting ratings of hold-out tasks, the models’ impact on relative 

importance measures were not explored [23]. Similarly, Greene and Hensher compared a 

multinomial logit model with a mixed multinomial logit model and a 3-class latent class model on 

a DCE dataset [24]. While the mixed logit model was a better fit model than the multinomial logit 

model in terms of the log likelihood values, it was difficult to compare the mixed model with the 

latent class model.  No conclusive results were made except that they supported both models for 

incorporating unobserved heterogeneity. Cheng and colleagues investigated the impact of nine 

different models: six types of logit and probit models for a binary outcome, one bivariate probit 

model for two correlated binary outcomes, and three multinomial logit and probit models for a 

nominal outcome [5]. They found a similar ranking of relative importance measures between 

models when the DCE data had a low clustering effect, determined using the intraclass correlation 

coefficient (ICC; where ICC≈0). More variation in the rankings between models was observed 

when the data had a higher clustering effect (ICC=0.659). Our findings complement Cheng and 

colleagues’ empirical comparison of various multinomial logit and probit models[5].   

 

This study has several strengths. We further explore the sensitivity of students’ choice of 

schools where they were more likely to speak up, report bullying, or seek help from an adult (in 

response to bullying). This was done using a comprehensive analysis of nine DCE models, 

including a conditional logit model, latent class models, and hierarchical latent class models. 

Several layers of heterogeneity were accounted for from responses nested within individuals and 

individuals nested within classrooms, grades, and schools.  To our knowledge, this is also the first 
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empirical study to investigate the impact of multilevel latent class models on the ranking of 

attributes.  

 

A few limitations arise in this study.  First, grade was added as a covariate and not a group-

level latent variable.  Latent GOLD software requires a larger number of levels for group-level 

latent variables, and since grade only had 4 levels (5,6,7 and 8), it was more appropriate to include 

it as a covariate. Second, for the group-level latent variables, we were limited to only exploring 2- 

and 3-segment solutions. Third, while we identified a potential 5-level data structure (responses, 

participants, classrooms, grades, and schools), we were only able to create 3-level models.  Fourth, 

the focus of this study was to empirically compare the impact of various hierarchical models on 

the ranking of relative importance measures - we did not explore other covariates (outside of grade) 

or the interactions between attributes or attribute levels.  

 

Further research could be conducted to validate the findings from this study.  First, it would 

be valuable to conduct a simulation study to explore how robust the ranking of attributes are when 

various degrees of correlated responses exist within the data.  Second, adjusting for potential 

confounders at the observation level, such as participant demographics, should also be 

investigated.  Third, exploring a similar study in different types of DCEs, such as best-worst 

designs[25], full or fractional factorial designs[26], with various characteristics of the design, such 

as number of participant, attributes, and attribute levels, would reveal how sensitive the rankings 

are in different DCE design settings. 

 

5. Conclusions 
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This study explored the robustness of the ranking of attributes’ relative importance 

measures across various hierarchical models, from an empirical dataset. Using the mean part-worth 

utility estimates to derive these relative importance measures, the ranking of attributes were similar 

and the ranking of levels within attributes were consistent across models. For 6-segment latent 

class models, differences were observed in the rankings between individual latent classes and their 

overall ranking across latent classes. A simulation study to explore how robust the final rankings 

of attributes are in various degrees of correlated responses would provide further insight into the 

impact of heterogeneity on the analysis and interpretation of DCEs. 
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6. Tables and Figures 

 

Table 1: List of attributes and attribute levels 

Attribute Attribute level 

1 Anonymity of reports 

Only teachers and the principal know who reports bullying 

Only the principal knows who reports bullying 

No one knows who reports bullying 

2 Inclusion of students 

who are left out  

Students never include left out students 

Students sometimes include left out students 

Students always include left out students 

3 Interest level of anti-

bullying presentations 

Anti-bullying activities are boring 

Anti-bullying activities are okay 

Anti-bullying activities are interesting 

4 Rewards for preventing 

bullying 

Students who try to prevent bullying are not rewarded 

Students who try to prevent bullying are sometimes rewarded 

Students who try to prevent bullying are rewarded 

5 Number of playground 

supervisors 

2 teachers watch the playground 

4 teachers watch the playground 

8 teachers watch the playground 

6 Mandatory vs. 

discretionary reporting  

Asks students to report bullying 

Tells students they have to report bullying 

If students don't report bullying they get in trouble 

7 Prompt response to 

reports 

When students report bullying, this school responds immediately 

When student report bullying, this school responds the next day 

When students report bullying, this school responds in one week 

8 Reporting by peers  

Students almost never report bullying 

Students sometimes report bullying 

Students almost always report bullying 

9 Frequency of anti-

bullying activities 

Anti-bullying activities are every day 

Anti-bullying activities are once a month 

Anti-bullying activities are twice a year 

10 Skill vs empathic 

content of AB activities 

Tells students "don't bully" 

Teaches students how bullying affects victims 

Teaches students how to stop bullying 

11 Consequences for 

perpetrators 

Teachers just talk to bullies 

Bullies lose recess for a week 

Bullies get suspended for a week 
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Table 2: Breakdown of conditional logit regression models  

Conditional logit models 
Levels of 

structure 

Random 

effect(s) 

considered 

 

# 

Individual-

level 

Latent 

Segments 

# Group-

level 

Latent 

Segments 

Covariate 

1. Fixed effects 1 None 1 N/A N/A 

2. Six-segment ILC  2 ID 6 N/A N/A 

3. Six -segment ILC with grade (covariate) 2 ID 6 N/A Grade 

4. One-segment ILC with classroom (GLC)  2 Classroom 1 2, 3 N/A 

5. One-segment ILC with school (GLC) 2 School 1 2, 3 N/A 

6. Six -segment ILC with classroom (GLC) 3 ID, 

Classroom 

6 2, 3 N/A 

7. Six -segment ILC with classroom (GLC) 

and grade (covariate) 

3 ID, 

Classroom 

6 2, 3 Grade 

8. Six -segment ILC with school (GLC) 3 ID, School 6 2, 3 N/A 

9. Six -segment ILC with school (GLC) and 

grade (covariate) 

3 ID, School 6 2, 3 Grade 

*ILC=Individual-level latent class; GLC=group-level latent class; ID=individual  
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Table 3: Model fit for each model explored 

Model  Random effects (±grade as 

covariate) 

LL BIC Npar 

1 None     

 1-Class Choice -24111.5 48390.6 22 

2 Responses, Individual    

 6-Class Choice -22755.7 46555.0 137 

3 Responses, Individual (+Grade)    

 6-Class Choice -22728.2 46614.2 152 

4 Classroom 

1-Class 2-GLC Choice 

 

-24028.6 

 

48400.0 

 

45 

 1-Class 3-GLC Choice -23996.3 48510.5 68 

5 School 

1-Class 2-GLC Choice 

 

-24040.2 

 

48423.1 

 

45 

 1-Class 3-GLC Choice -23996.3 48510.5 68 

6 Individual, Classroom     

 6-Class 2-GLC Choice -22683.1 46623.1 165 

7 Individual, Classroom (+Grade)    

 6-Class 2-GLC Choice -22658.6 46688.3 180 

8 Individual, School     

 6-Class 2-GLC Choice -22677.2 46611.3 165 

9 Individual, School (+Grade)    

 6-Class 2-GLC Choice -22649.0 46669.1 180 

Comments: LL=log-likelihood; BIC=Bayesian information criteria; Npar=number of parameters; 

1-Class models are the default models of Latent Gold the entire dataset is considered as one class; 

6-Class models are for latent classes at the individual choice task response level and GLC indicates 

latent classes at a higher group level (for classroom and school). Group level variables were first 

investigated with 2 and 3 GLCes in Models 4 and 5. After deciding that a 2GLC models had a 

better fit, these were used in Models 6-9. Grade was included as a covariate.  
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Table 4: Order of attributes’ relative importance measures from highest to lowest for all models 

 

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

Fixed 

effects  

6-segment 

ILC 

6-segment 

ILC with 

grade 

(covariate) 

1-segment 

ILC with 

classroom 

(GLC) 

1-segment 

ILC with 

school 

(GLC) 

6-segment 

ILC with 

classroom 

(GLC) 

6-segment ILC 

with classroom 

(GLC) and grade 

(covariate) 

6-segment 

ILC with 

school (GLC)  

6-segment 

ILC with 

school and 

grade 

(covariate) 

Attribute 

# (RI) 

Attribute # 

(RI) 

Attribute # 

(RI) 

Attribute # 

(RI) 

Attribute # 

(RI) 

Attribute # 

(RI) 

Attribute # 

(RI) 

Attribute # 

(RI) 

Attribute # 

(RI) 

7(13.8) 7(13.7) 7(13.7) 7(13.8) 7(13.8) 7(13.7) 7(13.8) 7(13.8) 7(13.8) 

3(13.1) 2(13.3) 2(13.3) 8(13.1) 3(13.2) 2(13.5) 3(13.5) 2(13.3) 2(13.3) 

8(12.9) 3(13.2) 3(13.1) 3(13.0) 8(13.0) 3(13.2) 2(13.0) 3(13.2) 3(13.2) 

2(12.2) 8(13.0) 8(12.9) 2(12.1) 2(12.2) 8(13.0) 8(13.0) 8(13.0) 8(12.9) 

6(10.0) 6(9.3) 6(9.3) 6(9.9) 6(10.0) 6(9.6) 6(9.2) 6(9.3) 6(9.3) 

1(7.8) 1(7.3) 1(7.3) 1(7.3) 1(7.8) 1(7.2) 1(7.5) 1(7.4) 1(7.3) 

9(6.8) 10(7.0) 10(7.1) 10(7.2) 4(6.9) 10(6.9) 10(6.9) 10(7.0) 10(7.0) 

4(6.8) 4(6.7) 4(6.6) 4(6.9) 9(6.8) 4(6.8) 11(6.6) 9(6.6) 11(6.6) 

10(6.7) 11(6.6) 11(6.6) 9(6.8) 10(6.7) 9(6.6) 4(6.4) 11(6.6) 9(6.6) 

11(6.4) 9(6.6) 9(6.5) 11(6.8) 11(6.3) 11(6.1) 9(6.4) 4(6.5) 4(6.5) 

5(3.5) 5(3.5) 5(3.5) 5(3.1) 5(3.5) 5(3.4) 5(3.7) 5(3.6) 5(3.6) 

Comment: ILC=latent class model; GLC=group level latent classes; ID=individual; RI= relative importance; Results are reported as 

attribute number and corresponding relative importance measure (%) in brackets. Each attribute by number corresponds to: 

1=Anonymity of reports;2= Inclusion of students who are left out; 3=Interest level of anti-bullying presentations; 4=Rewards for 

preventing bullying; 5=Number of playground supervisors; 6=Mandatory vs. discretionary reporting; 7=Prompt response to reports; 8 

Reporting by peers; 9=Frequency of anti-bullying activities; 10=Skill vs empathic content of AB activities; 11=Consequences for 

perpetrators.  
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Figure 1: Relative importance measures of all eleven attributes students are most likely to intervene 

bullying with  

Comment: Model 1: Fixed effects conditional logit; Model 2: Six-segment ILC; Model 3: Six-

segment ILC with grade (covariate); Model 4: One-segment ILC with classroom (GLC); Model 

5: One-segment ILC with school (GLC); Model 6: Six-segment ILC with classroom (GLC); 

Model 7: Six-segment ILC with classroom (GLC) and grade (covariate); Model 8: Six-segment 

ILC with school (GLC); Model 9: Six-segment ILC with school (GLC) and grade (covariate). 
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APPENDIX  

Table 1a: Mean part-worth utility estimates of attributes for each model 

Attribute 
Model 1 Model 2 Model 3 Model 4 Model 5 

Mean(SE) Mean(SD) Mean(SD) Mean(SE) Mean(SE) 

1 Anonymity of 

reports 

Only teachers and the 

principal know who 

reports bullying 

0.48(0.02) 0.58(0.26) 0.57(0.24) 0.46(0.02) 0.48(0.02) 

Only the principal 

knows who reports 

bullying 

0.02(0.02) 0.02(0.11) 0.02(0.09) 0.04(0.02) 0.02(0.02) 

No one knows who 

reports bullyinzg 
-0.50(0.02) -0.59(0.24) -0.6(0.24) -0.49(0.03) -0.5(0.03) 

2 Inclusion of 

students who are 

left out 

Never include  -0.74(0.03) -1.06(0.70) -1.06(0.71) -0.76(0.03) -0.74(0.03) 

Sometimes include -0.06(0.02) -0.02(0.22) -0.01(0.21) -0.06(0.03) -0.06(0.03) 

Always include  0.80(0.02) 1.07(0.76) 1.08(0.76) 0.82(0.02) 0.80(0.02) 

3 Interest level of 

anti-bullying 

presentations 

Boring -0.94(0.03) -1.21(0.58) -1.21(0.57) -0.98(0.04) -0.95(0.04) 

Okay 0.24(0.02) 0.31(0.2) 0.31(0.21) 0.26(0.03) 0.24(0.03) 

Interesting 0.71(0.02) 0.90(0.47) 0.9(0.48) 0.72(0.02) 0.71(0.02) 

4 Rewards for 

preventing 

bullying 

Not rewarded -0.47(0.02) -0.60(0.41) -0.59(0.38) -0.49(0.03) -0.48(0.03) 

Sometimes rewarded 0.08(0.02) 0.13(0.18) 0.12(0.18) 0.08(0.02) 0.09(0.02) 

Always rewarded 0.38(0.02) 0.47(0.36) 0.47(0.34) 0.41(0.02) 0.39(0.02) 

5 Number of 

playground 

supervisors 

2 teachers watch the 

playground 
-0.26(0.02) -0.33(0.30) -0.33(0.30) -0.22(0.03) -0.25(0.03) 

4 teachers watch the 

playground 
0.18(0.02) 0.22(0.12) 0.23(0.10) 0.18(0.02) 0.19(0.02) 

8 teachers watch the 

playground 
0.07(0.02) 0.11(0.32) 0.1(0.32) 0.04(0.03) 0.07(0.03) 

6 Mandatory vs. 

discretionary 

reporting  

Asks students to report 

bullying 
0.45(0.02) 0.53(0.33) 0.53(0.32) 0.46(0.02) 0.45(0.02) 

Tells students they 

have to report bullying 
0.36(0.02) 0.43(0.18) 0.43(0.18) 0.36(0.02) 0.36(0.02) 

If students don't report 

bullying they get in 

trouble 

-0.81(0.03) -0.97(0.39) -0.96(0.39) -0.83(0.03) -0.81(0.03) 

7 Prompt 

response to 

reports 

School responds 

immediately 
0.87(0.02) 1.08(0.51) 1.08(0.49) 0.89(0.02) 0.87(0.02) 

School responds the 

next day 
<0.01(0.02) 0.05(0.18) 0.04(0.17) 0.03(0.03) <0.01(0.03) 

School responds in one 

week 
-0.87(0.03) -1.12(0.57) -1.12(0.57) -0.91(0.04) -0.87(0.04) 

8 Reporting by 

peers  

Almost never  -0.83(0.03) -1.09(0.63) -1.08(0.62) -0.88(0.04) -0.85(0.04) 

Sometimes  0.05(0.02) 0.09(0.23) 0.09(0.23) 0.06(0.03) 0.05(0.03) 

Almost always  0.78(0.02) 0.99(0.69) 0.99(0.69) 0.83(0.03) 0.79(0.03) 

9 Frequency of 

anti-bullying 

activities 

Every day -0.01(0.02) -0.09(0.82) -0.09(0.81) -0.09(0.03) -0.02(0.03) 

Once a month 0.43(0.02) 0.57(0.44) 0.57(0.45) 0.49(0.03) 0.44(0.03) 

Twice a year -0.42(0.02) -0.48(0.52) -0.48(0.49) -0.4(0.03) -0.42(0.03) 

10 Skill vs 

empathic content 

of AB activities 

Tells students "don't 

bully" 
-0.54(0.03) -0.72(0.50) -0.74(0.53) -0.61(0.03) -0.54(0.03) 

Teaches students how 

bullying affects 

victims 

0.24(0.02) 0.33(0.26) 0.33(0.29) 0.27(0.02) 0.24(0.02) 

Teaches students how 

to stop bullying 
0.30(0.02) 0.40(0.26) 0.41(0.27) 0.34(0.02) 0.3(0.02) 
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11 Consequences 

for perpetrators 

Teachers just talk to 

bullies 
-0.44(0.02) -0.61(0.83) -0.61(0.81) -0.47(0.03) -0.44(0.03) 

Bullies lose recess for 

a week 
0.07(0.02) 0.16(0.57) 0.17(0.55) 0.06(0.02) 0.08(0.02) 

Bullies get suspended 

for a week 
0.36(0.02) 0.45(0.99) 0.45(0.97) 0.41(0.02) 0.36(0.02) 

BIC (based on LL) 48390.6 46555.0 46614.1 48400.0 48423.1 

AIC (based on LL) 48267.0 45785.4 45760.3 48147.2 48170.3 

AIC3 (based on LL) 48289.0 45922.4 45912.3 48192.2 48215.3 

CAIC (based on LL) 48412.6 46692 46766.1 48445.0 48468.1 

 

Comment: Model 1: Fixed effects conditional logit; Model 2: Six-segment LCM; Model 3: Six-segment LCM with 

grade (covariate); Model 4: One-segment LCM with classroom (GCLASS); Model 5: One-segment LCM with 

school (GCLASS); Model 6: Six-segment LCM with classroom (GCLASS); Model 7: Six-segment LCM with 

classroom (GCLASS) and grade (covariate); Model 8: Six-segment LCM with school (GCLASS); Model 9: Six-

segment LCM with school (GCLASS) and grade (covariate); CL=conditional logit; LCM=latent class model; 

GCLASS=group level latent classes; SD= standard deviation; SE=standard error; All p-values for each attribute 

were <0.001 indicating that they were statistically significant. Complete descriptions of attribute levels are presented 

in Table 1 of the manuscript 
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Table 1b: Mean part-worth utility estimates of attributes and pvalues for each model (continued) 

Attribute 
Model 6 Model 7 Model 8 Model 9 

Mean(SD) Mean(SD) Mean(SD) Mean(SD) 

1 Anonymity of 

reports 

Only teachers and the principal 

know who reports bullying 
0.57(0.28) 0.59(0.24) 0.59(0.26) 0.59(0.27) 

Only the principal knows who 

reports bullying 
0.01(0.15) 0.02(0.09) 0.02(0.10) 0.02(0.11) 

No one knows who reports 

bullyinzg 
-0.59(0.24) -0.61(0.22) -0.6(0.25) -0.60(0.24) 

2 Inclusion of 

students who are 

left out 

Never include  -1.08(0.73) -1.04(0.73) -1.07(0.72) -1.07(0.72) 

Sometimes include -0.02(0.24) -0.01(0.24) -0.02(0.26) -0.01(0.24) 

Always include  1.10(0.79) 1.05(0.78) 1.08(0.79) 1.08(0.79) 

3 Interest level of 

anti-bullying 

presentations 

Boring -1.22(0.58) -1.25(0.61) -1.22(0.58) -1.22(0.59) 

Okay 0.31(0.22) 0.31(0.21) 0.30(0.19) 0.31(0.20) 

Interesting 0.91(0.47) 0.93(0.51) 0.91(0.49) 0.91(0.49) 

4 Rewards for 

preventing 

bullying 

Not rewarded -0.62(0.43) -0.58(0.38) -0.59(0.38) -0.58(0.38) 

Sometimes rewarded 0.14(0.17) 0.12(0.19) 0.12(0.17) 0.12(0.17) 

Always rewarded 0.48(0.36) 0.46(0.32) 0.46(0.34) 0.46(0.33) 

5 Number of 

playground 

supervisors 

2 teachers watch the playground -0.32(0.33) -0.37(0.29) -0.35(0.26) -0.35(0.27) 

4 teachers watch the playground 0.23(0.13) 0.23(0.11) 0.23(0.10) 0.23(0.11) 

8 teachers watch the playground 0.09(0.34) 0.13(0.31) 0.12(0.30) 0.12(0.29) 

6 Mandatory vs. 

discretionary 

reporting  

Asks students to report bullying 0.55(0.33) 0.53(0.30) 0.53(0.32) 0.53(0.32) 

Tells students they have to 

report bullying 
0.44(0.18) 0.43(0.19) 0.44(0.19) 0.44(0.19) 

If students don't report bullying 

they get in trouble 
-1.00(0.39) -0.96(0.39) -0.97(0.40) -0.97(0.40) 

7 Prompt response 

to reports 

School responds immediately 1.08(0.51) 1.09(0.52) 1.10(0.53) 1.09(0.51) 

School responds the next day 0.05(0.21) 0.03(0.18) 0.03(0.19) 0.03(0.17) 

School responds in one week -1.13(0.58) -1.12(0.58) -1.13(0.59) -1.13(0.59) 

8 Reporting by 

peers  

Almost never  -1.10(0.65) -1.09(0.65) -1.09(0.65) -1.09(0.64) 

Sometimes  0.10(0.24) 0.09(0.23) 0.09(0.23) 0.09(0.22) 

Almost always  1.00(0.71) 1.00(0.71) 1.0(0.71) 1.00(0.71) 

9 Frequency of 

anti-bullying 

activities 

Every day -0.11(0.83) -0.05(0.83) -0.06(0.80) -0.06(0.81) 

Once a month 0.59(0.45) 0.54(0.41) 0.56(0.40) 0.56(0.41) 

Twice a year -0.48(0.50) -0.49(0.53) -0.51(0.53) -0.50(0.52) 

10 Skill vs 

empathic content 

of AB activities 

Tells students "don't bully" -0.72(0.50) -0.72(0.53) -0.73(0.52) -0.73(0.53) 

Teaches students how bullying 

affects victims 
0.33(0.27) 0.31(0.28) 0.33(0.26) 0.33(0.28) 

Teaches students how to stop 

bullying 
0.40(0.25) 0.40(0.27) 0.4(0.27) 0.40(0.27) 

11 Consequences 

for perpetrators 

Teachers just talk to bullies -0.58(0.84) -0.61(0.81) -0.61(0.83) -0.61(0.82) 

Bullies lose recess for a week 0.18(0.57) 0.15(0.58) 0.15(0.55) 0.15(0.55) 

Bullies get suspended for a 

week 
0.41(0.99) 0.45(1.00) 0.46(1.01) 0.46(1.01) 

BIC (based on LL) 46623.1 46688.3 46611.3 46669.1 

AIC (based on LL) 45696.3 45677.2 45684.5 45658 

AIC3 (based on LL) 45861.3 45857.2 45849.5 45838 

CAIC (based on LL) 46788.1 46868.3 46776.3 46849.1 

Comment: Model 6: 6-segment LCM with classroom  (GCLASS), Model 7: 6-segment LCM with classroom  

(GCLASS) and grade (covariate), Model 8: 6-segment LCM with school  (GCLASS), Model 9: 6-segment LCM 

with school and grade (covariate); CL=conditional logit; LCM=latent class model; GCLASS=group level latent 
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classes; SD= standard deviation; SE=standard error; All p-values for each attribute were <0.001 indicating that they 

were statistically significant. Complete descriptions of attribute levels are presented in Table 1 of the manuscript. 
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CHAPTER 6 

SOME DISCUSSIONS AND CONCLUSIONS 

This section summarises the findings from the thesis by addressing the research questions 

that guided this work. We also highlight implications for research, practice and policy; and 

comment on the substantive contributions of this thesis. 

 

Part 1: Addressing the research questions 

1. What do DCE simulation studies conclude on the impact of various design features on 

relative design efficiency?  

We found nine simulation studies that reported relative design efficiency in our systematic 

survey. Design features that improved statistical efficiency of a DCE were (i) increasing the 

number of choice tasks or alternatives;  (ii) decreasing the number of attributes, and levels within 

attributes; (iii) using model-based designs with covariates, or sampling approaches that incorporate 

response behaviour; (iv) incorporating heterogeneity in a model-based design; (v) correctly 

specifying Bayesian priors and minimizing parameter prior variances; and (vi) using an 

appropriate method to create the DCE design for the research question[1]. 

 

2. What is the quality of reporting of DCE simulation studies?  

The nine studies identified in our systematic survey were of good quality, however further 

clarifications and specifications are needed. All nine studies identified in our systematic survey 

clearly reported the primary outcome, rationale, methods to create the designs, and methods to 
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evaluate each scenario. The total number of designs and the range of design characteristics 

explored were either written or easily identifiable from figures and tables.  Most studies reported 

the software used for the simulation studies[1].  

Some information was lacking within the literature. Reporting of research objectives was 

unclear in two studies. There was limited to no reporting of any failures in the simulations, the 

starting seeds of their simulations, the number of times they were unable to create a design given 

the design component restrictions. Improved reporting of detailed study objectives, random 

number generators, starting seeds, number of failures, and the software used is needed. 

 

3. How will varying the number of choice tasks, alternatives, attributes, and levels within 

attributes impact the statistical efficiency of a DCE?  

We created and measured the statistical efficiency of 3204 DCE designs, using relative 

design efficiency. We found that relative design efficiency increased as the number of attributes 

and attribute levels decreased, and as the number of alternatives increased. Relative design 

efficiency converged as the number of choice tasks increased, but not necessarily to 100% 

statistical optimality. Further, if the number of alternatives was a multiple of the number of choice 

tasks in a design, higher values of relative design efficiency - often 100% - were achieved[2]. 
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4. How robust is the ranking of attributes when differed fixed effects and random effect 

approaches are used to analyse DCE data — namely, multinomial logit (MNL) and 

multinomial probit (MNP) models? 

We assessed the sensitivity of participant preferences on 16 knowledge translation 

variables, using empirical data. Attributes’ relative importance measures were derived from fixed 

effects MNL and MNP models, and random effects MNL and MNP models. Through an empirical 

comparison analysis, we found that the ranking of attributes, by relative importance, is minimally 

influenced by models adjusting for clustering effects or correlations in participants’ responses to 

choice tasks. Ranking remained relatively robust, regardless of the statistical model used to analyse 

the data. Differences in ranking between fixed effects and random effects models often occurred 

due to very small differences in relative importance measures. This, however, may be due to low 

correlations within this specific empirical dataset. In addition, there are potential unobserved 

correlations within the data that may impact the ranking of attributes, which were not explored in 

this study. 

 

5. How robust is the ranking of attributes when various approaches are used adjust for multi-

level clustering are used — namely fixed effects conditional logit model, latent class models, 

and hierarchical latent class models? 

We assessed the sensitivity of elementary students’ choice of anti-bullying programs in 

schools, described by 11 attributes with three levels each, using empirical data. We created nine 

models, one fixed effects conditional logit model, and eight random effects conditional logit 

models incorporating latent classes. Each latent class model had six segments at the individual 
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level. The sensitivity of the attributes’ rankings were based on their relative importance measures. 

These relative importance measures were derived in two ways: (i) using each model’s mean part-

worth utility estimates, and (ii) using the part-worth utility estimates from each of the six latent 

classes within each model. Finally, we explored the ranking of the levels within attributes, using 

their mean part-worth utility estimates.  

 

The overall ranking of the 11 attributes’ relative importance measures, based on their mean 

part-worth utility estimates, were similar across all nine models. Where differences in ranking 

were observed, this was often caused by differences in relative importance measures by a few 

decimal places.  

 

For latent class models, attributes’ rankings based on their part-worth utility estimates (for 

each segment) differed from the ranking derived from their mean part-worth utility estimates 

(across all segments). This was consistent across all models. 

The average ranking of the three levels within each attribute, based on their mean part-

worth utility estimates, were robust across all models.  

 

In summary, the rankings of attributes’ relative importance measures were robust across 

several models adjusting for various layers of heterogeneity. In exploring potential unobserved 

clusters within the data, we found that they impact the ranking of attributes. Thus, variations in 

rankings occur within these models adjusting for latent classes.  
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Part 2: Implications for research, practice, and policy regarding the design and analysis of 

DCEs  

Implications for research:  

Our research identified several features that impact statistical efficiency, measured by 

design efficiency, which can be used to design future DCEs. Using the knowledge of these design 

patterns and relevant characteristics of the population of interest, researchers can design more 

optimal DCEs that maximize both statistical efficiency and response efficiency. 

 

Further studies can be done to explore optimal DCE designs. First, a systematic review of 

simulation studies investigating all measures of statistical efficiency will ensure that these findings 

are robust across different measures. Second, comparisons of optimal designs generated by 

different approaches will assess the sensitivity of how design features impact statistical efficiency. 

Third, further incorporating both statistical efficiency and response efficiency in simulation studies 

will develop more pragmatic designs. Fourth, there needs to be more discussion of blocked DCE 

designs, which may improve statistical efficiency.  

 

We explored rankings in attributes’ relative importance measures - across a variety of 

models, using two empirical datasets - and found differences that should be further investigated 

by researchers when analyzing DCEs. When using mean part worth utility estimates, we observed 

similar rankings, but when using part worth utility estimates from the individual segments of latent 

class models, the rankings differed. The similarities found using the mean part worth utility 

estimates, however, may have been be due to low correlations within the data.  Further research 

can be done to explore sensitivity of attributes’ rankings using different methods to analyze DCEs. 
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There are several ways this can be done, including (i) conducting simulation studies and additional 

analyses on empirical datasets, particularly with various degrees of correlated responses within the 

data; (ii) adjusting for potential confounders, such as participant demographics; and (iii) 

conducting empirical comparisons with different DCE designs, such as best-worst designs, full 

factorial designs, and fractional factorial designs, as well as with different design features, such as 

number of participant, attributes, and attribute levels. 

 

Finally, our systematic survey of nine simulation studies highlights critical criteria that are 

seldom reported, which researchers need to improve on.  

 

Implications for practice and policy: 

Health care providers and policy makers - who use DCEs to make inferences about patient 

and public preferences regarding health services, products, or programs - can use our research 

findings to better evaluate the applicability of DCEs. Our findings suggest that the rankings of 

attributes are fairly consistent despite using different models to analyse the data. Thus, we can 

make inferences from several DCEs, even if they use different models, to come up with the most 

preferred attributes across a population. This, however, is limited to the average of the populations. 

Not all studies adjust for clustering within their models, particularly latent clustering.  Our research 

reveals differences in preferences among latent class groups. If one is planning to make health care 

decisions or policies relevant to a subset of a population or to a highly heterogeneous population, 

it may be important to use a DCE that incorporates latent class analysis. 
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Some concluding remarks: 

In this thesis, we review and summarize the literature of DCE simulation studies, identify 

limitations within the reporting of the literature, explore numerous designs to evaluate their impact 

on statistical efficiency, identify patterns within the design features, and evaluate the sensitivity of 

the rankings of relative importance measures using several models. Throughout this thesis, we 

employed a number of study designs including a systematic survey, simulation study, and 

methodological comparisons on empirical data, to create a body of evidence to compliment the 

current DCE literature. We hope that this thesis serves are as an aid for future research in the 

development, application, analysis of DCEs.  
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