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Abstract

Laser-based projection displays have been under active development over last few years. Lasers are considered as the next generation light sources for projection due to advantages including wide color gamut, high brightness, long lifetime and high electric-optic efficiency. However, speckle phenomenon caused by the coherence of lasers can greatly influence the quality of projected images. A cost effective, easy setup and robust speckle reduction system for laser projection is still very challenging.

The aim of this thesis is to investigate practical speckle reduction solutions for laser projection system. The system is divided into different modules and for each module, speckle reduction methods are studied. The study includes a low speckle laser source, an optical engine with integrated speckle reduction methods and a low speckle engineered screen. A standard speckle measurement system corresponding to human perception is also presented.

For low speckle laser source, a theoretical model that describes wavelength diversity in speckle reduction is established. The speckle contrast ratio (SCR) of the system can be simulated. The result is experimentally verified. Guidelines for optimized wavelength/power selection for lasers to generate reduced speckle are proposed. After this, a low cost, high compact and high-efficiency speckle reduction optical system using an electric elastomer actuator is studied. Both theoretical analysis and experimental work are
presented and a SCR as low as 3.7% was achieved. Besides these two parts, an engineered screen that utilizes micro lens array (MLA) which can greatly reduce speckle is studied. A comprehensive theoretical model was established for the simulation and optimization of MLA in speckle reduction. The simulated results agree well with reported values. Guidelines in MLA selection for laser projection are presented.

In the last part, a standard measurement setup of speckle in a laser projection system that matches the human perception is studied. Conditions including camera F/#, focal length, integration time and measuring geometry are discussed and suitable setups are proposed.
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CHAPTER 1

Introduction

1.1. An Overview of Laser Projection

Display technology is a key technology that people use frequently in their daily lives. The need for better color, higher resolution, and more brightness provide the driving force for the development of display technology. Laser display technology has multiple characteristics that meet the previous trend. These days, laser display technology is developing rapidly. Particularly in the projection field, laser projection is considered as the next generation of projection technology, after lamp and LED-based projection.

Arc lamps are the major light sources of today’s projectors. The lamps are available in a wide range of powers, from about 50W to 900W [1]. They have an acceptable lifetime of over 1,000 hours [2], which can meet the minimal requirements for projection applications. However, as metals are used in the lamps and they will react with electrodes and form compounds, the spectrum of the lamps will change slowly over their lifetime, introducing color mismatch in projection [1]. Other than that, these lamps have a wide spectrum, which means color filters have to be used in order to get red, green and blue
primary colors. This results in a very low lumen efficiency [3].

Light emitting diodes (LEDs) are a mature technology and have been widely used in projectors. Compared to arc lamps, they do not require warm-up time, as they are small and can be switched fast. Also, they are available in all of the primary colors, which is a major advantage over lamps.

Although LEDs have many advantages, they also have some limits. First, the brightness of LEDs will drop slowly over their lifetime [4]. Second, they have a large étendue because of their large emission angles. Thus, the light collection within the projector can be challenging. Third, the brightness of LEDs (per unit emission area) is much lower than lamps [5]. This disadvantage prevents LEDs used in applications like in cinemas and conferences that require high power.

Compared to traditional light sources, projectors using lasers as a light source have many advantages. One of the biggest advantages is the wide gamut. Due to extremely narrow linewidth, lasers can be considered as a quasi-monochromic light source. Compared to primary colors from traditional light sources, which usually have a linewidth of 40nm-50nm, lasers can provide a much narrower linewidth, usually less than 3nm. Thus, in the visible range, when using lasers as primary colors, maximum gamut range can be covered.

Figure 1.1 shows the gamut range of different technologies [6]. It can be seen that lasers can provide a much bigger gamut range compared to a CRT, lamp or LED light source. In 2012, the International Telecommunication Union (ITU) published the latest recommendation standard, BT.2020, for ultra-high-definition television with standard dynamic range and wide color gamut [7]. Lasers are the only light source that can provide
more than 95% gamut coverage of BT.2020 in projection display.

![Gamut area of different display technologies](image)

Figure 1.1 Gamut area of different display technologies [6] (Adapted with permission)

Other than wide color gamut, lasers also provide a much longer lifetime (up to 50,000 hours) [8]. This can greatly reduce the maintenance cost of projectors. Moreover, the emitting wavelengths of lasers will not shift with the increasing operation time, whereas lamps will gradually shift [1] and require color recalibration, which will also add extra cost.

Another big advantage of laser projection is high efficiency. The laser light comes from stimulated emission in the gain material of lasers. Compared to the spontaneous emission of phosphor light or heat illumination, it has a much higher energy efficiency. The
Electric-opto efficiency of laser diodes can exceed 30% [9]. Also, lasers have a very narrow linewidth; by selecting the correct wavelengths, almost all light from the laser source can be utilized. This is very different from a lamp-based projector where color filters have to be used to get red, green and blue primary colors [1]. A substantial amount of light has to be filtered out. Also, the lamp emits light within the infrared range as well, which is wasted completely.

Also, lasers have higher brightness and smaller étendue [10]. These advantages give lasers the opportunity to be widely used and to have high profit.

In recent years, many companies have been trying to work on laser display technology. In 2008, Mitsubishi published the first laser television “LaserVue”, which has a screen size of 65 inches, a brightness of 500cd/m², and a continuous working lifetime of...
more than 20,000 hours [11]. Microvision also provided a pico-laser projector the size of a cellphone in 2009 [12]. For theater and conference applications, Christie built the first cinema laser projector with 4K resolution in 2014, which is shown in Figure 1.2. It utilizes a multimode fiber bundle for laser coupling and has a brightness output of up to 120,000 lumen, which is much higher than a traditional lamp-based cinema projector with an average lumen of around 25,000 lm [13].

1.2. Speckle Issue in Laser Projection

Although after long development, laser projection is at the dawn of large-scale application, it still has several technical barriers that need to be solved. One of the biggest issues is speckle phenomenon.

Speckle is a special physical phenomenon caused by high coherence of the laser source. Generally speaking, it is a random intensity pattern caused by random interference of laser light. The speckle pattern will greatly degrade image quality in projection and result in loss of image information [14]. Figure 1.3 is an example of an image with and without a speckle pattern.
In order to evaluate speckle level in a laser projection system, the concept of speckle contrast ratio (SCR) is often used. The SCR is defined as:

\[ \text{SCR} = \frac{\sigma_I}{\bar{I}} \]  

where \( \sigma_I \) is the standard derivation of intensity fluctuation of the speckle field and \( \bar{I} \) is the average intensity of the speckle field. SCR value often lies within the range of 0 to 1, where 0 means no speckle at all and 1 means maximum speckle. In recent years, studies have shown that when the SCR value is below 5\%, people can hardly notice the existence of speckle for blue lasers [15]. For green lasers, this value is lower, as humans are more sensitive to green color. People usually consider projection with SCR less than 4\% as speckle-free projection.

Multiple methods have been studied to reduce speckle in laser projection. In this section, the origin of speckle and the statistical properties of speckle will be discussed, as well as some typical speckle reduction methods.
1.2.1 Origin of Speckle

In the 1960s, right after the invention of continuous wave lasers, researchers noticed that after the laser beam encounters a diffuser, a granular pattern with random intensity fluctuation can be observed. This pattern is called “speckle”.

People realized this random intensity fluctuation is generated from the random surface roughness of the diffuser. In our world, when measured with wavelength scale, the surfaces of many objects can be considered as “rough”. These optical rough surfaces provide random phase fluctuations to the wave front of laser beams. These random phase elements overlap and interfere with each other at the image plane and form the random intensity fluctuation as speckle (as in Figure 1.4).

Figure 1.4 A typical speckle pattern
When we look in detail at the origin of speckle, it can be divided into two different categories: 1) objective speckle and 2) subjective speckle [18]. These two types are identified by the different ways a laser beam is propagated.

Figure 1.5(a) shows the origin of objective speckle. The light is reflected/transmitted from an optical rough object and then propagated freely in space. The point at the image plane has a contribution from all elements at the object plane. Due to the random phase introduced by the rough object, random interference will occur at the image plane and generate speckle.

Figure 1.5(b) shows the origin of subjective speckle. Different from objective speckle, in this case, the light is propagated in an imaging system. Limited by the diffraction limits of the optic system, each point on the image plane is only contributed to by elements from the objective plane within the point spread function (PSF) area of the imaging system. Similar as is discussed above, all these elements from the objective plane have random phase fluctuations and will generate random interference, which causes intensity fluctuation at the image plane.
Figure 1.5 Origin of (a) Objective speckle; (b) Subjective speckle

In a practical laser projection system, there will be multiple components that can generate speckle. One of the most common ones is a projection screen. In order to diffuse the light to a large viewing angle, the screen is usually very rough and will act as the random object in Figure 1.5. Also, sometimes diffusers/multimode fibers are used for the purpose of light homogenization; they will also introduce random phases.

As shown in the origin of speckle, the amplitude of a point on the image plane is the summation of N random elements from the objective plane. In most cases, when the number of random elements is very large, where N can be considered as infinite, we say speckle meets this requirement as Gaussian speckle. If N is a limited number, the speckle in this case is called non-Gaussian speckle.

In a laser projection system, most speckle that observers come across is Gaussian speckle. However, in some special cases, non-Gaussian speckle can be generated and have some specific applications. All speckle in this thesis without a special description will be Gaussian speckle.
1.2.2 Statistical Properties of Speckle

In this section, the statistical properties of speckle are discussed. One characteristic of speckle is that we can only measure the intensity distribution of it, rather than amplitude. Thus, the statistical properties of its intensity are studied here. However, the intensity is generated by interference from amplitude. So the analysis will start from amplitude.

As discussed in Section 1.2.1, both subjective speckle and objective speckle are generated by multiple random amplitude elements. A complex element is defined with the following expression:

\[ A_n = a_n e^{i\phi_n} \]  

(1.2)

where \(a_n\) is the amplitude of this complex element and \(\phi_n\) is its phase. The summation of N complex elements can be expressed as:

\[ A = a e^{i\phi} = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} a_n e^{i\phi_n} \]  

(1.3)

where \(A\) is a phasor representing local light amplitude. \(N\) is the number of random complex elements that contribute to \(A\). \(a\) and \(\phi\) are amplitude and phase respectively. For a typical speckle generated in laser projection, we can make following assumptions [16]:

1. For any specific complex element, its amplitude is independent to its phase.
2. For any two complex elements, their amplitudes and phases are independent to each other.
3. For random phase \(\phi\), it has a uniform distribution over range \((-\pi, \pi)\).
When N is infinite, the joint probability density function of amplitude $a$ and phase $\phi$ can be expressed as[18]:

$$P_{a,\phi}(a, \phi) = \frac{a}{2\pi \sigma^2} \exp\left(-\frac{a^2}{2\sigma^2}\right)$$  \hspace{1cm} (1.4)

where $\sigma^2$ equals to:

$$\sigma^2 = \sum_{n=1}^{N} \frac{E[a_n^2]}{2}$$  \hspace{1cm} (1.5)

And we can get the probability density of amplitude:

$$P_a(a) = \int_{-\pi}^{\pi} P_{a,\phi}(a, \phi) \, d\phi = \frac{a}{\sigma^2} \exp\left(-\frac{a^2}{2\sigma^2}\right)$$  \hspace{1cm} (1.6)

which is a Rayleigh distribution. The probability density of phase can also be calculated:

$$P_{\phi}(\phi) = \int_{0}^{+\infty} P_{a,\phi}(a, \phi) \, da = \frac{1}{2\pi}$$  \hspace{1cm} (1.7)

The intensity distribution of $A$ then can be expressed as:

$$P_I(I) = \frac{1}{2\sqrt{I}} P_a(\sqrt{I}) = \frac{1}{2\sigma^2} \exp\left(-\frac{I}{2\sigma^2}\right)$$  \hspace{1cm} (1.8)

The Eq.1.5 follows a negative exponential distribution. The expectation of $I$ is:

$$\bar{I} = \int_{0}^{+\infty} P_I(I) \, IdI = 2\sigma^2$$  \hspace{1cm} (1.9)

Thus the distribution can be written as:

$$P_I(I) = \frac{1}{2\sqrt{I}} P_a(\sqrt{I}) = \frac{1}{\bar{I}} \exp\left(-\frac{I}{\bar{I}}\right)$$  \hspace{1cm} (1.10)

The Eq.1.10 follows a negative exponential distribution. And second order moment
is:

\[ \bar{I}^2 = \int_0^{+\infty} P_l(I) I^2 dI = 8\sigma^4 \]  

(1.11)

Thus the standard derivation of \( I \) is:

\[ \sigma_I = \sqrt{\bar{I}^2 - \bar{I}^2} = 2\sigma^2 = \bar{I} \]  

(1.12)

Combined with Equation 1.1, the SCR under this condition is 1. Speckle here is called “fully developed speckle”. It is clear that fully developed speckle is very serious and has to be reduced.

As mentioned above, fully developed speckle has to be suppressed. Thus, it is worth discussing the statistical properties of the overlapping of \( N \) independent fully developed speckle patterns.

As the overlapping of amplitude will not cause any reduction for the SCR, the overlapping of independent, fully developed speckle patterns is on intensity bases.

The average intensity of the overall image is:

\[ \bar{I}_{overall} = \sum_{n=1}^{N} \bar{I}_n \]  

(1.13)

where \( \bar{I}_n \) is the average intensity of \( n^{th} \) speckle pattern. The standard derivation is desired in order to calculate SCR. Thus, the second order moment should be calculated:

\[ \bar{I}_{overall}^2 = \sum_{n=1}^{N} \sum_{m=1}^{M} \bar{I}_n \bar{I}_m = \sum_{n=1}^{N} \bar{I}_n^2 + \sum_{n=1}^{N} \sum_{m \neq n}^{M} \bar{I}_n \bar{I}_m \]  

(1.14)

An assumption is used here, which is when \( m \neq n \), different speckle patterns are independent with each other. They all follow negative exponential distribution and have
\[ \overline{I_n^2} = 2 \overline{I_n^2} . \]

Thus Eq. 1.14 can be written as
\[
\overline{I_{overall}^2} = \sum_{n=1}^{N} \sum_{m=1}^{M} I_n I_m = 2 \sum_{n=1}^{N} \overline{I_n^2} + \sum_{n=1}^{N} \sum_{m \neq n}^{M} I_n I_m = \sum_{n=1}^{N} \overline{I_n^2} + \left( \sum_{n=1}^{N} \overline{I_n} \right)^2
\]

\[
= \sum_{n=1}^{N} \overline{I_n^2} + \overline{I_{overall}^2} \quad (1.15)
\]

Thus, the standard derivation of overall is:
\[
\sigma_{overall}^2 = \sum_{n=1}^{N} \overline{I_n^2} \quad (1.16)
\]

And SCR is:
\[
SCR = \frac{\sigma_{overall}}{I_{overall}} = \sqrt{\frac{\sum_{n=1}^{N} \overline{I_n^2}}{\sum_{n=1}^{N} \overline{I_n}}} \quad (1.17)
\]

when each independent speckle pattern has same average intensity, the above equation can be simplified as:
\[
SCR = \frac{1}{\sqrt{N}} \quad (1.18)
\]

This is a very important conclusion. That N independent speckle patterns overlap with each other on intensity, if they have equal average intensity, the SCR of the system after overlapping will drop to \( \frac{1}{\sqrt{N}} \). This conclusion can be used in the design of speckle reduction in laser projection systems.
1.2.3 Speckle Reduction in Laser Projection

As speckle degrades projection image quality seriously, it has to be reduced. Many methods have been proposed recently. Before discussing in any detail methods to reduce speckle, it is very helpful to have an overview of ideas in speckle reduction.

Most methods of speckle reduction in laser projection are contributed to by three methods, i.e. wavelength diversity, polarization diversity and angle diversity, which can be expressed as [17]:

$$\text{SCR} = \frac{1}{R}$$

(1.19)

$$R = R_\lambda R_\sigma R_\Omega$$

(1.20)

where $R_\lambda$ is the wavelength diversity of the system. If the light source is an ideal monochromic laser with a single wavelength, the value of $R_\lambda$ is 1. In other cases, the $R_\lambda$ is always a value bigger than 1. For example, when two monochromic lasers with a sufficiently large difference in wavelengths are used, $R_\lambda$ is $\sqrt{2}$.

$R_\sigma$ is contribution from the polarization diversity of the screen. For a depolarized screen, this value is equal to $\sqrt{2}$ and for a polarization maintained screen, the value is 1. It is well known that for a polarized maintained screen which is mostly used in 3D projection, laser projection will generate more speckle than conventional screen.

$R_\Omega$ is the reduction factor contributed to from the spatial diversity. When using
time-varying components like a vibrating diffuser, a rotating lightpipe and rotating lens array, a large $R_\Omega$ can be generated. In other words, $R_\Omega$ reduces the speckle by generating multiple independent speckle patterns simultaneously or within the integration time of detector/audience. The overlapping of these speckle patterns can greatly reduce the speckle as discussed in Section 1.2.2. However, in a practical laser projection system, the $R_\Omega$ is limited by the optical geometry of the system and the SCR reduction will not follow $\frac{1}{\sqrt{N}}$ completely[18]. This limitation is crucial. Almost all speckle reduction methods proposed in the market using spatial diversity are seriously limited by this and cannot reduce the SCR below human perception threshold. Detailed discussion regarding this limitation will be conducted in Chapter 4.

A few examples of speckle reduction using different methods are presented here.

One idea to reduce speckle in laser projection is to provide a large wavelength diversity. Typically, there are three choices to achieve a large $R_\lambda$: a) a broadband laser b) blending of several lasers with different wavelengths and c) a combination of a) and b). This is easy to understand, a laser source with more spectrum diversity will be able to generate more independent speckle patterns on the screen, which will overlap and provide speckle reduction.

Several methods have been reported to generate broadband laser. For example, one way to achieve a broadband laser is by adding current modulation to the laser [19], because for laser diode, output wavelength at a different driving current is different. When the AC signal is applied, if the modulation frequency is high enough, the total spectrum of the laser can be considered as expanded. As shown in Figure 1.6, by driving the laser with an AC
signal from 0.1A to 0.2A, the bandwidth can be increased from around 0.2nm to 2nm. By a combination with other speckle reduction methods, the reported overall SCR can be reduced to less than 5%. However, the AC modulation of laser diodes results in the decrease of overall output optical power of the laser, which will results in a dimmer projected image. This is due to the current modulation is mostly effective when current is close to lasing threshold where the output power is very low. Besides of this, the modulation will also result in a low averaging output power. As the typical working current of red LD is around 330 mA for the LD used in this experiment, the overall output power of the LD is less than 30% of the CW mode. In a practical laser projection which may have an optical power higher than 100W, this will result in hundreds of red LDs are required to provide enough illumination, which is very expensive and impractical.

Figure 1.6 (a) The center wavelength varies with the driving current (b) the spectrum of the output light. Note the dotted line is a measured spectrum by DC signal and solid line is driving by a AC signal [19].
A different method is used in [20], by tailoring laser structure, a AlGaInP/GaInP quantum well laser with unevenly spaced wells combined can provide a much broad emission spectrum. The structure of the laser is shown in Figure 1.7. By unevenly spacing of the emitters as shown in Figure 1.7(b), the full width at half maximum (FWHM) spectrum width is 3.7nm, while evenly spaced laser as in Figure 1.7(a) can only provide FWHM less than 0.3nm. The SCR reported in the paper is reduced by more than four times when using tailored laser compared to conventional one. However, the tailored quantum well structure requires epitaxially grown will result in a much higher manufacture cost compared to traditional semiconductor laser diode. Also, this setup require a much larger pumping power compared to traditional cavity structure in order to get a suitable electric-optic efficiency.

As briefly presented above, the broaden of laser linewidth usually complied with issues such as decreasing of output power, increasing of manufacture cost and drop of efficiency. As a result, they are not the major stream as methods in laser speckle reduction related to wavelength diversity.

Another way is to achieve a large wavelength diversity is by providing multiple wavelengths slightly different with each other. Mitsubishi proposed a high-power intra-cavity solid-state green lasers in 2015 [21]. Two different optical crystals ND:YVO₄ and ND:GdVO₄ are used to provide the fundamental light for second harmonic generation(SHG) green light. The former can provide fundamental light at 1064nm and 1086nm, while the latter provides the fundamental light at 1062nm and 1082nm. By employing proper laser crystal and laser cavity mirror coating, the laser can emit four different wavelengths at
531nm, 532nm, 541nm and 543nm respectively. Combined with other speckle reduction methods, the minimal SCR achieved by the team is 5.6%.

Besides wavelength diversity, another type of speckle reduction is by using spatial diversity. The basic idea is to generate as many independent speckle patterns as possible within the integration time of the observer and overlap them together to create a uniform image.

For example, a deformable mirror is used in [22]. The deformable mirror is a thin reflective membrane which is also flexible. There are many independent piezo actuators underneath the membrane and they are driven at kHz frequency. When they vibrate, the ripples on the surface of the mirror are fast changing. Hence, the reflected light will be diffused at different angles and diffraction orders and changed dynamically. Figure 1.8 shows the on and off state of this deformable mirror.
One advantage of this device is its surface can remain relatively smooth which will prevent scattering losses. When laser light illuminate on such rapid changing random surface, many independent speckle patterns will be generated. Combined with other homogenization and beam shaping optics, a good speckle reduction effect can be provided. However, this deformable mirror is at very high cost and the overall speckle reduction is still by the limits of spatial diversity.

Besides the deformable mirror, moving/vibrating/rotating components can also be used to provide speckle reduction. For example, in [23], a rotating light pipe is used to provide speckle reduction, as shown in Figure 1.9. The light is coupled into a light pipe which is rotating fast. The output light is passed through relay lenses and a display panel and projected to the screen.

The time-varying light pipe can also generate multiple independent speckle patterns at different time. As long as it rotates fast enough, a good speckle reduction can be provided. Similar ideas other than rotating a light pipe include rotating a lens array [24] and a diffuser
A positive feature of this method is the optical penalty due to the speckle reduction is relatively low. However, it also has a big disadvantage: a mechanical rotating component is highly undesired in a practical laser projector, as it may raise serious stability issues.

Thus, method can generate multiple independent speckle patterns without a moving component, is also studied. In [26], a laser diode array is established. Each laser diode is coupled into a multimode fiber and these multimode fibers form a fiber bundle, as shown in Figure 1.10.

There are a large number of modes that can be supported in the multimode fiber. Using an approximation of ray optics, the shortest propagation time is experienced for a mode propagating along the axis of the fiber without any reflection, while the longest propagation time is expected for a mode reflecting at the interface between the core and cladding layers at the critical angle. When the optic path difference between these two modes is longer than the coherence length of the laser, these two modes are overlapped with each other on intensity bases, which is required for speckle reduction.
Other than wavelength diversity and spatial diversity, polarization diversity can also be applied to speckle reduction. However, this factor is highly limited by the application. In situations where polarized screen has to be used (like 3D movies), polarization maintained screen has to be used. Thus, no speckle reduction can be applied to this. For conventional non-polarized screen, a $\sqrt{2}$ reduction can be contributed. In [16], it is proposed that by developing a laser projector with polarization of projected light that is fast rotating between two orthogonal directions, a more effective speckle reduction can be provided from polarization diversity. However, this setup is usually very complicated and not suitable for practical use.

Several speckle reduction methods are discussed as examples above. They mostly use wavelength diversity, spatial diversity or polarization diversity to reduce speckle. However, there are also some other speckle reduction methods that may not be categorized into one of three factors, such as engineered screen which generate non-fully developed
laser speckle, random lasers that break the coherence of the laser so interference will be greatly suppressed and screen vibrating that also generate time-varying speckle patterns.

1.3. Research Motivation and Objective

In order to make laser projection commercially successful, laser speckle has to be suppressed. A compact, low-cost and low optical penalty speckle reduction system is highly desired. Though there are some existing methods that can effectively reduce the speckle level under certain conditions, it is still very challenging to find a system that satisfies requirements mentioned above. It is therefore of great interest to study and optimize speckle reduction methods and improve the speckle reduction ability and image quality of laser projection systems.

The objective of this thesis is to analyze and investigate practical solutions for a speckle free laser projection system. The laser projection system is divided into several modules and studied separately. The study includes a low speckle laser source, a projection optical engine with an integrated speckle reduction method, a low speckle micro lens array screen and a standard speckle measurement system corresponding to human perception.
1.4. Thesis Outline

This thesis is organized into six chapters. The first chapter provides a brief introduction of laser projection and the laser speckle issue. The introduction describes the physical origin of laser speckle and its statistical properties, as well as some current speckle reduction methods. This chapter also shows the motivation and objective of this thesis.

Starting from the laser source, Chapter 2 discusses speckle reduction based on wavelength diversity. The theoretical model that describes wavelength diversity in laser projection is established. The SCR of the system using wavelength diversity is simulated, based on the model and experimentally verified. The chapter also gives the guideline of optimized wavelength/power selection for lasers to provide low speckle laser projection.

Chapter 3 proposes a low-cost, high-efficiency and compact speckle reduction optical system using an electric active elastomer actuator. The theoretical analysis as well as experimental work are presented in this chapter. By combining with multimode fiber and a voice coil motor, the proposed system can greatly reduce the SCR down to 3.7%.

Chapter 4 studies an engineered screen that utilizes micro lens array(MLA) which can greatly reduce SCR. A comprehensive theoretical model has been established for the analysis and optimization of MLAs that can predict the SCR of a laser projection system using different MLA screens. The theory and calculated results agree well with the reported experimental results. This model can be used to determine a MLA cell size that can achieve an SCR below human perception.

Chapter 5 works on the standard measurement of speckle in a laser projection
system that corresponds to human perception. The measured SCR is highly dependent on measurement conditions, which include but are not limited to camera F/#, focal length, environment illumination level, and integration time. To obtain the correct SCR values that agree with the human eye, these conditions are discussed and suitable setups are proposed.

Chapter 6 provides a summary of the most important achievements of this thesis as well as potential future work.
CHAPTER 2

Speckle Reduction Based on Wavelength Diversity

2.1. Wavelength Diversity in Speckle Reduction

In the previous chapter, speckle reduction methods using wavelength diversity, spatial diversity and polarization diversity were briefly introduced. This chapter will focus on the study and optimization of wavelength diversity.

In order to suppress SCR, wavelength diversity $R_{\lambda}$ is widely considered. This can be realized by increasing the linewidth of the laser source or by using multiple lasers with different wavelengths (i.e. wavelength blending). For example, in digital cinema laser projectors, several hundred lasers are required to achieve the required brightness [27], and the vibration technique is highly undesirable to use due to the fact that the reliability of the system is very important [28]. Therefore, a motionless de-speckle technique, such as wavelength blending (i.e. using multiple lasers with different wavelengths), has to be employed to generate a large $R_{\lambda}$ and thus low SCR.

Although wavelength blending is a well-known technique to reduce speckle, there is no theoretical model to describe the speckle reduction effect quantitatively when multiple
lasers with different center wavelengths, wavelength gaps and line widths are used. To date, the study on the effectiveness of the wavelength blending method is mainly based on experimental investigation [29,30]. Theoretical analysis of the wavelength diversity of a single wavelength has been reported in [31]. A speckle reduction theory related to wavelength diversity has been presented in [32]. However, it is suitable only for either a light source with one single center wavelength and a Gaussian shaped spectrum or a light source with multiple longitude modes and a Gaussian shaped intensity envelope. The longitude modes were assumed to have the same linewidth and a fixed frequency or wavelength gap. Thus, there is no theoretical model that can be used to simulate and minimize SCR as a function of power ratio and wavelength gap between different lasers, which is especially important when many lasers (e.g. 100) are involved. For instance, it can be expected that when two different lasers with ideal monochromic spectras are blended, the SCR of the entire system will decrease as their wavelength difference increases and the minimum SCR will be reduced by $\sqrt{2}$. However, how far away these two wavelengths needed to be in order to achieve maximum speckle reduction is unclear.

It is worth noting that when two different lasers with the same wavelength are used, even though they are incoherent to each other, they still generate identical or nearly identical speckle patterns if they illuminate the screen from the same location. Thus, only a very limited speckle reduction effect can be expected in this case [18], which is very common when multiple lasers are coupled by a fiber bundle since all laser light comes out from the same fiber end.

In this chapter, a theoretical model is used to describe the wavelength blending
effects on speckle reduction. The minimum wavelength difference of two lasers as a function of laser linewidth to generate de-correlated speckle patterns is studied both theoretically and experimentally. The optimal power ratio between lasers that have different wavelengths and linewidths is also simulated and experimentally verified. The SCRs of a system with multiple wavelengths (more than two wavelengths) are then investigated. The number of wavelengths required for a practical laser projection system to achieve speckle free projection is analyzed. The results of this chapter have been published in [33].

2.2. Theoretical Model of Wavelength Diversity

The theoretical analysis of wavelength diversity in speckle reduction has been partially studied before. For example, Goodman [18] analyzed the relationship between SCR and the linewidth of single wavelength, and Trisnadi [17] estimated the speckle reduction effect of multiple wavelength blending. However, the model to describe the speckle reduction effect of wavelength blending has not been well studied yet. Since speckle reduction using wavelength blending is related to different wavelengths, it is convenient to discuss the question in frequency domain. Assuming that there are \( n \) different lasers, and \( \hat{g}_i \) is the normalized power spectrum density function of the \( i^{th} \) laser, which is defined as
\[ \hat{g}_i = \frac{g_i(\nu)}{\int_0^\infty g_i(\nu) d\nu} \]  

(2.1)

\( g_i(\nu) \) is the power spectrum density function of the \( i^{th} \) laser. Thus, the normalized power spectrum density function of the entire system can be written as

\[ \hat{g} = \sum_{i=1}^{n} C_i \hat{g}_i \]  

(2.2)

where \( \sum_{i=1}^{n} C_i = 1 \), and \( C_i \) is the power ratio of the \( i^{th} \) laser over the total power, which can be expressed as

\[ C_i = \frac{\int_0^\infty g_i(\nu) d\nu}{\sum_{k=1}^{n} \int_0^\infty g_k(\nu) d\nu} \]  

(2.3)

the normalized power spectrum density function \( \hat{g} \) includes the information on the number of lasers, the linewidth and the power ratio of each laser. Note that the center wavelength, linewidth, and power ratio could be different for each laser in the theoretical model presented in this paper, which enables us to easily simulate and minimize the SCR of a wavelength blended laser system.

Assume that the laser light directly illuminates a depolarization screen without any other speckle reduction methods, and that the speckle is captured by a camera with a detection lens. Let \( I(x, y; \nu) \) be defined as the speckle intensity at point \((x, y)\) with an illumination frequency of \( \nu \) by unit radiation. \( I(x, y) \) is defined as speckle intensity at point \((x, y)\). Thus, \( I(x, y) \) can be considered as the integration of speckle intensity at frequency \( \nu \) with the weight of normalized power spectrum density function. This can be expressed as \[ I(x, y) = \int_0^\infty \hat{g} I(x, y; \nu) d\nu \]  

(2.4)
To obtain the expression for SCR, the average intensity and standard derivation of $I(x, y)$ are necessary. Similar to Eq.2.4, the spatial averaging of $I(x, y)$ can be expressed as

$$I(x, y) = \int_{0}^{\infty} \hat{g}(x; \nu) d\nu = \int_{0}^{\infty} \hat{g}(x; \nu) d\nu = \int_{0}^{\infty} \hat{g}(x; \nu) = \bar{I}$$ \hspace{1cm} (2.5)$$

Here, the order of integration and summation is interchanged. Also, as the spatial averaging of $I(x, y; \nu)$ is independent of $\nu$, $\bar{I}(x, y)$ equals $\bar{I}(x, y; \nu)$. Similarly, $\bar{I}^2(x, y)$ can be expressed as

$$\bar{I}^2(x, y) = \int_{0}^{\infty} \int_{0}^{\infty} \hat{g}(x; \nu_1) \hat{g}(x; \nu_2) d\nu_1 d\nu_2$$

$$= \int_{-\infty}^{+\infty} K\hat{g}(\Delta \nu) \Gamma_i(\Delta \nu) d\Delta \nu$$ \hspace{1cm} (2.6)$$

where

$$K\hat{g}(\Delta \nu) = \int_{0}^{+\infty} \hat{g}(\xi) \hat{g}(\xi - \Delta \nu) d\xi$$ \hspace{1cm} (2.7)$$

and $\Gamma_i$ is the statistical autocorrelation function of $I(x, y; \nu)$. According to the circular complex Gaussian statistics \[18][34], $\Gamma_i$ can be written as

$$\Gamma_i(\Delta \nu) = \bar{I}^2 * (1 + \mu(\Delta \nu)^2)$$ \hspace{1cm} (2.8)$$

where $\mu$ is the complex correlation coefficient of two speckle fields with a frequency difference of $\Delta \nu$. Note that $\mu$ is not related to the laser source spectrum. It describes the correlation between two speckle fields generated by two lasers with a peak frequency gap of $\Delta \nu$. By inserting Eq.2.8 into Eq.2.6 and combining it with Eq.2.5, the standard derivation of the light field is given by
\[ \sigma^2 = \bar{I}^2(x, y) - \overline{I(x, y)^2} \]

\[ = \int_{-\infty}^{+\infty} K\tilde{g}(\Delta \nu) \overline{I(x, y)^2} \left( 1 + \mu(\Delta \nu)^2 \right) d\Delta \nu - \left( \int_{0}^{\infty} \tilde{g} I(x, y; \nu) d\nu \right)^2 \]

\[ = \overline{I(x, y)^2} \int_{-\infty}^{+\infty} K\tilde{g}(\Delta \nu) \mu(\Delta \nu)^2 d\Delta \nu \] (2.9)

Thus, the SCR of the system can be expressed as

\[ \text{SCR} = \frac{1}{R_{\Delta}} = \sqrt{\frac{\sigma^2}{\overline{I(x, y)^2}}} = \sqrt{\int_{-\infty}^{+\infty} K\tilde{g}(\Delta \nu) \mu(\Delta \nu)^2 d\Delta \nu} \] (2.10)

It worth noting that only the wavelength diversity \( R_{\Delta} \) is considered in the speckle reduction here. \( R_{\sigma} \) and \( R_{\Omega} \) are set to 1. Using the random height screen model [18], the speckle field \( a(\alpha, \beta) \) is right after the screen which is given by:

\[ a(\alpha, \beta) = rS(\alpha, \beta) e^{j\phi(\alpha, \beta)} \] (2.11)

where \( r \) is the amplitude reflectivity of the screen and \( S(\alpha, \beta) \) is the amplitude illuminated on the screen. \( \phi(\alpha, \beta) \) is the random phase resulting from the screen surface fluctuation:

\[ \phi(\alpha, \beta) = \frac{2\pi}{\lambda} (-i \cdot \hat{z} + \hat{o} \cdot \hat{z}) h(\alpha, \beta) \] (2.12)

\( \hat{i} \) and \( \hat{o} \) are unit vectors respectively corresponding to the incident and reflected directions of the light. \( \hat{z} \) is the unit vector perpendicular to the screen surface, and \( h(\alpha, \beta) \) is the surface height at \((\alpha, \beta)\). Eq.2.12 can be rewritten as

\[ \phi(\alpha, \beta) = \frac{2\pi}{\lambda} (-i \cdot \hat{z} + \hat{o} \cdot \hat{z}) h(\alpha, \beta) = (-(k_i + k_o) \cdot \hat{z}) h(\alpha, \beta) \] (2.13)

The scattering vector \( q \) can be defined as

30
\[ q = -k_i + k_o = q_\alpha \hat{\alpha} + q_\beta \hat{\beta} + q_z \hat{z} = q_t + q_z \hat{z} \]  

(2.14)

where \( q_z \) is the normalized component of the scattering vector, which is given by

\[ q_z = \frac{2\pi}{\lambda} (\cos \theta_i + \cos \theta_o) \]  

(2.15)

where \( \theta_i \) and \( \theta_o \) are incident angle and reflected angle, respectively.

The calculation of \( \mu(\Delta \nu) \) has been reported in [35]. When illumination and observation angles are very close to each other, \( \mu(\Delta \nu) \) can be expressed as

\[ \mu(\Delta \nu) = M_h(\Delta q_z) \]  

(2.16)

where \( M_h \) is the first order characteristic function of the surface height fluctuations \( h \) and \( \Delta q_z = \frac{2\pi|\Delta \nu|}{c} (\cos \theta_i + \cos \theta_o) \). For a rough surface with a height fluctuation of Gaussian distribution,

\[ |M_h(\Delta q_z)|^2 = \exp(-\sigma_h^2 \Delta q_z^2) \]  

(2.17)

where \( \sigma_h \) is the standard derivation of surface height fluctuation.

Based on the above derivation, for a laser light source utilizing wavelength blending, the speckle reduction effect caused by wavelength diversity can be calculated. Using the normalized power spectrum density function \( \hat{g} \) of the system and the standard derivation of the screen surface roughness \( \sigma_h \), the SCR and optimal power ratio between different wavelengths can be calculated.

The above theoretical model can be used to predict the \( R_\lambda \) of a laser projection system using a blended system. By using a specific \( \hat{g} \) that corresponds to the laser source, the \( R_\lambda \) can be calculated.
2.3. Simulated Results for Wavelength Diversity

With the established theoretical model, the blended laser source of the laser projection system can be optimized to have better speckle reduction. Several simulations are conducted. Different cases are studied and presented in this section. To study dependence of the SCR on wavelength difference and laser linewidth, two lasers are considered first.

2.3.1 Two Lasers with Equal Linewidth

Assume two lasers illuminate a screen from the same location and the same incident angle without using any other speckle reduction methods. If two lasers have identical spectras, even if they are incoherent, they generate the same speckle pattern if they illuminate the screen from the same location with the same incident angle [36]. As a result, there will be no speckle reduction when these two speckle fields are overlapped with each other on the intensity base.

When the wavelengths of these two lasers have a certain difference, different speckle patterns will be generated as the wave front experiences different random phase terms when they are reflected by a screen. The bigger this wavelength difference, the more de-correlated these two speckle patterns will be. When the wavelength difference is big enough to generate two completely de-correlated speckle patterns, maximum speckle
reduction by the wavelength diversity is achieved. Thus, the SCR of the system is related to the wavelength difference between lasers.

The theory was first tested by blending two ideal monochromic lasers, assuming that the lasers have the same output power but different wavelengths. Thus, the normalized power spectrum density function $\hat{g}$ is

\[
\hat{g} = \frac{1}{2} [\delta(v - v_a) + \delta(v - v_b)]
\]  

(2.18)

where $v_a$ and $v_b$ are frequencies corresponding to each wavelength.

Bringing $\hat{g}$ into Eq.2.7, the $K\hat{g}(\Delta v)$ can be written as

\[
K\hat{g}(\Delta v) = \int_{0}^{+\infty}\frac{1}{4}[\delta(v - v_a) + \delta(v - v_b)][\delta(v - v_a - \Delta v) + \delta(v - v_b - \Delta v)] dv
\]  

(2.19)

Note that only when $\Delta v = 0$, $\Delta v = v_a - v_b$ or $\Delta v = v_b - v_a$, $K\hat{g}(\Delta v)$ is non-zero. Thus, $K\hat{g}(0) = \frac{1}{2}, K\hat{g}(v_a - v_b) = K\hat{g}(v_b - v_a) = \frac{1}{4}$. Bringing the results into Eq.2.16 and using Eq2.5-2.10, we obtain

\[
\text{SCR} = \frac{1}{\sqrt{\frac{1}{2} M_h(\Delta q_z(0))^2 + \frac{1}{4} M_h(\Delta q_z(v_a - v_b))^2 + \frac{1}{4} M_h(\Delta q_z(v_b - v_a))^2}}
\]

\[
= \sqrt{\frac{1}{2} + \frac{1}{2} \exp[-\sigma_h^2 \left(\frac{4\pi|v_a - v_b|}{c}\right)^2]}
\]  

(2.20)

where the assumption $\cos \theta_i = \cos \theta_o = 1$ is used.

When two wavelengths are far away from each other, $|v_a - v_b|$ is very large and $\exp[-\sigma_h^2 \left(\frac{4\pi|v_a - v_b|}{c}\right)^2]$ is close to 0. Therefore the SCR calculated from Eq.2.20 approaches to $1/\sqrt{2}$, which corresponds with the well-known result of two ideal monochromic lasers with different wavelengths and equal intensity.
As the theory is first verified in an ideal case, two more practical cases are studied. Figure 2.1 shows the simulated SCR as a function of the wavelength difference between (a) two diode pumped solid state (DPSS) green lasers, and (b) two semiconductor green laser diodes (LDs), respectively. In the simulations, only the wavelength diversity effect was considered. Thus, according to Eq.(1.19-1.20), \( \text{SCR} = \frac{1}{R_\lambda} \). It was assumed that the two lasers have equal intensity and a Gaussian shaped spectrum with linewidth of 0.1 nm [37] and 1.2 nm [38] for the DPSS lasers and semiconductor LDs, respectively. A screen surface roughness \( \sigma_h \) of 100 \( \mu \text{m} \) was assumed in the simulations [39].

As shown in Figure 2.1(a), with the increase of wavelength difference between the two DPSS green lasers, the SCR decreases first and then saturates. The minimum SCR equals \( 1/\sqrt{2} \), which agrees well with the theoretical prediction of SCR for two completely incoherent lasers. We define \( \Delta \lambda_{min} \) as the wavelength difference between the two lasers when the SCR drops down to 99\% from its maximum to saturation.

For DPSS lasers with a linewidth of 0.1 nm, the \( \Delta \lambda_{min} \) is 1.0 nm, implying that, to achieve optimal speckle reduction effects, the wavelength difference between the two lasers should be set at a value larger than 1.0 nm.

On the other hand, semiconductor LDs have much broader spectrum as compared to the DPSS lasers. As a result, the dependence of SCR on the wavelength difference of the two LDs is quite different, although the trend is similar, as shown in Figure 2.1(b). The \( \Delta \lambda_{min} \) is 1.5 nm implying that, to achieve optimal speckle reduction effects a larger wavelength difference is required for LDs.
Figure 2.1 Simulated SCR as a function of the wavelength difference between a) two DPSS lasers; b) two semiconductor laser diodes.

It is worth mentioning that, our simulated results agree with the reported results for two DPSS lasers with slightly different wavelengths [40]. In [40], it is reported that SCR of a laser source system using two DPSS lasers saturates when the wavelength difference is around 1 nm, which agrees well with our results shown in Figure 2.1(a).

To obtain a general trend, dependence of the minimum wavelength difference $\Delta \lambda_{\text{min}}$ on laser linewidth was simulated, as shown in Figure 2.2. In the simulations, two lasers with equal power and the same linewidth were assumed. The X-axis is the linewidth of the two lasers, while the Y-axis is the $\Delta \lambda_{\text{min}}$. As shown in Figure 2.2, the minimum wavelength difference $\Delta \lambda_{\text{min}}$ increases monotonically with the increase of the laser linewidth. The broader the laser linewidth, the larger the minimum wavelength difference $\Delta \lambda_{\text{min}}$ is required to achieve the optimal speckle reduction.
2.3.2 Two Lasers with Different Linewidths

In a practical laser projection system, there are situations where different lasers with different linewidths are blended together. For example, there are two types of lasers usually used in laser projection to generate green light. One type is a diode pumped solid state (DPSS) laser, which utilizes frequency doubling and usually generates green light at around 532 nm [37]. The other type is GaN based laser diode (LD), which emits light at around 515 nm [38]. These two types of lasers are often blended together to provide speckle reduction.

Unlike the previous case where two lasers have equal linewidth, these two lasers have different linewidths. The DPSS laser has a very narrow linewidth of about 0.1 nm, while the semiconductor LD has a much broader linewidth of about 1.2 nm. They meet the

Figure 2.2 Simulated minimum wavelength difference dependence on laser linewidth for achieving the optimal speckle reduction.
wavelength difference requirement to generate de-correlated speckle patterns. However, unlike lasers with equal linewidth that the minimal SCR will be generated when they have equal intensity, the optimized power ratio between them to generate minimal SCR is unclear. It is unknown if the minimal SCR will still be achieved when they have equal power.

To obtain the optimized power ratio between two lasers with different wavelength and linewidth, the theory described in Section 2.1 was used in the simulations, as shown in Figure 2.3 (solid curve). The X-axis shows the percentage of LD power over the total power of the two lasers, where a ratio of 0 means the light source is a pure DPSS laser, while a ratio of 1 implies the light source is pure LD. The Y-axis shows the SCR of the system. In the simulations, a Gaussian spectrum with a $1/e^2$ width of 0.1 nm and center wavelength of 532 nm was assumed for the DPSS laser. For the LD, it was assumed that the LD has several longitude modes around 520 nm, and the envelope of these modes can be roughly considered as a Gaussian function with a $1/e^2$ width of 1.2 nm. For a white print paper, the value of $\sigma_h$ is about 100 $\mu$m [39]. For a screen used for practical projection, the surface of a screen is usually more rough than a white print paper and a value of 200 $\mu$m for $\sigma_h$ was used in the simulation. Considering the depolarization of the screen, the simulated SCR was divided by a factor of $\sqrt{2}$.

As shown by the solid curve in Figure 2.3, when only the DPSS laser is used, the SCR is around 69%. On the other hand, when only LD is employed, the SCR is around 37%. It is not surprising that LD gives a lower SCR as compared to the DPSS laser since LD has much wider linewidth. It is worth noting that the lowest SCR is achieved when the
power of LD over total power $P_{LD} : P_{Total}$ is around 0.8. The SCR under these circumstances is 33%. Experiment regarding this simulated results is conducted and will be presented in Section 2.3.

![Simulated and measured SCR using wavelength blending of a DPSS green laser and a semiconductor green LD.](image)

Figure 2.3 Simulated and measured SCR using wavelength blending of a DPSS green laser and a semiconductor green LD.

### 2.3.3 Wavelength Blending for Multiple Wavelengths

In a practical laser projection system, more than 2 lasers may be required. Therefore, the SCR of the system with multiple lasers also needs to be investigated. Wavelength blending effects of multiple lasers can be done by expanding the results obtained for two lasers and changing the $\hat{g}$ profile in the theory.

Again, two types of commonly used green lasers are studied here: semiconductor green LDs and DPSS green lasers. It was assumed that all green LDs have a Gaussian profile with a linewidth of 1.2 nm and green DPSS lasers have a Gaussian profile with a
linewidth of 0.1 nm.

In the simulations, for simplicity, the factors of speckle reduction due to the spatial diversity and polarization diversity were not considered and wavelength diversity was the only factor that contributes to speckle reduction. It was assumed that all lasers have equal intensity and the same wavelength difference between two adjacent lasers. Figure 2.4 shows the simulated SCRs as a function of wavelength difference between the two adjacent lasers for a) three lasers; b) five lasers; c) seven lasers; d) nine lasers. The X-axis is the wavelength difference between the two adjacent lasers, and the Y-axis is the simulated SCR of the wavelength blended light source. The solid and dashed lines correspond to simulated results of green DPSS lasers and LDs, respectively.

As shown in Figure 2.4, it is found that, first, even if multiple lasers are used, if they have exactly same wavelength and linewidth, there is no speckle reduction. This correlates well with the reported result [40]. Second, the SCRs reach a minimum value when the wavelength difference is bigger than 0.9 nm and 1.2 nm for the green DPSS laser and LD respectively. Third, when the wavelength difference is limited and a relatively large number of lasers is used, the speckle level of the DPSS lasers and LDs is similar, which can be seen in Figure 2.4(c) and (d). At first sight, this seems contradictory to the conventional impression since DPSS lasers have higher SCR as compared to that of the LDs. This can be explained as DPSS lasers reach minimum SCR much faster than that of LDs when the wavelength difference is increased, as shown in Figure 2.4(c) and (d). As a result, even if DPSS lasers have a higher initial SCR, they can still achieve a similar SCR level in this case.
The minimum number of lasers required to achieve a speckle free projection system can be obtained based on the simulation shown in Figure 2.4. For example, it has been reported in [41] that by using a single DPSS laser combined with multimode fiber, diffuser, light pipe and depolarized screen, the SCR of the system can be reduced to 9.6%. According to Eq.(1.19-1.20), and using $R_\lambda = 1$ for a single DPSS laser [17], the value of $R_\sigma R_\Omega$ for this system can be deduced for a de-polarized screen, i.e. $R_\sigma$ is $\sqrt{2}$ [18] and $R_\Omega = 1/(R_\lambda R_\sigma)$ = 10.42.

![Figure 2.4 SCR as a function of wavelength difference between adjacent lasers. a) three lasers; b) five lasers; c) seven lasers; d) nine lasers.](image)

To achieve speckle free projection (e.g. SCR < 4.6%) [42], sufficient wavelength diversity
has to be provided. According to Eq.1.19-1.20, the minimum $R$ required to achieve SCR of 4.6% is 21.74. As a result, for the system mentioned above, $R_\lambda$ bigger than 2.09 is necessary. If the system use a polarization maintained screen (i.e. $R_\sigma=1$) for the purpose of 3D display, the $R_\lambda$ must be even larger, which is $2.09 \times \sqrt{2}=2.95$. $R_\lambda$ of 2.09 and 2.95 corresponding to SCR of 67.66% and 47.85% respectively. Based on the simulations shown in Figure 2.4, for DPSS lasers, at least three lasers with sufficient wavelength difference are required for a depolarized screen or five lasers for a polarized screen. For LDs, the numbers reduce down to two and three, respectively.

2.4. Wavelength Blending Experiments

In order to verify simulated results, several experiments regarding wavelength blending are conducted. Also, a low-speckle laser projection system with optimized wavelength blending laser source is presented in this section.

2.4.1 Lasers with Equal Linewidth

To verify the simulated results, dependence of SCR on the difference of two green LD wavelengths was measured using the setup shown in Figure 2.5. In the experiments, two semiconductor LDs were used. The temperature of each semiconductor LD was
controlled by an independent thermoelectric cooler (TEC), which was used to change the center wavelength of the LDs. Since the center wavelength of the green LDs increases with the increase of temperature, the wavelength difference between the two LDs can be changed by tuning the temperature of the TECs [43].

To eliminate any possible uncertainties, the temperature of LD1 was fixed at the high-end of the operation temperature range suggested by the LD manufacturer (45 °C), while the temperature of LD2 was swept from low-end to high-end (from 7 °C to 45 °C). The output powers of the two LDs were kept equal in the measurements. The output beams of the LDs were coupled into a vibrating multimode fiber bundle and then illuminated on a de-polarized screen. A monochromatic camera was set 3 meters away from the screen. The camera lens was F/16 and had a focal length of 50 mm, which corresponds to the ratio of human vision [44].

Figure 2.5 Experimental setup used to verify the theory on wavelength diversity
To make sure that the measured speckle reduction effect is mainly caused by the wavelength blending of the two LDs, dependence of SCR on wavelength tuning by changing the TEC temperature was measured for LD2 first, as shown in Figure 2.6(a). The X-axis is the center wavelength of the LD2 and the Y-axis is the measured SCRs. It can be seen that the SCR of the system remain relatively stable when LD2 is set at a different temperature/wavelength. An average value of 13.7% will be used for LD2 in the following discussion.

![Figure 2.6](image)

**Figure 2.6** Measured SCR (a) for LD2 at different center wavelengths, and (b) for two LDs with LD1 fixed at 515.1 nm and LD2 changed from 512.5 nm to 515.1 nm.

The X-axis in Figure 2.6(b) is the wavelength difference between the two LDs and the Y-axis is the SCR. The solid curve corresponds to theoretical simulations, while the dashed curve indicates a curve fitting the measured data. It is worth noting that the values of SCR in Figure 2.6 include contributions from all of the three speckle reduction methods (i.e. wavelength diversity, spatial diversity and polarization diversity), which can be seen from the experimental setup shown in Figure 2.5. Thus, we have to consider their effects
on the simulations. As shown in Eq. 1.19-1.20, the spatial diversity and polarization diversity are independent of the wavelength diversity. As a result, the simulation results shown in Figure 2.6(b) can be obtained simply by reducing proportionally the values shown in Figure 2.1(b) from 76% to 13.7% at the left end of the simulated curve. As shown in Figure 2.6(b), the measured SCR drops with the increase of wavelength difference between the two LDs and the SCR reaches the minimum value when the wavelength difference reaches to 1.5nm, which agrees well with the theoretical simulations.

The measured SCR is smaller than the calculated value when the wavelength difference is zero, as shown in Fig. 2.6(b). There are several reasons that could contribute to this result. First, in the simulations, two LDs were assumed to have exactly the same spectrum shape with the same linewidth of 1.2 nm. However, in the experiments, we found that the spectrum shapes of the two LDs were not identical. As a result, when the wavelength difference is small (e.g. zero wavelength difference), the light from the two LDs do not provide a high degree of overlapping in the spectrum domain. This spectrum mismatching generates a larger wavelength diversity effect as compared to the theoretical prediction, which can result in a lower SCR. Second, laser beams were delivered from a fiber bundle in the experiments. The output beams of the two LDs from the fiber bundle were arranged close to each other but not from exactly the same location. As a result, the two LDs illuminate the screen with slightly different illumination angle. Based on [18], even when the two lasers have the same wavelength, different illumination angles generate two slightly different speckle patterns, which can also result in a slight speckle reduction.
2.4.2 Lasers with Different Linewidths

To verify the theoretical simulations of blending two lasers with different linewidths, experiments using the setup shown in Figure 2.7 were conducted. A DPSS laser at 532 nm (Nanjing CQ Laser Tech.) with a linewidth of about 0.15 nm and a semiconductor LD (NDG7475 Nichia) at 520 nm and a linewidth of 1.5 nm were used in the experiments. The two laser beams were combined using a polarizing beam splitter (PBS). A convex lens was used to enlarge the laser spot and throw the light on to a screen. The screen is not sensitive to orientation and the incident linearly polarized laser light is depolarized after diffused from the screen. A monochromic camera with a pixel size of 4.40 μm × 4.40 μm was used to capture the speckle pattern. The frame rate was set at 1/15s. The camera was set 3 meters away from the screen. The camera lens was set to a focal length of 50 mm with F/16, which gave a diameter of around 3.2 mm. It is noted that it is very important to make sure the camera setup correspond to the perception of the human eye in a projection environment since it is well known that the camera setup can greatly change the measured SCR value [45]. An improper setup might give a lower SCR that would not accurately reflect the speckle level of the system.

The SCR values were calculated from the captured images, following the suggestion from [46]. The measured speckle is shown as dots in Figure 2.3 as well so that theoretical simulations can be easily compared with the experimental results. It can be seen that a minimal SCR is achieved when \( \frac{P_{LD}}{P_{Total}} \) is equal to 0.8, which agrees very well
with simulated results. The experimental SCRs are lower than the simulated results. The reason for this is that camera pixels have a finite size and there is a spatial averaging effect, which reduces the measured SCR \([47]\). This effect becomes more obvious as the speckle level increases. This also explains why on the left side of the figure, the differences between the experimental and theoretical results are larger.

![Experimental setup diagram](image)

Figure 2.7 Experimental setup to verify the presented theoretical model using lasers in wavelength blending

### 2.5. Discussion and Conclusion

In this chapter, a theoretical model to calculate the SCR of a wavelength blended light source has been presented. The model has been verified by wavelength blending using a) two semiconductor laser diodes with equal power at different wavelengths and b) a semiconductor laser diode and a DPSS laser with fixed wavelengths and varying power
The model can be used to select the optimal laser wavelengths and power ratio between different lasers. The minimal wavelength shifts between two adjacent wavelengths to generate de-correlate speckle patterns as a function of the laser linewidth are calculated, which can provide a guideline in the selection of lasers to generate optimized wavelength blending for speckle reduction. This minimum wavelength difference $\Delta \lambda_{\text{min}}$ is strongly dependent on laser linewidth. The broader the laser linewidth, the larger the minimum wavelength difference $\Delta \lambda_{\text{min}}$ is. It has been shown that the minimum wavelength difference $\Delta \lambda_{\text{min}}$ is 1.0 nm and 1.5 nm for the green DPSS lasers and green semiconductor LDs, respectively.

Wavelength blending effects on the number of lasers used in combined laser sources has also been studied. It has been shown that, by combining wavelength diversity, spatial diversity and polarization diversity, speckle free projection can be achieved. Assuming the wavelength difference is larger than the minimum wavelength difference $\Delta \lambda_{\text{min}}$ and a depolarized screen is used, the minimum number of lasers required to achieve speckle free projection is three and two for green DPSS lasers and semiconductor LDs, respectively. For a polarized screen, these numbers increase to five and three for green DPSS lasers and semiconductor LDs, respectively. The results presented in this paper can provide a guideline on laser selection the in design of speckle free laser projection systems.
CHAPTER 3

Speckle Reduction Based on Spatial Diversity

3.1. Spatial Diversity in Speckle Reduction

In order to reduce speckle in laser projection system, besides wavelength diversity, spatial diversity is also considered as a major factor to fulfill the purpose. The spatial diversity has been briefly discussed in Chapter 1. In this section, a more detailed discussion and comparison will be made.

Before more detailed discussion regarding speckle reduction using spatial diversity, we need to look at the working principle of laser projections. Unlike wavelength diversity, speckle reduction using spatial diversity is closely related to projection method.

For laser based projections, there are usually two different types of projection: a) whole frame laser projection and b) laser scanning projection.

The whole frame projection system projects an entire frame to the screen at once. The laser beams of three primary colors red, green and blue are expanded, reshaped and homogenized first, then illuminate on three 2D spatial light modulators or one modulator depends on the design. Figure 3.1 is a schematic diagram of a conventional whole frame projection system [48].
Figure 3.1 A conventional whole frame laser projection system [48]

As shown in Figure 3.1, the whole frame laser projection system has several important modules: 1) laser light source; 2) beam uniformity components; 3) spatial light modulator(s) and 4) beam combiner and projection lenses. There are typically three types of spatial light modulators: digital light processing (DLP) [48], liquid crystal on silicon (LCoS) [49] and liquid crystal device (LCD) [50]. DLP and LCoS are reflective devices. Most LCDs are transmittance devices, though there are few reflective LCDs as well [51]. They can modulate the reflective/transmitted intensity and color of the light beam that corresponds to the targeted image. The modulated light field can be projected onto a screen and then observed by the audience.

In Figure 3.1 three LCDs are used to modulate the light. In some systems, only one modulator is used as red, green and blue primary lasers are modulated in time-sequential manner [52-54]. Colorful images can also be produced if within one frame time of the modulator, only one color is illuminated on to the modulator.
When discussing speckle reduction within the whole frame laser projector, the methods mostly focus on light source and beam uniformity components. The laser light source is where the wavelength diversity technique applied, which has been discussed in Chapter 2. The homogenization and beam uniformity part is usually where spatial diversity technique applied. As mentioned in Chapter 1, the idea of spatial diversity is by generating multiple independent speckle patterns and overlap them together, which will generate a uniform light field with reduced speckle.

![Figure 3.2 Multiple speckle patterns generated by light pipe](image)

There are usually two methods to achieve this goal. The first is trying to generate these speckle patterns simultaneously. This can be done by using homogenization components like a light pipe [55, 56] and lens array [57]. Figure 3.2 is an example of using a light pipe to generate multiple speckle patterns. The incident laser first illuminates a diffuser, then scattered light passes through the light pipe. It is clear that the internal reflections can be considered as multiple virtual light sources illuminate from different locations and angles and they all overlap at $P_0$. 
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When the optical distance differences from different virtual light sources to the \( P_0 \) are larger than the coherent length of the laser, the overlapping on \( P_0 \) will be on intensity bases and a homogenized light field with reduced speckle can be provided.

This approach has an apparent drawback. It is difficult to generate a large number of independent speckle patterns in this case. Thus, the second option is used. By providing time varying components, these patterns can also be generated. If the patterns are generated faster than the integration time of a human eye, it will also provide speckle reduction effect. One common approach is to vibrate/rotate the diffuser [58-60]. For example, in Figure 3.2, when the diffuser moves, a different speckle pattern can be generated. If the diffuser is moving fast enough, a very large number of independent speckle patterns can be provided and a very good speckle reduction effect can be achieved.

Besides whole frame projection, the second common type of projection is laser scanning projection. The laser scanning projection utilizes the laser’s characteristic of small etendue which has a very small divergence angle. When the fast scanning laser spot/line is faster than the persistence time of a human eye, two dimension images can be formed [61-63]. Unlike a conventional projection system, this type of projection usually does not use a projection lens, and is more suitable for portable, integrated display systems. Figure 3.1 is an example for a laser scanning projection system.

In Figure 3.3 two different rotating reflection mirrors are used for laser scanning. The first mirror controls horizontal scanning and rotates at a high speed while the second mirror controls vertical scanning and rotates at a relatively low speed. RGB lasers are time-sequential modulated to generate colorful image.
The spatial diversity method for speckle reduction is not very suitable for scanning projections. First, if homogenization components like a light pipe or lens array are used, they will destroy the small divergence character of laser beams, which is unacceptable for laser scanning projection. Second, if time-varying components are used, the varying speed for laser scanning projection is much higher than whole frame projection. For example, for 3 chip LCD projection with a 50 frame rate per second, each frame has a duration of 20ms [64]. The time varying components only required to provided enough changes within 20ms. Meanwhile for laser scanning projection, the duration time of each point can easily be at ~100s ns range [65]. This requires the time varying method generates speckle patterns even faster than this period, which will be very difficult to realize in practical engineering level. These reasons seriously limit the speckle reduction in laser scanning projection. As a result,
laser scanning projection usually has much more serious speckle compared to whole frame projection. Besides this, due to safety issue, the direct scanning projection can hardly use high output power lasers. According to [66], when use Class 2 lasers for scanning projection, only less than 20 lm brightness can be provided.

As a result, the laser scanning projection is not suitable for large scale application and spatial diversity speckle reduction is mostly suitable for whole frame projection. Thus the discussion regarding spatial diversity speckle reduction will be based on whole frame projection in this thesis.

3.2. Motionless Speckle Reduction with Spatial Diversity

3.2.1 Experimental Setup of Speckle Reduction with Spatial Diversity

As discussed in Section 3.1, spatial diversity can be achieved by providing multiple speckle patterns simultaneously or by using time-varying components. Usually the former way can provide only a limited number of speckle patterns while the later one can generate a very large number of these patterns, which will provide a much better speckle reduction.

The conventional methods to provide spatial diversity using time-varying are usually achieved by moving components, such as: a vibrating diffuser, a rotating light pipe or a rotating lens array. The biggest advantage for this method is that the principle is straight
forward and it is relatively easy to implement. The speckle reduction is also very effective. However, there are also some drawbacks here. First, the mechanical moving/vibrating/rotating components may introduce instability issues into the projection system, which can hardly be acceptable for commercial projection products. Second, these mechanical moving components may require a large space and are difficult to be integrated into the system, which will cause design problems.

As a result, an integrated spatial diversity speckle reduction system with high stability is highly desired in practical laser projection systems. In this chapter, a speckle reduction system that is presented, which is compact, easy to setup, low cost and has low optical penalty.

![Schematic diagram of experimental setup](image)

Figure 3.4 Schematic diagram of experimental setup

Figure 3.4 shows the setup used in the experiments. A frequency doubled DPSS laser from CQ Laser Technologies was used as a light source in the experiments. It emits
laser beam at 532 nm with a linewidth of about 0.1 nm. The laser beam was coupled into a multimode fiber (MMF) with a length of 2 meters. Part of the MMF was fixed on a voice coil motor (VCM), which was driven by a multifunction generator to introduce vibration in the MMF. A dielectric elastomer actuator (DEA) was placed 2 cm from the output facet of the MMF. The output light from the DEA then entered into a hexagonal lightpipe placed directly behind the device. Projection lenses were used to throw the end of the lightpipe onto a de-polarization screen. The distance between the projection lenses to the screen was 1.5 meters.

![VCM Response Curves](image)

**Figure 3.5 VCM response curves under a range of driving voltages**

In the system described below, an optional VCM was used to vibrate the MMF, which generated a time-varying phase modulation. The diameter of the VCM was 2 cm. The amplitude-frequency relationship under a range of driving voltages (peak value) is shown in Figure 3.5.
In Figure 3.5, the X-axis is the vibration frequency of the VCM, and the Y-axis is the vibration amplitude. The driving signals used are sinusoidal and values shown above are peak voltage. In the experiments, the VCM was operated at 50 Hz and 9 V driving voltage. From Figure 3.5, the vibration amplitude of the VCM is estimated to be 0.5 mm. The vibration of VCM is optional. Also, the MMF is 2 meters long, the vibrating part can be separate away from the light engine, which will not introduce too much instability to the system.

A monochromic camera (DALSA M1600) was used as a detector. The camera was 3 meters away from the screen. The pixel size of the camera was 4.40 μm x 4.40 μm. The output image was an 8-bit grayscale image. The shutter speed was 1/15s and the camera lens had a 50-mm focal length at F/16.

Three major components are used to provide spatial diversity in the system: 1) multimode fiber, 2) dielectric elastomer actuator and 3) light pipe. They are studied independently and will be presented below.

The speckle reduction effect of the MMF is studied first. Four different MMFs with a core diameter ranging from 200 μm to 800 μm are studied and compared in the experiments. Figure 3.6 shows the measured SCR for MMFs with different core diameters with (dots) and without (squares) vibration, respectively.

In the experiments, the laser beam was coupled into an MMF with an objection lens. The MMFs were kept straight in the experiments and the output light was shone directly on the screen that was 1.5 meters away from the output facet of the MMFs. The speckle patterns were captured by the camera 3 meters away from the screen. As shown in Figure
3.6, when the MMFs remain stationary, the measured SCR drops from 54% to 44% when the core diameter increases from 200 μm to 800 μm. When the VCM was turned on, the SCR could be further reduced by introducing vibration to the MMF through a VCM, which introduces temporal diversity into the illumination light. It was found that when the MMF was coiled and consisted of two turns with a diameter of 20 cm, the VCM had the largest effect on speckle reduction and the smallest SCR was achieved. In both cases, the measured SCR from the MMF tends to saturate when the core diameter is larger than 800 μm. Considering the fact that the larger the MMFs core diameter, the higher the cost and the poorer the flexibility of the MMFs, the MMF with a diameter of 800 μm is selected for the optimized de-speckle configuration described below.

![Figure 3.6 SCRs of different MMFs with and without vibration](image)

Larger fiber core diameter can support more waveguide modes. There are several
mechanisms that contribute to speckle reduction by using an MMF that is related to its mode profiles. When the VCM is turned off, a piece of straight MMF is considered to be stationary and power distribution between different waveguide modes does not change significantly with time. Under this circumstance, the main mechanism for speckle reduction by the MMF is modal dispersion [67,68]. According to the ray optics, the shortest propagation time is experienced for a mode propagating along the axis of the fiber without any reflection, while the longest propagation time is expected for a mode reflecting at the interface between the core and cladding layers at the critical angle $\theta_c$. The difference in propagation times between these two modes is given by:

$$\Delta t \approx \frac{L}{2 cn_1} (NA)^2$$ \hspace{1cm} (3.1)

where $L$ is the length of the fiber, $n_1$ is the refraction index of the core and NA is the numerical aperture of the fiber. The MMFs used in the experiments all have a NA of 0.37 and a length of 2 m. As a result, $\Delta t$ is about 0.3 ns. The DPSS green laser used in the experiment has a wavelength of 532 nm with a spectral width $\Delta \lambda$ of 0.1 nm. The coherence time of the laser source is given by $\lambda^2/c\Delta \lambda$, which is about 8 ps. Thus, the two waveguide modes described above can be considered as de-correlated and can have low temporal coherence, resulting in speckle reduction at the output end of the MMF. The MMF with a larger core diameter will provide more de-correlated modes and give a more uniform light field with little speckle. Since only the low order waveguide modes are usually excited in a straight fiber, it is necessary to bend the fiber so that high order waveguide mode can be excited. Bending MMF can change waveguide mode power distribution, and result the higher order waveguide modes being excited.
On the other hand, there are two additional mechanisms within the MMF that contribute to speckle reduction when the MMF is vibrated: phase shift and mode coupling. First, there is a phase modulation for guided modes when the VCM is turned on. Since many modes propagate along the fiber with various propagating constants, there is a phase shift between different waveguide modes. Since the phase shift is very sensitive to the ambient environment of the MMF [69, 70], the vibration caused by the VCM changes the phase shifts rapidly [71]. When the VCM is vibrating at a high frequency, the phase shifts between different modes vary on a time scale faster than the integration time of the camera. As a result, when the modes with a rapidly varying phase shift overlap at the end of the MMF, effective speckle reduction can be expected.

Second, mode power distribution is also very sensitive to vibration. The mode coupling between various waveguide modes changes when the fiber is bent and vibrated [71]. If the fiber deformation is large and fast enough to create fast-changing random mode coupling in a large range, the mode power distribution also changes randomly with time. As a result, the output pattern at the fiber end varies with time, which results in speckle reduction.

After the MMF, the second component used in the system for speckle reduction is dielectric elastomer actuator (DEA). DEAs are relatively new devices for speckle reduction. The working principle of a DEA is shown in Figure 3.7. A rigid diffuser is bonded on an electro-active polymer (EAP) membrane placed in the middle of four electrodes. When no voltage is applied to the electrodes, the diffuser is centered (Figure 3.7(a)); when the upper electrode is active, the diffuser is translated downwards (Figure 3.7(b)); when both
electrodes are active the diffuser is translated to the bottom right corner (Figure 3.7(c)); when only the left electrode is active a translation to the right results (Figure 3.7(d)). As a result, the diffuser is set into a circular motion.

![Figure 3.7 DEA Diffuser position when a) no voltage is applied to the electrodes; b) the upper electrode is active; c) both electrodes are active; d) only the left electrode is active.](image)

The diffuser surface contains many uncorrelated structure cells [72]. After the moving diffuser, the light beams passing through the uncorrelated structure cells overlap with each other and result in a time averaged, suppressed speckle pattern. By controlling the size of the grain structure, the divergence of the diffuser can be controlled. A smaller grain size will give a larger divergence angle. Thus, when the area of illumination is fixed in the experiments (e.g. a circular beam spot with a diameter of 5 mm in the experiments), the number of illuminated uncorrelated structure cells for the larger divergence angle diffuser will be more than that for the small divergence angle diffuser. As a result, the light
from the large divergence angle DEA is more uniform than the smaller one, implying a higher speckle reduction effect.

As mentioned above, a DEA with a larger divergence angle is desired. However, in a practical optical system, there are also limitations on the DEA’s divergence angle. First, as the lightpipe was used after the DEA, the divergence angle of the DEA has to be smaller than the critical angle of the light pipe in order to prevent coupling loss. For a light pipe made from N-BK7, the critical angle is 41°. Second, system étendue has to be considered in order to prevent optical loss. For a home theater projector, the commonly used LCoS panel size is 0.63” with an aspect ratio of 16:9. Incident angle on the panel is usually controlled to be less than 10° to maintain good modulation quality. The étendue of the panel can be approximated as:

\[ E_P = \pi S \sin^2 \theta = 0.104 \text{ cm}^2 \text{sr} \quad (3.2) \]

where the \( S \) is the size of the panel and \( \theta \) here is 10°. In the proposed system, the étendue is determined by the DEA. As the illumination area of the DEA is fixed (e.g. a circular beam spot with a diameter of 5 mm in the experiments), the maximum allowed divergence angle is:

\[ \theta_{DEA} = \sin^{-1} \left( \frac{E_P}{\pi A} \right) \quad (3.3) \]

where \( A=0.196 \text{ cm}^2 \). Thus, calculated \( \theta_{DEA} \) is 24.3°. The DEAs with a divergence angle smaller than this value will not introduce light loss caused by étendue mismatch. Considering the above limitations, a DEA with a divergence angle of 24° was used in our experiments. In the discussion below, a DEA with divergence angle of 6° was used as a
comparison.

For other applications like cinema or conference displays, a larger display panel might be used. Thus the system étendue can be bigger and a DEA with an even larger divergence angle might be allowed.

The third component used here is the light pipe. The lightpipe is a well-known component for light homogenization. It can also be used for speckle reduction. The principle of light pipe in speckle reduction has been discussed in previous section: the overlapping of virtual images could provide a uniform light field.

For a lightpipe with a fixed incident light, the number of internal reflections is determined by the cross-section diameter and the length of the lightpipe. Generally speaking, for incident light with divergence angle of \( \theta \), which enters the lightpipe from the center of the front surface, the number of internal reflections \( N' \) is given by:

\[
N' = \frac{\sin(\theta) \times L + \frac{D}{2}}{D}
\]  

where \( L \) is the length of the lightpipe and \( D \) is the diameter of the lightpipe. Then the round number of \( N' \) is the maximum number of reflections \( N \) that can occur within the lightpipe. As shown above, to have a large \( N \) with a fixed \( \theta \), a smaller diameter and a longer lightpipe are desired.

However, the diameter of the lightpipe cannot be too small. As the lightpipe was placed after the DEA, to prevent large coupling loss, the cross-section diameter of the lightpipe has to be controlled. As mentioned above, in our experiments, the DEA had a diameter of 5 mm and a divergence angle of 24°, and the lightpipe was placed 5 mm after
the DEA to prevent any physical contact. Therefore, the minimal required cross section diameter of the light pipe has to be $D_{\text{min}} = 5 + 2 \times 5 \times \sin(24^\circ) = 9.1\,\text{mm}$.

In the experiments, a lightpipe with a diameter of 10mm was chosen to avoid the coupling loss.

Limited by the cost, space and handling, the lightpipe cannot be too long either. In [73], $N$ bigger than 4 can give very good light field uniformity. By using Eq.3.4 with a diameter of 10mm and a divergence angle of 24°, the desired lightpipe to achieve $N$ equals to 5 should be no less than 12cm. In the experiments, a 15cm lightpipe was used to achieve better uniformity.

### 3.2.2 Experimental Results of Speckle Reduction with Spatial Diversity

The SCR values were measured using the proposed setup. It is worth noting that, first, the optimized de-speckle components were used in the experiments. As discussed in the previous section, the 800 $\mu$m MMF was used in the system. A DEA with a divergence angle of 24° was used to reduce speckle without étendue mismatch. Second, the speckle measurement standard recently proposed by the Laser Illuminated Projector Association (LIPA) [46] and human eye perception was considered in the measurements. The output image was captured by a camera. It is known that the camera setup can greatly change the measured SCR. A camera lens with 50 mm focal length and F/16 was chosen in the experiment. It is worth noting that these parameters result in a lens diameter of around 3.2 mm, which corresponds to the iris diameter of the human eye in a cinema environment [39]. The F/16 is chosen to match with camera pixel size, which will give a similar sampling rate.
between speckle size over camera pixel size as human retina (F/8) match with visual cell size. Detailed discussion regarding camera parameter setup is in section 5.3.

Figure 3.8 Measured speckle patterns and SCR. (a) DPSS laser light directly onto a depolarizing screen. Using a DEA with 6° divergence angle, the DEA was (b) inactivated and (c) activated. Using a DEA with 24° divergence angle, the DEA was (d) inactivated and (e) activated.

The original speckle of a DPSS laser was first measured by projecting the laser light with a beam expander directly onto the depolarizing screen. The speckle pattern is shown in Figure 3.8(a) and the SCR is 56.7%, which agrees well with the reported values [74]. The measured result is slightly lower than the theoretical SCR of $1/\sqrt{2}$ for laser projection.
on a de-polarized screen. The reasons can be understood as follows: first, the DPSS laser has a finite bandwidth of around 0.1nm, which will generate less speckle than an ideal monochromic light source [33]; second, the camera used in the experiment has a pixel size of 4.4μm*4.4μm. The averaging effect caused by finite pixel size will result in a lower SCR as well [39].

Experiments were first conducted when the VCM was turned off. In this scenario, no moving component is involved in the system. The measured speckle patterns and SCR are shown in Figure 3.8(b)-(e).

Figure 3.8 (b) and (c) show the speckle patterns when a DEA device with a divergence angle of 6° was not activated and activated, respectively. The measured SCRs are 12.1% and 8.7% when the DEA device was turned off and on, respectively. Therefore, with this de-speckle system setup, \((56.7\%-12.1\%)/56.7\%=78.7\%\) and \((56.7\%-8.7\%)/56.7\%=84.7\%\) speckle reductions from the initial value can be achieved when the DEA device is turned off and on, respectively.

When the VCM was turned on, it offers a time-varying modulation to the MMF and the speckle can be further reduced. Figure 3.9 shows speckle patterns measured under this situation.

Figure 3.9(a) and (c) show the measured speckle patterns when the DEA was not activated and the VCM was turned on. The measured SCRs are 8.5% and 6.2% for the DEA device with a divergence angle of 6° and 24° respectively, corresponding to 85% and 89.1% speckle reduction from initial speckle. Figure 3.9 (b) and (d) show the measured speckle patterns when the DEA was activated. As shown in Figure 3.9 (b) and (d), the SCR further
drops down to 6.6% and 3.7% respectively. In the last case, the DEA device with 24° divergence angle was activated and VCM was applied. The measured 3.7% SCR is so low that the human eye can hardly detect any speckle in the experiment.

Figure 3.9 Measured speckle patterns and SCR when the VCM was turned on. Using a DEA with 6° divergence angle, the device was not activated (a), and activated (b). Using a DEA with 24° divergence angle, the device was not activated (c) and activated (d).

From a practical application point of view, optical power penalty (or light transmittance) is also very important. To evaluate the optical power penalty of the de-speckle system, optical transmittance for all the components involved in the de-speckle system have to be considered. Table III-I shows the measured transmittance for different DEAs without anti-reflection coating at the surfaces.

In addition, the measured coupling efficiency for the MMF is 91.8% without anti-reflection coating at the facet of the MMF and vibration from the VCM does not introduce
any significant optical loss. For the lightpipe in combination with a DEA, besides the reflection losses at the input and output facets, the loss due to the total internal reflection has to be considered. This depends on the diffusion angle of the DEA in front of the lightpipe. The measured lightpipe transmittances are 90.0% and 88.9% without anti-reflection coating at the surfaces when the lightpipe is combined with DEAs with divergence angles of 6° and 24° respectively.

Table 3-1 Optical efficiency of different DEAs

<table>
<thead>
<tr>
<th>Component</th>
<th>DEA (6°)</th>
<th>DEA (24°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmittance</td>
<td>90.2%</td>
<td>77.6%</td>
</tr>
</tbody>
</table>

To summarize, when a DEA with 6° divergence angle is used, the transmittance of the entire de-speckle system is 0.92×0.9×0.9×100% = 73.0% (or an optical power penalty of 27.0%) without anti-reflection coating at the surfaces of the components involved. When a DEA with a 24° divergence angle is used, the transmittance of the de-speckle system drops down to 0.92×0.78×0.89×100% = 63.3% (or an optical power penalty of 36.7%) without anti-reflection coating at the surfaces of the components involved. Therefore, the tradeoff between SCR and optical transmittance (or optical power penalty) has to be made. By employing suitable coatings, the transmittance of the lightpipe can be higher than 0.95. Thus, the total transmittance of the system can be increased to around 77% and 67% respectively.
3.3. Discussion and Conclusion

In this chapter, a speckle reduction system mostly using spatial diversity to reduce speckle is presented. The system consists of an MMF, a VCM, a DEA and a lightpipe. The system has characteristics such as easy setup, low speckle, low optical penalty and high compatibility with a wide range of projectors. The components that provide spatial diversity used in the system have been studied, discussed and optimized individually to provide the best speckle reduction at low cost without serious light loss. It has been shown that an SCR as low as 3.7% is achieved by employing an MMF, a VCM, a DEA with a divergence angle of 24°, and a lightpipe for a laser light from a DPSS green laser. This yields speckle which is invisible to the human eye. However, optical transmittance of 63.3% has to be accepted in this de-speckle system. It is expected that the optical transmittance can be increased to 67% and 77% by applying anti-reflection coatings on the surfaces of the components involved. It is important to use optimized de-speckle components, taking into account the balance between low SCR and high optical transmittance in designing the de-speckle system for practical applications.
CHAPTER 4

Speckle Reduction Based on Engineered Screen

4.1. Introduction

In a laser projection system, there are multiple components that play important roles related to speckle generation/reduction. In Chapter 2, low speckle laser source is discussed and in Chapter 3, low /speckle light engine is discussed. With the light engine, the modulated images will be projected on to a screen and then finally observed by an audience. As there are not too many things we can do about the audience side regarding laser speckle reduction, the last component where we could potentially apply a speckle reduction method would be the projection screen.

In recent years, one approach to reduce speckle related to screens is by employing screen vibration/rotation. For example, a screen rotation system is proposed in [75], as shown in Figure 4.1. Four off-axis motors are located at the four corners of the screen and rotate simultaneously, which will provide a rotation to the entire screen. As the screen is moving and can be considered as a time varying component, it can generate multiple independent speckle patterns and greatly reduce the speckle.

However, the drawback of such setup is clear. Stability is still one of the biggest
issues. Besides, this setup can be used for only small sized screens, when large sized screens for theaters or conferences are used, it will be almost impossible to rotate them.

Figure 4.1 Rotating screen for speckle reduction. a) system layout and b) structure of off-axis motor.

Another similar setup is using vibrators attached to the back of the screen [76,77]. By driving these vibrators, the screen surface will also be vibrated and provide time-varying effect which can reduce speckle. However, each vibrator can only provide sufficient vibration to a small surrounding area and multiple vibrators have to be used [78]. When a large number of vibrators are used, they may form standing waves on the surface of the screen. As a result, some locations on the screen will have very limited vibrating amplitude, and speckle will be much more obvious at these areas [79]. In addition, the stability and noise caused by these motors are big issues.

As discussed above, speckle reduction related to screen moving is not the optimal
choice due to practical limitations. A specially designed screen which generate less speckle is highly desired.

4.2. Speckle Reduction Limitation with Traditional Screen

In Chapter 1 and Chapter 3, it has been briefly mentioned that the speckle reduction has an upper limit which is caused by optical layout and observation setup. This limitation is valid when a traditional projection screen is used. This chapter will detail explain the origin and results of this limitation.

In a projection system, audiences will observe the screen from multiple angles. As a result, the screen has to scatter the illumination light into a relatively large angle. Traditional screens use materials with rough surfaces which can satisfy this requirement. However, these rough surfaces will also introduce random phase term to the incident laser light and generate speckle.

Figure 4.2 is a schematic diagram of a practical laser projection system. The entire system can be simplified as several modules: laser source, homogenization components, light valve (LCD, LCoS, DLP etc), projection lens(es), screen and observers.
Figure 4.2 A schematic diagram of a practical laser projection system

Note that the light source can either be a laser diode (LD) or a diode pumped solid state (DPSS) laser. Multiple lasers can be used in this setup to increase wavelength diversity. The laser light emitted from the source is coupled into homogenization components, which provides multiple independent intensity patterns within the integration time of a detector that provides spatial diversity. Commonly used homogenization components can include moving/vibrating diffuser(s), rotating lightpipe and lens arrays. A single light valve or three light valves (based on the system design not shown in the figure) is/are then placed behind the homogenization system to modulate the light beam, forming images which are then projected onto a screen using a projection lens.

In a practical system, all imaging optics have a resolution limit, or diffraction limit. This limit corresponds to the minimal spot that these imaging optics can produce or identify. This limitation was first discussed by Goodman [18]. In this section, the limitation will be
discussed in detail.

Generally speaking, the diameter of minimal resolution spot (or “Airy Disk” from a more physics perspective) for an imaging system can be roughly expressed as:

\[ S_{res} \approx 1.22 \frac{\lambda}{D} l \]  

(4.1)

where \( \lambda \) is the wavelength of the incident light, \( D \) is the aperture diameter of the projection lens and \( l \) is the image distance.

In a practical projection system, the on-screen resolution area size of a projection lens is usually much smaller than the on-screen resolution area size of the observer (audience or camera). Only under this condition, the observers will not perceive any of the resolution spots of the projector. The detailed geometry layout is expressed in Figure 4.3 below.

Figure 4.3 Resolution relationship between projection lens and observer

In Figure 4.3, the solid circle corresponds to the on-screen resolution area of the observer and the dotted circles correspond to the on-screen resolution areas of the projection lens. The number of on-screen resolution areas of the projection lens within one
on-screen resolution area of the observer is denoted as $K$.

As a result, the intensity the observer felt of one point at the imaging plane (the human retina in this case) can be expressed as:

$$I = \left| \sum_{k=1}^{K} A_k B_k \right|^2 = \sum_{k=1}^{K} \sum_{l=1}^{K} A_k A_l^* B_k B_l^*$$  \hspace{1cm} (4.2)

where $B_k$ represents the field of one resolution area projected onto the screen by the projection lens and $A_k$ is a random field added to the projected field that is caused by the rough screen.

As there are homogenization components which provide spatial diversity for speckle reduction in the system, multiple independent speckle patterns will be generated within the integration time of the observer. Assuming $M$ independent patterns can be generated, the overall intensity for one point felt by the retina can be written as:

$$I = \sum_{m=1}^{M} I_m = \sum_{m=1}^{M} \sum_{k=1}^{K} \sum_{l=1}^{K} A_k A_l^* B_k^{(m)} B_l^{(m)*}$$  \hspace{1cm} (4.3)

where $B_k^{(m)}$ represents the field of one resolution area projected onto the screen by the projection lens for the $m^{th}$ speckle pattern. The summation from 1 to $K$ represents $K$ on-screen projection lens resolution areas that are contained within one on-screen resolution area of the detector lens.

In order to calculate the SCR of the system, the statistical properties need to be calculated. The first step is calculating the average intensity:
Some assumptions need to be made for further calculation. The term $B_k^{(m)}$ can be considered as if the field was caused by a moving/rotating random diffuser. Assume that the light fields projected to different resolution areas by the projection lens are statistically independent, which means if $k \neq l$, $B_k^{(m)}B_l^{(m)*} = 0$ [18][80]. Define when $k = l$, $B_k^{(m)}B_k^{(m)*} = P_B$, which also implies the average intensity of illumination does not change with the time. Eq.4.4 can be rewritten as:

\[
E[I|A] = \sum_{m=1}^{M} \sum_{k=1}^{K} |A_k|^2 P_B = MP_B \sum_{k=1}^{K} |A_k|^2 
\]  

(4.5)

As $A_k$ is a random phase shift introduced to the projected field caused by the screen, it is related to the screen’s properties. For conventional screens, $|A_k|^2$ can be assumed to have the same statistical property over the entire screen. Thus, the Eq.4.5 can be further simplified as:

\[
E[I] = MKP_B P_A 
\]  

(4.6)

where $P_A$ is the average value of $|A_k|^2$. In order to get the standard deviation of $I$, the second moment is also needed:

\[
E[I^2|A] = \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{k=1}^{K} \sum_{l=1}^{K} \sum_{p=1}^{K} \sum_{q=1}^{K} A_k A_l^* A_p A_q^* B_k^{(m)} B_l^{(m)*} B_p^{(n)} B_q^{(n)*} 
\]  

(4.7)

The above equation can be divided in two terms: a) $m=n$ and b) $m \neq n$. They can be written in separate forms:
\begin{equation}
E[I^2 | A] = M \sum_{k=1}^{K} \sum_{l=1}^{K} \sum_{p=1}^{K} \sum_{q=1}^{K} A_k A_l^* A_p A_q^* B_k (m) B_l (m)^* B_p (m) B_q (m)^* + \cdots
\end{equation}

\begin{equation}
(M^2 - M) \sum_{k=1}^{K} \sum_{l=1}^{K} \sum_{p=1}^{K} \sum_{q=1}^{K} A_k A_l^* A_p A_q^* B_k (m) B_l (m)^* B_p (n) B_q (n)^* = (M^2 - M) \sum_{k=1}^{K} \sum_{l=1}^{K} \sum_{p=1}^{K} |A_k|^2 |A_p|^2 (|B^2|)^2
\end{equation}

Again, consider the statistical property of $B$, the first row of Eq.4.8, non-zero terms only exist when a) $k=l=p=q$; b) $k=l$, $p=q$, $k \neq p$; c) $k=q$, $p=l$, $k \neq p$. The first row can be further written as:

first row of Eq.4.8 = $M \sum_{k=1}^{K} |A_k|^4 |B^4| + 2M \sum_{k=1}^{K} \sum_{p=1, p \neq k}^{K} |A_k|^2 |A_p|^2 (|B^2|)^2 \quad (4.9)$

And for the second row, only when $k=l$ and $p=q$ can non-zeros terms be given. Thus it can be written as:

second row of Eq. 4.8 = $(M^2 - M) \sum_{k=1}^{K} \sum_{p=1}^{K} |A_k|^2 |A_p|^2 (|B^2|)^2 \quad (4.10)$

Bring Eq.4.9 and Eq. 4.10 together and calculate the statistical averaging of $A$ and the result is:

\begin{equation}
E[I^2] = MK |A|^4 |B|^4 + 2M(K^2 - K) p_A^2 p_B^2 + (M^2 - M) K |A|^4 p_B^2 + \cdots \quad (4.11)
\end{equation}

\begin{equation}
(M^2 - M)(K^2 - K) p_A^2 p_B^2 \quad (4.11)
\end{equation}

The standard deviation can be easily obtained by taking away the square of the averaging value, which is:

\begin{equation}
\sigma_I^2 = E[I^2] - E[I]^2 = MK |A|^4 |B|^4 + 2M(K^2 - K) p_A^2 p_B^2 + (M^2 - M) K |A|^4 p_B^2 + \cdots
\end{equation}

\begin{equation}
(M^2 - M)(K^2 - K) p_A^2 p_B^2 - M^2 K^2 p_A^2 p_B^2 \quad (4.12)
\end{equation}

For a traditional projection screen, its surface is random and it contributes to fully developed speckle (see Chapter 1). As a result, it follows the negative exponential
distribution and we can have $|A^4| = 2P_A^2$.

Thus, the standard deviation is:

$$\sigma_i^2 = 2MKP_A^2|B^4| + 2M(K^2 - K)P_A^2P_B^2 + 2(M^2 - M)KP_A^2P_B^2 + \cdots$$

$$= (M^2 - M)(K^2 - K)P_A^2P_B^2 - M^2K^2P_A^2P_B^2$$

(4.12)

The following discussion needs to study the property of $B$. Two different cases are discussed by Goodman [18]: a) the light after the homogenization system does not overfill the optic system and b) the light after the homogenization system overfills the optic system. For the first case, the light (after the homogenization components) does not over fill the projection optics. All light can be projected on to the screen. As a result, the projected light field from the projector will have a random phase (due to the homogenization components like a moving/vibrating diffuser) but with the same amplitude.

Assume the random phase has uniform statistics on $(-\pi, \pi)$. The term $B$ can be simplified as:

$$B_k^{(m)} = e^{j\phi(m)}$$

(4.13)

As a result, we have $\langle |B|^4 \rangle = \langle |B|^2 \rangle^2 = P_B^{-2}$. Bring this condition to Eq.4.12 and the new SCR of the system can be expressed as:

$$\sigma_i^2 = KM(M + K - 1)P_A^2P_B^2$$

(4.14)

$$\text{SCR} = \frac{1}{R_\Omega} = \frac{\sigma_i^2}{T^2} = \frac{KM(M + K - 1)P_A^2P_B^2}{M^2K^2P_A^2P_B^2} = \sqrt{\frac{M + K - 1}{MK}}$$

(4.15)

It is worth noting that only spatial diversity generated by homogenization components is considered here. The wavelength diversity and polarization diversity are set to default 1, which means no speckle reduction related to them are used.
The second case is when light after the homogenization components overfills the optic system. Under this circumstance, when the light (after the homogenization components) overfills the projection optics, each resolution cell of the projection lens undergoes a random walk of amplitudes, or in other words, the projected light field has both random amplitude and phase.

It can be assumed that the projected light field has a random phase with uniform statistics on \((-\pi, \pi)\) and an independent Rayleigh-distributed amplitude \([18][80]\). As a result, the intensity of \(B\) follows the property of fully developed speckle. Based on the negative-exponential distribution of fully developed speckle, the relationship \(\langle |B|^4 \rangle = 2 \langle |B|^2 \rangle^2 = 2P_B^2\) can be used \([18][80]\).

Thus, bringing this condition to Eq.4.12, the new SCR of the system can be expressed as:

\[
\sigma_I^2 = KM(M + K + 1)P_A^2P_B^2
\]

\[
\text{SCR} = \frac{1}{R_\Omega} = \sqrt{\frac{\sigma_I^2}{\sigma^2}} = \sqrt{\frac{KM(M + K + 1)P_A^2P_B^2}{M^2K^2P_A^2P_B^2}} = \sqrt{\frac{M + K + 1}{MK}}
\]

(4.16)

(4.17)

Combining Eq. 4.15 and Eq. 4.17, we can rewrite the SCR of the laser projection system when only spatial diversity is used:

\[
\text{SCR} = \frac{1}{R_\Omega} = \sqrt{\frac{M + K + 1}{MK}}
\]

(4.18)

where \(K\) is the number of projection lens resolution areas contained within one eye-resolution (or detector-resolution) area on the projection screen and \(M\) is the number of independent speckle patterns generated within the integration time of observer (eye, camera...
etc). The “plus” sign corresponds to the case in which the diffused light overfills the optic system, while the “minus” sign corresponds to the case in which the diffused light does not overfill the optic system.

In most cases, $K$ is a limited number while $M$ can be much larger. For a practical system, $K$ can be estimated as:

$$K = \left( \frac{l_2 \lambda}{D_2} \right) \left( \frac{l_1 \lambda}{D_1} \right)^2$$

where $l_1$ and $l_2$ are projection distance and observation distance respectively. $D_1$, $D_2$ are the diameter of the projection lens and the detection lens (i.e. a human eye iris) respectively.

Consider the human eye iris has a diameter of 3.2mm [39] observing the projection screen from 3 meters away and the projection lens has a diameter of 10mm, projecting on to the screen from 2 meters away. The calculated $K$ is 14.

According to Eq.4.18, when very good homogenization components are used, $M$ can be several thousand or even larger than that [32][81]. However, the SCR of the system will not follow $\frac{1}{\sqrt{M}}$ reduction. It will approach the limitation of $\frac{1}{\sqrt{K}}$.

This result implies that the SCR of the system is limited by $K$, which is determined by the on-screen resolution of both the projection lens and the detector.

As a result, when a laser projection system is combined with a conventional screen, the SCR is limited by optics geometry, which is usually difficult to change, though by combining with wavelength diversity and polarization diversity, the SCR can be further suppressed. However, this will add more complexity to the system and increase the cost.
Also, for some applications like 3D projection, polarized light is required and one cannot apply polarization diversity to reduce speckle.

4.3. Speckle Reduction with Micro Lens Array Screen

As discussed in the previous section, when using a conventional screen for laser projection, the speckle reduction using spatial diversity is limited by projection optics and observation geometry. As a result, an engineered screen that can prevent the above limitation and reduce SCR is highly desired.

The physical origin of this limitation is caused by the random phase terms added by the rough surface screen. So, if there is a specially designed screen that does not introduce “that much” random phase term to the wave front of the illumination light field, there is possibility that this limitation can be prevented.

One possible solution to achieve this is by using a micro lens array (MLA) as the projection screen [82-84]. A micro lens array is similar to conventional lens array, whose surface has configuration of a large number of lenses [85]. For an MLA, the size of each lens is usually less than 1 mm while a conventional lens array can have lens size of several millimeters or even larger. Figure 4.4 is an illustration of a periodic distributed micro lens array.

Each single lens of an MLA will diverge/focus the incident beam to a large angle,
which will be perceived by observers to fulfill the observing angle requirements. Recently, MLA thin film that has a size of several tens of inches has become already available [86]. Thus, by combining with reflection coating at the back surface of the MLA, it can be used as a screen for front projection.

![Schematic structure of micro lens array](image)

**Figure 4.4 Schematic structure of micro lens array**

Recently, the utilization of micro lens arrays (MLA) for projection screens has been reported [87] where the SCR as a function of the observer’s on-screen resolution area and coherence area were investigated. Theoretical analysis of the SCR has been reported by Goodman when the MLA cell size is bigger than the on-screen projection resolution [18]. However, the SCR of a practical projection system, including a projection lens and a MLA screen with different lens cell size, has yet to be analyzed. There is no a solid theoretical model that specifically describes the speckle reduction effectiveness of MLAs for practical laser projection systems.

This chapter provides a theoretical model describing the mechanism of speckle reduction in a practical laser projection system using MLA technology for a screen. The
SCR of the system was simulated and compared with the published experimental results. An optimized cell size of MLA was obtained based on different laser projector conditions.

4.3.1 Theoretical Model

In this section, a theoretical model is first established to describe an MLA screen in laser projection. Most assumptions still follow Section 4.2. However, due to the special structural properties of an MLA, the statistical assumptions of the screen will be revised. As a result, the results of the SCR will also be changed.

The total intensity received by the observer is still following the Eq.4.3, and the calculation of averaging intensity can also be expressed as Eq.4.5. But the discussion of $A_k$ needs to be revised.

As $A_k$ is a random phase shift introduced to the projected field caused by the screen, it is related to the screen’s properties. When the MLA is used as screen material, assuming that within one on-screen resolution area of the projection lens there are $N$ ($N \geq 1$) MLA cells, when the MLA cell size is bigger than the on-screen area of the projection lens, $N$ is defined as 1. The expression of $A_k$ can be written as:

$$A_k = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} r e^{i\phi_n}$$  \hspace{1cm} (4.20)

where $r$ represents the reflection (or transmission for rear-projection) coefficient of the MLA. $r$ is assumed to be of equal value for all MLA cells. Two assumptions are used here.
First, all lenses of the MLA have a similar cell size. Second, these lenses have a random height fluctuation \[18\]. The projected light can be diffused with a certain angle by the MLA screen. This angle is determined by the surface radius of these lenses. As a result, we can use a random phase \(\phi_n\) to represent the phase imparted to the field reflected (or transmitted for rear projection) from the screen by the \(n^{th}\) screen lens.

The factor of \(\frac{1}{\sqrt{N}}\) is introduced here to preserve finite second moments of the sum even when \(N\) approaches a very large value. As a result:

\[
\overline{I_A} = \frac{1}{N} \left| \sum_{n=1}^{N} r e^{i\phi_n} \right|^2 = \frac{r^2}{N} \sum_{n=1}^{N} \sum_{m=1}^{N} e^{i(\phi_n - \phi_m)} = r^2 \tag{4.21}
\]

where we assume \(\phi_n\) and \(\phi_m\) are random phases and uncorrelated for \(n \neq m\). Bring Eq.4.21 into Eq.4.5, we have:

\[
E[I] = MKP_B r^2 \tag{4.22}
\]

Similarly, the second moment of \(I\) can be expressed as:

\[
E[I^2] = MK|A^4||B^4| + 2M(K^2 - K)r^4P_B^2 + (M^2 - M)K|A^4|P_B^2 + \ldots
\]

\[
(M^2 - M)(K^2 - K)r^4P_B^2 \tag{4.23}
\]

Now we need to discuss \(|A^4|\), which is given by

\[
|A^4| = \frac{r^4}{N} \sum_{n=1}^{N} \sum_{m=1}^{N} \sum_{p=1}^{N} \sum_{q=1}^{N} e^{i(\phi_n - \phi_m + \phi_p - \phi_q)} \tag{4.24}
\]

Due to the random distribution of \(\phi\) and lack of correlation between them, only three terms survive the averaging operation: a) \(n=m=p=q\); b) \(n=m, p=q, n\neq p\); c) \(n=p, m=q, n\neq m\). The calculated result of Eq.4.24 is given by:
\begin{equation}
\overline{|A^4|} = \left(2 - \frac{1}{N}\right)r^4 = \left(2 - \frac{1}{N}\right)\overline{I_A^2} \tag{4.25}
\end{equation}

By substituting Eq.4.25 into Eq.4.23, we can get:

\begin{equation}
E[I^2] = MK \left(2 - \frac{1}{N}\right)\overline{I_A^2} |B^4| + 2M(K^2 - K)\overline{I_A^2} P_B^2 + (M^2 - M)K \left(2 - \frac{1}{N}\right)\overline{I_A^2} P_B^2 + \cdots
+ (M^2 - M)(K^2 - K)\overline{I_A^2} P_B^2 \tag{4.26}
\end{equation}

As a result, the standard deviation of the light field intensity is:

\begin{equation}
\sigma^2_I = E[I^2] - E[I]^2 = MK \left(2 - \frac{1}{N}\right)\overline{I_A^2} |B^4| + 2M(M^2 - M)K \left(2 - \frac{1}{N}\right)\overline{I_A^2} P_B^2
+ (M^2 - M)(K^2 - K)\overline{I_A^2} P_B^2 - M^2 K^2 \overline{I_A^2} P_B^2 \tag{4.26}
\end{equation}

Again, to further study the SCR of the system, the statistical properties of $B$ have to be assumed. Similarly, as in the previous section, two different cases are studied: a) the light after the homogenization system does not overfill the optic system and b) the light after the homogenization system overfills the optic system.

When light does not overfill the optic system, the assumption of Eq.4.13 can still be used and we still have: $\langle |B|^4 \rangle = \langle |B|^2 \rangle^2 = P_B^2$. Thus, the standard derivation and the SCR of the system can be written as:

\begin{equation}
\sigma^2_I = \left[ MK^2 + \left(1 - \frac{1}{N}\right)M^2 K - MK \right] \overline{I_A^2} P_B^2 \tag{4.27}
\end{equation}

\begin{equation}
\text{SCR} = \frac{1}{R_n} = \sqrt{\frac{\overline{|B^4|}}{\overline{|B|^2}}} = \sqrt{\frac{MK^2 + \left(1 - \frac{1}{N}\right)M^2 K - MK}{M^2 K^2 \overline{I_A^2} P_B^2}} = \sqrt{\frac{K + \left(1 - \frac{1}{N}\right)M - 1}{MK}} \tag{4.28}
\end{equation}

The second case is that the light after the homogenization components overfill the optic system. Still, the intensity of $B$ follows the properties of fully developed speckle with a negative-exponential distribution. Thus, there is $\langle |B|^4 \rangle = 2 \langle |B|^2 \rangle^2 = 2P_B^2$ and the
standard derivation as well as the SCR of the system can be written as:

\[
\sigma_I^2 = \left[ MK^2 + \left( 1 - \frac{1}{N} \right) M^2 K + \left( 1 - \frac{1}{N} \right) MK \right] \frac{I_A^2 P_B^2}{I^2}
\]  \hspace{1cm} (4.29)

\[
\text{SCR} = \frac{1}{R_{\Omega}} \frac{\sigma_I}{I^2} = \sqrt{\frac{MK^2 + \left( 1 - \frac{1}{N} \right) M^2 K + \left( 1 - \frac{1}{N} \right) MK}{M^2 K^2 \frac{I_A^2 P_B^2}{I^2}}} = \sqrt{\frac{K + \left( 1 - \frac{1}{N} \right) M + \left( 1 - \frac{1}{N} \right)}{MK}} \hspace{1cm} (4.30)
\]

Eq.4.28 and Eq.4.30 are the revised SCR of the laser projection system when using spatial diversity combined with an engineered MLA screen. It can be seen that when compared to Eq.4.18, where a conventional screen is used, the results have been revised. Detailed discussion and optimization of MLA for laser projection will be presented in the following section.

4.3.2 Discussion and Optimization of MLA screen for laser projection

As presented in Section 4.3.1, Eq.4.28 and Eq.4.30 shows the effect on the MLA screen on speckle reduction. The parameter N implies the number of MLA lens cells within one resolution area of the projection lens, which provides a direct impact on the SCR of the system.

To verify the results, two extreme cases are considered: i.e. \( N \to \infty \), and \( N \to 1 \). Still, the discussion will be divided into two cases. When light overfills the optics system and N is large, i.e. \( N \to \infty \), Eq.4.30 evaluates to:
which is actually the result presented in Eq.4.17. The physical meaning is fairly straightforward. When the cell size of the MLA is very small, the screen is considered as rough enough for the incident wavelength, and provides similar results to conventional projection screens.

When \( N=1 \), Eq.4.30 can be written as:

\[
SCR = \sqrt{\frac{M + K + 1}{MK}}
\]  

which is actually the result presented in Eq.4.17. The physical meaning is fairly straightforward. When the cell size of the MLA is very small, the screen is considered as rough enough for the incident wavelength, and provides similar results to conventional projection screens.

When \( N=1 \), Eq.4.30 can be written as:

\[
SCR = \sqrt{\frac{1}{M}}
\]  

This result indicates that the limitation of \( K \) no longer exists. Thus, the SCR of the system is determined only by the number of independent speckle patterns that can be generated within the integration time of the detector (i.e. the human eye).

When \( K=N=1 \), the projected light field illuminates only one lens cell and forms only one image point on the detector sensor (retina). There is no interference in the projected light. However, the amplitude of the projected light field already undergoes a random walk and the intensity of the projected light follows the negative-exponential distribution, which can be considered as fully developed speckle.

The second case is when light after the homogenization components overfill the optic system. Similar to the previous case, when \( N \) is large, i.e. \( N \to \infty \), the Eq.4.28 can be written as:

\[
SCR = \sqrt{\frac{M + K - 1}{MK}}
\]
This is the result of Eq.4.15. The physical meaning is the same as that discussed above. The MLA screen can be considered as being like the conventional projection screens again when the cell size is small enough.

On the other hand, when N=1, Eq.4.28 can be write as:

\[ \text{SCR} = \sqrt{\frac{K - 1}{MK}} \]  

Eq.4.34 is very similar to Eq.4.32 when M is a large number (which is the usual case in practical systems). The primary difference lies in when K equals to 1. In this situation, the speckle vanishes in Eq.4.34. The reason for the difference between Eq.4.32 and Eq.4.34 is due to the fact that the projected light field does not undergo a random walk of amplitudes and the projected light field have equal intensity (no speckle). However, the screen texture will be visible to the observer now, which may cause degrading of the image quality.

It is worth noting that in the practical systems both K and M are relatively large. Thus, Eq.4.28 and Eq.4.30 will have similar results. Also, as in the real projection systems, when homogenization components such as diffuser(s) are used, there is a high chance that not all light can be collected by the optic system. As a result, the following discussion will be mainly focused on the case in which light overfills the optic system if it is not specifically mentioned.

As presented above, M, K and N are very important when determining the SCR of the system. The M is determined by the homogenization components which provide multiple independent speckle patterns, while K and N are related to the projection optics
and the MLA cell size. In order to provide an optimized MLA for laser projection with reduced speckle, N, K and M have to be discussed.

Figure 4.5 is a schematic illustration of the on-screen relationships between the detector (i.e. the human eye) resolution area, the projection lens resolution area, and the MLA cell size with different values of N.

![Diagram](image)

Figure 4.5 The relationship between camera resolution area, projection lens resolution area and MLA cell size for different N (a) when N→∞, (b) N is relatively small, (c) N equals 1.

The solid ring and dash-dotted ring represent the on-screen resolution area of the detector (human eye) and the projection lens respectively. The dashed ring represents the MLA cell size. It is worth noting that the minimum value of N is 1; this corresponds to an MLA cell size equal to or bigger than the projection lens resolution area. K can be calculated by Eq.4.19. It is clear that for different projectors and projection geometries, the value K can be totally different. The SCR of the laser projection system can be simulated based on N, M and K. $R_\lambda$ and $R_\sigma$ are still considered equal to 1 here. Figure 4.5 shows
several simulated results for a practical projection system.

Figure 4.6 Simulated SCR as a function of cell size of MLA screen for $M = 100$ (solid line) and $M = 1000$ (dashed line). (a) $K=1$; (b) $K=25$, (c) $K=64$.

In Figure 4.6, the X-axis represents the ratio between projection resolution area and MLA cell size, or in other words, the value of $N$. The Y-axis shows the simulated SCR. Solid curves correspond to $M=100$ and dashed curves correspond to $M=1000$. It is can be seen that when the MLA cell is very small compared to the projection resolution area, the SCR is large. Conversely, when the MLA cell size is comparable to the projection resolution area, the SCR drops significantly. It is worth noting that, when the ratio between
the projection resolution area and the MLA cell size is smaller than 1, the change of the ratio will not cause any difference in the SCR. Under this circumstance, only one phase term will be introduced to the projected light field (Eq.4.20). N is defined as 1 when the MLA cell size is bigger than the on-screen area of the projection lens. With further increases to the MLA cell size, the SCR will reach a minimum value.

The simulated results show that the SCR of the system is highly related to the cell size of the MLA screen. A larger cell size will result in a lower SCR. However, there are two concerns regarding the increase in cell size. First, when cell size is greater than the projection resolution area, the SCR reaches its minimum value and will not further reduce. This agrees well with reported results from [87]. Second, the cell size has to be smaller than the detector (i.e. human eye) resolution area. Otherwise, the screen texture will be perceived by the observer, which can affect the image quality.

From Figure 4.6, it can be seen that the SCR is mostly determined by the parameter K when the MLA cell size is small (as compared to the on-screen projection resolution area). A smaller K will result in a larger SCR, which corresponds to the right side of the Figure 4.6(a), (b), (c). In the extreme case where K is equal to 1, the SCR will be close to 1, even if a large M is provided.

On the other hand, when the MLA cell size is comparable to the on-screen projection resolution area, the SCR will be affected by the value of M. A bigger M will provide a much smaller SCR. When the MLA cell size is equal to or greater than the on-screen projection resolution area, the SCR will reach a minimum value. This value is determined by M only, which agrees with Eq.4.32. As a result, without considering the
effect of $R_\lambda R_\sigma$, a sufficiently large $M$ is needed to reduce the SCR below 4%. Based on our calculation, a minimum value of $M = 625$ is required to reach the SCR human perception threshold of 4% (below 4% is considered as speckle free projection).

A simulation was conducted to calculate the required MLA cell size to achieve speckle free (<4%) projection. It is worth noting that different projection systems and observation conditions will give different values for $M$ and $K$. The value of $K$ used in the simulation corresponds to a home theater environment, assuming the projection lens has a diameter of 10 mm and projects an image onto an MLA screen placed 2 meters away from the lens. The diameter of the projection lens resolution area in this scenario is 130 $\mu m$. All of the following calculations are based on these assumptions. For a larger projection environment like digital cinema theater or conference room, a different value of $K$ will be generated. However, the calculations still follow the same process.

In order to suppress the SCR below 4% using Eq.4.30, the minimum MLA cell size corresponds to an observer viewing the projected image at different distances as shown in Table 4.1:

<table>
<thead>
<tr>
<th>Observation Distance (m)</th>
<th>Value of M</th>
<th>625</th>
<th>1000</th>
<th>3000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>NA</td>
<td>130</td>
<td>129</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>4</td>
<td>NA</td>
<td>130</td>
<td>127</td>
<td>123</td>
<td>122</td>
</tr>
<tr>
<td>6</td>
<td>NA</td>
<td>130</td>
<td>122</td>
<td>113</td>
<td>110</td>
</tr>
<tr>
<td>8</td>
<td>NA</td>
<td>130</td>
<td>116</td>
<td>102</td>
<td>96</td>
</tr>
</tbody>
</table>
It can be seen from Table 4.1 that when M is too small, simply using an MLA screen will not suppress the SCR below 4%. To rectify this, the screen has to be used in conjunction with a laser projection system that has a sufficient M value. In other words, the MLA screen has to be combined with other speckle reduction methods to achieve speckle free projection. For a laser projection system with compact speckle reduction methods such as moving/vibrating diffusers, multimode fibers, light pipes and lens arrays, a M greater than 1000 is achievable [32].

When M just meets the minimum requirements, the cell size of the MLA has to be bigger than the projection resolution size, which in this case is 130 $\mu m$. With a bigger M and a greater observation distance, the minimum cell size required for the MLA decreases. When $K$ is a small value (close to 1), from Eq.4.30 it can be seen that $N$ has to be close to 1 in order to decrease the effect of $K$ and get a low SCR. This is still valid even when M is very large. This explains why in Table 4.1, the minimum cell size remains almost constant when the observation distance is 2 meters (where a small $K$ is generated), even with large values of M.

As mentioned above, the cell size of MLA also cannot be too large, otherwise the screen texture becomes visible to an audience. The upper limit is the on-screen observation resolution limit (diffraction limit) of the human eye. For the above assumed projection environment, consider the human iris has a diameter of 3.2 mm [39], they are around 400 $\mu m$, 800 $\mu m$, 1200 $\mu m$ and 1600 $\mu m$ when observing at 2 meters, 4 meters, 6 meters and 8 meters respectively. It also should be noted that the projection distance was set to be 2 meters away from the screen. If the projection distance is smaller or greater, the MLA cell
size requirement will also be different. By changing $K$ in Eq.4.30, a new minimum cell size can then be calculated.

The optimization process of choosing a suitable MLA screen for a laser projection system can be divided into the following steps.

Step 1: Measure the spectrum of the laser source and obtain the value of $R_\lambda$. For a DPSS laser $R_\lambda = 1$ can be used, while for semiconductor laser diodes $R_\lambda$ must be calculated using the method presented in Chapter 2.

Step 2: Calculate the resolution of the projection lens at the screen, as well as the observation resolution, to obtain the value of $K$. Set the calculated on-screen resolution size as the maximum cell size of the MLA.

Step 3: Choose a conventional screen which is rough (such as matte white) and project an image using the laser projector with the light source chosen in Step 1 and the geometry used in Step 2.

Step 4: Using the measured values of SCR, $R_\lambda$, $K$, and $R_\sigma$ (which for a matte white screen is $\sqrt{2}$), the value of $M$ can be calculated using Eq.1.19, Eq.1.20 and Eq.4.18.

Step 5: With $R_\lambda$, $K$, $M$, and $R_\sigma$ (for an MLA, this value is now 1), to reduce the SCR below 4% the value of $N$ (i.e. the minimum MLA cell size) can be calculated using Eq.1.19, Eq.1.20 and Eq.4.30 (or Eq. 4.28 if light does not overfill the system).

The above steps help to determine the cell size range of an MLA screen which can provide speckle free projection and will not be observed by an audience.
4.4. Summary

In this chapter, the potential of using MLAs for screens that reduce speckle in laser projection systems has been studied. A comprehensive theoretical model has been established for the analysis and optimization of MLAs that can predict the SCR of a laser projection system using different MLA screens. The theory has taken into account the influences of MLA cell size and on-screen projection/detection resolution area size, which has not been reported to date. The theory and calculated results agree well with the reported experimental results. This model can be used to determine a MLA cell size that can achieve a SCR below human perception. This procedure for optimizing MLA cell size and for calculating the SCR has provided a guideline for designing practical laser projection systems.
CHAPTER 5

Standard Speckle Measurement in Laser Projection

5.1. Introduction

In Chapter 1 we discussed that there are two types of speckle: objective speckle and subjective speckle. When there are no imaging optics involved, it is called objective speckle. When imaging optics are involved, it is called subjective speckle. In this case, the speckle is observed by imaging optics first, then real images are formed on image plane (for example, images observed by human eyes and then formed on the retina). It is straightforward that, subjective speckle will be highly affected by the measurement condition/setup. In a practical evaluation system for SCR, human observation results can only be used for quantitative analysis. Accurate qualitative SCR values can only be measured by instruments like cameras. There are many parameters that have a great impact on measured SCR values. This implies that even for the same laser projection system, when different measurement setups are used, totally different SCR values can be acquired. This causes great difficulty in evaluation and comparison of the effectiveness of different speckle reduction methods.

In this chapter, several parameters that affect the measured SCR will be identified
and discussed. Suitable setups that correspond to human vision perception on SCR will be discussed and chosen.

This part of the work is conducted as a part of speckle measurement metrology study of the Laser Illumination and Projection Association (LIPA).

5.2. Factors that Affect Speckle Measurement

To study the factors that affect speckle measurement in laser projection, a suitable experiment setup has to be used. In order to meet the purpose of general applications, the schematic structure shown in Figure 4.2 was used as the setup of the measurement. The following discussion will be based on this setup. The influence of camera (sensor, pixel, shutter speed etc), optics geometry (aperture, F number, focal length, distance etc) and calculation algorithm will be explained.

5.2.1 Influence of Camera on SCR Measurement

For a camera used in SCR measurement, the properties of a camera mostly focus on the following parameters: color/monochromic, pixel size, lens parameters, gain and shutter speed.

The factor to be discussed is the color/monochromic camera. The biggest difference between a colorful camera and a monochromatic camera is that the former has a Bayer filter
in front of the image sensor (CCD or CMOS) [88-89]. Figure 5.1 shows a schematic structure of the Bayer filter. The gray layer is the image sensor. The top layer is the Bayer filter. Each square corresponds to one pixel in the final image. The different color refers to the color that can pass through the filter and is accepted by the image sensor.

![Figure 5.1 Schematic structure of Bayer filter (Source: Wikipedia)](image)

As a color camera needs information about the red/green/blue channel to rebuild the color image, three different filters are used. Each kind of filter only allows one color to pass through. Thus, by using interpolation algorithm, the value of a certain color at those pixels which does not have corresponding filters can be calculated and the overall image will not lose too much information [90].

However, for speckle patterns, where the intensity fluctuates a lot within adjacent pixels, the interpolation algorithm will not be able to reproduce the actual intensity value accurately [91]. As a result, only monochromic cameras are suitable for the measurement of SCR.

The second factor that needs to be discussed is the pixel size of the camera sensor.
This factor is closely related to the camera lens parameters when measuring the SCR of the system. To discuss this, the average size of a speckle spot has to be studied. The average size of a speckle spot ($A_C$) is defined as the coherence area of a speckle spot, which can be calculated as [47,92]:

$$A_C = \frac{4\lambda^2(f/\#)^2}{\pi} \tag{5.1}$$

where $\lambda$ is the wavelength of incident light and $f/\#$ is the F number of the camera lens. As shown in Eq.5.1 The F number of the camera will change the speckle size and further, it has an influence on the measured SCR as camera pixel size ($A_p$) is a fixed value.

Figure 5.2 Speckle patterns with different $A_C$ a) $92 \, \mu m^2$, b) $46 \, \mu m^2$, c) $23 \, \mu m^2$, d) $11 \, \mu m^2$
When $A_C$ is much larger than $A_P$, a good sampling of the actual speckle pattern can be achieved and the measured SCR will be close to real value. However, if $A_C$ is comparable or even smaller than $A_P$, a smaller SCR will be obtained. This is due to the spatial integration of the camera pixel, which will provide an averaging effect which smooth out laser speckle.

One simple experiment is conducted to verify this result. A DPSS laser was used as the laser source and was directly projected onto the screen, which means there is no speckle reduction method used besides the polarized screen.

The F number of the camera changed from small to large in order to change $A_C$. All other parameters remained the same for all experiments. Measured speckle patterns are shown in Figure 5.2. By changing the F/# of the camera lens, the $A_C$ is changing from 92 $\mu m^2$ to 11 $\mu m^2$. It can be seen that the speckle spot size is much bigger in Figure 5.2(a) than other the figures. The camera sensor has a pixels size of 4.4 $\mu m \times 4.4 \mu m$. The measured SCR of four conditions are: a) 0.533, b) 0.510, c) 0.469, d) 0.414. It is clear that the measure SCR drops with the decreasing of $A_C$. As a result, for accurate SCR measurement, the ratio between $A_C$ and $A_P$ should be a similar value as the speckle size generated by the human eye over the average visual cell size.

Another issue regarding camera pixels is the fill factor of them. The fill factor of a pixel refers to the effective area of the pixel that can collect light over the entire area occupied by the pixel and interlines next to it. The CCD camera has a relative large fill factor (larger than 50%, combined with microlens array, the value can be close to 100%) and a good sampling can be achieved. However, if the fill factor is too low, interpolation
might be needed in order to get more accurate measured patterns.

The third factor regarding the camera in speckle measurement is gain boost in the camera [93]. Gain boost is often used in cameras in order to provide enough information for dark images [94]. According to Eq.1.1, when the intensity of the entire speckle field increases proportionally, which means both dark pixels and bright pixels will be boosted with same ratio, the calculated SCR will remain the same. This is due to the standard deviation and average intensity of the entire speckle field being increased with same ratio and cancelled with each other out.

Figure 5.3 Gain curves of two different cameras

However, in conventional applications, the dark part of the image will receive higher gain in order to make it more clear. This will help images to acquire more information from objects but in SCR measurement, this may cause inaccurate values.
Figure 5.3 shows a comparison of gain curves of two different cameras measured in experiments. It is clear that camera B provides more gain when input intensity is low. This will cause brighter image with higher averaging intensity and lower SCR.

The forth factor that needs to be considered is shutter speed (integration time). This will also influence the measured SCR. Consider a laser projection system as described in Figure 4.2, when time-varying components are used to generate multiple independent speckle patterns and provide spatial diversity which reduces speckle. The number of independent speckle patterns M is determined by both the speckle reduction technique and the shutter speed (or integration time in other words). A slower shutter speed will allow a larger M to be generated [18]. Though when M is very large and a conventional screen is used, the SCR will reach a limitation and will be less likely to further reduce, the shutter speed should still be similar to the integration time of human perception, which is around 20 frame per second or 50 ms, which means the camera should use a frame rate close to 1/20s. Besides of this, as additional illumination will result in non-speckle light field intensity fluctuation, flashes cannot be used when capture speckle patterns.

5.2.2 Influence of Optics Geometry on SCR measurement

"Optics geometry" is a broad terminology. In the SCR measurement of laser projection here, it refers to the following concepts: imaging lens aperture, and imaging lens focal length, imaging distance. The projection distance of the laser projector also has an influence on the measured SCR. However, as a projector is usually fixed and less likely to
be moved for the purpose of SCR measurement, it will not be considered as a variable in the measurement.

For imaging lens aperture, focal length and imaging distance cannot be isolated and their influences on SCR measurement are discussed separately.

First factor to be discussed here is the F/# of the imaging lens. As mentioned above, this factor will decide the average speckle spot size. Combined with the pixel size of sensors, they will have an influence on the measured SCR. This phenomenon has been studied in the previous section and will not be discussed again here.

The second factor is the imaging distance. With a fixed imaging lens, when changing the imaging distance, the on-screen resolution spot size of the imaging lens changes [95]. As a result, the K value in Chapter 4 changes. For a laser projection system with very good spatial diversity which generates a large M, the SCR of the system can be simplified (assuming no wavelength diversity and de-polarized screen is used) as:

\[
SCR = \frac{1}{R_\Omega R_\sigma} = \frac{\sqrt{M + K \pm 1}}{2MK} \approx \frac{1}{\sqrt{2K}} \quad (5.2)
\]

Bringing Eq.4.19 in, we can get:

\[
SCR \propto \frac{l_1 D_2}{l_2 D_1} \quad (5.3)
\]

where \(l_1\) and \(l_2\) are projection distance and observation distance respectively, and \(D_1, D_2\) are the diameter of the projection lens and imaging lens (i.e. human eye iris) respectively. The projection distance and projection lens will not be able to change. Also, the imaging lens’ diameter is set to fixed value. As a result, the measured SCR should be proportional
Experiments are conducted to verify this conclusion. The experiment setup is shown in Figure 5.4. A DPSS laser with CW 532 nm output is used as the light source. A rotating diffuser and light pipe are used for spatial diversity. The end of the light pipe is projected onto the screen and then captured by a camera. The observation distance of the camera is changing from 1 meters to 2 meters.

The measured SCR as a function of reciprocal observation distance is presented in Figure 5.5. X-axis is the reciprocal of the observing distance and Y-axis is the measured SCR. It can be seen that the measured SCR increase from 0.13 to 0.24 when the observation distance decreases from 2 meters to 1 meter. A very good linear relationship is shown in
the measured results and Eq.5.3 is verified.

As discussed in this section, optics geometry has a very important impact on measured SCRs. By tuning the aperture/focal length of imaging optics and by changing observation distances, totally different SCR values can be acquired. As a result, a standard regarding optics geometry in SCR measurement that corresponds to human perception is very important and has to be established.

![Figure 5.5 Relationship between measured SCR and reciprocal of observing distance](image)

5.2.3 **Influence of Processing Algorithm on SCR measurement**

The calculation of SCR from an acquired speckle pattern seems very straightforward, which is the standard deviation over the average intensity. However, in practical applications, the SCR directly calculated by this may give inaccurate values.

There are many possible reasons. For example, hot spot phenomenon is very common in the projection field. The hot spot is a bright spot that the observer will see in
the center of his/her viewing field when looking towards a projection screen [97]. This is mostly caused by poor screen material which has higher reflectively at a small observation angle and lower reflectively at a large viewing angle. As a result of hot spot phenomenon, the center of the captured speckle pattern will be brighter than the edges. This will introduce a bigger standard derivation of the entire image which introduce higher SCR. However, this fluctuation is not caused by speckle and should be excluded.

The second phenomenon that might generate higher SCR is the non-uniform light field projected by the projector. This is mostly seen in lower-end projectors which has limited light field reshaping and homogenization. This non-uniformity will have a similar influence on SCR measurement as a hot spot, which generates inaccurate SCR.

As a result, in order to get accurate SCR, background non-uniformity has to be removed. The method that can be used is by applying a digital filter that eliminates a low frequency signal [98-99]. A Gaussian filter $g(x, y)$ is used here. The value of the filter is shown in the figure below. The filter has a size of 19*19 pixels with a standard deviation of 9.
Assume the speckle pattern acquired by the camera is $f(x, y)$. To filter the low frequency, the convolution between $f(x, y)$ and $g(x, y)$ is first calculated. A new field $h(x, y) = f(x, y) * g(x, y)$ is a smoothed light field from $f(x, y)$. A third field $p(x, y)$ is calculated by using each element of $f(x, y)$ divided by correspond element of $h(x, y)$.

This calculation will be able to remove the slowly-varying non-uniformity of the speckle pattern that will cause inaccurate SCR. Detailed code of this post processing is shown in Appendix.

Figure 5.7 shows three calculated images. The first one is the raw speckle field captured directly from the camera. There are some slow-varying non-uniformity exists over the entire image. The second image is an averaged background by using the Gaussian filter $g(x, y)$. The third image is acquired by using the element of first image divided by correspond element of the second image. The calculated SCR for the first image is 0.71 and for the last image it is 0.68. This post processing will be able to eliminate non-speckle slowly-varying components in an acquired image and provide more accurate SCR values.

For a screen with good lambertian scattering (which means light scattered to all directions with equal intensity), this post processing will have a limited effect. However, for a screen which has strong specular reflection, this technic will ensure an accurate measured. SCR.
Figure 5.7 Post-processing for SCR calculation (a) original captured image $f(x,y)$ (b) slow-varying background $h(x,y)$ (c) final speckle field $p(x,y)$.

5.3. **Standard Measurement Corresponding to Human Perception**

It has been discussed in Section 5.2 that measurement conditions can greatly affect the measured SCR. A standard measurement system that agrees with human perception in speckle measurement is needed. In this section, such a system will be presented.

First, the projector and camera should be setup in an appropriate configuration. Figure 5.8 shows the schematic setup of them. The projector and camera should have the same incident/observation angle towards the screen, which means the projector, the center of the projected image, the center of captured image and the camera should be all located on the same line if we mirror-flip the camera to the other side of the screen, as shown in Figure 5.8. This setup assures that the camera captured the center of reflected beam, or in other
words, the center of the hot spot phenomenon generated by the screen. As the center of the hotspot has a better uniformity compared to the boundaries, this will help us minimize the effect of the hotspot phenomenon [100].

![Figure 5.8 Projector and camera setup in SCR measurement.](image)

The projector distance is determined case by case. Thus, there will be no detailed requirement on this value. However, the camera distance is very important. This has been presented in the previous section that the measured SCR will be reduced with the increase of the observing distance. To agree with a practical situation, the observation distance of the camera is set to be equal to the projected image height [46,101].

The second consideration is the camera and the imaging lens. A monochromatic camera with a linear response has to be used to capture speckle patterns. There are two key points need to follow in camera selection: first, the camera lens diameter should agree with human iris diameter in order to have similar on-screen resolution; second, the sampling rate between speckle size (determined by F/# of the camera lens) and camera pixel should agree with the ratio generated by human iris and visual cell size.
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A Dalsa 1600M camera will be used as an example. The camera has a pixel size of 4.4μm * 4.4 μm. As discussed in section 5.2.1, based on the discussion of speckle spot size $A_C$ and pixel size $A_P$, the camera lens has to have a suitable F/# in order to get suitable ratio of $A_C/A_P$. We first need to study the situation of the human eye.

Generally speaking, for the adult eye in a projection environment, people consider that the iris diameter is 3.2 mm [39]. Also, the focal length of the human eye is usually considered as 22 mm. Besides this, according to [102], the average density of cone cells in the human retina near the fovea is around 191,000 cones per $mm^2$. Thus, the average size of a cone cell is around 5 $\mu m^2$. Based on this, the ratio between speckle size $A_C$ over the retina cone cell size is around 3.45.

Based on this value, the lens parameters can be decided. First, the lens aperture should be similar to the iris diameter. This corresponds to the correct K value as discussed in Chapter 4. Thus, we could fix the lens diameter with a value of 3.2 mm.

Second, suitable F/# will be chosen to give a correct $A_C/A_P$ correspond to human retinal and visual cell size. The pixel size for the camera used in experiments is 4.4 μm * 4.4 μm. In order to get the $A_C/A_P$ value close to 3.45, by combining with Eq.5.1, the desired F/# of the camera lens should be around F/15. Combined with a lens diameter of 3.2mm, and considering the availability, the lens chosen in the experiment has a focal length of 50mm, with an aperture of 3.2mm and F/15.5. It is worth noting that, when a different camera with a different pixel size is used, the above calculation should be revised and a new camera lens should be selected.

The camera is set to have a frame rate of 15 frames per second, which is close to
human eye integration time 50 ms [103]. This will help to provide similar averaging effect as the human eye when time-varying components are used for speckle reduction.

The next factor is a post-processing algorithm. There are many methods to perform low-frequency filter over a raw image data. One of the most commonly used methods here is a Gaussian filter, which will also be used here. The processing is achieved by using a MATLAB code. A sample code is attached in the appendix of this chapter.

An experimental is presented to test this setup. The setup is shown in Figure 5.9. A DPSS laser at 532nm was used as the light source. In order to test the system, no speckle reduction components were used here. The laser beam was expanded by a convex lens and projected on to the screen directly. The Dalsa M1600 camera was used to capture the projected light field. The camera was set to F/16 with 50mm focal length as described above. The measurement distance was 2 meters.

The measured speckle pattern is post processed to remove the slow varying background. For the experiment setup shown above, the measured SCR is 56.7%. It worth noting that for a DPSS laser whose linewidth is very narrow, the wavelength diversity is almost negligible. Thus, the theoretical measured SCR should be around 70% when combined with a de-polarized screen and an ideal image sensor (with pixel size of infinitely small). The measured value is smaller than this number, mostly due to spatial averaging effect caused by the visual cell size. This measured result also agrees with the published result in [104]. Thus, this experiment setup can be considered as accurate.
Figure 5.9 Experiment setup for standard SCR measurement.

5.4. Conclusion

In this chapter, the standard measurement of SCR for laser projection has been studied. Several factors including the camera, lens parameter, measuring distance and post-processing have been discussed. It is shown that the measured SCR is highly related to measurement conditions. An unsuitable setup will get totally different SCR values.

As the purpose of SCR measurement is to indicate the speckle level perceived by the human eye, the parameters and settings regarding the factors mentioned above are discussed and set to correspond to the human eye. One example of certain values of these parameters that can provide a measured SCR with good consistency with the subjective
perception of the human eye is presented. This measurement and processing metrology can be used to compare the speckle level of different laser projection systems. This measurement procedure can be used as a blueprint for future standardized SCR measurements for different applications including but not limited to home theater, cinema and conferences.
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CHAPTER 6

Conclusion

6.1. Summary of Accomplishments

The thesis presents a study on laser speckle issued in laser display, especially focusing on the laser projection field. The achievements of this research are described in Chapters 2 – 5. The main results are summarized here.

The thesis briefly reviews the origin of the laser speckle issue in laser display. The laser projection system is divided into several components: a) laser light source, b) optic light engine, c) projection screen and d) evaluation system. The first three parts are discussed and optimized for speckle reduction in the laser projection system. The last part is discussed for standard SCR measurement corresponding to human eye perception.

In Chapter 2, laser speckle reduction by employing a low speckle laser light source is investigated. A theoretical model is established to describe the wavelength diversity and its speckle reduction effect when a blended laser light source is used. The model is verified by experiments. The model can be used to select the optimal laser wavelengths and their power ratio that generate less speckle SCR. The minimum wavelength differences $\Delta \lambda_{min}$ between two adjacent wavelengths to generate de-correlated speckle patterns as a function
of the laser linewidth are calculated. It has been shown that the minimum wavelength difference $\Delta \lambda_{\text{min}}$ is 1.0 nm and 1.5 nm for the green DPSS lasers and green semiconductor LDs, respectively. Also, in order to achieve speckle free projection, by combining with wavelength diversity, spatial diversity and polarization diversity, the minimum number of lasers required to achieve speckle free projection is three and two for green DPSS lasers and semiconductor LDs, respectively. These two values change to five and three when a polarized maintained screen is used.

In Chapter 3, a speckle reduction optic system is presented. The system consists of a multimode fiber, a voice coil motor, a dielectric elastomer actuator and a lightpipe. The dielectric elastomer actuator is integrated into a laser projection system for speckle reduction for the first time. The system can provide very good speckle reduction with low optical penalty, low cost and straight-forward configuration. An SCR as low as 3.7% is achieved in the system.

In Chapter 4, an engineered screen that utilizes a micro lens array (MLA) is studied for the purpose of speckle reduction in laser projection. The theoretical limitation of speckle reduction when using a conventional screen is presented in this chapter. A theoretical model that can describe the speckle reduction effect of MLA is established. By using MLA as a screen and taking into account the influence of on-screen projection/observation resolution area size, the SCR of the system can be greatly reduced. This model can be used to predict the SCR of the system and determine the MLA cell size that can achieve speckle free projection. A procedure for designing an MLA screen in a laser projection system has been presented as well.
Chapter 5 discussed standard measurement setup for SCR. Multiple factors including the camera, lens parameter, measuring distance and post-processing and their influence on SCR measurement are studied. As measured SCR is highly dependent on measurement conditions, a standard setup that indicates human perception when observing speckle in a projection environment is proposed. The proposed setup can be used to evaluate the speckle level of different projection systems and provides accurate SCR values.

As presented above, this thesis studied multiple components of laser projection regarding the speckle issue. The three components of low speckle laser source, optic system with integrated speckle reduction methods and engineered low speckle screen, can be combined and provide a speckle free laser projection system. Also, the standard SCR measurement system can be used to evaluate speckle levels of laser projection systems. A complete study of the speckle issue in laser projection is presented in this thesis.

6.2. Suggestions for Future Work

Despite the achievements presented in this thesis, there are still many things that remain to be done to further reduce the speckle level and improve the performance of laser projections.

On low speckle laser source aspect, though guideline of wavelength and power selection have been proposed, lasers with the desired wavelengths at low cost are still an issue. For example, there are very limited choices for DPSS green lasers close to 532 nm.
Development work with these highly compact and low cost lasers is required.

Besides this, regarding an optic engine with integrated speckle reduction, the current setup using DEA and MMF has limited optical efficiency, which will result in a loss of lumen output. Therefore, such an optic engine with lower optical penalty is highly desired. Moreover, the DEA used has a relatively low optical damage threshold, so when high lumen output laser projectors (with optical output power higher than ~200 W) are used, there might be potential damages. Research regarding using new material with high damage thresholds for DEA should be done.

Last but not least, the integration of a low speckle laser source, a speckle reduction optic engine and a low speckle MLA screen should be done. A complete speckle-free laser projection needs to be designed and built.
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