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Abstract

Radiation therapy has a significant role in the management of cancer patients. Computed tomography (CT) has been at the forefront of radiation therapy planning due to its widespread diagnostic use and its electron density information. Magnetic resonance (MR) imaging is another proven diagnostic modality, which can achieve superior soft tissue contrast and margin delineation, relative to CT. As such it has become a valuable tool for cancer diagnoses and staging.

In this study, a centre-out radial acquisition using an off-resonance reception (co-RASOR) MR sequence, sensitive to magnetic field inhomogeneity, was applied to excite a broader frequency range of spins in the vicinity of metallic seeds. The resultant images display local hyperintensities around metallic markers. These images were then reconstructed with frequency offsets to rewind these hyperintensities to the geometric centre to obtain positive contrast.

The contrast-to-noise ratio (CNR) was measured between a fiducial and its surrounding to compare Fourier and iterative reconstruction methods for undersampled co-RASOR. The motivation was to reduce the sequence acquisition time, while preserving sufficient CNR and resolution. For single slices, acquisition was 2.8 sec and multi-slice acquisition could acquire more than 50 slices in 73 sec, by reducing the acquired data by a factor of 8. This effectively encodes acquisition to 1.4 sec/slice.
The noise present in undersampled images decreased significantly using iterative reconstruction methods, but a total variation based penalty better preserved the edges.

Further extensions to the reconstruction method applied frequency-based filters that could isolate signals from different metallic compounds. The local hyperintensities rewind using opposite signed frequency offsets for diamagnetic and paramagnetic seeds. This allowed individual visualization of a low dose rate (LDR) brachytherapy seed and a gold fiducial marker. Phantom validation showed that each seed contains its maximal CNR in opposing frequency regions. The relative difference between global and local maxima in each frequency band ranged from 1.19 – 3.73, and a single cut-off frequency was successfully applied for each acquisition plane.

Image guidance systems rely on the position of these fiducial markers to compare daily setup images with CT and MR simulations. Phantom experiments and porcine tissue samples were used to assess the minimum separation of fiducials, geometric accuracy, and random errors associated with using the co-RASOR sequence. co-RASOR images were able to resolve fiducials separated by 0.5 - 1 cm, depending on image resolution. No systematic biases were observed by comparing co-RASOR to CT using rigid body registrations. The standard deviation of the systematic errors were <0.5 mm between MR and CT registrations, and <0.4 mm between MR scans without CT. These values are smaller than the current total systematic uncertainties, which should be limited to <3 mm.

The methods presented here can aid in understanding the trade-offs between acquisition speed and signal properties, differentiating cases where brachytherapy seeds are used in combination with fiducial markers for external beam boost, and aid in co-registration of multimodality imaging.
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## Nomenclature

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADC</td>
<td>Apparent Diffusion Coefficient</td>
</tr>
<tr>
<td>bSSFP</td>
<td>Balanced Steady State Free Precession</td>
</tr>
<tr>
<td>CNR</td>
<td>Contrast-to-Noise Ratio</td>
</tr>
<tr>
<td>co-RASOR</td>
<td>Centre-Out Radial Sampling with Off-Resonance Reception</td>
</tr>
<tr>
<td>CT</td>
<td>Computed Tomography</td>
</tr>
<tr>
<td>CTV</td>
<td>Clinical Target Volume</td>
</tr>
<tr>
<td>DCE</td>
<td>Dynamic Contrast Enhanced</td>
</tr>
<tr>
<td>DWI</td>
<td>Diffusion Weighted Imaging</td>
</tr>
<tr>
<td>EBRT</td>
<td>External Beam Radiation Therapy</td>
</tr>
<tr>
<td>EPI</td>
<td>Echo Planar Imaging</td>
</tr>
<tr>
<td>FOV</td>
<td>Field of View</td>
</tr>
<tr>
<td>FRE</td>
<td>Fiducial Registration Error</td>
</tr>
<tr>
<td>GFM</td>
<td>Gold Fiducial Marker</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>GTV</td>
<td>Gross Tumour Volume</td>
</tr>
<tr>
<td>IGRT</td>
<td>Image Guided Radiation Therapy</td>
</tr>
<tr>
<td>IMRT</td>
<td>Intensity Modulated Radiation Therapy</td>
</tr>
<tr>
<td>LDR</td>
<td>Low Dose Rate</td>
</tr>
<tr>
<td>LINAC</td>
<td>Linear Accelerator</td>
</tr>
<tr>
<td>MR</td>
<td>Magnetic Resonance</td>
</tr>
<tr>
<td>NUFFT</td>
<td>Non-uniform Fast Fourier Transform</td>
</tr>
<tr>
<td>PSF</td>
<td>Point Spread Function</td>
</tr>
<tr>
<td>PTV</td>
<td>Planning Target Volume</td>
</tr>
<tr>
<td>RF</td>
<td>Radiofrequency</td>
</tr>
<tr>
<td>ROC</td>
<td>Receiver Operating Characteristic</td>
</tr>
<tr>
<td>ROI</td>
<td>Region of Interest</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-noise Ratio</td>
</tr>
<tr>
<td>SPGR</td>
<td>Spoiled Gradient Recalled</td>
</tr>
<tr>
<td>T&lt;sub&gt;1&lt;/sub&gt;</td>
<td>Spin-Lattice Time Constant</td>
</tr>
<tr>
<td>T&lt;sub&gt;2&lt;/sub&gt;</td>
<td>Spin-spin Time Constant</td>
</tr>
<tr>
<td>TE</td>
<td>Echo Time</td>
</tr>
<tr>
<td>TGV</td>
<td>Total Generalized Variation</td>
</tr>
</tbody>
</table>
TR  Repetition Time
TRE  Target Registration Error
TV  Total Variation
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Chapter 1

Introduction

Recently, magnetic resonance imaging (MRI) has been finding more use in radiation therapy planning. Its role is mainly secondary to computed tomography (CT). However, more institutions are attempting to contour organs with MR and use CT for its electron density information, and trials are underway for MR-only radiation therapy planning [1]. The use of bony landmarks is challenging in MR, and information-based metrics for image registration are not based on physical locations. The goal of this thesis study was to explore a dedicated pulse sequence to localize implanted fiducial markers using an undersampling acquisition strategy, differentiate between brachytherapy seeds and gold seed fiducial markers with a single MR sequence, and finally, assess the systematic and random uncertainties of MR to CT registration.

In this introduction chapter, a brief review is given in order to introduce concepts of adenocarcinoma, radiation therapy, external radiation therapy systems, and the role of MRI as a diagnostic and therapeutic aid to conventional CT planning. Chapter 2 discusses MRI physics, the implementation details and artifacts of radial acquisition, which were used in each chapter within the body of the thesis. Chapter 3 discusses
the reasons in favour of expanding the current role of MRI in radiation therapy, how the body of the thesis can help address some of the current issues and outlines the objectives and hypothesis of the following research studies. The research studies undertaken in this thesis are chapter 4, “Fiducial Localization using Undersampled co-RASOR MR Imaging”, chapter 5, “Differentiating Platinum Coated Brachytherapy Seeds and Gold Fiducial Markers with Varying Off-Resonant Frequency Offsets”, and chapter 6, “Resolution and Registration in Dual-Plane co-RASOR”. These chapters first outline the context of the paper, the contributions of each author, and finally the study itself. Chapter 7 provides a summary of the major findings of the research, as well as contributions, limitations, and future directions. Finally, the appendix A1 lists the published material this thesis provided, and appendix A2 outlines some specific details regarding the software and source code needed to perform simulations and image reconstructions.

1.1 Adenocarcinoma and Treatment Options

Adenocarcinomas of the lung and bronchus, breast, prostate, and colorectal region account for half of all new cancers in Canada [2] and it’s expected that approximately 1 in 2 Canadians will develop cancer in their lifetime. After skin cancers, adenocarcinoma of the prostate is the most common type of human cancer in males in the Western world, affecting approximately one in six men; similarly, adenocarcinoma of the breast affects 1 in 4 worldwide. In Canada, incidence rates have increased significantly from 1970 – 2007; fortunately, mortality rates began to decline in 1995 and 1986 respectively for these two dominant types and the trend has continued [3].
Decreases in mortality rates have been attributed to early detection through screening [4], greater efficacy in chemo- and hormonal therapies as primary or neoadjuvant therapies [5–7], and imaging advances in monitoring tumours and developing surgical options [8–11].

Some of these decreases in prostate cancer have also been shown to correlate with advances in external beam radiation therapy (EBRT). In a retrospective study, Kupelian et al. performed a multivariate analysis on 467 cases of adenocarcinoma of the prostate between 1986 - 1999, and found that relapse free survival was significantly higher after 1996, and that radiation therapy year was an independent predictor of outcome, while age, race, T-staging, and androgen deprivation were not independent predictors [12].

There are a variety of treatment options involving radiation therapy for cancer; one-third of patients with breast cancer typically receive neoadjuvant radiation therapy alone and 50% will receive it as part of a combination of therapies. Additionally, 50 - 70% of rectal cancer patients, 20% of leukemia patients, most small cell lung cancer patients, 17 - 20% of non-small cell lung cancer patients, and 25 - 40% of prostate cancer patients receive radiation therapy either alone or as part of a combination of therapies [13, 14].

1.2 Radiation Therapy Treatment Planning

Radiation therapy involves two broad classes, whether the radiation is delivered externally such as in EBRT, or internally using an implanted radiation inside or adjacent to tumour cells. Treatment delivery can be either curative or palliative, or used in combination with other therapies. Additionally, the timing of radiation therapy can
be before surgery to shrink tumours, or after surgery to remove remaining cancer cells and attempt to minimize local recurrence. The choice between these paradigms is determined by many factors including cancer type, tumour size and location, the tissue’s sensitivity to radiation, and factors involving the patients themselves (age, health, and contraindications of other therapies).

Conventional radiation therapy treatment planning begins with simulation, where a CT scan is acquired in order to contour three specific volumes: gross tumour volume (GTV), clinical target volume (CTV), and planning target volume (PTV). The GTV defines the area and location of the primary tumour where tumour cell density is highest. However, microscopic extent cannot be seen through imaging techniques alone. Additionally, interobserver variability exists in defining the GTV, thus a secondary CTV, with added margins, is required. Finally, to ensure that the tumour is targeted during treatment, the last volume is the PTV. This is used to account for all system uncertainties to minimize the risk of the tumour moving out of the CTV during fractional treatments, whether due to positional errors, or patient and organ movement [15]. MRI has also been used mainly in generating contrast between the tumour and normal tissue, and is primarily an aid to define the GTV [16], although with better margins, reductions in the CTV may also be feasible. Recently, there has been efforts to use MR-only radiation therapy planning [17–19], where most of the planning is performed on MRI images, and specialized sequences are used to generate pseudo- (or substitute-)CT values [20, 21]. Lastly, MRI-guided radiation therapy systems, such as MR-Linacs or MR systems with cobalt-60 sources on a gantry, provide simultaneous MR imaging and radiation treatment [22–24].
Currently, the delivery of radiation in the MeV range for curative intent is delivered using conformal strategies, combining intensity modulated radiation therapy (IMRT) and image guided radiation therapy (IGRT). In order to improve dose delivery, and also limit the dose to surrounding organs at risk, intensity modulation was designed to create high conformal dose regions by modulating the intensity of each beam through the use of multileaf collimators [25, 26]. This process uses inverse planning starting with the desired dose volume histogram and iteratively solving the beam paths and intensities [27]. The major advantage of this technique is the high roll-off of the dose, such that the dominant lesions can be given a higher dosage compared to standard 3D conformal therapy, while minimizing the potential for toxicity effects.

The equipment to deliver the radiation is also the subject of research, as IMRT delivered with a fixed-field linear accelerator (LINAC) can be slow due to required physical changes in the collimator aperture. Other delivery methods to improve the treatment time include tomotherapy, which delivers radiation through a rotating fan beam, and arc therapies where the linear accelerator is placed a rotating gantry [28, 29]. Finally, for specific applications, stereotactic equipment can be used to deliver higher doses in shorter fractions through the use of immobilization and image guidance techniques, such as the Gamma Knife (Elekta, Sweden) and CyberKnife (Accuracy Incorporated, Sunnyvale, CA, USA) systems [30–32].

The image guidance systems that aid in high conformal therapies typically involve the use of cone beam CT, and orthogonal x-ray sources and detectors [33, 34]. The image guidance systems then use the planning images to create a set of digitally reconstructed radiographs that are used to register with the setup and treatment guidance images. Bony landmarks, surgical clips, and implanted metallic fiducial markers
are typically used to perform landmark registration between the two imaging sets. Fiducial registration involves inserting 3 - 6 metallic seeds under ultrasound guidance [35, 36]. Fiducial markers have the benefit of low migration, measured using interseed distances, and allow for motion tracking of the organs. This motion can surpass 3 - 5 mm during patient set up and treatment [37–39]. Fiducial based alignment can reduce setup errors to <3 mm, and outperform soft tissue based registration involving non-rigid transformations and information based metrics. Once the fiducials are located in three-dimensional space (or backprojected from the orthogonal detectors), a rigid body transformation can be performed between the image guidance set and the planning set. At least three corresponding fiducial locations are required between pre-treatment simulated images, and treatment fraction images to solve for rigid body registration. The centre of mass in the X, Y, and Z-directions estimates the translation vector, and various methods exist to solve for the three rotational parameters [33, 40].

Radiation can also be supplied without the use of a LINAC, where radioactive material (e.g., 60-Co, 125-I, 103-Pd, 192-Ir) is placed into seeds and placed within the tumour itself, a technique known as brachytherapy. The main differences are the treatment duration and dose rate, with low-dose rate (LDR) involving a permanent seed, or a seed placed for several days before removal. Conversely, high-dose rate involves a higher radiation dose from the seed, which is inserted with a robotic arm and remains in place only for the individual treatment sessions [41].
1.3 Assessment of Cancer using MRI

1.3.1 Routine Clinical Imaging

The choice of MR imaging protocols and the multitude of sequence specific parameters require consideration on the type of cancer being assessed, the expected morphological changes, the hardware being used, as well as patient compliance. Some generalities, however, still exist among the sequences, and they are generally classified according to their contrast mechanisms. Contrast is generated by exploiting differences in tissue-dependent time constants, $T_1$ and $T_2$ (described in detail in Chapter 2). The proton density (PD) (or spin density) is always present, and MR sequences can control this weighting as well. $T_1$-weighted sequences tend to highlight tissues with shorter $T_1$ values, imaged at short echo times (TE) and repetition times (TR), and $T_2$-weighted sequences tend to highlight longer $T_2$ values, imaged at longer TE times. MR can also highlight the relative amounts of protons in water and lipids in PD-weighted imaging. As an imperfect rule, fluids tend to have longer $T_1$ and $T_2$ values.

These two time contrast mechanisms are used in the assessments of many types of cancers. For example, lower signal intensity in $T_1$-weighted imaging in brain cancers correspond to necrosis, whereas higher signals display areas associated with the rim of the tumour [42]. $T_1$-weighted imaging is also used to visualize detailed views of the anatomy, including tumour contouring in liver cancers and viewing the axilla, chest wall and anterior mediastinum in breast imaging [43, 44]. Additionally, $T_2$-weighted imaging is useful for differentiating normal and pathological tissues and the presence of water and edema. For example, hyperintense signals in $T_2$-weighted images can view edema and infiltration of brain tumours, view water-containing breast lesions,
detect tumours in the peripheral zone of the prostate [45], as well as view the total extent of tumours in head and neck, and gynecological cancers [46, 47].

1.3.2 Dynamic Contrast Enhanced MRI

Dynamic Contrast Enhanced (DCE) MRI uses exogenous contrast agents, typically low molecular weight gadolinium (Gd) chelates, to model pharmacokinetics of tumour microvasculature from serially acquired MR images. Some tumours display a doubling of the microvascular space in carcinomas compared to benign neoplasia, as well as variable sizes and incomplete lumens of the vascular tissue [48]. This increase in permeability and microvessel density is explored using contrast agents that interact with the extra vascular, extracellular space and shorten $T_1$ relaxation times.

DCE MRI acquisition involves serial acquisition of 3D $T_1$-weighted Spoiled Gradient Echo images before and after injection of a contrast medium (0.1 - 0.2 mmol/kg) at 2 - 4 mL/s, followed with a saline flush [49, 50]. 3D sequences are preferred due to a higher signal-to-noise ratio (SNR), and improved sensitivity to changes in $T_1$-relaxation. The spatiotemporal resolution is a competing relationship where one is typically sacrificed for the other. While no standardization exists for temporal resolution, a consensus review panel agreed it should be no longer than 10 - 15 seconds and continue for 5 - 10 minutes to characterize washout patterns [45, 51]. Improved approximations can be achieved by reducing the temporal sampling time to 4 seconds due to the kinetic models sensitivity to mismatches between arterial input and $T_1$ measurements [52]. Resolution requirements were also agreed upon, stating that DCE images should be 1 mm at 1.5T and $\leq$ 1 mm at 3T.

After acquisition, DCE images can be used to generate and display time-intensity
curves for each voxel or a region of interest (ROI). These curves can be analyzed qualitatively according to shape or semi-quantitatively using heuristic methods such as time-to-peak, enhancement slope, and washout slope [53]. Quantitative analysis utilizes compartmental modeling composed of plasma and extracellular spaces, and excretory pathways [54]. Parameters derived from these models are: $K_{\text{Trans}}$, which is the permeability surface area product per unit area and flux from the plasma space to the extracellular space, $v_e$, which is the fractional volume of the extracellular space, and $v_p$, the fractional plasma volume.

As an imaging technique on its own, DCE MRI has reported sensitivity and specificity values between 46 - 96% and 74 - 96% respectively in prostate analysis for tumours larger than 0.5 mL and Gleason grade $\geq 6$. The sensitivity and specificity has been reported between 89 - 100% and 24 - 88% respectively for invasive breast cancer [49, 50, 55]. Receiver Operating Characteristic curves have shown that DCE imaging outperformed T2-weighted imaging with areas of 0.91 and 0.68 respectively [56, 57].

1.3.3 Diffusion Weighted Imaging

Diffusion Weighted Imaging (DWI) is the term for MR imaging sequences that exploit the attenuation of signals due to thermally driven Brownian motion of water molecules, by employing motion-sensitizing gradients. Stejskal and Tanner first described the use of bi-polar gradients [58], which can be applied with spin echoes or gradient echoes, and with a variety of gradient lobe shapes (e.g. trapezoid, sinusoid, triangular, etc.). Diffusion (i.e. motion) encoding gradients are characterized by their b-value ($s/mm^2$), which is a mathematical value dependent on the phase accumulation due to the gradient amplitude and duration, and its separation from the echo
Brownian motion of water molecules, in the presence of diffusion encoding gradients, cause irreversible phase accumulation and result in a signal attenuation that’s factored by the b-value and the diffusion, D (mm$^2$/s). Each image is weighted exponentially by D, which can be solved using one or more b-values to produce an Apparent Diffusion Coefficient (ADC) map. Since DWI is often performed with rapid imaging techniques such as Echo Planar Imaging (EPI), reduced resolution and susceptibility artifacts obscure the true diffusion coefficient [59]. The choice of b-value can change the interpretation of ADC values. Thus, including multiple b-values provides better correlation with true ADC [60, 61]. A general consensus for the choice of b-value is still uncertain, but it is agreed that the highest value for the calculation of ADC should be in the 800 - 1000 s/mm$^2$ range [45].

The use of DWI is predicated on the idea that increases in cellularity in tumour regions reduces the extracellular space and restricts the motion of water. ADC values calculated from single-shot EPI experiments using a single non-zero b-value showed significant decreases between tumour ADC values and normal tissue [62]. Most importantly ADC values are significantly negatively correlated to cellularity in lymphoma, glioma, ovarian, lung, uterine, prostate, renal cell, squamous cell, breast, and meningioma cancers [63].
Chapter 2

Radial Magnetic Resonance Imaging and its Applications

Radial magnetic resonance refers to the coverage of k-space where signal readouts are projections or ‘rays’ through the centre of k-space. Once the original acquisition and reconstruction method\textsuperscript{1}, this technique has unique advantages compared to Cartesian imaging, and along with advances in gradient linearity and improved static magnetic field homogeneity, radial MR has found widespread use. Perhaps the largest difference is the reconstruction method; as inverse Fourier transformation can no longer be directly applied, different reconstruction methods are required, each with their own benefits, image artifacts, and computational complexities.

This chapter explores the radial MR pulse sequence, and more specifically gradient echo approaches. Various reconstruction methods presented here will be used throughout this thesis. An important benefit of radial MR is the density in the central region of k-space, which allows for data undersampling that differs from conventional

\textsuperscript{1}Lauterbur 1973
parallel imaging techniques. The reconstruction of undersampled data is presented here under two broad categories: non-uniform fast Fourier transform (NUFFT) and iterative regularized techniques. Finally, magnetic field inhomogeneity is explored in the context of radial k-space, leading to a modified point spread function that gives rise to certain image qualities that are used as the basis for fiducial localization.

2.1 Basics of the MRI Signal

2.1.1 Nuclear Magnetic Resonance

In order to build up the MR signals used in radial pulse sequences, it is fundamental to understand the basic NMR effect for $^1$H (or any other non-zero spin quantum number) as these nuclei intrinsically contain angular momentum, or spin, and consequently a magnetic moment, denoted as $\mu$. When placed in an externally applied static magnetic field $B_0 = B_0 \mathbf{z}$, the magnetic moment will align itself with $\mathbf{z}$ and precession of the magnetic moment occurs around the $z$-axis with an angular frequency of:

$$\omega_0 = \gamma B_0. \quad (2.1)$$

This fundamental property, known as Larmor precession, relates the angular momentum of the nuclei to the strength of the applied magnetic field. The proportionality constant $\gamma$ is the gyromagnetic ratio and depends on fundamental properties of nuclei such as electric charge and mass, which for hydrogen is $2.67 \times 10^8 \text{ rad/s/T}$. Larmor precession can be explained through classical mechanics of a torque acting on the magnetic moment due to the applied field, or through a quantum mechanical
description of the difference between quantized energy states matching the energy of an oscillating wave at the Larmor frequency. Both mechanisms are extensively explored in literature.

The equation of motion due to the applied static magnetic field is of great interest in setting up an NMR experiment:

\[
\frac{d\mu}{dt} = \gamma \mu \times B. \tag{2.2}
\]

This relationship between the magnetic moment and the applied field is not used to describe the motion of a single magnetic moment, which requires a quantum mechanical description, but rather the expected value of the magnetic moment. Furthermore, it ignores the interaction between local fields and the exchange of energy with the surroundings. It’s more useful when moving towards imaging \(^1\text{H}\) to define the bulk magnetization \(M = \frac{1}{V} \sum_i \mu_i\) which sums over all of the nuclear magnetic moments in a macroscopic volume. This definition is especially useful in deconstructing the bulk magnetization into components that are parallel and perpendicular to \(z\), i.e., \(M_z z\) and \(M_{xy} = M_x x + M_y y\). At thermal equilibrium, prior to any NMR experiment, there is a population of spins in two discrete energy states with nearly equal proportions, with a slight preference for the lower energy state. This spin excess follows a Boltzmann distribution:

\[
\frac{N_{up}}{N_{down}} = e^{\Delta E/kT} \tag{2.3}
\]

where the energy difference is proportional to the strength of the applied static field.
The spin excess determines the maximum amount of signal possible and can be increased with increasing field strength or reducing temperature. Prior to any external pulses, the bulk magnetization is pointing along $z$ as $M = M_0 z$ with a maximum possible value of $M_0$:

$$M_0 = \frac{\rho \gamma^2 h^2 B_0}{4kT}.$$

(2.4)

### 2.1.2 Excitation and Reception

With the definition of the bulk magnetization described earlier, it’s typical to represent precession in Equation 2.2 with $M$, and also to introduce the concept of a rotating frame of reference. If the laboratory frame is rotated at an angular velocity $\omega$ that matches the Larmor frequency, then $dM/dt = 0$ and is stationary, which simplifies the analysis that follows.

In order to get an appreciable NMR signal, the transverse component $M_{xy}$ must be nonzero which requires some energy to disturb the magnetization away from the $z$-axis, and is introduced by a secondary $B_1$ magnetic field. Since the gyromagnetic ratio for $^1\text{H}$ is in the MHz range (i.e. 42.576MHz/T), the oscillating wave required to tip a component of $M$ into the transverse plane is in the radio frequency (RF) range, and this $B_1$ pulse is referred to as an RF-pulse. A circularly polarized RF-pulse is used as it is more efficient than a linearly polarized pulse and takes the form:

$$B_1(t) = B_1(t)\cos \omega t x - B_1(t)\sin \omega t y.$$  

(2.5)

In the rotating reference frame, once $\omega$ is matched to $\omega_0$, the pulse is simply $B_1(t)x$. This is the resonance condition which ensures the rotation of the magnetization vector...
occurs along an axis orthogonal to \( z \) with an angular velocity of \( \gamma B_1 \). The shape and duration of \( B_1(t) \) have important consequences for imaging, but for now its use is simply to rotate the magnetization vector into the transverse plane such that a voltage will be induced in a tuned RF coil, which can then be sampled.

It is necessary to modify Equation 2.2 to incorporate the interactions protons have with the their environment so that the magnetization vector can return to its equilibrium state. Two such interactions are called the spin-lattice and spin-spin interactions. The spin-lattice interactions result from exchanges of energy from the magnetic moments into the surrounding medium in order to achieve their lowest energy states and point along the applied magnetic field. This applies to the portion of the magnetization parallel to \( B_0 \), or \( M_z \). Spin-lattice interactions result in an increase in \( M_z \) by a time rate known as the \( T_1 \) relaxation time, which is experimentally determined and tissue dependent. Spin-spin interactions are caused by local field variations which change the local precession frequency and the amount of phase accumulation. The summation of all protons, now with local phase deviations causes a loss of phase coherence, known as dephasing. Spin-spin interactions cause an exponential decay in the transverse magnetization by a time rate known as \( T_2 \) relaxation time, and eventually reduces \( M_{xy} \) to zero. These modifications can be written mathematically into Equation 2.2 as:

\[
\frac{dM}{dt} = \gamma M \times B - \frac{M_{xy}}{T_2} - \frac{(M_0 - M_z)}{T_1}.
\]  

(2.6)

This modified Equation 2.6 is known as the Bloch Equation and can be divided into individual Bloch equations for each \( T_1 \) and \( T_2 \) [64]. Although they are missing higher order and diffusion terms, they represent the equations of motion of the magnetization
vector. The applied magnetic fields $B_0$ and $B_1(t)$ can be included to arrive at solutions that govern most pulsed NMR experiments.

Signal reception through a RF coil, due to voltage induction derived from $M_{xy}$ magnetization, is measured after the $B_1$-field has been applied. A basic signal model that incorporates the solutions to Equation 2.6 is:

$$S(t) = A \int_V M_{xy}(r, 0^+) e^{-j\gamma B_0 t} e^{-t/T_2} dV \quad (2.7)$$

where the system gain $A$ deals with the conversion of the induced electromotive force in the coil, and all other parameters. The relaxation term, and the transverse magnetization after excitation can be combined into the effective spin density for $t \geq 0^+$:

$$S(t) = \int_V \rho(r) e^{-j\gamma B_0 t} dV. \quad (2.8)$$

### 2.1.3 Signal Localization

In order to perform an imaging experiment using NMR, another set of coils have to be introduced which can alter the externally applied magnetic field as a linear function in space. These are called the gradient coils and allow for $B_0z$ to spatially vary in three orthogonal directions. Of note, the main externally applied field still points along the $z$-axis, and only its magnitude changes with space. With the application of gradients coils, the external magnetic field can be altered as $B_0 = B_0z + G \cdot r$ and Equation 2.8 can be rewritten as:
\[ S(t) = \int_V \rho(\mathbf{r}) e^{-j\gamma B_0 t} e^{-j\gamma \int_0^t \mathbf{G}(\tau) \cdot d\mathbf{r}} dV. \]  
(2.9)

While the gradient vector is a function of time and space, we typically consider the three orthogonal components separately as functions of time, each acting independently on their own axis. This expansion of the dot product into its separable Cartesian components leads to an important formalism called k-space. Specifically, k-space aims to quantify the temporal phase change which depends positionally on the precession frequency. We define the three k-space variables as:

\[ k_x = \frac{\gamma}{2\pi} \int_0^t G_x(\tau) d\tau, \quad k_y = \frac{\gamma}{2\pi} \int_0^t G_y(\tau) d\tau, \quad k_z = \frac{\gamma}{2\pi} \int_0^t G_z(\tau) d\tau. \]  
(2.10)

If we then expand Equation 2.9 with the definitions in 2.10, and also write the signal equation as functions of k instead of time (as k-space itself is a function in time), then we arrive at:

\[ S(k_x, k_y, k_z) = \int_x \int_y \int_z \rho(x, y, z) e^{-j\gamma B_0 t} e^{-j2\pi k_x x} e^{-j2\pi k_y y} e^{-j2\pi k_z z} dx dy dz \]  
(2.11)

This leads to an important relationship between the received signal and the effective spin density. If Equation 2.11 is demodulated at the Larmor frequency, the first exponential term is dropped, and each spatial coordinate is encoded by a summation of complex exponential terms, weighted by the k-space variables. This integral relationship is the well known Fourier Transform, where the spatial variables are acquired in their decomposition of spatial frequencies, and Fourier synthesis is able to reconstruct the effective spin density. An MRI experiment must sample enough k-space by applying the magnetic field gradients to create a k-space trajectory. The standard
Cartesian trajectory applies the gradients in one or two axes to encode one or both of the $k_y$ and $k_z$ variables, followed by a temporal readout of the encoded $k_x$ points. Repeating the experiments with different gradient amplitudes leads to further $k_y$ and $k_z$ encoding.

2.2 Radial MRI

As the name suggests, radial MRI acquires k-space points along radial spokes instead of along a Cartesian sampled grid, typically used in conventional MR imaging sequences. This change in the sampling scheme can be formalized beginning with Equation 2.9, where the dot product $G \cdot r$ was originally replaced with three orthogonal gradients $G_x$, $G_y$, and $G_z$. For simplicity, we can consider a 2D example where dot product in radial MRI expands to $G_x \cos \theta$ and $G_y \sin \theta$, respectively. The azimuth angle $\theta$ here refers to the k-space domain. By also changing the spatial variables $(x, y)$ into $(r, \phi)$ (i.e., $x = r \cos \phi$ and $y = r \sin \phi$), the radial equivalent of the received time signal can be written as:

$$S(t) = \int_{\Delta z} \int_r \int_{\phi} \rho(r, \phi) e^{-j\gamma B_0 t} e^{-j\gamma G_r(\theta-\phi)t} r dr d\phi.$$  \hspace{1cm} (2.12)

Here, a further simplification is assumed, as the time integral within the phase term has also been replaced with $t$. This is because radial MRI encodes both directions simultaneously within the readout window, so the notion of frequency and phase encoding directions no longer applies. Similarly, the k-space variables from Equation 2.10 can be replaced by the pair $(k, \theta)$, where $k = \sqrt{k_x^2 + k_y^2}$ and $\theta = \tan^{-1}(k_y/k_x)$. The fundamental Fourier Integral can then be written as:
\[ S(k, \theta) = \int_{\Delta z} \int_r \int_{\phi} \rho(r, \phi) e^{-j\gamma B_0 t} e^{-j2\pi kr(\theta - \phi)} r dr d\phi. \] (2.13)

### 2.2.1 Pulse Sequence Design

A basic 2D Radial sequence is shown in Figure 2.1, where the modifications are along the \( G_x \) and \( G_y \) gradients. Both gradients contribute to the MR signal readout, and their amplitudes are modulated each TR-cycle by \( \cos \theta \) and \( \sin \theta \), respectively. The sequence in Figure 2.1 can traverse all of k-space by modulating \( \theta \) between \([0, \pi]\), since the dephasing gradients ensure both halves of k-space are sampled in a single readout. Conversely, the sequence in Figure 2.2 can only sample a single half of k-space and requires double the amount of spokes. The benefit, however, is the echo-time can be shorter as \( k = 0 \) is sampled first, instead of half-way through the readout.

In order for the Fourier Transform defined in Equation 2.13 to be invertible, a sufficient number k-space points need to be sampled. The MR pulse sequence is designed to sample enough unique k-space points such that inverse transformation is possible for image reconstruction. The number of points along each readout, and the number of radial spokes, are governed by typical Nyquist sampling requirements. The sampling of k-space will lead to aliasing in the image domain if the spacing between samples along the spoke, \( \Delta k \), and along the periphery between spokes, \( k_{\text{max}} \Delta \theta \), are too large. The number of samples that must be acquired along each spoke, \( N_R \), is easiest to solve. To avoid aliasing, the field of view (FOV) must be larger than the length of the object, \( L \). This implies that \( \text{FOV} \geq L \), or \( N_R \Delta x \geq L \). Acquiring enough points to satisfy this condition is usually not a problem as the time between each readout is on the order of microseconds. The time-limiting step is the number
Figure 2.1: Radial Gradient Echo (GRE) pulse sequence timing diagram (a) and corresponding 2D k-space (b). Both the $G_x$ and $G_y$ gradient axis are used to encode the readout (shaded in blue). For a radial sequence gradients are incremented as $G_x = G_{FE}\cos\theta$ and $G_y = G_{PE}\sin\theta$. The direction of the readouts are shown by the black arrows along each spoke. The presence of the dephasing gradients ensures the readout goes from the negative half to positive half of k-space.

of spokes to acquire, $N_S$, as this requires a TR-cycle for each spoke. The aliasing condition here is $k_{\text{max}}\Delta\theta \leq 1/L$, (i.e, the reciprocal definition of FOV $\geq L$). For the radial GRE sequence, $N_S\Delta\theta = \pi$, which we can then solve for $N_S$:

$$k_{\text{max}}\Delta\theta \leq \frac{1}{L}$$
$$\frac{\pi \cdot k_{\text{max}}}{N_s} \leq \frac{1}{L}$$
$$N_S \geq \pi \cdot k_{\text{max}}L. \quad (2.14)$$

If sampling is done at the Nyquist limit, i.e., FOV = L, then Equation 2.14 can be reduced to $N_S \geq \frac{\pi}{2} N_R$, and radial sampling thus requires, at a minimum, 57% more
spokes than Cartesian sampling. Furthermore, that number of spokes increases by a factor of 2 if centre-out readouts are used in order to traverse the other half of k-space.

Once the number of points and spokes have been determined, the following MR sequence parameters can be solved by considering Fourier conjugate variables. For example, it’s typical to start with the desired imaging parameters FOV and spatial resolution $\Delta x$. The total imaging extent determines the spacing of k-space as $\text{FOV} = 1/\Delta k$; similarly, the image resolution determines the total extent of k-space as $2k_{\text{max}} = 1/\Delta x$. The gradients themselves encode k-space, and Equation 2.10 can be used to solve for gradient amplitudes by knowing the maximum k-space values:

$$\frac{\gamma}{2\pi} N_R G \Delta t = k_{\text{max}}$$

(2.15)

The choice of sampling time, $\Delta t$, involves considerations into the acquisition time, noise, and expected chemical shifts. Faster imaging times can be achieved by sampling quicker, but this increases the amount of noise as the receiver bandwidth must also increase. Also, the total amount of area must be preserved, so reducing $\Delta t$ means the gradient amplitudes must increase proportionally. Furthermore, the sampling time defines the bandwidth per pixel, which must be large enough to reduce spatial distortions from other chemical species (e.g., lipids). The GE MR750 Discovery MRI system that was used in this thesis has a maximum gradient amplitude of 50 mT/m, and a maximum receiver bandwidth of 250 kHz, which means all design parameters must account for these hard limits. The gradient slew rate (the trapezoidal ramps before and after the gradient plateau) is also restricted to $< 200$ T/m/s, as the fast switching of magnetic field gradients induces electrical fields, and possibly peripheral
nerve stimulation in patients. Finally, the sequence time is determined by the repetition time, TR, as each spoke requires a TR-cycle. This value is typically on the order to 5 - 500 ms, and here the system also imposes safety limits since the repeated RF-excitation deposits energy into subjects and there must be enough elapsed time for this energy to dissipate or heating (and even burning) can occur.

2.3 Radial Image Reconstruction

The final concept relating to image formation is how to apply the inverse Fourier Transform to radially acquired samples from Equation 2.13, as the standard 2D IFFT
can not be applied to non-Cartesian sampled data. Before discussing individual reconstruction techniques, it’s useful to describe a property of radially acquired Fourier data, known as the Projection Slice Theorem. Recall from Equation 2.13 that the MR readout is acquired for a fixed $\theta$ in k-space:

$$s(k, \theta_{fixed}) = \int_x \int_y \rho(x, y) e^{-j\pi k(x\cos\theta + y\sin\theta)} dx dy$$

$$= \int_x \int_y \rho(x, y) \left( \int_\ell e^{-j2\pi kl} \delta(x\cos\theta + y\sin\theta - \ell) d\ell \right) dx dy$$

$$= \int_\ell \left( \int_x \int_y \rho(x, y) \delta(x\cos\theta + y\sin\theta - \ell) dx dy \right) e^{-j2\pi kl} d\ell$$

$$= \mathcal{F} \left( \int_x \int_y \rho(x, y) \delta(x\cos\theta + y\sin\theta - \ell) dx dy \right) \tag{2.16}$$

stating that a readout through the centre of k-space at a fixed angle is equivalent to a 1D Fourier Transform of the projection of $\rho(x, y)$ along all parallel lines normal to $\theta$. The consequence of this is that there is a direct relationship between the reconstruction methods for parallel beam CT and radial MRI, namely that the backprojection methods can be used to reconstruct the object spin density given a set of 1D Fourier encoded projections.

### 2.3.1 Projection Reconstruction

The simplest reconstruction method is to assume that all sets of lines that make up projections $g(\ell, \theta)$ (i.e., 1D IFFT of a radial spoke) contribute equally to the projection value at each distance $\ell$. All points along this line are set to the value of $g(\ell, \theta)$ for each $\theta$. Then, by rotating the angle and backprojecting each of the projections, an object can be formed, as shown in Figure 2.3a. The error in this
assumption is that all points in the image space are assigned a value, even if they
did not contribute to the original projection, which results in significant blurring. To
overcome this issue, the projection slice theorem is applied, understanding there must
be a weighting component to the Fourier data prior to reconstruction:

\[
\hat{\rho}(x, y) = \mathcal{F}^{-1}(s(k, \theta))
\]

\[
= \int_0^{2\pi} \int_0^\pi |k| \cdot s(k, \theta)e^{j2\pi k(x \cos \theta + y \sin \theta)} kdkd\theta
\]

\[
= \int_0^{2\pi} \left[ \int_0^\pi |k| \cdot s(k, \theta)e^{j2\pi k\ell} d\ell \right] kdkd\theta
\]

\[ (2.17) \]

where it is readily seen that each Fourier line is modulated by \(|k|\) prior to the back-
projection along all parallel lines. This filter is known as the Ram-Lak filter, and the
process itself is called filtered backprojection. However, since the value of \(|k|\) contains
a discontinuity at \(k = 0\), a modified version exists where a window is applied that
tapers the filter. The end result, however, is that each projection is convolved with
the inverse FT of the filter prior to backprojection, and lines can now take on negative
values helping to shape the object better, as shown in Figure 2.3b. Alternatively, one
can think of weighting each k-space component such that the higher spatial frequen-
cies are weighted higher than the lower spatial frequencies, so image details due to
blurring are not lost. However, the expense of reducing this blurring and weighing
the higher spatial frequencies higher is greater noise amplification.
2.3.2 Regridded Fourier Reconstruction

One concern with Equation 2.13 is that MR data is sampled discretely, and as such the continuous Fourier transform does not apply. If it did, for example, then simply sampling the data onto a Cartesian grid would be sufficient to faithfully reconstruct any object. The discrete acquisition means that k-space samples must be interpolated onto a Cartesian grid first, known as regridding. The 2D problem can be formulated as:

\[
S_R(m\Delta k_x, n\Delta k_y) = \sum_i S(k_{x,i}, k_{y,i}) g_x(m\Delta k_x - k_{x,i}) g_y(n\Delta k_y - k_{y,i}) \Delta k_i
\]  

(2.18)

where \( S_R(m\Delta k_x, n\Delta k_y) \) represents the regridded signal points as a result of the convolution between the original samples, \( S(k_{x,i}, k_{y,i}) \), and a kernel function, \( g(k) \), that has been separated into two 1D kernels for simplicity. If the original data is sampled
beyond the Nyquist limit, and \( g(k) \) is a SINC function, then simple 2D IFFT inversion of the \( S^R \) samples will reconstruct an image without any aliasing. The last term, \( \Delta k_i \), represents the density compensation for each point. Radially regridded data has the same density compensation as the projection reconstruction, that is \(|k|\).

In practice, convolution using SINC interpolation requires the most computational time, and \( g(k) \) is replaced by a compact function. The Kaiser-Bessel (KB) kernel is the most frequently applied regridding kernel [65]. The KB kernel is much more compact, typically with a width of only 4 samples, resulting in much faster convolution times (despite being a very good approximation of the SINC interpolator). The main issue with using a compact kernel however, is that aliasing can no longer be avoided. Convolution in k-space with a SINC interpolator will multiply the image domain by a RECT function, prior to replication caused from resampling. When using a KB kernel, the inverse FT of the kernel will not be compact, but rather slowly decay as a function of position. Once replication occurs from sampling, the aliasing can no longer be avoided. This can be limited by readout oversampling, where double the amount of k-space points per spoke is acquired. This method was employed for the co-RASOR sequence used in the remainder of this thesis, and each image reconstruction was truncated to display the middle of the FOV.

The major difference between regridded Fourier reconstruction and filtered back-projection is the domain where the interpolation step is performed. As just stated, regridding interpolates k-space samples, where filtered backprojection interpolates the angular backprojections in the image domain. The reconstruction times tend to be faster for regridding as the number of convolutions are reduced due to the small compact size of the KB kernel, where filtered backprojection requires convolution over
Figure 2.4: Regridded Fourier Reconstruction with Non-Uniform FFT (NUFFT) operator. The NUFFT operator uses the KB kernel with a width of $w = 8$ to perform the convolution step (a). A zoomed in view reveals there is ringing artifacts along the edges, causing spatial oscillations (b).

the entire image for each projection. Other differences are that filtered backprojection does not add aliasing in the same way described in the paragraph above, so long as k-space is sampled at the Nyquist limit; and, that resolution tends to be slightly lower in filtered backprojection due to the window function that’s applied to taper $|k|$, described in the subsection above [59].

An example of regridded Fourier reconstruction is shown in Figure 2.4, where ringing artifacts are seen at the edge of the object and can be viewed as moderate signal oscillations along radial lines.

2.3.3 Iterative Reconstruction

An iterative reconstruction algorithm can use multiple receiver coil data and estimate the image, $I[n,m]$ and its k-space through the DFT. If $F_s$ is a linear operator that performs the DFT and samples along the known k-space trajectories, and we have
the coil sensitivity \( c_1, \ldots, c_M \) for \( M \) receiver coils, then the problem can be written as a stacked vector:

\[
[F_s(I[m,n] \cdot c_1), \ldots, F_s(I[m,n] \cdot c_M)]^T = S
\]

(2.19)

where \( S \) is a stacked vector of all readout signals for each receiver. Directly solving Equation 2.19 is generally not possible, so iterative solutions have been developed that measure the difference between the estimated k-space signals and the measured k-space signals, and attempt to minimize this residual according to:

\[
\text{argmin}_I \frac{1}{2\lambda} \| F(I \cdot c) - S \|_2^2 + R.
\]

(2.20)

The conjugate gradient algorithm is typically employed to solve Equation 2.19 [66]. Regularization terms can also be added using prior information about the image in the form of a penalty function \( R \). One such penalty is Total Variation (TV), or extensions using variable weights and into higher order derivatives such as Total Generalized Variation (TGV), in order to smooth the areas that are oscillating. The assumption is that images are generally piecewise constant, and the best image estimate is the one that minimizes the total variation in the image domain. An example of an iterative solution using the TGV penalty is shown in Figure 2.5, where the ringing artifacts are clearly suppressed in the zoomed figure. An added benefit is that the second order TGV penalty displays better edge preservation, where there is little blurring along the edge of the phantom.

Finally, the iterative process doesn’t need to minimize the difference between estimated and measured k-space samples, and can instead attempt to recover the
Figure 2.5: Shepp-Logan phantom iterative reconstruction using a second order Total Generalized Variation (TGV) penalty function (a). A zoomed in view reveals the oscillations have been reduced, as the areas of the object are more constant (b).

image by unfolding any aliasing using each coil, similar to a conventional SENSE algorithm in parallel coil MR image reconstruction. An example using the iterative conjugate gradient (CG-)SENSE algorithm is shown in Figure 2.6. CG-SENSE can maximally reduce ringing artifacts, however the result is more spatial smoothing leading to blurring. The noise suppression and blurring characteristics between these two algorithms are further explored in Chapter 4.

2.4 Field Inhomogeneity and Spatial Encoding

2.4.1 Modified Point Spread Function

Consider a spherical object of radius \(a\), placed at the origin, with a magnetic susceptibility difference of \(\Delta \chi = \chi_i - \chi_e\). The region enclosed within the sphere \((r \leq a)\) does not contribute to the MR signal itself as it has no intrinsic signal. A field perturber with a constant internal susceptibility \(\chi_i\) will cause a change in the local magnetic
Figure 2.6: Shepp-Logan phantom iterative reconstruction using preconditioned conjugate gradient (CG-)SENSE (a). The zoomed in view also reduces the oscillations, however this is at the expense of the edge of the object (b).

field which can be expressed in polar coordinates as:

$$\Delta B_z(r, \phi, \theta) = \frac{\Delta \chi B_0}{3} \left( \frac{a}{r} \right)^3 \left( 3 \cos^2 \theta - 1 \right)$$ \hspace{1cm} (2.21)

where $\Delta B_z$ is dependent on the polar angle when placed parallel to $B_0$, and is radially symmetric about the origin traverse to $B_0$ (Figure 2.7). This field inhomogeneity is important in MR as a spatially varying magnetic field, $B(r) = B_0 + G \cdot r$, is used to Fourier encode the spin density. For rectilinear k-space sampling, the point spread function (PSF) $h_{\text{cartesian}}(x, y)$ of a two-dimensional impulse $\delta(x - x_0)\delta(y - y_0)$ in the presence of field inhomogeneity is:

$$h_{\text{cartesian}}(x, y) = \delta \left( x - x_0 - \frac{\Delta B_z(x_0, y_0)}{G_x} \right) \delta(y - y_0).$$ \hspace{1cm} (2.22)

Any resultant image, when convolved with $h_{\text{cartesian}}(x, y)$, causes the spin density to be shifted in the frequency encoding direction where the distance from the origin
Figure 2.7: Contour lines of a 1 mm spherical field perturber (gray shaded region) placed at the origin with constant internal magnetic susceptibility ($\Delta \chi = 4000$ ppm; FOV = 32 mm). When oriented parallel to $B_0$ (a), the field lines have both positive (solid lines) and negative (dashed lines) contour levels, dependent on the polar angle, $\theta$. However, when oriented transverse to $B_0$ (b), the contour levels are radially symmetric about the origin.

depends on both the field inhomogeneity and the read gradient strength, $G_r$ [67].

The PSF for radial k-space sampling differs from the rectilinear case; its response can be considered the 2D Fourier Transform of the distortion term in the signal equation resulting in the zero-order Hankel Transform:

$$h_{\text{radial}}(r, \phi) = F^{-1} \left\{ e^{-j2\pi k \Delta B_z(x_0, y_0)/G} \right\}$$

$$= 2\pi \int_0^\infty e^{-j2\pi k \Delta B_z(x_0, y_0)/G} J_0(2\pi kr) \, dr.$$

(2.23)

This impulse response presents as radial blurring as $h_{\text{radial}}$ is circularly symmetric about the origin with a radial distance proportional to $\Delta B_z(x_0, y_0)$.

### 2.4.2 Signal Pileups

The non-stationary PSFs can be used to estimate the MR images of a spherical field perturber. Modelled examples, using both rectilinear and radial trajectories in
Figure 2.8: Digital phantom of a spherical object at the origin of an imaging plane ($a = 1$ mm; $\Delta \chi = 4000$ ppm; FOV = 32 mm) imaged in the absence of field inhomogeneity, i.e., $\Delta B_z = 0$ (a); Rectilinear sampling ($G_x = 24$ mT/m) parallel to $B_0$ (b); transverse to $B_0$ (c) showing signal pileup artifacts that occur only along readout direction; centre-out radial imaging over $2\pi$ rad ($G = G_z$) parallel to $B_0$ (d); transverse to $B_0$ (e) showing signal pileups that occur in the radial direction dependent on the polar angle of $\Delta B_z$.

Varying orientations with respect to the $B_0$-field, are shown in Figure 2.8 where a spherical field perturber is placed in a medium of uniform spin density (assuming no relaxation processes). If a positive read gradient $G_x$ is used for frequency encoding an entire line of k-space, the spin density left of the origin is misregistered further away as $\Delta B_z$ is increasing, however on the right side of the origin where $\Delta B_z$ is decreasing the spin density is misregistered to similar spatial locations causing signal pileups. These artifacts are dependent on orientation and occur in lines along the frequency encoding direction, with each line having unequal intensities and locations of blurring or pileups. (Fig. 2.8b-c). For centre-out radial sampling, the readout direction varies depending on the azimuth angle and uses both positive and negative gradients to sample opposite sides of k-space. The result is that the $\Delta B_z$ increases radially for both gradients and spatial misregistration causing pileups on both sides of the origin (Fig. 2.8d-e). These pileups are also dependent on the orientation of the scanning plane causing signal pileups to occur at unequal distances from the origin, but their shape corresponds to the field line patterns.
Chapter 3

Overview of Study

3.1 Rationale for MR Integration into Radiation Therapy Planning

MR integration into radiation therapy planning can be performed through multimodality imaging, where use of CT and MRI together add complementary information. This has proven successful in, for example in prostate cancer, where CT provides electron density information and preserves geometric shapes and locations, while MRI gives superior soft tissue contrast and functional information. Alternatively, there is increased interest in MR-only simulation, where MR images are the sole modality for contouring the dominant lesions, organs at risk, and generating ‘electron density’ values for planning.

The primary benefit of MR integration is the enhanced delineation of both dominant lesions and organs at risk from bystandard effects of radiation. The use of
combined T2-weighted, DCE, and DWI has been reported to have improved diagnostic accuracy. For example, studies comparing the use of T2-weighted, T2w+DWI, and T2w+DWI+DCE to biopsy proven prostate cancer found the area under the ROC curve was significantly greater in regions where T2w+DWI+DCE were used. The ROC AUC values ranged from 0.89 - 0.96, with sensitivity and specificity ranging from 91.7 - 95.7% and 74 - 95.5%, respectively [68–70]. By comparison, a meta-analysis of using T2-weighted MRI only for local staging found reduced sensitivity and specificity values of 71% and 82%, respectively [16].

The secondary benefit, in the case of MR-only planning, is the elimination of uncertainties in the registration step between MR and CT, which can be systematic and up to 2 mm [71–73]. Prostate volume, for example, showed increased uncertainties and was higher when using CT due to higher interobserver variability [71, 74]. Furthermore, positional errors occur using CT defining the margins at the apex and base of the prostate, and more variability is seen determining the anterior rectal wall (up to 3 cm) [71, 75]. The consequence of these positional errors is that an additional margin is needed to be sure the CTV is covered during treatment. There are numerous methods for calculating the required margins for the PTV, though approximate margin values are between 1.3 - 2.5 times the standard deviation of the systematic errors and 0.5 - 0.7 times the standard deviation of the random errors to ensure that the 95% of the CTV is covered in 90% of a patient group [76, 77].

3.2 Hypothesis

Image guidance during treatment delivery is associated with reduced CTV margins due to the ability to track interfraction motion and deformation [78]. The improved
margins in combination with daily corrections results in improved prostate tumour control and lower late urinary toxicity scores [79]. Implanted metallic fiducial markers also serve as a surrogate for the position of an organ. These exhibit increased accuracy relative to external markers or bony landmarks, as they also describe rotational movements, which may be independent of translational movements [80]. The intermarker distance is relatively stable over the treatment length, ranging from 0.3 to 1.2 mm migrations [81–83].

In order to take advantage of image guidance in MR integrated delivery, the fiducial markers must also be visible on the MR images during simulation, whether they are used for co-registration with CT or used in MR-only simulation. Visualization is currently based on optimizing negative contrast sequences to display a signal void artifact caused by the fiducials. These artifacts are larger than the seeds themselves, and even larger still when using gradient echo imaging [16, 84]. Balancing the amount of negative contrast and size of the artifact are usually competing demands, and visualization is performed over multiple sequences. Dedicated sequences that try to balance this include 3D bSSFP sequences, which use T1/T2 contrast, and have become common for localization [17–19, 85]. However, the use of negative contrast is non-specific as signal voids can be caused by sources other than metallic seeds. Some groups have addressed this with machine learning to create unique, localized masks [85–87]. Despite these advances, even the MR-only simulation still uses a small FOV CT image for fiducial localization and differentiation between gold fiducials and brachytherapy seeds [18].

Positive contrast sequences have been developed for stronger field perturbers, such as paramagnetic brachytherapy seeds, needles, and super-paramagnetic iron oxide
particles [88]. Although they require pulse sequence modifications or new reconstruction pipelines, they are able to visualize implanted devices with highly localized positive contrast, thereby increasing specificity. One technique that addresses this problem is the centre-out radial sampling with off-resonance reception (co-RASOR) technique [89, 90]. In co-RASOR imaging, centre-out readouts use only a positive or negative gradient to encode positive and negative $k$-space locations respectively, to create signal pileups or hyperintensities around the objects (Figure 2.8).

We hypothesize the co-RASOR sequence can also be used for MR therapy integration to visualize gold fiducial markers. Additionally, since the radial sequence can be implemented in 2D and undersampled, this may be a quicker acquisition technique than other dedicated sequences. Furthermore, information regarding the magnetic susceptibility differences of varying seed compositions are encoded into the acquired signal, and different off-resonant frequencies can in principle rewind the hyperintensities at unique frequency offsets. The signal differentiation based on off-resonant frequencies can allow for specific visualization of different implanted devices, aiding in situations where LDR brachytherapy is used in addition to external beam radiation. Finally, as the signal pileups are approximately symmetric, the use of a single reconstruction parameter (i.e., off-resonant frequency offset) should localize to the geometric centre of the seed, which can alleviate concerns over geometric accuracy of MR localization methods.

3.3 Methods

A dual-plane co-RASOR sequence was implemented by modifying the General Electric Healthcare MRI source code of a 2D fast GRE sequence using the Environment for
Pulse Programming in C (EPIC). The sequence implements the gradient timing, as shown in Figure 2.2, using a centre-out radial sampling trajectory. The modifications remove the conventional phase encoded gradient, and apply a 2D rotation matrix between each TR-cycle to rotate the frequency encoding axis.

The implementation uses a minimum echo time, which reduces the dephasing gradient to four sampling points, compared to half the number of readout points. The gradient system timings are never perfect, and there are typically delays between the requested time and the actual gradient switching; sampling some points along a quick dephasing section ensures that the \( k = 0 \) echo point is sampled, which contains the bulk image contrast. Readout oversampling was performed, where the sequence overrides and doubles the receiver signal bandwidth prior to imaging. As all other parameters remain the same, the final FOV is also doubled, and limits the aliasing artifacts due to regridding to the furthest edges. The reconstructed image is then cropped to display the centre image at the nominal FOV. Finally, the dimensionless time-bandwidth product of the transmit RF pulse was increased by a factor of 2 in order to reduce the pulse duration time. This increases the \( B_1(t) \) amplitude and reduces slice homogeneity, but allows for a higher transmit bandwidth which will selectively excite more off-resonant protons into the received signal, as well as reduce the echo time to avoid intravoxel dephasing. The minimum achievable time through testing was approximately 900 \( \mu s \), reduced from a nominal value of 3.2 ms.

Simulations were performed in each of the research papers to test the reconstruction techniques presented. In-house software was written to create these simulated environments, as well as a general software package to read/write and filter the data, and link to reconstruction toolkits (see Appendix A2). The simulations performed
were either spherical field perturbers, whose field inhomogeneity patterns are well described in literature, and written in Equation 2.21 in order to investigate the effects of resolution, clustering, signal dephasing, and undersampling. To simulate fiducial seeds of arbitrary lengths, a superposition of these spherical models on a high density grid at each point the seed would occupy, was applied. This approach was used to simplify the simulations, as there is generally no analytical solution to the field inhomogeneity beyond simple shapes, and helped preserve the sharp boundary along the fiducial length. Assuming each seed was an ellipse would mean an absence of sharp boundaries, which is not physically accurate. Likewise, a full numerical analysis would require intensive computation of the magnetic field at each point in space, unsuitable for the purposes of testing reconstruction methods. Our approach was validated by creating a very long fiducial relative to its diameter, and comparing to the analytical solution of an infinitely long cylinder.

Gel phantoms were constructed for the various experiments, which consisted of a 3% agar mixture into water and careful pouring into containers to avoid air bubbles. It would be impractical to remove all air bubbles, however we don’t consider these to be a problem in the experiments as they typically exist only on the surface. Tissue samples were also utilized, involving a pork hock from the local supermarket, wrapped in plastic wrap, and placed in plastic containers that were selected to fit the size. This helped to ensure no motion confounding between imaging sessions.

Finally, various equipment was used in the following experiments. The imaging systems were a 3T GE Discovery MR750 (General Electric Healthcare, Milwaukee, WI), and a Siemens Biograph 16 PET/CT scanner (Siemens, Erlangen, Germany). MR signal reception was performed using a 32-channel head coil. Implanted metallic
seeds were either gold fiducial markers (IZI Medical Products, MD, USA) or LDR brachytherapy seeds (DraxImage Model LS-1, Quebec, Canada). Most of the imaging phantoms were developed in-house, with the exception of a MR-compatible Lego phantom (ONDRI, Ontario, Canada).

### 3.4 Experimental Design

The first study focused on three reconstruction techniques which were applied to undersampled co-RASOR data. Reconstruction is typically performed using Fourier inversion, and for the case of multiple receiver coils, a sum of squares addition is performed from the reconstructed image of each coil. The incoherent noise decreases with more coil elements, whereas undersampling artifacts present themselves as coherent noise patterns. We hypothesized that non-linear iterative reconstruction with an edge preserving penalty may reduce the coherent noise patterns while preserving the localized signal contrast. We measured the contrast-to-noise of a fiducial in different orientations with respect to the $B_0$-field, the FWHM area surrounding each the fiducial, and noise in the vicinity of the fiducial for three different reconstruction methods.

The second involved further evaluation of the co-RASOR reconstruction method by applying a range of frequency offsets to explore how different metallic compositions encode their magnetic field susceptibility into the received signal pileups. It was hypothesized that a paramagnetic LDR brachytherapy seed and a diamagnetic gold fiducial marker could be reconstructed individually as their signal maxima would depend on the sign of the off-resonant frequency. Numerical simulations were performed, followed by an imaging phantom study of two different seeds inserted into a
porcine tissue sample.

The third study examined how the spatial distribution of gold fiducial markers influences the observed hyperintensities, and whether the off-resonant reconstruction could localize the fiducials, even under circumstances where their signal pileups merged together. Furthermore, the geometric accuracy was assessed using a MR-compatible Lego phantom, and tissue samples with inserted seeds. We hypothesized that compared to CT, a set of target registration errors would be zero mean with an experimentally determined standard deviation that can serve as an estimate of the fiducial localization error.

Each of the following chapters are written as manuscripts that detail the implementation details of these experiments, as well as results and discussion points.
Chapter 4

Fiducial Localization using
Undersampled co-RASOR MR Imaging

Evan McNabb, Raimond Wong, Michael D. Noseworthy
https://doi.org/10.1016/j.mri.2017.12.009

4.1 Context of Paper

In this study, we simulated and acquired undersampled 2D dual-plane co-RASOR images of a paramagnetic fiducial marker and measured contrast and full width half maxima in order to assess localization with different image reconstruction methods. Using a 2D sequence and undersampling the number of radial spokes will lead to increased temporal efficiency at the expense of global signal-to-noise. We hypothesized that the choice of reconstruction method, namely iterative reconstruction techniques
with a penalty function that preserves edges by strongly penalizing oscillations, will increase the local contrast-to-noise (CNR) of the marker compared to its adjacent surrounding with respect to standard non-Cartesian image reconstruction.

After implementing methodology using three reconstruction methods, we found that CNR was generally higher using CG-SENSE, followed by TGV2 and NUFFT. However, CNR is offset by the FWHM area which grows much quicker with CG-SENSE compared to the other two methods, lowering the resolution of the fiducial. An analysis of the noise showed that CG-SENSE significantly smooths the noise and resulted in more voxels being above the 50% threshold of image intensity. The edge-preserving TGV2 penalty had comparably high CNR, above the limits of detectability, and increased resolution. We concluded that as undersampling grows to levels that diminish the signal, CNR can be increased with an edge-preserving penalty without sacrificing resolution compared to other reconstruction methods.
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**Abstract**

The goal of this work was to use an undersampled, dual-plane centre-out radial sampling acquisition pulse sequence, with off-resonance reception, to localize fiducial markers with reduced acquisition time. Two iterative reconstruction techniques,
conjugate gradient CG-SENSE and the variational penalty Total Generalized Variation (TGV), were investigated to minimize the undersampling artifacts in off-resonant radial imaging. Simulations of a field perturber were performed at sub-millimeter resolution and reconstructed to display signal pileups that can be radially compressed towards the geometric center of the perturber for high contrast visualization, but contrast is non-recoverable as the echo time increases. A cylindrical platinum fiducial marker, placed in a phantom parallel and perpendicular to the $B_0$-field was imaged with a short-TE half-echo readout. Contrast-to-Noise (CNR) between the signal of the fiducial its adjacent surrounding shell and half-maximum area were used to compare reconstruction methods and undersampling factors. For single slice acquisitions centered about the fiducial, each slice can be performed in as little as 2.8 s. The total acquisition time to localize the fiducial marker in a phantom was reduced to 73 s by undersampling (R=8) 37 axial and 15 coronal slices, effectively encoding 1.4 sec/slice. The noise present in undersampled images, for both scan planes and fiducial orientations, decreased significantly using TGV and CG-SENSE reconstructions, with TGV displaying better spatial resolution from reduced half-maximum area.

**Keywords:** positive contrast, total generalized variation, fiducial localization, accelerated radial imaging
4.3.1 Introduction

The use of image-guided radiation therapy (IGRT) in the treatment of tumours located in areas of the body undergoing motion, has greatly increased the efficacy in dose delivery to selected target volumes [29]. Usually, bony landmarks, surgical clips or implanted metallic fiducial markers are used to co-register the treatment planning images with the images acquired during therapy. Fiducial markers have the benefit of low migration and can be used in rigid body transformations without relying on the orientation of organs with respect to bony landmarks which are subject to deformable motion [82].

The use of MR in radiation therapy planning continues to increase, due to its superior soft tissue contrast in delineating the clinical target volume (CTV), and the ability to better differentiate organs at risk [24]. Recent studies have compared the dosimetric accuracy of MR-alone plans with assigned electron density values [20, 91, 92]. Attempts have been made to define the full role of MR in radiation therapy planning, including the use of MR simulators, standardized equipment, e.g., RF coils, immobilization devices, as well as patient setup and acquisition protocols specific to planning [93, 94]. One challenge in using MRI for treatment planning is that implanted metallic fiducial markers do not produce contrast, and are visualized as hypointense signal voids with distortions along their interfaces. The lack of positive contrast has resulted in non-standardized approaches for fiducial localization and image registration. MR imaging sequences have been modified to visualize implanted devices with positive contrast due to local deviations in the magnetic field surrounding a field perturber that cause shifts in k-space [95]. Other techniques rely on the changes in precession frequency and selectively excite or suppress protons in specific
spectral regions, or, rely on the error in phase accumulation between echoes in SSFP and multi-echo acquisitions [88]. An ongoing issue visualizing interventional devices is that spatial encoding relies on a known, spatially varying magnetic field. This assumption is violated in the presence of field inhomogeneity and causes spins to be mis-registered.

One technique that addresses this problem is the centre-out radial sampling with off-resonance reception (co-RASOR) technique [89, 90]. In co-RASOR imaging, centre-out readouts use only a positive or negative gradient to encode positive and negative k-space locations respectively. The resultant spin density is symmetrically mis-registered to similar spatial locations causing signal pileups that can be radially shifted centrally by acquiring the data off-resonance, or modulating each readout with a linear phase ramp during reconstruction, so the signal pileups occur at the geometric centre of the field perturber.

Here we presents an approach for reducing the clinical scan time required for viewing fiducial markers with positive contrast. The most significant limitation in scan time is the number of unique lines in k-space that must be sampled. Typically, 3D radial imaging is acquired with both isotropic resolution and field-of-views, where the scan time is proportional to square of the number of readout points. This has the potential for temporal inefficiencies. For example, in prostate treatment planning, the FOV may need to be expanded to a range of 20-22 cm while preserving sub-millimetre resolution, consequently requiring multiple minutes to acquire. A dual-plane 2D co-RASOR sequence, previously shown to localize high-dose brachytherapy seeds with increased temporal efficiency [96], is proposed here for fiducial localization. To further reduce scan time, we exploit the advantageous properties of undersampled radial
acquisition: as the central region of k-space is oversampled, the bulk image contrast is preserved. However, due to the increased spacing in the peripheral regions of k-space, noise is present in the reconstructed image which appears as streaking artifacts along radial lines [97]. The use of undersampled acquisitions comes with a cost of reduced contrast-to-noise (CNR) which will impact the ability to localize a fiducial. Advances in reconstruction algorithms now employ regularized, iterative solutions to attenuate the incoherent noise patterns in radial reconstructions. Some regularization examples include penalizing the L2-norm, Total Variation (TV), or more recently Total Generalized Variation (TGV) which relaxes the assumptions made requiring images to be piecewise constant used in the TV penalty, while still preserving edges [98–100].

The objective of this study was to demonstrate that iterative regularized reconstruction techniques can be used to successfully denoise undersampled co-RASOR images acquired from multichannel coils that have been degraded by undersampling artifacts and intravoxel dephasing at non-zero echo times. A secondary goal is to evaluate how much undersampling can be performed in which a singular hyperintense structure is the focus.
4.3.2 Materials and methods

4.3.2.1 Simulating co-RASOR images

The demodulated MR signal at time $t' = (t - T_E)$ that is centre-out radially sampled in the presence of field inhomogeneity is:

$$S(k, \theta) = \int_0^{2\pi} r d\phi \int_0^\infty dr \rho(r, \phi) e^{-j2\pi kr \cos(\phi - \theta)}$$

$$\times e^{-j\gamma \Delta B_z(r, \phi)t}$$  (4.1)

The presence of $\Delta B_z(r, \phi)$ causes scaling of the $k$-variable in the directions parallel to the applied gradient, causing geometric distortions in the reconstructed image. Point symmetric hyperintense signal pileups around the field perturber are observed when using centre-out readouts over a $2\pi$ range. In the co-RASOR method, an off-resonant reception frequency of $\delta f$ causes an additional linear phase ramp argument to be present, as $e^{-j2\pi \delta ft}$. If the image is acquired using a gradient strength $G$, and $k$ is substituted as $k = \frac{\gamma}{2\pi} G t'$, then the Equation 4.1 can be rearranged as:

$$S_{CR}(k, \theta) = \int_0^{2\pi} r d\phi \int_0^\infty dr \rho(r, \phi)$$

$$\times e^{-j\gamma (Gr \cos(\theta - \phi) + \Delta B_z(r, \phi) + 2\pi \delta f / \gamma)t'}$$

$$\times e^{-j\gamma (\Delta B_z(r, \phi) + 2\pi \delta f / \gamma)T_E}$$  (4.2)

This signal equation can be split into the distortion of spatial encoding due to the first exponential term, and the intravoxel dephasing which occurs due to the second exponential term. The extra arguments in the first exponential resemble a Fourier
shift and since it only applies to the readout time $t'$, it influences $k$ and has no angular dependence on $\theta$ during the image reconstruction, and must be circularly symmetric. Setting an appropriate value of $\delta f$ can radially shift the signal pileups toward the origin of their respective field perturbers.

The intravoxel dephasing term does not influence the spatial encoding or amount of shifting, but influences signal intensities. While this term can generally be neglected for UTE sequences as it disappears at $T_E = 0$, the lowest $T_E$ in 2D imaging is determined by the length of the slice-selective RF and gradient pulses, on the order of a millisecond, and results in local shifts in k-space leading to varying phase dispersion for each voxel during reconstruction.

Two-dimensional Fourier encoded datasets were simulated by discretizing Equation 4.1 to estimate centre-out acquired data around a paramagnetic spherical fiducial marker ($a = 1$ mm) when placed in an external magnetic field of 3T. The internal and external susceptibility values are constant and the field inhomogeneity is caused by a susceptibility difference of $\Delta \chi = 4000$ ppm. Axial and coronal plane images with a FOV = 32 mm were simulated to generate sub-millimetre resolution. A total of 32 elliptical coil sensitivity profiles were simulated and the image is modulated by each unique profile resulting in 32-channel data. The total number of centre-out radial spokes was reduced, increasing the k-space azimuth angle by $\Delta \theta = R \cdot \frac{2\pi}{N}$, using undersampling factors of $R = 1, 2, 4, 8, 12, \text{and } 16$ from 804 centre-out projections with 256 readout points to investigate the coherent noise in the reconstructed images. Two different echo times of 0 ms and 4 ms were used to create datasets representing an ideal case with no intravoxel dephasing and a more realistic case with some elapsed time due to the slice-select gradient, with the intravoxel dephasing term present from
Equation 4.1.

4.3.2.2 Accelerated co-RASOR imaging

For isotropic resolution and FOV, 3D centre-out radial acquisitions require $\pi N^2$ unique readouts, where $N$ is the number of readout points used in Cartesian sampling. Reducing scan time can be achieved by dual-plane 2D sampling, which requires $2\pi N \cdot N_{\text{slices}}$ readouts, where $N_{\text{slices}}$ can be considerably lower than $N$ in regions that do not require isotropic coverage, as well as the use of thicker slices. Additional time savings can be achieved by reducing the total number of readouts by increasing the angle between readouts. Radial trajectories oversample the centre region of k-space which results in two beneficial properties for accelerated imaging: undersampling can still adequately sample this centre region and estimate the bulk of the Fourier encoded k-space, and undersampling artifacts are most prevalent on the periphery of the image domain causing coherent noise in the form of radial streaking. The reduction in data also reduces the signal-to-noise (SNR), commonly formulated as:

$$SNR_{\text{under}} = \frac{SNR_{\text{optimal}}}{g\sqrt{R}}$$

(4.3)

in SENSE reconstruction, with the g-factor being a spatially dependent term proportional to the noise amplification. Similar to parallel imaging techniques which use lines through the centre of k-space to form auto-calibrated signal regions [101, 102], radial readouts always sample lines through $k = 0$ and can also be used to estimate coil sensitivity profiles without additional calibration scans.

Regularization terms can be added using prior information about the image in the form of a penalty function applied to each iteration. Such penalties should address
the structure of the noise that is expected by reconstructing radial data, and total variation or total generalized variation are two such penalties that penalize areas of the image that have strong first and second order spatial derivatives respectfully. In the case of co-RASOR data where a frequency offset is applied, the entire image domain is severely distorted with the exception of the geometric centres of the fiducial markers, which creates some violation in the assumptions of piece-wise smooth images. TGV makes less assumptions about the characteristics of the final image and may be better at preserving the well-localized hyperintense areas.

4.3.2.3 Image reconstruction

Each simulated dataset was reconstructed using three techniques: the non-uniform DFT (NUFFT) and two iterative methods using the TGV regularization penalty and conjugate gradient (CG-) SENSE, to investigate the noise reduction and edge preservation qualities. Each method was performed from software packages written in MATLAB R2014b (The Mathworks Inc, Natick, MA) to implement the NUFFT operator [103], the iterative regularized Gauss-Newton reconstruction using a first-order primal-dual algorithm and TGV regularization [99], henceforth referred to as the TGV method for the remainder of this article, and CG-SENSE [104]. The TGV penalty uses min-max optimization to determine the regularization penalty as a function of space. The regularization penalty selects the second-order spatial derivative in areas of the image that are locally smooth, and are relatively less expensive than edges, resulting in edge-preservation and a reduction in patchiness.

The latter two require coil sensitivity estimation which was performed identically prior to each iterative reconstruction method using a H1-regularization followed by
spatial smoothing [98]. All images were reconstructed to matrix sizes of 256 x 256 at $\Delta x_{sim} = 0.125$ mm. Parameter selection was done according to the methods of the two iterative software packages, where in each case, the weightings were chosen such that they reduced the residual with NUFFT when fully sampled. In this case, TGV regularization weighting was reduced to $\lambda = 2.5 \times 10^{-1}$ and 500 iterations and CG-SENSE reduction factor was reduced to 2.0 with 15 iterations. Finally, in order to highlight the localization of the spherical fiducial marker from 2D co-RASOR imaging, an offset of $\delta f = -3.6$ kHz was chosen as the optimal frequency value to radially rewind the hyperintense signal pileups to the geometrical centre of the image in both axial and coronal planes. This optimal offset was determined empirically by selecting the the offset that maximized the central fiducial signal in the off-resonant images.

4.3.2.4 MR Phantom Imaging

Platinum seed fiducial markers (IZI Medical Products, Owings Mills, MD, USA) that are cylindrical shaped with 3 mm long axis and 1 mm diameter were placed in a 3% agarose gel phantom with the longitudinal axis parallel to the $B_0$-field. The phantom was constructed with a layer of gel that was allowed to cool prior to setting the fiducial marker in the centre of the container, followed by a second layer of gel. The separation of the two layers can be visually identified in all localizer images in order to aid the slice prescription containing the fiducial. MR imaging was performed using a 3T GE Discovery MR750 (General Electric Healthcare, Milwaukee, WI) with a maximum gradient strength of 50 mT/m, a slew rate of 200 T/m/s, and a 32-channel head coil. An in-house sequence was developed, modifying a 2D SSFP pulse sequence, acquiring
centre-out radial readouts over $2\pi$ rad of k-space, oversampled in the readout direction by a factor of 2. Fully sampled axial and coronal slices were acquired of the fiducial lying parallel to $B_0$ (TE/TR = 2.8; FOV = 16.0 cm; thickness = 3.0 mm; acquisition matrix = 256 x 804; receive bandwidth \( \sim \) 250 Hz/pixel). Slice selection was performed with a one-cycle SINC pulse (transmit bandwidth = 4.5 kHz; time-bandwidth = 4). For a single slice containing the fiducial, a TR of 25 ms was used with flip angle $\alpha = 12^\circ$. For the entire phantom volume, the TR was increased to 100 ms for interleaved acquisition and a flip angle $\alpha = 30^\circ$.

The fully sampled axial and coronal datasets were retrospectively undersampled up to $R=16$, analogous to the simulations, and reconstructed using NUFFT, TGV, and CG-SENSE methods onto a 512 x 512 matrix and then cropped to show the centre 256 x 256 image. Secondly, an undersampled ($R=8$) dataset was acquired with identical imaging parameters, but with a reduced number of acquired readout spokes with an acquisition matrix of 256 x 102. Since the fiducial marker is cylindrical, the orientation of the phantom was rotated such that the longitudinal axis was pointing perpendicular to $B_0$ in order to alter the field inhomogeneity and the subsequent hyperintense artifacts. All acquired data was repeated twice in order to perform ROI-based signal and noise calculations of the summation and difference images respectively [105]. Reconstructions were performed using an Intel Core i7 860 and took 8.06, 465, and 242 s for NUFFT, TGV, and CG-SENSE respectively for the undersampled data.
4.3.2.5 Data Analysis

Contrast values of simulated co-RASOR images off-resonance by an ideal frequency offset $\delta f$ were quantified based on difference between the fiducial signal, which was measured as the mean voxel intensity inside the circular region $r \leq 2\Delta x_{\text{sim}}$ and comprised of 5 voxels, to its immediate surrounding, which was measured as the shell of voxels in the range $2\Delta x_{\text{sim}} \leq r \leq 1 \text{ mm}$ and comprised of 184 voxels. Each reconstruction method normalized the signal intensity values to the R=1 image.

Acquired co-RASOR images of the fiducial marker were reconstructed with a single frequency offset dependent on the scan plane. Positive contrast was generated by multiplying each readout line by a linear phase ramp according to Equation 4.2. The frequency offsets used when the long axis of the fiducial is parallel to the $B_0$-field were $\delta f = -1 \text{ kHz}$ in the axial plane and $-850 \text{ Hz}$ in the coronal plane. When the phantom is rotated, such that the long axis is perpendicular to $B_0$, the frequency offsets were $-1 \text{ kHz}$ in the axial plane and $-900 \text{ Hz}$ in the coronal plane. Fiducial visualization was performed by voxel-wise subtraction of a co-RASOR image off-resonance with its on-resonant image, followed by a threshold of 50% of the maximum intensity. Contrast-to-noise (CNR) measurements were performed using a three-step procedure involving two repeated scans: first, the center-of-mass of a fully sampled co-RASOR threshold image using NUFFT reconstruction was used to define the centre of the fiducial for all subsequent measurements. Secondly, contrast was measured as the mean voxel intensity enclosed by the fiducial subtracted by the surrounding 3 mm shell. The fiducial signals measured were dependent on the known alignment and geometry with respect to the $B_0$-field. When imaged cross-sectionally, a 1 mm signal region was used that corresponded to a 2x2 voxel area of the image; when
imaged lengthwise, the 5 mm length corresponded to a 6x2 voxel area of the image. Finally, due to the use of phased array coils, the 3 mm circular area relative to the centre of the fiducial was used as the ROI to calculate the standard deviation of the noise by subtracting two repeated scans and calculating the standard deviation within the ROI, $\sigma_{ROI}$. CNR was then $\frac{1}{\sqrt{2}} \frac{(c_1 + c_2)}{\sigma_{ROI}}$ where $c_1$ and $c_2$ were the two contrast measurements of two repeated scans. To reduce the importance of choosing the correct centre voxel, the regions are shifted in each direction of the eight adjacent voxels and averaged together.

The noise measurements around the fiducial of the all difference images (i.e., two acquisition planes and two fiducial orientations with respect to $B_0$-field) were combined together into six groups, one for each of the reconstruction methods, and one for the undersampling factors of R=1 and R=8. Each image was normalized to account for intensity differences in the reconstruction method. A statistical analysis using Levene’s test of equality of variances was performed in order to assess whether the choice of reconstruction method significantly amplifies the noise [106].

4.3.3 Results

4.3.3.1 Simulations

Simulations results for a 1 mm spherical fiducial marker that has been Fourier encoded according to a zero $T_E$, centre-out radial trajectory are shown in Figure 4.1. The imaging planes are defined relative to $B_0$, chosen in the z-direction, thus the top two rows in Figure 4.1 are imaged perpendicular to $B_0$ and represent an axial plane, whereas the bottom two rows are imaged in the coronal plane. The on-resonant images show signal voids enclosing the fiducial along with the hyperintensities from the
signal pile-ups in the characteristic orientation-dependent pattern [107]. As the undersampling factor increases to $R=12$, radially streaking artifacts are most pronounced using NUFFT reconstruction. TGV and CG-SENSE reconstruction, in the absence of additive noise and signal dephasing, clearly reduce the effect of these streaking artifacts, though the images display appreciable incomplete artifact suppression as well as spatial smoothing. In the axial plane, a global frequency offset shows that the hyperintensities have been radially moved to the geometric centre of the fiducial, and maximal signal intensities occur in the space occupied by the fiducial as desired. In the coronal plane, off-resonant images apply a radial shift globally resulting in positive contrast locally in the centre of the marker, but non-specific elsewhere in the image.

The effect of off-resonance contrast is further explored in Figure 4.2. There is little deviation in contrast for NUFFT and TGV reconstructions as a function of $R$, whereas contrast in CG-SENSE decreases in the axial plane. Contrast is influenced more by echo time than by the degree of undersampling, as $T_E = 0$ ms has contrast values above 20% maximal image intensity for both reconstruction methods. At $T_E = 4$ ms, contrast is reduced to below 10% maximal image intensity and CG-SENSE is seen to display no positive contrast beyond $R=4$ in both planes.

4.3.3.2 Phantom experiments

The imaged phantom displays a single platinum fiducial marker, imaged using a dual-plane 2D co-RASOR pulse sequence, in Figure 4.3. A clear signal void and its surrounding hyperintensities are evident in both scan planes and consistent with the
Figure 4.1: Simulated co-RASOR reconstructions at $T_E = 0$ ms of a paramagnetic spherical marker ($a = 1$ mm; $\Delta \chi = -4000$ ppm) imaged in the axial plane (top-half) and coronal plane (bottom-half) with respect to the $B_0$-field. Data is shown fully sampled and retrospectively undersampled by $R=12$ for 96 spokes. The first two columns were reconstructed using NUFFT, both on-resonance and off-resonance by $\delta f = -3.6$ kHz; the next two columns use iterative TGV reconstruction with the same frequency offsets, followed by CG-SENSE. In the absence of additive noise and signal dephasing, the radially symmetric signal hyperintensities and uniform background in the on-resonant cases even at higher levels of undersampling.
Figure 4.2: Normalized contrast measurements of the simulated off-resonance co-RASOR images in the axial (a) and coronal (b) planes as percentages of the maximal signal at R=1. Solid lines represent simulations taken at $T_E = 0$ ms and dashed lines at $T_E = 4$ ms. The reduction in contrast is influenced mainly by increased echo time compared to the degree of undersampling. Beyond R=4, CG-SENSE reconstruction results reduced positive contrast in for each factor and echo time.
Figure 4.3: A phantom containing a single 3 mm long fiducial marker parallel to the $B_0$-field in a gel phantom highlighting the co-RASOR reconstruction process. Axial images (a) were reconstructed using NUFFT both on-resonance and off-resonance by -1 kHz showing the positive contrast of the fiducial marker. A subtraction image (denoted sub) is also shown with an applied pixel threshold of 50% maximal intensity. An undersampled (R=8) subtraction image (b) maintains the fiducial hyperintensity, though imaged in 3 sec/slice. Coronal images (c) used a similar frequency offset to the axial case. The undersampled coronal subtraction image (d) highlights the lengthwise fiducial marker.

circularly symmetric and dipole patterns seen in the previous simulations. When re-
constructed off-resonance by -1 kHz localized positive contrast is observed. To remove
as much of the background signal as possible, the off-resonant co-RASOR images are
subtracted by on-resonant images and an intensity threshold is used to mask out pixel
values lower than 50% of the maximal signal. Accelerated subtraction images of both
planes by R=8 are shown in Figures 4.3b,d respectively, taking approximately 2.8 s
to acquire a single slice.

The 2D co-RASOR data of the phantom was retrospectively undersampled and
CNR measurements about the centre of the fiducial marker are shown in Figure 4.4
Figure 4.4: Contrast to Noise values for axial (a) and coronal (b) images of a fiducial marker lying parallel to the $B_0$-field, retrospectively undersampled starting from 804 projections by factors up to $R=16$. Contrast, measured from the 2x2 pixel region with respect to a 3 mm surrounding shell, monotonically decreases by approximately $\sqrt{R}$ for each of the reconstruction methods. The contrast is highest in CG-SENSE, followed by TGV, and finally NUFFT for each factor of $R$.

for the axial and coronal planes respectively. Each curve indicates that the measured CNR values of the fiducial, with respect to its surrounding, is monotonically decreasing in both planes and reconstruction method, with CG-SENSE being the highest in both planes, followed by TGV, and lastly NUFFT. Additionally, the half-maximum area curves are shown for the same undersampling factors in Figure 4.5. For comparison, the solid black lines shown in Figure 4.5a&b represent the true area of the fiducial at 1.4 mm$^2$ and 4.4 mm$^2$ imaged in the axial and coronal plane. The area remains consistent for NUFFT and TGV in the axial plane, where CG-SENSE grows past $R=4$ up to approximately 20 and 40 mm$^2$ in its respective plane. Magnified views of the fiducial are shown in Figure 4.6 where the increase in the number of voxels encompassing half of the signal maximum is visually apparent for CG-SENSE despite having a higher CNR. The magnified views show the trade-off between resolution of the fiducial and CNR.

An undersampled 2D co-RASOR acquisition was acquired with a single reduction
Figure 4.5: Half maximum area values for axial (a) and coronal (b) images of a fiducial marker lying parallel to the $B_0$-field, retrospectively undersampled starting from 804 projections by factors up to $R=16$. The area contains all voxels excluding the central 2x2 fiducial location that are within half of fiducial signal intensity. The solid black line indicates a reference constant fiducial area. The area grows quickest in CG-SENSE as a function of $R$, especially in the coronal plane.

factor of $R=8$, shown in Figure 4.7. When the fiducial axis is parallel to $B_0$, the hyperintense signals are well localized when applying a single frequency offset and subtracting the on-resonance image, followed by a threshold of 50% maximal intensity (first column). The magnified views of these images are also presented (second column). Both acquisition planes in this fiducial orientation show the correct view of the fiducial: the axial plane showing the cross-section and coronal plane showing the long axis. A second set of undersampled 2D co-RASOR images were acquired with the phantom re-positioned such that the fiducial axis is perpendicular to $B_0$ and lengthwise in the AP-direction. Note that in this orientation, the axial images of the perpendicular columns should have the fiducial lengthwise in space, however the hyperintensities when reconstructed off-resonance incorrectly show a similar pattern to the axial images of the parallel orientation. Conversely, the coronal images should image the fiducial cross-section, however the hyperintensities incorrectly show a similar pattern to the coronal images of the parallel orientation. This implies that
the hyperintense patterns observed are dominated by the initial field inhomogeneity pattern, rather than the intrinsic orientation of the fiducial itself. The contrast values and areas of the respective images are summarized in Table 4.1. While not shown visually, the NUFFT measurements are reported for the fully sampled images followed by the acquired undersampled images as a baseline.

All normalized difference images of both imaging planes and fiducial orientation were combined into six groups for each reconstruction method, and for R=1 and R=8 undersampling factors (Figure 4.8). The noise distributions are zero-mean with standard deviations that are predictably the lowest without undersampling (left group) and increase by factors of 2.38, 1.51, and 0.87 when undersampled and reconstructed with NUFFT, TGV and CG-SENSE respectively. A statistical analysis showed significant (p < 0.05) differences among the variances and post hoc pairwise groups were compared with each of the six groups significantly differing from each other (p < 0.001).

<table>
<thead>
<tr>
<th></th>
<th>Parallel to $B_0$</th>
<th>Perpendicular to $B_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Axial</td>
<td>Coronal</td>
</tr>
<tr>
<td>Fully Sampled</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NUFFT</td>
<td>109 / 8.94</td>
<td>68.9 / 14.2</td>
</tr>
<tr>
<td>Undersampled</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(R=8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NUFFT</td>
<td>34.9 / 8.97</td>
<td>19.8 / 15.67</td>
</tr>
<tr>
<td>TGV</td>
<td>54.2 / 11.5</td>
<td>36.4 / 18.7</td>
</tr>
<tr>
<td>CG-SENSE</td>
<td>95.2 / 16.2</td>
<td>69.9 / 23.5</td>
</tr>
</tbody>
</table>

Table 4.1: Contrast-to-noise / area measurements (mm²) of acquired undersampled (R=8) fiducial parallel and perpendicular to the $B_0$-field.
Figure 4.6: Magnified (50x) images interpolated to 256x256 of NUFFT (a), TGV (b), and CG-SENSE (c) reconstructions for retrospectively undersampled dual-plane co-RASOR images of a single fiducial lying parallel to the $B_0$-field.
Figure 4.7: Acquired undersampled images at R=8 (102 centre-out spokes) when the long axis of the fiducial is parallel (left columns) and then perpendicular (right columns) to the $B_0$-field. Dual-plane axial and coronal views are shown alongside a magnified image of the fiducial centre for NUFFT (a), TGV (b), and CG-SENSE (c) reconstructions. Off-resonant frequency offsets used for each image ranged from -800 Hz to -1 kHz.
Figure 4.8: Normalized signal differences about the 5 mm region surrounding the fiducial centre of the fully sampled and acquired undersampled (R=8) images. Both fiducial orientations and scan planes are grouped according to the reconstruction method and undersampling to create six groups. Zero-mean normalized differences are observed for fully sampled (left-group) and undersampled at R=8 (right-group).

4.3.4 Discussion

This study utilized a 2D, dual-plane dedicated MR pulse sequence to localize paramagnetic fiducial markers, implanted for radiation therapy planning and co-registration, with positive contrast using centre-out radial sampling with off-resonance reception (co-RASOR). Using a reduction factor of 8 allowed single slice acquisition to be performed in 2.8 s per slice, requiring two planes for a total of ~6 s. Full phantom coverage using an interleaved and undersampled acquisition required 37 axial slices (3.0 mm thick), imaged in 47 s. When imaged in the coronal plane, the time for 15 slices (3.0 mm thick) was 27 s. Thus, the total acquisition time for the dual-plane undersampled co-RASOR imaging with a total imaging extent of 11.0 cm² x 4.5 cm was 73 s, effectively encoding slices at 1.4 s/slice. The imaging planes intersect about the fiducial centre, so that each acquisition uses in-plane localization, and two perpendicular planes can localize the fiducial in three dimensions.
Acquisition speed using 2D imaging has previously been shown to give acceptable images for high-dose brachytherapy seeds [96] and in the presence of metal implants [108]. The 2D sequence used in this study has also shown promise in generating positive contrast in 3D imaging. Seevinck et al [89] first used an off-resonance 3D UTE dual-echo sequence to reduce the background and suppress long $T_2^*$-components to visualize simulated field perturbers, brachytherapy seeds with similar dimensions, and interventional needles. Their 3D acquisition was undersampled by a factor of $\pi/2$ taking 2 min 43 s to achieve 1 mm resolution at 128 mm$^3$ coverage. This study exceeds the temporal resolution while imaging at higher resolutions at the expense of total coverage. Additionally, our effective slice encoding time differs from the original dual-plane method which had a temporal resolution of 4.7 s with shorter TE and TR values and used thicker 5 mm slices [96]. This study also expands on the simulations by providing an extra imaging dimension of a spherical perturber and improved in-plane resolution at 0.125 mm (a factor of 8 increase), otherwise all conditions were equal in terms of its size and susceptibility difference. The imaging plane visually influences the hyperintensities in the on-resonance reconstructions as $\Delta B_z$ has an angular dependence with respect to the azimuth. Our simulated results show the differences when reconstructing on-resonance images for each plane. When the azimuth angle is 90°, the hyperintensities become circularly symmetric which can easily be rewinded to the fiducial centre, otherwise only a portion of the hyperintensities can be localized to the fiducial centre while others radially expanded outward. There is some reduction in relative contrast, however the intravoxel dephasing term due to the higher echo times has a much larger influence as contrast is reduced in all cases using $T_E = 4$ ms. Undersampling with co-RASOR has been shown at reduction
factors of $R=16$ [109] though no contrast values were reported. Other studies using co-RASOR included Diwoky et al. [110], which used a balanced SSFP approach for positive contrast of SPIO-labelled cells at sub-millimetre voxel sizes of 200-400 $\mu m$, lower than our in-plane resolution of 0.625 mm and 1 mm slice separation, but at the expense of a long acquisition time of 19 min 48 s. In vitro CNR was also comparable between the paramagnetic fiducial while undersampled, ranging from 19.8 to 95.2 when the fiducial axis is parallel to $B_0$ and 6.23-73.8 when perpendicular to $B_0$. Using their reported threshold of a CNR $> 5$, all of our CNR measurements would meet the defined threshold.

Simulations in the absence of background noise revealed the ability to localize the centre of the field perturber, demonstrated here using 67 centre-out spokes ($R=12$), despite increased streaking artifacts (Figure 4.1). TGV and CG-SENSE clearly reduce streaking artifacts in the on-resonant images, as the $R=12$ case both have less streaking artifacts at lower intensity compared to their NUFFT counterpart, which are visible only at the periphery of the images. The normalized contrast values showed that the degree of undersampling has smaller effect than increased echo time as well as imaging in the coronal plane. The coronal plane showed a 10% reduction in contrast which can best be explained that the hyperintensities in the dipole pattern cannot be uniformly rewinded to the centre when reconstructed off-resonance since they are not circularly symmetric compared to the axial plane. Due to intravoxel dephasing, there is signal that cannot be recovered and reconstructed off-resonance for positive contrast, which is exacerbated with CG-SENSE as it displays negative contrast in both planes for most undersampling factors at the increased echo time.

One finding in this study was the increased contrast in vitro of a phantom with
a 3 mm fiducial marker lying parallel to the $B_0$-field when using the CG-SENSE and TGV reconstruction methods (Figures 4.4-4.5). CNR curves in both planes are plotted for undersampling factors up to $R=16$. Both TGV and CG-SENSE outperform NUFFT, while TGV has the higher contrast only at $R=16$ in both planes. However, the increase in CNR of CG-SENSE is offset by its half-maximum area which is worst in both planes and quickly diverges away from NUFFT and TGV past $R=4$. The algorithm for iterative reconstruction using variational penalties used by Knoll et al. [99], uses a set parameters to control regularization weighting that this study reduced to prevent over-smoothing of the off-resonance images. The simulation results visually demonstrated the denoising properties of TGV, especially in the case of on-resonant reconstruction where the spin density is constant in the areas past the signal hyper-intensities. The edges around the longitudinal hyperintensities are accentuated when reconstructed off-resonance with TGV since the undersampling streaking artifacts overlap most in these regions creating strong signal oscillations compared to the periphery where the streaks are individually evident. Variational penalties minimize the signal oscillations and preserve the edge. The number of voxels defining the edge is unchanged and no blurring is experienced, and the signal areas immediately adjacent are more smooth, lowering the standard deviation of the background noise. Conversely, the edges are less defined using CG-SENSE (Figure 4.6) where the magnified images presented show that not only has the half-maximum area increased dramatically, but also the roll-off between the fiducial and its surrounding appears smoother. These reconstructions were once again applied to an acquired undersampled image, shown in Figure 4.7 and summarized in Table 4.1. The area is visually larger using CG-SENSE, with the worst case measuring up to 30 mm$^2$, while TGV has less area.
for all measured undersampled images and outperforms in contrast when the fiducial axis is perpendicular to the $B_0$-field.

The CNR results in this study of retrospectively undersampled data used Equation 4.3 to predict the CNR decrease, which is used for Cartesian SENSE reconstruction in parallel imaging [111]. The g-factor in this equation represents a pixel-wise evaluation of the noise enhancement beyond the theoretical increase with $\sqrt{R}$. In addition to SENSE, other parallel reconstruction techniques such as GRAPPA have accurately generalized g-factor calculations to create quantitative pixel-wise maps [112], as well as extensions to non-Cartesian trajectories [113]. These extensions, however, do not exceed $R=4$ for radial undersampling and require prior calibration, thus our study restricted the reconstruction techniques to NUFFT and the iterative TGV method, while comparing to CG-SENSE using the same coil sensitivity estimates as the TGV to demonstrate only the differences between the two iterative algorithms. In our analysis, we made the assumptions that the g-factor does not spatially vary over a 5 mm radius and the noise within a the region surrounding the fiducial is zero-mean with a single standard deviation. This was tested by combining the noise measurements in the ROIs from the dual-plane images in both fiducial orientations and grouped according to reconstruction method and undersampling. Significant differences among the all variances were observed (Figure 4.8) as the standard deviation of the noise for the grouped TGV values were lower by a factor of 1.58, and the grouped CG-SENSE values were lower by a factor of 2.65 compared to NUFFT when undersampling at $R=8$. The analysis of the noise is also important in order to put the CNR values into context: while increases in CNR can be observed using CG-SENSE, the signal difference between the fiducial centre and its surroundings is lower than the benefits
gained from the reduction of noise. It seems appropriate for the context of fiducial localization to sacrifice some CNR, due to an increase in the global noise level of the entire region, if there is a sharper distinction between fiducial and surrounding, so long as the CNR is above some operator tolerance.

One limitation of using a 2D dual-plane sequence is transmit bandwidth selecting a smaller region of off-resonant spins to be included in the hyperintensities. We attempted to minimize this by choosing the minimum possible $T_E$ and RF-excitation time, which would increase the bandwidth. However, at slice thickness of 3 mm, the maximum transmit bandwidth possible is approximately 4 kHz, differing from the 3D sequence of 40 kHz. The simulations do adequately address this as they assume an infinite transmit bandwidth meaning that all frequency deviations from the Larmor frequency are included when encoding k-space. Differences in the reconstruction method included reconstructing offline using a single frequency offset, compared to de Leeuw [90], where a range of frequency offsets from -8 kHz to +8 kHz in 100 Hz steps were used to create a maximum intensity projection, such that a single optimal frequent offset would not need to be known. In our experience, only a handful of values need be used in order to radially shift the hyperintensities by 1-2 pixels to the centre. Their method requires 160 unique reconstructions, which is far too long when using iterative methods without GPU acceleration. This limitation means all contrast measurements are dependent on a single frequency offset, though it is noted that positive contrast was successfully generated in all imaging planes and fiducial orientation. Using a single offset frequency has an advantage in the measured noise characteristics, as the same offset is used for the fully sampled and undersampled cases, and for each reconstruction technique. The fiducial background region used to
measure CNR is dependent on the strength of the offset frequency and will introduce structured noise because the offset frequency is applied globally to create image domain shifts. The noise suppression seen in the TGV2 and CG-SENSE reconstructions then result from the iterative techniques themselves. The longer reconstruction time with TGV also differs from Knoll [99, 100] in that we used all 32-channels without coil compression down to 8-channels and no CUDA acceleration. The majority of our reconstruction time comes from applying TGV penalty over 500 iterations and took 465 s. Their work, however, showed that with hardware acceleration, a full 32-channel acquisition can be reconstructed offline in the range of 100 s. Quicker reconstructions would be beneficial, as the fiducials should be localized visually and then accepted prior to moving on to the next scan or ending the patient’s examination.

4.3.5 Conclusions

This study presents a methodology and critical analysis of using a dedicated dual-plane 2D co-RASOR pulse sequence, while employing the use of undersampling the number of acquired lines in k-space. The total acquisition time to localize a fiducial marker in vitro was reduced to 73 s when imaging 37 axial and 15 coronal slices. The choice of reconstruction method alters contrast and area in acquired undersampled data in both fiducial orientations and scan planes. Using an iterative reconstruction method with variational penalties has a reduced fiducial area with acceptable contrast, but its use must be balanced against an increased reconstruction time.
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Chapter 5

Differentiating Platinum Coated Brachytherapy Seeds and Gold Fiducial Markers with Varying Off-Resonant Frequency Offsets

5.1 Context of Paper

In this study, we utilized the off-resonant frequency information in dual-plane 2D co-RASOR images, which were reconstructed with a large range of frequency offsets, in order to differentiate between a single low-dose rate brachytherapy seed and a gold fiducial marker. In typical co-RASOR imaging, seeds with strong field inhomogeneities should display with positive contrast by rewinding to appropriate frequency offsets. The physical properties of each seed have opposite polarities in their magnetic
susceptibilities, and thus rewind to frequency offsets with opposite signs, where the application of two frequency offset filters can separate the signal contribution from each seed.

The methodology was implemented by modifying the reconstruction method to create a new pipeline which displays two superimposed maximum intensity projections from only negative filtered and positive filtered offsets. For all acquired imaging planes, and seed orientations with respect to the main magnetic field, each seed global maximum was separated to opposing frequency regions, and displayed a higher relative difference between all other local maxima. This was tested in simulation, and validated in both a gel phantom and porcine tissue. It was concluded that selective positive contrast is achievable and colour-coded masks can be overlaid onto co-RASOR images display unique seeds.
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Abstract

\textbf{Purpose:} To develop an off-resonant frequency filtered method to selectively differentiate between implanted gold fiducial markers and platinum coated brachytherapy seeds.

\textbf{Methods:} The magnetic susceptibilities for gold fiducial markers and brachytherapy seeds differ in magnitude and also in their signs, resulting in $B_0$-field inhomogeneity
patterns with opposite main lobes. A pulse sequence used to localize brachytherapy seeds with positive contrast, centre-out radial sampling with off-resonance reception (co-RASOR), was used to reconstruct images with a range of off-resonant frequency offsets. The proposed method utilizes two frequency filters to selectively reconstruct maximum intensity projections through band-pass regions where each seed has its maximal localized hyperintensity. Seeds were simulated and then placed in gel and tissue phantoms to validate the technique using orthogonal 2D slices with seeds both parallel and perpendicular to the $B_0$-field.

**Results:** Dual-plane 2D co-RASOR sequences were reconstructed off-resonance with applied frequency filters to create two projections displaying each seed, which were then colour-coded to negative and positive frequencies. Phantom validation showed that each seed contains its maximal CNR in opposing frequency regions as predicted. Local maxima can also appear in both negative and positive frequency regions. The relative difference between the signal of each seed and these local maxima ranged from $1.19 - 3.73$, and an image threshold was determined in all cases. Tissue validation showed the technique differentiates seeds correctly in at least one-plane for both orientations, and is limited by the hyperintensity patterns observed in the co-RASOR method.

**Conclusion:** Dual-plane co-RASOR offers sub-millimetre positive contrast from implanted seeds that contain unique off-resonant frequency maxima, with which frequency filters can selectively differentiate.

**Key Words:** co-RASOR, contrast, gold fiducial marker, platinum, brachytherapy, visualization
5.3.1 Introduction

Magnetic resonance (MR) imaging has seen continued use for management of prostate image guided radiation therapy (IGRT) due to superior soft tissue contrast compared to computed tomography (CT), thus leading to reduced clinical target volumes and interobserver variability [74, 114]. The dosimetric and geometric accuracy of MR-only based treatment procedures have been recently reported with acceptable differences in doses $<2\%$ [19, 21, 115, 116]. MR adoption has been aided through the use of MR simulators that use flat-top benches in therapy position, procedures to standardize immobilization, and dosimetric calculations from MR-only data [1, 117, 118].

Two current issues in MR-only workflows are (i) identification of implanted gold fiducial markers (GFMs) with positive contrast, and (ii) differentiating GFMs from brachytherapy seeds in patients undergoing radiosurgical external beam radiation therapy for regional recurrent disease. The latter requires a small FOV CT scan that adds to pre-treatment acquisition time in sites attempting MR-only workflows [18]. Identifying paramagnetic SPIOs with positive contrast has been reviewed for a number of 3D sequences [88, 119–121], susceptibility approaches [122], template matching algorithms [85, 87, 123] and machine learning from multi-parametric MR [124], all taking advantage of signal void artifacts to build models and improve detection rates of GFMs over standard negative contrast imaging. However, differentiating GFMs and therapy seeds directly with the same pulse sequence remains insufficient. An MR pulse sequence, developed for visualizing low-dose rate brachytherapy seeds with positive contrast, centre-out radial sampling with off-resonance reception (co-RASOR), has shown promise by radially rewinding hyperintense signal pileups towards the centre artifact by reconstructing offline using a projection of off-resonant frequency...
offsets [89, 90]. Furthermore, it can be implemented as a fast dual-plane 2D acquisition improving imaging times over 3D approaches [96].

Here we propose to differentiate the two seeds based on their magnetic susceptibilities, with gold being diamagnetic ($\chi_m < 0$) and the platinum layer of the brachytherapy seed being paramagnetic ($\chi_m > 0$). This alters the $B_0$-magnetic field inhomogeneity patterns observed using the co-RASOR signal model as the signs of $\Delta B_z$ are opposite for each seed for similar orientations. Each seed can then be reconstructed using a smaller subset of off-resonant frequency ranges and individually identified with positive contrast from a dual-plane sequence.

### 5.3.2 Methods

The reconstruction modifications to the co-RASOR sequence with the off-resonant frequency regions used for calculating maximum intensity projections (MIPs) are shown in Figure 5.1. The in-plane $B_0$-field homogeneity distortions from two spherical field perturbers create hyperintense signal pileups that can be reconstructed off-resonance for a range of offsets. The existing co-RASOR reconstructions use iterative techniques, applying a range of off-resonant reconstructions, followed by a maximum intensity threshold over the frequency offsets, to find the offset that maximizes the image domain intensity. The image is then reconstructed at this optimal offset. By removing this frequency from the set and repeating the process a final superimposed image of all thresholded seeds are found. The proposed method utilizes the fact that signal pileups are maximal for alternating signs, and are centred at distinct frequency offsets at smaller bandwidths (light and dark shaded regions in Fig. 1 denoted as $\Delta f_1$ and $\Delta f_2$ respectively). A MIP can be used to mask each perturber that can be
superimposed and colour-coded to visualize each individually.

All MR images were acquired using a 3T GE Discovery MR750 (General Electric Healthcare, Milwaukee, WI) with maximum gradients of 50 mT/m and 200 T/m/s slew rate, using a 32-channel head coil. The gold seeds were diamagnetic GFM (IZI Medical Products, MD, USA) with diameter 1.2 mm and length 3.0 mm. The brachytherapy seeds were paramagnetic 125-I LDR (DraxImage Model LS-1, Quebec, Canada) with diameter 0.8 mm and length 4.3 mm, containing a 10% platinum outer layer. All image reconstruction was done using a non-uniform Fast Fourier Transform (NUFFT) \cite{103} implemented in MATLAB R2014b (The Mathworks Inc, Natick, MA). Two fully sampled pulse sequences were used to identify the seeds: 3D bSSFP and dual-plane co-RASOR (described below for each experiment) without the use of acceleration.

To selectively differentiate GFMs and LDR brachytherapy seeds, we first demonstrated the proposed method in a numerical simulation using cylindrical objects with magnetic susceptibility differences $\Delta \chi_m = -25$ ppm and $\Delta \chi_m = +50$ ppm to approximately match those of GFMs and brachytherapy seeds respectively \cite{125}. The differences in size and field inhomogeneity are shown in Figures 5.2a-b). The simulated phantom was sampled onto centre-out k-space (FOV = 4 cm; 10 slices, thickness = 4 mm, $128^2$ matrix). The GFM and brachytherapy seeds were visually identified as colour-coded masks (Fig. 5.2c-d) in the following manner. First, reconstructions of k-space, off-resonant by a range of frequency offsets $\delta f_i$ (-4 kHz to +4 kHz in step sizes of 80 Hz) were performed, resulting in a series of $i$-images. The on-resonant image is subtracted to suppress the bulk background signals. Next, a frequency filter was used to isolate the hyperintense signals from each seed since positive contrast
Figure 5.1: Field inhomogeneity with contour lines in two imaging planes of spherical perturbers with negative and positive susceptibility (a) and the subsequent co-RASOR image highlighting signal pileups symmetrically around the perturbers (b). The centre pixel intensities in the axial plane are shown as a function of off-resonant frequency offset, where the signal maxima are located (light and dark shaded bandwidths) at distinct negative and positive offsets (c). Performing a MIP over each of these bandwidths can visualize each perturber separately (light and dark overlays) at the geometric centre of the perturbers in each plane (d).
can be isolated to unique positive and negative $\delta f_i$ offsets. The positive and negative frequency filters have the following form:

$$H_N = rect \left( \frac{\delta f_i + \alpha_N}{\Delta f_{BW}} \right)$$

$$H_P = rect \left( \frac{\delta f_i - \alpha_P}{\Delta f_{BW}} \right)$$

(5.1)

where $\alpha_P$ and $\alpha_N$ were set to +2000 and -2500 Hz respectively. These values were chosen experimentally to preserve the largest off-resonant signal maxima, and suppress both the opposite half of the frequency offsets, and values closer to 0 Hz containing background signals. In both planes, localized positive contrast was maximal for the GFM at negative offsets and for the brachytherapy seed at positive offsets, depicted by arrows in Figure 5.2e. Finally, after the filter was applied element-wise to the $i$-images, a MIP followed by an image threshold (50%) was applied to visualize each seed as a negative-filtered image and positive-filtered image. The frequency filters are further shown in Figure 5.3. The positive and negative filters, followed by a MIP through the off-resonant frequencies are shown for the axial and coronal planes (Figs. 5.3a,b), and with a 50% threshold to create individual positive contrast of each seed (Figs. 5.3c,d), which were used for the colour overlays.

A 3D bSSFP (TE/TR = 1.3/3.5ms, bandwidth = 976 Hz/pixel, FOV = 12.0 cm², 256x256, thickness = 1.0mm, NEX = 2, $\alpha = 10^\circ$) was used to image the entire volume of interest with T2/T1 contrast to clearly display both seeds with negative contrast with respect to background. The 2D dual-plane co-RASOR sequences (TE/TR = 2.7/25 ms; FOV = 16.0 cm; thickness = 3.0 mm; matrix = 256x804; bandwidth =
Figure 5.2: Viewpoint projections of a simulated LDR brachytherapy seed and a gold fiducial marker (a) and their respective field inhomogeneity patterns displaying opposite patterns (b) lying parallel to the $B_0$-field. Reconstructed dual-plane co-RASOR images using both a positive and negative off-resonant frequency filter displays each seed individually (light and dark overlays) in the axial (c) and coronal (d) planes. The opposite field inhomogeneity patterns cause the hyperintense signals of each seed (white arrows) to be maximal at negative and positive frequency positions (e).
Figure 5.3: Maximum intensity projections through the off-resonant frequencies with the applied negative and positive filters from the numerical simulations in the axial (a) and coronal (b) planes. Positive contrast is seen surrounding each seed using a single filter. A 50% threshold was applied in both planes (c-d) to suppress background signals further.
244 Hz/pixel) were scanned orthogonal in the axial and coronal planes. Both planes were selected to intersect and cover the entire fiducial expected fiducial region of field inhomogeneity from each seed. Slice selection was performed with a one-cycle SINC pulse (transmit bandwidth = 4.4 kHz; duration = 900 µs) in order to minimize echo time and intravoxel dephasing. All co-RASOR data was acquired on-resonance, with linear phase ramps modulating each k-space spoke by $\delta f_i$ prior to image reconstruction in 50 Hz increments.

The two seeds were first placed in a 3% agar phantom lying co-planar parallel to the $B_0$-field. The 3D bSSFP was scanned coronally with an extent of 8.4 cm and a scan time of 3:59. Dual-plane co-RASOR scans were performed with 5 axial slices covering 15 mm in the SI-direction and 6 coronal slices covering 18 mm in the AP-direction, for a scan time of 1:22 for each volume. Off-resonant reconstruction of both planes were performed over the range of -1300 to +1300 Hz and the off-resonant frequency filters were applied with $\alpha_P$ and $\alpha_N$ set to +/- 350 Hz, followed by MIPs through the positive and negative band-pass regions to visualize each seed individually. Contrast-to-noise (CNR) curves were calculated by two repeated scans using the average signal from a 2x2 pixel region encompassing the centre of each seed, as determined by the bSSFP and on-resonant co-RASOR scans, and subtracted by from the signal of a 3 mm shell surrounding this area. The signal difference was divided by the standard deviation of the noise within the 3 mm shell to obtain the CNR for each seed as a function of off-resonant frequency. The noise is derived from the difference of two successive scans [105]. The scans were repeated with seeds lying perpendicular to the $B_0$-field as this changes the field inhomogeneity pattern for each seed.
Finally, two seeds were injected into porcine muscle tissue, obtained from a local food market, with a needle and guiding wire and placed in a container with external fiducial markers, shown in Figure 5.4. The porcine tissue was imaged with seeds parallel to $B_0$ using a coronal bSSFP (20.0 cm x 9.6 cm, $\alpha=10^\circ$) for a scan time of 4:06. Dual-plane co-RASOR images were acquired undersampled (402 spokes) in the axial and coronal directions covering 18 and 15 mm respectively for a scan time of 0:43 each. The porcine sampled was then rotated with the seeds lying perpendicular to $B_0$ and the study was repeated, with 19 axial slices covering 57 mm in the SI-direction and 6 coronal slices covering 18 mm in the AP-direction, for a scan time of 1:24 and 0:43 respectively. The frequency filters and reconstruction ranges used were identical to the phantom experiment above.

5.3.3 Results

Images from the bSSFP, on-resonant 2D co-RASOR, and the frequency filtered masks in a phantom containing a LDR brachytherapy seed and GFM are shown in Figure 5.5. Orthogonal views are shown for each sequence, although the axial view for the bSSFP has been reformatted from a coronal acquisition. The frequency filtered images were obtained by applying the negative and positive frequency filters over the range of slices displaying field inhomogeneity patterns from the seeds, followed by maximum intensity projections, and global image threshold. Comparing bSSFP and on-resonant co-RASOR, the bSSFP displays non-specific negative contrast and severe banding artifacts when formatted in the coronal plane. Likewise, negative contrast was seen in the on-resonant 2D co-RASOR images, however the hyperintense signal pileups were evident around each marker (curved arrow LDR; straight arrow GFM).
Figure 5.4: Needle Injection of a LDR brachytherapy seed and GFM into porcine tissue. Each seed was inserted approximately 5 cm into the distal end relative to the bone.
Figure 5.5: Comparisons of negative contrast bSSFP sequence (a), on-resonance 2D co-RASOR displaying hyperintensities (b), and the proposed frequency filtered masks that highlight a LDR brachytherapy seed and gold fiducial marker respectively (c). The acquired planes are axial (top-row) and coronal (bottom-row) with each seed parallel to the $B_0$ field. The 3D bSSFP produces higher global SNR compared to 2D co-RASOR, but identifying unique seeds is difficult because the size of the signal void depends both on the size of the seed and its magnetic susceptibility. However, frequency filtered co-RASOR can produce superimposed masks of each seed, which can be radially rewinded with negative and positive frequency filters to mask each individual seed.

The contrast mechanism for masking seeds based on opposite magnetic susceptibility is further explored in Figure 5.6, where CNR curves are displayed from the cross-sectional area of each seed (Fig. 5.6a,b), and the long-axis area (Fig. 5.6c,d) parallel and perpendicular to the $B_0$-field. Each CNR maximum occurs in the frequency band-pass region highlighted by the colour-coded shaded areas. MIPs can then be
Figure 5.6: Contrast-to-noise curves centred on the cross-sectional area of the LDR brachytherapy seed (gray curve) and GFM (black curve) parallel (a) and perpendicular (b) to the \( B_0 \) field. Similarly, CNR curves centred on the long-axis of each seed both parallel (c) and perpendicular (d) to the \( B_0 \) field are displayed. The shaded regions correspond to the band-pass region of the applied negative and positive off-resonant filters, and their heights match the global maxima of each CNR curve, highlighting that the signal maxima are localized to their unique offset frequencies. Local maxima from the opposite seed were observable, however smaller in all cases.

Taken across the band-pass range in the series of off-resonant images. Smaller, local maxima were also observed for each curve on the opposite off-resonant frequency region as the side lobes of the inhomogeneity match the opposite seed’s main lobe. The relative CNR differences between the brachytherapy seed’s maximum and local maxima in the displayed frequency regions were 1.64, 2.19, 2.72, and 1.23 for each of the seed orientations, respectively. Similarly, the relative differences between the GFM’s signal maximum and local maxima were 2.09, 1.94, 3.73, and 1.19.
Figure 5.7: Comparisons of a negative contrast bSSFP sequence (a) with on-resonance 2D co-RASOR images with frequency filtered overlays in the coronal (b) and axial (c) directions. Both seeds are shown lying parallel (top-row) and perpendicular (bottom-row) to the $B_0$ field. The colour overlays represent the negative frequency MIP (red) and positive frequency MIP (yellow). The GFM displays an absence of positive contrast in the coronal plane when perpendicular to $B_0$ and the positive contrast is inverted for the LDR brachytherapy seed (highlighted by the white arrow).

Images from the porcine sample are displayed in Figure 5.7 including the bSSFP for negative contrast, and frequency filtered masks that are colour-coded and overlaid onto on-resonant co-RASOR from the slices containing the seeds. The bottom insets display zoomed colour-coded masks from negative and positive frequency filtered MIPs. These correctly identify each seed with the exception of the coronal plane perpendicular to $B_0$ as the GFM can no longer be differentiated due to the unequal and low signal hyperintensities. The bSSFP images also have negative contrast depending on acquired plane and orientation with appreciable contrast reduction and banding when imaged perpendicular to the $B_0$-field.
5.3.4 Discussion

Dual-plane co-RASOR can be used to selectively differentiate seeds with opposite polarity in their magnetic susceptibilities as their signal pileups rewind to the centre of each seed at off-resonant frequencies with opposite signs, which can be filtered with two band-pass filters described above. The multiple off-resonant filtered images can be combined into a single MIP, containing one seed, and colour-coded to visualize each seed individually. We have demonstrated this technique in phantoms containing two seeds with seed-specific positive contrast and compared that to a fully sampled 3D bSSFP sequence, which identified the seed locations with non-specific negative contrast. Additionally, this technique displays better temporal resolution by sacrificing total imaging depth by viewing only the in-plane location of the seeds. Quicker volume coverage was achieved by using thicker slices (>3 mm) as the localization is performed from orthogonal in-plane locations.

Previously, de Leeuw and colleagues [90] used 3D co-RASOR and iterative techniques to visualize LDR brachytherapy seeds and needles. The main difference between our approach and this previous work is prior application of filters to selectively group frequency regions for a particular seed, based on prior knowledge of the seed composition. As seen in phantom validation CNR curves (Fig. 5.6), the CNR from each seed, in all orientations, is maximal in opposing frequency regions, and there is a large enough contrast difference in each frequency region to separate the seeds. For example, while imaging the cross-section (Fig. 5.6a), the brachytherapy seed has global maxima at -600 Hz, but also displays a local maximum at 400 Hz, the same frequency where the GFM contrast is maximal. The difference between CNR is important, as the CNR of the GFM at this frequency is 102, while the brachytherapy seed is 48,
and a threshold can highlight the signals from just the GFM. This behaviour is seen for each orientation and imaging plane where the relative differences between global and local maxima in the same shaded band-pass region are between 1.19 – 3.73. The two worst cases correspond to the long-axis perpendicular to $B_0$ (Fig. 5.6d) where the relative difference is not as strong and makes thresholding more difficult. These plots also demonstrate that a single cut-off frequency, experimentally determined, is sufficient to isolate the unique frequency ranges.

The applied technique was also performed on a porcine sample where at least one imaging plane correctly differentiated the seeds (Fig. 5.7). When the seeds were imaged parallel to the $B_0$-field, the surrounding hyperintensities closely matched the symmetric patterns observed in our simulation and phantom studies. We previously demonstrated 2D localization displays plane-dependent hyperintensities about the seeds, either point symmetric or as a dipole pattern [126], and can be reconstructed to positive contrast points. Thus, both planes (top-row Fig. 5.7) are able to reconstruct the seeds at opposing frequency regions. Similarly, even when the seeds are perpendicular to the $B_0$-field (bottom-row Fig. 5.7), the axial plane also displays the point symmetric pattern that reconstruct to opposing frequency regions. The main difference occurs in the coronal plane where only the LDR brachytherapy seed display symmetric hyperintensities. The GFM hyperintensities occur unequally in the adjacent voxels and off-resonance reconstruction rewinds all points equally. This results in a low-signal smear when performing a MIP across frequency regions, and there is no longer a large positive contrast point. Furthermore, the orientations cannot be directly compared to each other as the LDR signal maxima occurs in the positive frequency MIP (white arrow Fig. 5.7), whereas in all other scans it occurs using a
negative frequency MIP. However, if one plane can correctly identify unique seeds, they can be differentiated as the second plane is used for localization purposes along the orthogonal direction.

While the additional filters to the co-RASOR reconstruction are easy to implement, several limitations should be considered. The SNR in the 2D dual-plane sequence is lower than its 3D version and reduction in contrast is heavily influenced by increased echo-time. Also, the number of acquisition parameters that may influence the degree of signal pileups, such as transmit/receive bandwidth, slice thickness, FOV, and resolution. We attempted to maximize the available transmit bandwidth to incorporate more off-resonance spins, however the remaining parameters still control the pixel shifts of the hyperintensities. Further experimentation to address how these parameters are selected and weighted would be beneficial to ensure pileups rewind to the small areas with high CNR. Our simulations take into account the objects field inhomogeneity and shape, so a 3.0 mm cylinder with uniform field inhomogeneity would cause similar effects as a 3.0 mm gold fiducial. In practice, air could be introduced in the tissue during seed implantation. However, air/tissue interfaces are more difficult to simulate due to irregular shapes and non-stationary susceptibility differences. We observed air bubbles in the phantom in Figure 3, as well as an air interface along the needle path left behind in the porcine tissue in Figure 5, though they did not negatively influence the co-RASOR MIPs. We only anticipate issues with air/tissue interfaces if they are directly within the organ of interest and they contain the same flat edges that cause symmetric signal pileups in the image domain.

The choice of frequency cut-off also needs to be experimentally determined. The difference in the range of frequency offsets between our simulations and phantom
experiments is due to bandwidth per pixel. Both images were simulated (or acquired) using the same acquisition window, but the simulations use a FOV that is four times smaller (i.e., 4 cm compared to 16 cm). This implies that the 2000 Hz cut-off would be reduced to 500 Hz when increasing the FOV up to 16 cm. Differences between the realized cut-off of 350 Hz may be that the true susceptibility differences do not match the simulations, or that the signal pileups are blurred over adjacent voxels.

Positive contrast resolution and determining the number of possible seeds that can be visualized was not addressed in this study as the seeds are separated by >3 cm in both phantoms. Clinically, a separation of >1 cm is desired to avoid clustering, though positive contrast resolution is an ongoing area of research. Currently, determining the maximum number of detectable seeds and their spacing has not been explored, and this study restricted itself to viewing just one GFM and brachytherapy seed. This study did not compare against titanium surgical clips, however it may be useful in the future to address more clinical situations. Finally, each seed has a main lobe in its field inhomogeneity, but also contains two half-lobes of opposite sign (Fig. 5.2b) which would reconstruct in the opposing frequency region. This study included signals from these opposing regions which were successfully thresholded away (Fig. 5.6), however it necessitates the inclusion of a threshold that requires manual tuning.

The bSSFP images with negative contrast were also able to depict the seed locations (Figs. 5.5-5.7). Banding artifacts observed can be quite severe (Fig.5.5a, Fig. 5.7a), and depend on the acquisition plane. Our study chose the acquisition plane with the lowest acquisition time for each case. This 3D sequence was chosen as a comparison because of its sensitivity to T2/T1 changes [127] in the vicinity of the seeds to create sharper negative contrast. Furthermore, the use of a high readout
bandwidth attempts to limit the in-plane distortions caused by the seeds.

The proposed method acquires the same data used in conventional co-RASOR imaging, where the frequency filters were applied only during reconstruction. The primary objective of the sequence is to localize seeds with positive contrast, which has previously been explored. To apply this approach clinically, dual-plane co-RASOR can be positioned over the signal voids in orthogonal directions prior to any contrast enhancement studies. Care should be taken to position the planes so they intersect the field inhomogeneity areas created by all of the seeds, as both localization is required in two orthogonal planes for three-dimensional locations. The use of frequency information from each seed would then occur after localization in three dimensions due to the increased reconstruction time of so many off-resonant frequencies. Once accurate localization has been performed, the best imaging plane that displays symmetric hyperintensities about each seed can be used to colour-code the masks if their signal maxima occur in opposite frequency regions. The acquisition time for our sequence was less than the 3D bSSFP by imaging thicker (3.0 mm) orthogonal slices and limiting the through-plane extent to contain the seeds. Undersampled radial acquisitions are also possible beyond a reduction of two used for the porcine tissue in this paper. We expect a reduction factor of 4 to still contain reasonable CNR. This approach clearly aids in differentiating LDR brachytherapy seeds from GFMs.

5.3.5 Conclusion

We demonstrated that specific positive contrast is possible between paramagnetic LDR brachytherapy seeds and gold fiducial markers with a single co-RASOR sequence. The proposed method uses frequency offset filters, where positive contrast
maxima from each seed occur in frequency regions with opposite signs as their magnetic susceptibilities differ in sign. The proposed frequency filtering can create MIPs that display each seed separately, which can then be overlaid and colour-coded to differentiate implanted seeds. This is clinically useful in situations where MR-only simulation is used for combined brachytherapy and external beam radiation therapy.
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Chapter 6

Resolution and Registration in Dual-Plane co-RASOR MR

6.1 Context of Paper

In this study, undersampled 2D dual-plane co-RASOR images of gold fiducial markers were simulated and also acquired in order to measure their resolutions when displayed with positive contrast using off-resonant signal processing. These were then assessed as to whether the co-RASOR sequence or a conventional Cartesian-based 3D bSSFP sequence (currently used clinically to localize fiducials), displays a bias relative to CT as a ground truth. Finally, we attempted to measure the fiducial localization error of gold fiducial markers, by measuring their target registration error relative to a set of externally placed fiducial markers.

We hypothesized that using external fiducial markers to register MR and CT images would allow us to independently measure GFM as target points. As these metallic objects cause geometric distortions as a result of field inhomogeneity, their
locations cannot be assumed as truth, and a rigid body registration using the GFMs may be biased. We used a MR-compatible Lego phantom to assess any bias in localizing known target points, before measuring the unknown GFM locations. We discovered that the positive contrast resolution is on the order of 0.5 mm, which matches the total variance in MR to CT registration. Furthermore, we measured target registration error of GFMs to be $<0.75$ mm, which can be used as an indirect measurement of localization error when using GFMs for tracking and registration.

### 6.2 Declaration Statement

Evan McNabb acquired the data, performed the data analysis, interpreted results, and drafted the manuscript text. Additionally, he created the manuscript figures, and tables. The contributions by Evan McNabb warranted his name as first author.

Dr. Michael Noseworthy, as corresponding author, designed this project as multidisciplinary biomedical engineering project as part of his years of expertise in the field of Magnetic Resonance as well as developing engineering applications to serve clinical needs. He provided critical analysis of the methodology, interpretation of results, and manuscript revisions of the final article that he submitted for publication. Finally, he provided thorough guidance and helped secure funding resources.

Dr. Raimond Wong conceptualized the clinical rational for this project based on his expertise as an interventional oncologist. He provided the clinical materials used for research, provided guidance in tailoring the engineering principles to clinical outcomes. Finally, he also secured funding resources.

This paper has been submitted to Physics in Medicine and Biology, June 7, 2018.
6.3 Paper

Registration Accuracy and Resolution of Dual-Plane co-RASOR MRI

Evan McNabb¹, Raimond Wong²-⁴, Michael D. Noseworthy¹,⁵-⁷*

¹McMaster School of Biomedical Engineering, McMaster University, Hamilton, Canada
²Juravinski Cancer Centre, Hamilton, Canada
³Department of Oncology, McMaster University, Hamilton, Canada
⁴Department of Medicine, McMaster University, Hamilton, Canada
⁵Imaging Research Centre, St. Joseph’s Healthcare, Hamilton, Canada
⁶Department of Electrical and Computer Engineering, McMaster University, Hamilton, Canada
⁷Department of Radiology, McMaster University, Hamilton, Canada
*Corresponding author at: Department of Electrical and Computer Engineering, McMaster University, Engineering Technology Building, ETB-406, 1280 Main St. W, Hamilton, Ontario, Canada, L8S 4K1. Email: nosewor@mcmaster.ca

Abstract

Magnetic resonance imaging (MRI) has superior soft tissue contrast and lower interobserver variability compared to computed tomography and advances in equipment and pseudo-CT estimation have allowed for MR-only radiation therapy planning. Dedicated MR sequences have been used to localize paramagnetic structures with positive contrast, and most implanted seeds are gold fiducial markers (GFMs). We used a fast, dual-plane co-RASOR sequence to localize implanted GFMs with positive contrast in phantom and tissue to assess their resolution and registration accuracy of registration to CT. Off-resonant reconstructions of co-RASOR images were able to resolve GFMs down to 5 mm apart at 12 cm FOV. No systematic biases were observed by comparing registration of co-RASOR and bSSFP to CT images in an MR-compatible Lego phantom with a set of highly visible known points. The standard deviations
of the MR to CT distance errors were <0.5 mm in all directions. We separated the component due to registration by comparing the two MR sequences, which had a maximum standard deviation of 0.36 mm in the SI-direction. Registration using the positive contrast points in a porcine sample phantom showed increased errors, but co-RASOR still performs acceptably with a target registration error of <0.75 mm. The dual-plane co-RASOR sequence could then be used for both registration and image tracking when performing MR-only radiation therapy planning.

**Key Words:** positive contrast, localization, gold fiducial markers, co-RASOR, image registration, MR simulation

### 6.3.1 Introduction

The use of magnetic resonance imaging (MRI) with image guided radiation therapy reduces interobserver variability in delineating dominant lesions from organs at risk [74, 114, 128, 129]. Additionally, its superior soft tissue contrast over computed tomography (CT) and its functional information allows better targeted dose escalation, thus boosting therapeutic efficacy [130–132]. Misregistration of CT and MR images creates uncertainties that cascade throughout the planning procedure, which can be systematic and up to 2 mm [71–73]. Performing MR-only radiation therapy planning can remove the uncertainties of MR to CT registration, and new techniques such as using flat bed MR simulators (MRsim) with the patients in therapy position, coil advancements that conform to patient geometries, and atlases to create pseudo-CT images for electron densities, have allowed groups to fully implement MR-only planning [17–19].
Localizing implanted metallic devices with positive contrast has been explored to aid in MR-only therapy planning [88, 120]. Most positive contrast techniques have been compared using paramagnetic structures, e.g. brachytherapy seeds, or super-paramagnetic particles [89, 90, 119, 121, 122, 133, 134], whereas the implanted fiducial markers are composed of gold. However, several techniques have been explored to localize gold fiducial markers (GFMs), such as combined multi-parametric models [124], magnetic susceptibility models [125], and template matching algorithms [85, 87]. The geometric accuracy of the template matching and multi-parametric methods have also been assessed relative to CT as ground truth, with fiducial distances reported as <1 and 2 mm, respectively.

One advantage of the co-RASOR sequence is the ability to quickly acquire data on-resonance, and a single reconstruction parameter, the frequency offset, can be used to generate positive contrast by rewinding signal pileups from any magnitude of magnetic susceptibility [96]. Furthermore, we see areas of improvement in assessing the geometric accuracy of positive contrast techniques by comparing a set of points in MR and CT images that were not used as part of image registration, or relying on mutual information. We propose to use externally placed fiducial markers, visible in both CT and MRI, such that the implanted metallic fiducial markers are the measured targets. Reporting the distance errors of the points used for image registration, known as the fiducial registration error (FRE), is common in literature. However, these variances may be statistically independent to those derived from points not part of image registration, known as the target registration errors (TRE), [135].

The aim of this study was twofold: to assess the resolving capability of the dual-plane co-RASOR sequence of GFMs in order to determine how closely the fiducials
can be distributed, and to assess the geometric accuracy of the sequence. We attempt to measure any bias in two MR sequences, a 3D bSSFP and dual-plane co-RASOR, compared to CT. Finally, we measure the TRE of GFM s by using a set of known fiducial markers to create a rigid body transformation between imaging modalities, allowing us to estimate the localization error when using GFM s.

6.3.2 Materials and methods

6.3.2.1 Resolution Simulations

Field perturbers were simulated with diameter 1.0 mm, length 3.0 mm, and a magnetic susceptibility difference $\Delta \chi = -25$ ppm to approximate the physical properties of a GFM [125]. Three simulated GFM s and their field inhomogeneity patterns were shifted by $(-\delta_x, -\delta_y)$, $(+\delta_x, -\delta_y)$, and $(-\delta_x, +\delta_y)$ relative to the image centre, respectively. To separate them equidistant in the x- and y-directions, shift values were selected as $\delta_x = \delta_y$ in both the axial and coronal planes, as shown in Figure 6.1.

The images were then Fourier encoded onto centre-out k-space (FOV = 4 cm, 10 slices, thickness = 4 mm, 128x128 matrix) with the $\Delta B_z$ errors included to simulate the mis-registered spins, appearing as hyperintensities. Image reconstructions were performed using a non-uniform Fast Fourier Transform (NUFFT) [103], implemented in MATLAB R2014b (The Mathworks Inc, Natick, MA). Images were then reconstructed off-resonant by multiplying each k-space readout by a linear phase ramp, with frequency offsets up to 1 kHz in 25 Hz increments. A single optimal frequency offset was selected by subtracting each off-resonant image by the on-resonant image for background suppression, followed a maximum intensity projection along the offset frequencies. The optimal offset was selected as the maximum value in the MIP. The
GFM shift values were chosen to display three cases: i) no overlap in the hyperintensities (Figures 6.1a,b), ii) marginal overlap in the hyperintensities (Figures 6.1c,d), and iii) severe overlap in hyperintensities (Figures 6.1e,f). These values were 7.5, 2.5, and 1.25 mm in the axial plane, and 10.0, 7.5, and 2.5 mm in the coronal plane. It’s apparent that even with marginal overlap in the on-resonant images, there still exists a separation where the off-resonant images can correctly resolve the fiducials with positive contrast.

To further explore where positive contrast off-resonant images are no longer resolvable, simulations were also performed using FOV values of 4, 12, 16, and 20 cm corresponding to resolutions of $\Delta_x = 0.3125$, 0.9375, 1.25, and 1.5625 mm, respectively. GFMs were initially separated by 2 cm, and reduced up to, and including the point, where they were no longer resolvable. Images were reconstructed off-resonance, and a single optimal frequency offset was once again selected. A line profile was created in the x- and y-directions through the off-resonant images at the appropriate shift value, and a 50% threshold was applied to measure the FWHM of each GFM in both planes. The FWHM separation in each direction was measured if there were exactly two peaks, otherwise the separation was set to zero and reported as a failure to resolve each marker.

6.3.2.2 Resolution Experiments

MR images were acquired using a 3T GE Discovery MR750 (General Electric Healthcare, Milwaukee, WI) with maximum gradients of 50 mT/m and 200 T/m/s slew rate, using a 32-channel head coil. The gold seeds were diamagnetic GFMs (IZI Medical Products, MD, USA) with diameter 1.2 mm and length 3.0 mm. Three GFMs
Figure 6.1: Simulated GFMs shifted equidistant in the x and y-directions (FOV = 4 cm). Three cases presented are: separations of 7.5 and 10 mm in the axial and coronal directions that display no overlap between hyperintensities (a,b), 2.5 and 7.5 mm separations displaying marginal overlap between hyperintensities (denoted by white arrows) where GFMs are correctly resolvable in off-resonant images (c,d), and 1.25 and 2.5 mm separations displaying severe overlap where GFMs are no longer resolvable (e,f).
were placed in 3% gel phantoms, where the centre of the seeds were separated by 0.5, 1.0, and 2.0 cm in orthogonal directions, oriented parallel to the $B_0$-field. All seeds were imaged co-planar to each other, where the axial resolution was measured as the separation of the cross-sections of the seeds, and coronal resolution was measured as the separation of the longitudinal axis. A 3D bSSFP (TE/TR = 2.3 / 9.3 ms, bandwidth = 976 Hz/pixel, 256x256, 38 slices, thickness = 2.0 mm, NEX = 1, $\alpha = 35^\circ$, acquisition time = 1:41) was used to image the entire volume of interest to depict the seeds with negative contrast with respect to background. The dual-plane co-RASOR sequences (TE/TR = 2.7 / 100 ms; thickness = 3.0 mm; 256x804 matrix; bandwidth = 244 Hz/pixel, acquisition time = 0:43 each) were scanned orthogonal in the axial and coronal planes. Slice selection was performed with a one-cycle SINC pulse (transmit bandwidth = 4.4 kHz; duration = 904 $\mu$s) in order to minimize echo time and intravoxel dephasing. Each phantom was imaged at 12, 16, and 20 cm FOV.

All co-RASOR data was acquired on-resonance, with linear phase ramps modulating each k-space spoke by $\delta f$ prior to image reconstruction in 25 Hz increments. The ranges used were 0 - 1 kHz for the axial images and -650 to 650 Hz for the coronal images to ensure the hyperintensities rewind to the smallest areas possible. Maximum intensity projections were taken across the offset frequencies for visual identification of the seeds. Each image was masked by first removing all voxels below an image threshold that maximized interclass variance between background and foreground [136], followed by subtracting the on-resonance image from each frequency offset. Resolution was determined by thresholding by 50% of the image intensity and evaluating whether the three FWHM areas were uniquely visible.
6.3.2.3 Registration Experiments

The geometric accuracy and fiducial localization accuracy of the 3D bSSFP and dual-plane co-RASOR sequences were assessed by using CT as ground truth using an MR-compatible Lego phantom (ONDRI, Ontario, Canada), composed of 9.6 mm Lego pieces rigidly connected to an exterior cylindrical case. The phantom was oriented such that the Lego interfaces occur in the SI-direction. All CT images were acquired using a Siemens Biograph 16 PET/CT scanner (Siemens, Erlangen, Germany). The CT imaging protocol consisted of 3D axial images (FOV = 240 mm, 256x256 matrix, 256 slices, 120 kV, 200 mAs). MR imaging consisted of a 3D axial bSSFP (FOV = 24.0 cm, thickness = 1.0 mm, 192 slices, $\alpha = 30^\circ$, acquisition time = 3:37) sequence and dual-plane co-RASOR (FOV = 24.0 cm; 256x804 matrix; 6 slices, $\alpha = 30^\circ$, acquisition time = 1:21 each) sequence.

The phantom exterior was outfitted with four fiducial markers (Beekley Corporation, Bristol, CT, USA) that generate contrast in both imaging modalities, and were used to perform rigid body registration (Figure 6.2). The 3D coordinates of N=32 targets were selected in the CT images, with N=16 being located in each of the MR acquisitions. Each MR sequence was registered to the CT space by a rigid body transformation defined by the external fiducial markers. Target registration error (TRE) was assessed as the distance between CT coordinates and their respective transformed MR coordinates. To separate variance due CT - MR registration, we also compared the TRE between both MR sequences using a new set of N=16 points, as there was no motion between successive MR scans of the phantom. A $t$-test was performed on the TREs in X, Y, and Z-directions to determine whether the bSSFP or co-RASOR sequences display a non-zero mean relative to CT. Similarly, a
second t-test was performed on the difference between bSSFP and co-RASOR coordinates without registration in order to observe any bias and measure the variance in localizing the points within the MR images.

Finally, in a study approved by our local animal care committee, three GFMs were injected into porcine muscle tissue using a needle and guiding wire. The porcine tissue was obtained from a local food market. Each GFM was separated such that the shortest interseed distance was approximately 1 cm. The tissue was then placed in a container with external fiducial markers. The porcine sample phantom was imaged with seeds parallel to $B_0$, using an axial bSSFP (16.0 cm x 19.6 cm, $\alpha = 10^\circ$) for a scan time of 6:37. The dual-plane co-RASOR images (FOV = 16.0 cm; thickness = 4mm) were acquired undersampled by a factor of 2 (402 spokes) in the axial and coronal directions, covering 32 and 28 cm respectively, for a scan time of 0:43 each. The bSSFP and co-RASOR images were registered to CT using a rigid body transformation between the external fiducial markers, located in the CT and bSSFP images. The GFMs were located in all three image sets, and the TRES were calculated between CT - bSSFP and CT - co-RASOR registrations.

### 6.3.3 Results

#### 6.3.3.1 Resolution Experiments

Measured FWHM separations of simulated GFMs compared to known separations are shown in Figure 6.3. For the axial plane (Fig. 6.3a), the hyperintensities are point-symmetric and measurements are equal in both directions. Each FOV contains one failure point when the simulated separations were 1.25, 1.8, 2.5, and 3.125 mm for FOV values 4, 12, 16, and 20 cm respectively. These failures corresponds to pixel
Figure 6.2: MR-compatible Lego phantom rigidly connected to cylindrical case used to assess geometric accuracy (a). Attached to the surface are four external fiducial markers (two shown by black arrows) in order to perform a rigid body registration. The external fiducial markers are located in three planes in the CT (b) and MR (c) images.
shifts $4\Delta_x$ at $\text{FOV} = 4$ cm and $2\Delta_x$ for the rest, which is the minimum separation needed as each fiducial occupies three pixels at $\text{FOV} = 4$ cm, and one pixel at the other scales. The short axis $x$-direction in the coronal plane (Fig 6.3b) displays more failure points up to 5 and 6.2 mm for FOVs 16 and 20 cm. The long axis $y$-direction in the coronal plane (Fig 6.3c) contains one failure point at the 20 cm FOV. The shaded region corresponds to areas where GFMs were overlapping. Deviations away from the dashed line correspond to localization errors as the positive contrast points are measurable, but separated by incorrect distances.

Images from the axial and coronal co-RASOR MIPs of three GFMs separated by 0.5 - 2.0 cm are shown in Figures 6.4 and 6.5, respectively. Positive contrast for the GFMs are seen through the MIPs for each of the separations, and is most evident at the higher resolution images ($\text{FOV} = 12$ cm). For each of the separations, as the field of view increases towards 20 cm, the total extent of the hyperintensities increases, obscuring the visibility of the seeds at lower resolutions.

The contrast of the GFMs is explored further in Figure 6.6 at 0.5 cm separation for both planes. The 3D bSSFP images were acquired in two orthogonal planes, and the coronal acquisition displays reduced banding artifacts. Comparing axial bSSFP and co-RASOR, the bSSFP displays negative contrast and identifies all three seeds, and the co-RASOR images can be masked to display positive contrast at only the seed locations. Similarly, the coronal bSSFP images display negative contrast, however the signal voids have merged together in the SI ($y$)-direction. The co-RASOR masks, however, can display each of the seeds with positive contrast.
Figure 6.3: Measured FWHM separations of simulated GFMs at field of views 4, 12, 16, and 20 cm at shift values up to 2 cm for the axial (a), coronal x-direction (b), and coronal y-direction (c). A FWHM separation reported as zero represents a failure to detect exactly two peaks along this direction. The shaded regions represent areas where the GFMs are overlapping and not possible to resolve.
Figure 6.4: Axial 2D co-RASOR MIPs highlighting the positive contrast for GFM s at separations of 2 cm, 1 cm and 0.5 cm at field of views 12 cm, 16 cm, and 20 cm. Without masking, seeds are visible with positive contrast when separated by at least 1 cm.
Figure 6.5: Coronal 2D co-RASOR MIPs highlighting the positive contrast for GFMs at separations of 2 cm, 1 cm and 0.5 cm at field of views 12 cm, 16 cm, and 20 cm.
Figure 6.6: Comparisons between negative contrast bSSFP (a), dual-plane co-RASOR MIPs (b), and co-RASOR masks (c) of three GFM that are separated by 5 mm in the RL and AP-directions (top-row, axial plane) and 5 mm in the RL and SI-directions (bottom-row, coronal plane). Masking and 50% threshold was able to detect all three GFM in both planes.
6.3.3.2 Registration Results

All four external fiducial markers of the Lego phantom were located in both CT and the 3D bSSFP sequences and were used for registration of the subsequent MR images. MR coordinates were transformed to the CT coordinate space, and the following distance errors are reported using the Right-Anterior-Superior (RAS) coordinate system. The transform rotation parameters were \( [\theta_x, \theta_y, \theta_z]^T = [0.36^\circ, -1.04^\circ, -0.98^\circ]^T \), the median FRE values were -0.124, -0.026, and 0.084 mm, and RMSE of the FRE values were 0.131, 0.009, and 0.259 mm in the X, Y, and Z-directions, respectively. A total of N=16 targets were acquired for both sequences, with examples shown in Figures 6.7a,b, highlighting axial and coronal localization of the CT and MR images. Box plots of the TRE values are shown for the 3D bSSFP and co-RASOR sequences (Figures 6.7c,d). Statistics of the TREs are further detailed in Table 6.1. Comparisons of the mean, standard deviation, and RMSE reveal that each sequence has comparable errors, with the bSSFP targets ranging from -0.104 to 0.128 (std. 0.400 - 0.435) mm, and the co-RASOR targets ranging from 0.091 - 0.204 (std. 0.334 - 0.458) mm. A t-test of the TREs in each of the 3D directions demonstrated that there was no non-zero mean bias of the errors in any of the directions (\( p > 0.05 \)). Table 6.2 shows the TRE between the bSSFP and co-RASOR sequences without any registration. The mean, standard deviation, and RMSE is reduced in all directions.

The three GFMs inserted into the porcine sample phantom were localized in the negative contrast bSSFP and positive contrast co-RASOR images, shown in Figure 6.8. A single GFM in the bSSFP is shown for both planes by the white arrow, where the contrast is more difficult to discern in the coronal plane. The positive contrast of each seed is evident in the MIP images through the frequency offsets.
CT-MR Target Registration Errors

<table>
<thead>
<tr>
<th></th>
<th>CT - T(MR_{bSSFP})</th>
<th></th>
<th>CT - T(MR_{co-RASOR})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
<td>Z</td>
</tr>
<tr>
<td>Mean</td>
<td>-0.104</td>
<td>0.128</td>
<td>-0.100</td>
</tr>
<tr>
<td>Std.</td>
<td>0.400</td>
<td>0.435</td>
<td>0.422</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.400</td>
<td>0.440</td>
<td>0.425</td>
</tr>
<tr>
<td>p-value</td>
<td>0.313</td>
<td>0.258</td>
<td>0.356</td>
</tr>
</tbody>
</table>

p-value < 0.05 used for t-test in each direction.

Table 6.1: Target registration error (TRE) statistics, reported in mm, of an MR compatible Lego phantom comparing the distance errors of CT coordinates to the transformed MR coordinates of bSSFP and dual-plane co-RASOR sequences.

(highlighted by the white box) in both planes. The transform rotation parameters were $[\theta_x, \theta_y, \theta_z]^T = [-3.03^\circ, 1.76^\circ, 0.42^\circ]^T$, the median FRE values were -0.182, -0.036, and 0.078 mm, and RMSE of the FRE values were 0.267, 0.127, and 0.244 mm in the X, Y, and Z-directions, respectively. The seeds were selected in the CT images, and pairwise TREs between the CT to bSSFP, and CT to co-RASOR registrations are shown in Figure 6.9. The mean TRE values for the bSSFP registration were 0.307, -0.818, and 0.131 mm, and the values for the co-RASOR registrations were 0.026, -0.505, and 0.2596 mm, in X, Y, and Z-directions, respectively.

6.3.4 Discussion

This study assessed the resolution and registration of GFMs using the MR-based dual-plane co-RASOR sequence that relies on signal pileups in the vicinity of the seeds in centre-out radial acquired data, which can be rewinded into localized areas with high positive contrast. The sequence was compared to CT localization, as well as to MR-CT registrations involving a 3D bSSFP sequence. The resolution of three GFMs
Figure 6.7: Target localization using the axial and coronal planes of Lego pieces comparing CT (top-row) and a bSSFP sequence (a) and dual-plane co-RASOR sequence (b). Target registration errors (N=16 points) are shown for each of the X, Y, and Z-directions for the bSSFP (c) and dual-plane co-RASOR (d) sequences.
### MR-MR Target Registration Errors

<table>
<thead>
<tr>
<th></th>
<th>$\text{MR}<em>{\text{bSSFP}} - \text{MR}</em>{\text{co-RASOR}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$X$</td>
</tr>
<tr>
<td>Mean</td>
<td>0.011</td>
</tr>
<tr>
<td>Std.</td>
<td>0.219</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.213</td>
</tr>
<tr>
<td>p-value</td>
<td>0.842</td>
</tr>
</tbody>
</table>

$\text{p-value} < 0.05$ used for t-test in each direction. 
$df = 15$

Table 6.2: Target registration error (TRE) statistics, reported in mm, comparing the distance errors of the bSSFP and dual-plane co-RASOR sequences.

---

Figure 6.8: Comparisons between negative contrast bSSFP (a), dual-plane co-RASOR MIPs (b), and co-RASOR masks (c) of three GFMs inserted into a porcine sample phantom. The white arrows on the bSSFP correspond to the same GFM in both planes. The white box surrounding the GFMs in the co-RASOR images show the high positive contrast in both planes. Masking is able to identify each GFM at specific voxels.
Figure 6.9: GFM localization using the axial and coronal planes of a porcine sample phantom CT (top-row) and a 3D bSSFP sequence (a) and dual-plane co-RASOR sequence (b). Target registration errors of the three GMFs are shown for each of the X, Y, and Z-directions for the bSSFP (c) and dual-plane co-RASOR sequences (d).
was measured by the FWHM separation in both the axial and coronal planes. The minimum resolvable GFM separations were 5 mm at a 12 cm FOV, and 1 cm at larger FOVs. The dual-plane co-RASOR and 3D bSSFP sequences displayed no systematic bias when compared to CT, with total TRE errors < 0.75 mm and not greater than 0.5 mm in any of the three directions of an MR-compatible Lego phantom. Additionally, there was no bias between each MR sequence. Finally, we assessed TRE of three GFMs in a porcine sample phantom, with TRE values < 0.75 mm. The uncertainties in these measurements relate to geometric distortions in MR imaging [137, 138], and in registration to CT [72, 73]. The biases were tested using known points inside the phantoms, and were registered to the CT images using high contrast external fiducial markers in order to reduce the initial registration uncertainties.

Generating positive contrast enhances the visibility of each marker relative to background, and also aids in masking voxels by simple thresholding. Some studies have looked at sequence independent parameters, such as $R^2*$ and $|\Delta B_0|$ values, multi-echo GRE sequences, or parameter optimization of clinical sequences, to best visualize GFMs with negative contrast [139–141]. While markers are visible if their background has sufficiently high SNR, it typically takes manual observation over multiple sequences in order to visualize all markers present. Additionally, marker specificity requires larger signal voids thereby lowering resolution with other markers and nearby hypointense structures, and involves multiple trade-offs in parameter selection that may unavailable depending on the initial application.

This study was the first, to date, to apply the co-RASOR method to GFMs and assess how close markers can be placed before their positive contrast signals are no longer resolvable. Our simulations show that some degree of overlap in on-resonant
signal pileup artifacts can be resolved to unique points down to GFM separations of 5 mm (Figure 6.1), except in two cases when imaging the long-axis of the GFMs spaced at 5 and 6.25 mm for 16 and 20 cm FOVs (Figure 6.3). Phantom results corroborate the simulations, as GFMs are resolvable up to 5 mm using the smaller 12 cm FOV, but fail in the coronal plane at 16 and 20 cm respectively (Figures 6.4, 6.5). A comparison between the 3D bSSFP and dual-plane co-RASOR sequence at GFM separations of 5 mm (Figure 6.6) shows that positive contrast can be generated with co-RASOR MIPs, which display higher visibility compared to the 3D bSSFP. The fiducial locations can also be masked by thresholding the co-RASOR MIPs. The bSSFP sequence also shows appreciable banding artifacts, which can obscure the fiducial location near hypointense structures and would inhibit masking by image intensity alone. An second example of masking is shown in Figure 6.8 for a porcine sample phantom, where the GFMs are highly visible in the MIPs which leads to positive contrast masking. The GFMs used in this study, however, were larger at 1.0 mm diameter and 3.0 mm length compared to those reviewed by Gurney-Champion et al., and Tanaka et al., which compared varying marker shapes and sizes ranging from 0.28 - 0.6 mm and 0.35 - 0.5 mm diameters, respectively [139, 142]. Their results indicate that marker size plays a role in visibility, so co-RASOR would need to be tested on a larger set of GFMs in future studies.

Similar to Maspero et al., and Dinis Fernandes et al., we also compared localization error with respect to CT as the ground truth. The differences between our studies were that we used externally placed fiducial markers on the surfaces of our phantoms to perform rigid-body registration instead of using the GFMs as the fiducial point set, or using mutual information, respectively. These external fiducials are highly visible
in both modalities (Figure 6.2), and aid in reducing fiducial localization error. Using the GFMs as the point sets for registration, and measuring the distance errors of the coordinates, measures FRE instead of TRE and their variances may be independent \[135\]. For example, the FRE between CT and bSSFP MR images of the Lego phantom had lower RMSE values than any of the TREs described in Tables 6.1 and 6.2. Registration involving mutual information can also be problematic if the reduced contrast in CT limits the amount of information available to the metric. While this technique is comparable to fiducial-based registration for post-implant brachytherapy planning, as observed in Figure 6.7, not all of the Lego pieces are visible, which limits the principle benefit that mutual information offers in matching all local information \[143\].

To assess the geometric accuracy of the bSSFP and co-RASOR sequences, we first attempted to measure any biases in targeting points in both the bSSFP and co-RASOR sequences relative to CT. We used a phantom containing Lego, rigidly connected to an exterior cylindrical case in order to choose known points, not subject to any signal processing present in localizing GFMs. Gradient non-linearity will be present within both MR sequences, however, their differing sequence timings and gradient switching mean that geometric distortions due to eddy currents may differ between them. We selected N=16 unique points to measure the distance errors between corresponding pairs of points in CT and bSSFP, CT and co-RASOR, and bSSFP and co-RASOR images. Figure 6.7 shows an example of targeting a point using orthogonal views between CT and bSSFP and CT and co-RASOR, along with the box plot TRE errors for each CT - MR registration. Table 6.1 shows that TRE values range from -0.104 to 0.128 mm and 0.091 to 0.204 mm for the bSSFP and
co-RASOR registrations, respectively. A t-test was performed on the TRE values in each direction of the 16 points, and no significant differences from zero-mean were observed ($p > 0.05$). The standard deviation values in our study are less than 0.5 mm, which corresponds to the minimum resolvable marker. Similar values were observed in previous studies, that also found no bias between CT-MR registrations of markers and TREs were all less than 1.2 mm, respectively [87, 124]. One difference is that we used distance errors and not intermarker distances, as there is evidence of marker migration between fractions that will change this metric [81]. Additionally, we assessed target errors between MR-MR images to separate uncertainties from localizing pairs of points between a pairs of images, and from the uncertainties caused by registration misalignment. Table 6.2 shows these TRE statistics, where the standard deviation, ranging from 0.219 to 0.341 mm, thereby allowing an estimate of localizing known points.

We also assessed the geometric accuracy of three GFM in a porcine sample phantom and found the median registration errors ranged from -0.873 to 0.322 mm for the bSSFP sequence and -0.509 to 0.389 for the co-RASOR sequence (Figure 6.9). These increased from the Lego phantom, despite comparable FRE between both external fiducial markers. The higher errors in the bSSFP sequence occur mainly in the AP-direction, which corresponds to the frequency encoding direction. The field inhomogeneity is known to cause pixel shifts in this direction. We used a high bandwidth sequence ($> 900$ Hz/pixel), and the co-RASOR frequency offset corresponded to about 600 Hz, which means we may experience approximately 70% pixel shift, or 0.450 mm displacements in the frequency encoding direction of the bSSFP sequence. The co-RASOR have lower error measurements, as the normalized error never exceeds
Several limitations should be reviewed for this study. First, we used only a single type of GFM throughout the study. The co-RASOR sequence is sensitive to field inhomogeneity causing signal pileups and can rewind them to smaller areas. This works best, however, if the signal pileups follow a symmetrical pattern, as the off-resonance frequency offsets rewind in the radial direction equally. GFMs that are curved or contain multiple materials (i.e., gold and titanium, or gold and platinum) may alter the field inhomogeneity patterns and appear non-symmetric, which will reduce CNR when rewinded. Secondly, the GFMs were always placed parallel to the $B_0$-field. Changing the orientation also changes the signal pileup patterns. However, similar patterns are expected when imaged perpendicular to $B_0$ and should not impact the ability to differentially resolve the seeds. Future studies should consider varying the orientations as this is expected in clinical placement of the GFMs. Another limitation is measuring any non-zero biases in the registration with only 16 points. The previous studies mentioned used a greater number of measured fiducials, however given the variances listed, there is enough power to measure separations past 0.5 mm ($1 - \beta > 0.99$) and 0.28 mm ($1 - \beta \approx 0.8$) with this sample size. While the registration errors were acceptable for the co-RASOR to CT registrations ($< 0.75$ mm), it’s difficult to estimate the fiducial localization error without a larger set of points, which is of great interest as the GFMs themselves are used for image guided tracking and MR to CT registrations. The relative low TRE values can also be aided by smaller FOV values, where gradient nonlinearities are expected to be minimal. Further studies should include a larger set of measured target GFMs to build up variance measurements. Finally, co-RASOR is a dedicated pulse sequence that would
need to be added to clinical protocols. The timing to acquire the dual-planes was 1:26 min, however higher radial undersampling could be explored.

6.3.5 Conclusion

We used a fast, dual-plane co-RASOR sequence to localize implanted GFMs with positive contrast in phantom and tissue to assess their resolution and registration values. Simple image thresholding can create a series of co-RASOR mask, and GFMs are resolvable up to 0.5 mm with smaller FOVs. The artifact patterns created by the field inhomogeneity was the limiting factor in resolving each seed, and was greater than the resolution of the co-RASOR images. No systematic biases were observed by comparing co-RASOR to bSSFP and CT images in a Lego phantom with a set of highly visible known points. The standard deviation of MR to CT registrations was <0.5 mm, and was reduced when comparing the two MR sequences at 0.219 to 0.361 mm. Registration using the positive contrast points in a porcine sample phantom shows increased errors, but co-RASOR still performs acceptably with a median TRE of <0.75 mm. The co-RASOR sequence can be performed in approximately 90 seconds, and leads to accurate localization with high positive contrast that can be integrated into MR-only radiation therapy planning for registration and tracking purposes.
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Chapter 7

Dual-Plane co-RASOR Fiducial Masking

7.1 Introduction

Image reconstruction of non-Cartesian MR pulse sequences typically involves offline reconstruction, as direct Fourier inversion is not possible. This is because non-uniform FFT and iterative reconstructions both involve a regridding step to interpolate the acquired readout samples onto a Cartesian grid. This necessitates using external libraries written in C/MATLAB for each 2/3D k-space raw data, and combining multichannel images into a final magnitude image.

Compounding the complexity is the fact that offline image reconstruction may produce images that are not as geometrically accurate as online MR reconstruction. Vendors employ gradient warping correction, as the gradient nonlinearities are often the most dominant source of geometric distortion. For the purposes of fiducial localization, images reconstructed offline may display highly localized positive contrast,
but the objects may suffer from geometric distortion which may not be readily apparent since the co-RASOR images are reconstructed both off-resonance, changing the overall contrast over the entire image domain, and then post-processed to display only the fiducials.

Another source of complexity to fiducial localization comes from alternative sources of field inhomogeneity, such as chemical shifts and air/tissue interfaces. As the co-RASOR sequence is sensitive to off-resonant spins due to field inhomogeneity, and not imaging metal devices directly, these extra sources may display positive contrast in addition to fiducial markers. Maximum intensity projections are typically performed over the off-resonant frequencies and image slices for a pair of orthogonal masks. However, the intensity threshold is still a manual parameter for each reconstruction.

We attempted to address these challenges in a two-fold manner. First, by utilizing the gradient warping correction for offline Cartesian reconstruction. Secondly, as the dual-plane co-RASOR shares a common axis between two orthogonal planes hyperintensities from a set of N fiducials should share N positive contrast locations along this common axis. This may aid in masking the signals from only the fiducial markers and produce more consistent masks.

### 7.2 Materials and Methods

An example of maximum intensity thresholding through off-resonant frequencies for three simulated gold fiducial markers is shown in Figure 7.1 highlighting the offline reconstruction of co-RASOR images using off-resonant frequencies. The proposed modifications to the reconstruction pipelines are shown in Figures 7.2 and 7.3 for gradient warping correction and dual-plane fiducial localization techniques. In Figure
Figure 7.1: Three simulated GFMs in a digital phantom. Each slice contains a third dimension of off-resonant frequencies, where a maximum intensity threshold is applied once the on-resonant slice is subtracted to maximize signal from each fiducial.

7.2, the offline Cartesian reconstruction is shown in the left-most column. Gradient warping correction and image orientation (i.e., applying the physical locations to each voxel) was applied to each uncorrected image slice before producing a final image that is geometrically accurate and contains the correct physical coordinate system. The methods themselves use compiled libraries written by General Electric Healthcare and are scanner dependent. These methods would be applied to online reconstruction on the MR console before writing images to DICOM files. However, if raw data samples are radially acquired, the IFT step produces nonsensical images. We replaced these images with standard uncorrected co-RASOR images, and match the same slices. In this manner, each co-RASOR slice can take advantage of the gradient warping correction and have image orientations applied so that physical coordinates can be used in subsequent analysis.

In Figure 7.3, once the MIPs have been performed through the off-resonant frequencies and each slice, two masks are created. Off-resonant effects near the edges
of objects can also appear, and the choice of threshold parameter requires careful tuning to avoid these areas. To avoid this limitation, we performed a separate MIP along the SI-direction in the axial case, and AP-direction in the coronal case to see a set of two line profiles that share the common RL-direction as their axis. In this manner, data was shared between each orthogonal view along a common axis, and point matching could thus be performed. This helped to eliminate points not common between axis, and create a common set of hyperintense point locations. Finally, the co-RASOR masks were enhanced by backprojecting only the RL-locations along the SI- and AP-directions, respectfully.

The proposed method was tested using three GFMs that were injected into porcine muscle tissue, obtained from a local food market, with a needle and guiding wire and were approximately separated such that the shortest interseed distance was approximately 1 cm. The porcine sample phantom was imaged with seeds parallel to $B_0$ using a dual-plane co-RASOR sequence (FOV = 16.0 cm; thickness = 4mm). co-RASOR images were acquired undersampled (402 spokes) in the axial and coronal directions, covering 32 and 28 mm respectively, for a scan time of 0:43 each.

### 7.3 Results

Off-resonant reconstruction was performed on the axial and coronal co-RASOR sequences of the porcine tissue sample phantom and is shown in Figure 7.4a. The typical intensity masks with a colour overlay, and their respective masks are shown in Figures 7.4b,c and show increased areas of hyperintensities around the edges that cannot be removed by simple intensity thresholding, without removing the fiducial markers as well.
Figure 7.2: Gradient warping correction applied to Non-Cartesian reconstruction. Each process was performed independently, however the dashed lines show where image replacements were done. The external reconstruction library step is not a fixed library, it can be projection reconstruction, NUFFT, or iterative methods.
Figure 7.3: Fiducial localization masking utilizing a common axis between orthogonal planes. Separate MIPs were performed over each mask that have hyperintensities along a common axis. This information was used to enhance the original co-RASOR masks along only points that are shared between both RL-axis.
Figure 7.4: co-RASOR MIP through the frequency offsets and z-direction in the axial (top-row) and coronal (bottom-row) planes of a porcine tissue sample with three implanted GFMs (a). An intensity based threshold overlay is shown (b) along with the corresponding 50% threshold mask (c).
The MIP in the SI-direction for the axial co-RASOR image, and AP-direction for the coronal co-RASOR image create line profiles that share a common RL-axis, shown in Figures 7.5a,b. The GFM hyperintensities were located at approximately -20 mm relative to the MR origin. An overlapping region showed a reduction in edge effects, as the number of overlapping voxels was much less compared to each individual direction.

The final colour overlays of the proposed method using dual-plane masks are shown in Figure 7.6. There are some edge effects remaining in the axial case, however the number has been reduced relative to the intensity masks. Similarly, the coronal case shows the location of each of the GFMs (highlighted by the zoomed inlet) as well as a single remaining hyperintensity along the edge.

7.4 Discussion

The proposed method applies geometric correction and applies the image orientation positions in order to create DICOM files that are similar to online reconstruction from the MR console, only applied to Non-Cartesian acquisition. The physical coordinates are then used in a second algorithm to perform MIPs orthogonal to the common axis shared by each of the dual-plane co-RASOR sequence. In this manner, only shared hyperintensities are reconstructed to the final output masks.

We applied the algorithms to a numerical simulation of three GFMs and to a porcine tissue sample phantom in Figure 7.3 and Figures 7.4-7.6 respectively. The numerical example was thresholded at 25% of the image intensity to include hyperintense areas along the edge in the axial case, and a MIP was performed over the SI-direction to make a line profile. The coronal image shows each of the three fiducial
Figure 7.5: MIPs in the SI-direction (a), AP-direction (b) in physical coordinate locations along the RL-axis. The areas overlapping hyperintensities (c) correspond to common positive contrast points in the dual-plane co-RASOR MIPs and are kept in the final masks.
Figure 7.6: Axial (a) and coronal (b) colour overlays of the same porcine tissue sample with the proposed method to correct for geometric distortion and dual-plane co-RASOR masks of common RL-direction locations.

markers, and a MIP over the AP-direction shows the RL coordinates of the three fiducials. We then used the physical locations along the RL-axis and backprojected these areas to the original axial mask to exclude hyperintensities that were not along orthogonal lines in the SI-direction. This process was applied to the tissue phantom, however the threshold was increased to 50% of the image intensity for the original masks in Figure 7.4. When we performed MIPs in each direction shown in Figure 7.5a,b, there were hyperintensities along the RL axis. The fiducials themselves occupy only a small area, centred about -20 mm. When the plots were overlapped in Figure 7.5c, the number of positive contrast points in the axial line profile was reduced from 91 points to 33 points, and the number of positive contrast points in the coronal line profile was reduced from 71 to 26 points. This is approximately a reduction of 2.75x in each plane, and the remaining positive contrast points mainly come from just the
fiducial markers, as shown in Figure 7.6.

One limitation of this technique is that if there are hyperintensities in the original masks that occur above or below the fiducials in the SI- and AP-directions. Since these common areas are backprojected along lines at specific RL coordinates, they are still included in the final masks. This is seen in the axial case of the tissue phantom in Figure 7.6a, where there is positive contrast point along the edge below the three fiducial markers. Since it occurs in the same RL-location it could not be excluded. A way to address this problem would be to include the through-plane information from each dual-plane acquisition instead of performing a MIP over the z-directions. For example, a 3 mm slice in the axial plane corresponds to a 3mm area in-plane when viewing coronal images. However, the complexity of this approach increases with imaging extent as far more point matching comparisons need to be performed.

In conclusion, we can increase the specificity of dual-plane co-RASOR masks by matching positive contrast points along the in-plane shared axis between axial and coronal views of an object. As the acquired axial and coronal planes share a common RL-axis, the positive contrast points are limited to only those matching spatial locations along the RL-direction. Three fiducial markers were inserted into a tissue phantom, and the positive contrast masks maintain the fiducial locations, but significantly reduce the number of positive contrast points along the edges, which are also sensitive to off-resonant effects.
Chapter 8

Conclusions and Future Directions

8.1 General Remarks

A dual-plane co-RASOR sequence based on radial signal pileups that can be rewinded to the field perturbing objects provides positive contrast between gold fiducial markers and surrounding areas. Field inhomogeneity due to the magnetic susceptibility differences between metal and tissue causes $^1$H spins to resonate at incorrect frequencies, mis-registering the locations of the reconstructed spins to similar spatial locations, causing signal pileups around these markers. This signal model can take advantage of some key properties. Firstly, the modified sampling scheme over Cartesian imaging means the centre of k-space, the Fourier conjugate of the image domain, is sampled more densely and requires less spokes to define a good approximation of the object. Secondly, with addition of prior knowledge regarding composition of the implanted seeds, the off-resonant frequency offset appears to be an indicator of the sign and magnitude of different magnetic susceptibilities.

Currently, MR localization of fiducials relies on multiple sequences that display
negative contrast of the seeds over volumes much larger than the size of the seed. The experiments in this thesis show that a single MR acquisition can be used for localized positive contrast, and scalable frequency offsets can be used to tune the contrast without relying on multiple acquisitions, or information from prior sequences or template libraries. In these studies, the reconstruction techniques, susceptibility encoding into the signal, resolution of multiple fiducials, and their registration accuracy were all explored.

8.2 Main Findings

The co-RASOR sequence can successfully be implemented using an undersampled acquisition, resulting in fewer spokes and TR-cycles. In addition, 2D encoding can take advantage of time between the data readout and the end of TR-cycle, and perform encoding on a range of slices, reducing acquisition time. We found that high positive contrast can be achieved in as little as 6 seconds per slice for a single fiducial, or using multiple slices with an effective encoding of 1.4 s/slice. Higher resolutions were performed compared to similar 3D co-RASOR studies, and we exceeded the temporal resolution while imaging at the expense of total coverage. This is a reasonable strategy because an isotropic 3D k-space matrix is not required in 2D imaging, and thicker slices can be used to localize only the in-plane locations with high CNR. As the hyperintensity patterns change relative to the acquisition plane, it was expected that the difference planes will have different CNRs. This was indeed the case, as measured in simulations and phantoms, with the coronal plane displaying a 10% reduction in contrast. We also found that NUFFT, which simply combines the undersampled
reconstructions of each coil channel, had reduced CNR compared to the iterative techniques using a TGV2 penalty and CG-SENSE. An important result, however, followed that increasing the CNR can be achieved at the cost of blurring. CG-SENSE had the highest CNR for most undersampling factors, but displayed higher FWHM areas which would cause blurring of the localized fiducial, and in some cases the FWHM areas were nearly double the fully sampled areas. Experiments using undersampled co-RASOR should avoid CG-SENSE due to the blurring effect, and if CNR is a limiting factor, the TGV2 penalty displayed higher CNR values compared to NUFFT, without large increases in the positive contrast area.

Applying the co-RASOR sequence to different compositions of metallic seeds was explored. We found that signals at the geometric centres of seeds were maximal using opposite signed frequency offsets, in the cases that the seeds were diamagnetic and paramagnetic, respectively. Numerical simulations showed that a colour coded mask can be overlayed onto the typical co-RASOR MIP images to display each seed individually, without additional acquired information. Simple frequency filters were applied to mask out the signal from each seed, which was localized into one half of the frequency offset range for both acquisition planes, and two different orientations with respect to the $B_0$-field. A seed sometimes produced a local maximum from a different offset range, which may interfere with the contrast mechanism. We found that the relative difference between the global maxima in each frequency range, compared to a local maxima from other seeds were between 1.19 – 3.73 using CNR measurements. The contrast mechanism was applied to phantoms and tissue samples, highlighting each seed individually.
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We also explored the differentiable resolvability of the co-RASOR sequence to determine how close together seeds can be placed before they are no longer uniquely resolvable. An important result was found through simulations that the seeds were not uniquely resolvable at their minimum separations, and in all cases needed at least one pixel spacing between them. This limited the minimum separations to approximately 5 mm, although in some FOVs the minimum separation was 6.25 mm. We corroborated these results in phantoms, where the seeds were moved closer together from 2 cm to 0.5 cm. We found that at smaller FOVs, 5 mm separation is capable of resolving all three seeds. However, at FOVs of 16 cm and greater, this was not possible, and the minimum separation is between 5 mm and 1 cm. The registration accuracy of the co-RASOR sequence was also assessed using external fiducial markers placed around a MR-compatible phantom to perform a rigid body transformation between CT and MRI sequences. Target registration errors, measured as the distance between CT and transformed MR coordinates ranged from -0.104 to 0.128 mm and 0.091 to 0.204 mm for the bSSFP and co-RASOR sequences, respectively. No significant differences from zero-mean were observed for either sequence. Following this, the registration accuracy of positive contrast fiducials was assessed, and co-RASOR outperformed a 3D bSSFP sequence, where the normalized TRE does not exceed 0.75 mm. co-RASOR appears to be a high contrast sequence to localize fiducials with standard deviations in geometric accuracy on the order of 0.5 mm. This approximately matches its resolving capability.
8.3 Limitations

The main limitation of these studies in translating results to MR simulation comes from the lack of human participants available. The methodology works very well in simulations and phantoms, though there is more difficulty in separating positive contrast signals due to implanted fiducials and other off-resonant sources when there is tissue heterogeneity. While standard intensity thresholds using a range of off-resonant frequencies was an adequate approach, there are more areas of field inhomogeneity in human participants. There is also the requirement of larger FOVs required for abdominal imaging. Phantom studies in this work mainly used FOVs of 16 - 20 cm, and the geometric accuracy was assessed up to 24 cm. Abdominal imaging in humans, however, typically requires larger FOVs, and gradient nonlinearities thus become more problematic. Readout oversampling in radial imaging can image larger FOVs with smaller aliasing patterns, but geometric accuracy and the co-RASOR signal effects should be studied in human participants. Additionally, human subjects also introduce motion into the acquired signals. Fully sampled radial acquisitions are more insensitive to motion, but undersampling reduces this effect. The benefit of undersampling exploits the density in the centre k-space locations, and reduced data collection in this region may begin to amplify the motion artifacts and cause more coherent noise patterns. This may limit the degree of undersampling, and thus the temporal efficiencies gained.
8.4 Contribution and Future Directions

To our knowledge, the use of dual-plane co-RASOR has not been previously applied to varied undersampling reconstructions, nor the multidimensional simulations that were performed. Furthermore, the use of the TGV2 penalty has not been studied in cases where highly localized signals are present. Although the co-RASOR sequence was first applied in 3D, and in dual-plane to LDR brachytherapy seeds, paramagnetic needles, and SPIO particles, the use of fiducial localization has not been reported. The simulated effect has been previously reported for a line phantom to highlight the capability to rewind hyperintensities. We further extended this to display images, which we feel is an important extension since there is a plane-dependent pattern of the observed signals, and contrast differs between acquired planes. A line phantom displays symmetric hyperintensities since the line through the field inhomogeneity is symmetric. However, this does not extend to two dimensions, where clear differences between point-symmetric and dipole patterns were observed.

In this work, we first attempted to use a single MR imaging sequence to differentiate gold fiducials from brachytherapy seeds. In centres performing MR-only simulation, the use of a single negative contrast sequence has not been adequate to perform this differentiation, and CT has been relied upon in an attempt to achieve this. Finally, to our knowledge we are the first to assess both the geometric accuracy and target registration error between dedicated MR sequences for positive contrast, and CT. Previous studies rely on calculating the registration error between the same set of points used for the registration, which have uncorrelated mean squared distance errors between CT and registered MR coordinates. We feel this choice enables us to use the information from the fiducial target registration error and use this as an
estimate of the fiducial localization error in a real world situation where implanted fiducials define the transformation, and the organs are the targets of interest.

Future directions should address imaging human subjects. Dedicated MR sequences to localize fiducials in vivo have been verified using CT, with true positive detection rates in the range of 38 - 77%. Combining parameters from multiple sequences can improve detection rates to 90%. Using prior template models and matching to the signal voids of acquired MR sequences further improve detection rates. These strategies rely on multiple finely tuned machine learning algorithms and/or multiple imaging sequences that require parameter optimization. We feel that a similar template model using positive contrast, as opposed to signal voids, based on the simulated framework in this thesis, could be incorporated in a similar manner. The benefit would be that both the acquired data and templates would display positive contrast natively, and be better suited to create masks of each fiducial.

Finally, in order to introduce such a sequence into MR-only simulation, retrospective analysis involving image guided tracking should be performed. A set of daily adjustments using cone beam CT or portal imaging can be compared to the nominal MR simulated scans, as well as the co-RASOR scans. In this manner, accuracy over the entire fraction length can be reported. Over a patient population, systematic and random errors may also be reported, aiding in defining potentially reduced CTV margins.

8.5 Concluding Statement

MR integrated simulation and therapy planning is steadily increasing due to the numerous benefits MR offers in cancer staging, and tissue contrast for defining organ
margins. Image guidance is also related to improved tumour control and lower toxicity, improving the quality of life after therapy. Still, the use of MR varies considerably between treatment sites. Several areas of improvement are actively being researched, and involve multidisciplinary techniques and expertise. It is our hope that the methods and results reported here can lead to better MR simulated images which may improve the registrations between simulated and daily images. Above all else, we hope that interest in this field continues to grow, as the potential for adaptive image guidance and MR-based LINACs may be the next generation for IGRT.
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A.2 Software

The software repository PSD Tools (https://bitbucket.org/evanmcnabb/psd) was written entirely by this author in order to create a suite of tools that can simulate and reconstruct MR data. This is written Python (with some bindings to MATLAB). The repository contains a python package and a set of binary files:

"psd package" modules:
   bloch.py
   Module contains functions for implementing Bloch et al. 2011 for correcting gradient timing mismatch, as well as reporting their measured values.

   corasor.py
   Module for Centre-Out Radial Acquisition using off-resonance reception

   filter.py
   Module contains functions for filtering kspace data and the temporal gradient-encoded signals

   kspace.py
   Module containing functions related to kspace trajectories and transforming MR gradients to their spatial frequency
domain.

psdio.py
Module contains functions related to input and output

recon.py
Module contains functions for saving data to disk and
calling the Image Reconstruction Toolkit (IRT) which
needs to run in the MATLAB environment.

Binary Files:
usage: crsim.py generate [-h] [-s filename] [-c <num-coils>] [-e <echo-time>]
       [-u <factor>] [-t <size>]
filename

   positional arguments:
   filename          Image file with field inhomogeneity data.

   optional arguments:
   -h, --help         show this help message and exit
   -s filename, --save filename
       Save simulated fourier data
   -c <num-coils>, --coils <num-coils>
       Number of receiver coils for simulation (default: 1)
   -e <echo-time>, --echo <echo-time>
       Echo time in ms (default 0.0 ms)
   -u <factor>, --undersample <factor>
       Integer undersampling factor (default: 1)
   -t <size>, --thickness <size>
Slice thickness in mm (default: 1.0 mm)

usage: rasor.py sweep [-h] [-o [filename]] [-p <plane>] [-l <freq-val>]
        [-u <freq-val>] [-s <freq-val>] [-r] [-d] pfile

positional arguments:
    pfile            pfile to reconstruct

optional arguments:
    -h, --help       show this help message and exit
    -o [filename], --output [filename]
                        Output reconstructed image with optional filename
    -p <plane>, --plane <plane>
                        Reconstruction Plane (default: None)
    -l <freq-val>, --lower-frequency <freq-val>
                        Lower frequency boundary in Hz (default: -8000 Hz)
    -u <freq-val>, --upper-frequency <freq-val>
                        Upper frequency boundary in Hz (default: +8000 Hz)
    -s <freq-val>, --step-size <freq-val>
                        Step size in Hz (default: 100 Hz)
    -r, --rotate     Flag to rotate output image (default: false)
    -d, --dir        Flag to sweep from a directory instead of pfile

usage: rasor.py recon [-h] [-o [filename]] [-f <freq-val>] [-p <plane>]
        [-m <method>] [-r] pfile
positional arguments:

defile pfile to reconstruct

optional arguments:

- help
  show this help message and exit

-o [filename], --output [filename]
  Output reconstructed image with optional filename

-f <freq-val>, --frequency <freq-val>
  Off-resonance recon frequency in Hz (default: 0 Hz)

-p <plane>, --plane <plane>
  Reconstruction Plane (default: None)

-m <method>, --method <method>
  Reconstruction Method (default: NUFFT)

-r, --rotate
  Flag to rotate output image (default: false)

usage: fiducial.py [-h] [-N <matrix-size>] [-s [filename]] [-z <num-slices>]
  [-f <FOV in-plane>] [-x <susceptibility>] [-d <diameter>]
  [-l <length>] [-t <FOV through-plane>] [-p <polar-angle>]
  [-a <azimuth-angle>] [-o {axial,coronal}]

Simulate fiducial marker and field inhomogeneity.

optional arguments:

- help
  show this help message and exit

-N <matrix-size>, --size <matrix-size>
  NxN matrix size (default: 256)

-s [filename], --save [filename]
Save simulated data file

-z <num-slices>, --slices <num-slices>
Number of slices (default: 64)

-f <FOV in-plane>, -- fov <FOV in-plane>
In-plane FOV in cm (default: 20)

-x <susceptibility>, --chi <susceptibility>
susceptibility in ppm (default: 4)

-d <diameter>, --diameter <diameter>
diameter of fiducial in mm (default: 1.0)

-l <length>, --length <length>
length of fiducial in mm (default: 1.0)

-t <FOV through-plane>, --through <FOV through-plane>
Through-plane FOV in cm (default: 20)

-p <polar-angle>, --polar <polar-angle>
Polar angle of fiducial in degrees (default: 0)

-a <azimuth-angle>, --azimuth <azimuth-angle>
Azimuth angle of fiducial in degrees (default: 0)

-o {axial,coronal}, --orientation {axial,coronal}
Imaging Plane (default: axial)

Two other software repositories were used, though written by other authors, which are the Image Reconstruction Toolkit [103], and TGV toolkit [100], both written in MATLAB. Python/MATLAB bindings were developed and incorporated into both of these toolkits so they can communicate with the PSD Tools package to perform various image reconstructions.

Finally, the simulations performed by the binary crsim.py file contains some assumptions which should be addressed. First, the simulated data is performed via a
2D discrete radial Fourier Transform:

\[ S[p, q] = \sum_{n=0}^{N-1} \sum_{m=0}^{N-1} \rho[n, m] e^{-j2(\zeta_x n + \zeta_y m)} \times e^{-j\gamma \Delta B_z [n, m] (p \Delta t + T_E)} \]  

(A.1)

\[
\begin{aligned}
\zeta_x &= \frac{\pi p}{N_k} \cos \left(\frac{2\pi q}{N}\right), \quad p = 0, \ldots, N - 1 \\
\zeta_y &= \frac{\pi p}{N_k} \sin \left(\frac{2\pi q}{N}\right) \quad q = 0, \ldots, N - 1 
\end{aligned}
\]

(A.2)

The assumption here is that the discrete Fourier Transform is able to generate the k-space samples at radial locations based entirely on the simulated phantom and supplied field inhomogeneity. A more accurate method to generate k-space samples would be to simulate the Bloch Equations in Equation 2.6, which would take into account both the applied magnetic field pulses and the relaxation. This simulation neglects the relaxation, which will increase spatial resolution. A simple explanation for this is that relaxation modulates k-space samples by an exponentially decreasing time constant. In the image domain, this is the same as convolving the image by the IFT of the exponential, which is a Lorentzian function. The longer the signal takes to decay, the sharper the Fourier inverse Lorentzian function, and better image resolution.
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