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Abstract 


The bandwidth requirements for global communication networks are increasing each 

year due to the rapid growth of multimedia (broadband) applications. To accommodate this 

growth, an increasing number of wide-area and local-area networks are converting the 

transmission medium from copper wire to fiber. As such, the deployment of optical fiber 

communication systems for emerging high-speed networks ( 1 0 - 40 gigabits-per-second) 

mandates integrated and low-cost designs for optical transceivers. CMOS, with its low-cost, 

system-on-chip, and mixed-signal capabilities, is a suitable alternative to other more 

expensive technologies, such as silicon germanium or gallium arsenide. On the other hand, 

limitations of sub-micron CMOS technology, namely the higher parasitic capacitances, higher 

noise, and low-quality integrated passive elements, make the design of an integrated optical 

transceiver in CMOS technology a challenging task. 

The design, fabrication and characterization of a broadband transimpedance amplifier 

in an analog front-end of an optical receiver will be presented in this thesis. The chip was 

designed and fabricated using a TSMC 0.18 !Jll1 CMOS technology. It was measured and 

characterized, achieving a -3dB bandwidth of 1.5 GHz and 37 dBO oftransimpedance gain, 

with less than -7 dB input and output reflections to a 50 0 measurement interface, while 

consuming 23.8 mW from a 1.8 V supply and using 1 x 0.781 mm2 of silicon chip area. The 

strengths and limitations of this design will be discussed and its performance will be 

compared to published results. Conclusions will be drawn and recommendations will be 

proposed to demonstrate the utility of this design in future work on fully integrated optical 

receiver systems. 

Next, an optical transmitter prototype circuit, built by using low-cost, off-the-shelf 

photonic and microelectronic components, was fabricated and tested in order to assess the 

performance of directly modulated lasers for use in low-cost multi-gigabit-per-second optical 

transmitter modules. The performance of the transmitter was assessed for a fiber link 

spanning 10 km of standard single-mode optical fiber. This work illustrates how the non­

idealities and imperfections of low-cost components can significantly degrade the overall 

system performance in high-speed applications; therefore, recommendations will be proposed 

so as to improve the performance in spite of these limitations. 
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Chapter 1 

INTRODUCTION 

The advantages of optical fiber compared to copper as a transmission medium for 

wire-line communications are numerous. In particular, an optical fiber cable offers higher 

carrier frequencies, wider bandwidth, lower loss, immunity to electro-magnetic 

interference (EMI), availability of good components, and lower cost-per-meter than 

copper cables. These advantages, together with the continual demand for higher-speed 

and higher-quality services from· the business and residential subscribers, suggest that 

optical fiber will in the near future become the successor to copper as the transmission 

media used for the 'last-mile' access network; the so-called last-mile because it represents 

the final portion of the global communications infrastructure connecting the end-user. 

The use of optical fiber first began in the late 1970s as a means of linking 

metropolitan telephone central offices (CO). Since then, fiber optic technology has 

matured and grown significantly. Coupled with the advances in very-large-scale 

integration (VLSI) microelectronics, lightwave technology has brought about the advent 

of the 'information age' by creating a quantum leap in the achievable capacity for the 

transmission and reception of information. The information age can be categorized as the 

era of high-capacity/high-speed information transmission, storage and processing, based 

on the application of photonic and microelectronic technology. Figure 1.1 illustrates the 

significant technological advances over the last 150 years that have lead up to the 

information age [ 1]. Furthermore, the capacity-distance product of lightwave systems has 

steadily doubled over the last 25 years with each succeeding technology generation. Table 

1.1 lists the typical characteristics of several generations of terrestrial and submarine 

lightwave systems. 

Ultra-long-haul submarine fiber optic cable systems have been driving the 

development of innovative optical fiber technology since their introduction in the late 

1980s as an effective means of linking communication networks across different 
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continents [8], [23]. Current state-of-the-art commercial submarine lightwave systems 

employ dense wavelength-division multiplexing (DWDM) to increase the aggregate bit­

rate, and optical amplification (OA) for increasing the repeater spacing resulting in long 

haul optical communication systems that span thousands of kilometers and operate in the 

terabits-per-second (Tbps) range [24], [25]. Figure 1.2 illustrates the architecture of a 

typical point-to-point DWDM link. 

10 
15 ..---------------w---. 

1012 011tical Amplifiers 

10S 

1850 1900 1950 2000 

Year 

Figure 1.1- Increase in bit rate-distance product during the last 150 years [1) 

Generation Bit Rate Operating Type of Loss Repeater Source/ Application 
(Gbps) wavelength Fiber (dB/km) Spacing 

(!llll) (km) Detector 
First (1978­ 0.045 0.85 MMF 3 15 GaAlAs/Si CO trunking 

1982) 
Second (1980­ 0.09 1.3 MMF 30 InGaAsP/Ge Long-haul 

1984) 
Third (1982­ 0.56 1.3 SMF 0.4 >40 lnGaAsP/PINFET WDM­

1987) trunking 
Fourth (1984­ > 1 1.55 SMF(D­ <0.3 >100 InGaAsP/InGaAsP Submarine 

1990) shifted) 

Table 1.1 -Characteristics of different generations of lightwave systems [13] 
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Figure 1.2- A DWDM point-to-point link [13] 

High-speed DWDM systems employ many sophisticated modulation/ 

demodulation and compensation techniques as well as expensive photonic components in 
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order to overcome the transmission impairments that anse when sending digital 

information over very large distances at very high speeds using optical fiber. For 

example, DWDM systems use specialized single-mode fibers (SMF) that eliminate the 

absorption peak found near the 1385 nm wavelength (see figure 2.5) in a typical low-cost 

SMF, thus creating a wider low-attenuation spectral window between 1300 to 1600 nm 

for the DWDM channels to range. This enlarged optical spectrum accommodates more 

optical channels with each channel of the DWDM signal extending into the multi­

gigabits-per-second (Gbps) range (10- 40 Gbps). But as the data rates increase into this 

range, the impairments of the optical channel become more and more severe, limiting the 

maximum transmission distance. Careful management and compensation of each high­

speed optical channel is therefore required [26] - [28]. 

To illustrate the state-of-the-art in ultra-high-capacity commercial lightwave 

systems, consider FLAG (Fiber-Optic Link Around the Globe) Telecom Holdings Ltd., a 

private consortium formed in 1999 to provide intercontinental transmission capacity to 

worldwide telecommunications operators. In 2002, FLAG laid a transoceanic cable called 

Flag Pacific-1, connecting the United States with Japan [8]. It consists of eight fiber pairs 

with a length of 22,000 km, each carrying 64 wavelengths at a capacity of 10 Gbps, 

resulting in an aggregate capacity of 5.12 Tbps. At a total construction cost of 

approximately $2.1 billion, it is currently the longest transoceanic DWDM system 

offering such a high capacity. Table 1.2 summarize some of the other major transoceanic 

DWDM cable systems currently deployed around the world that form the so-called 

telecommunications 'backbone' network. 

System Name Year Capacity (Gbps) Length (km) Route 

TPC-5 1998 5 22,500 USA-Japan 

Southern Cross 1999 40 29,000 Australia-USA -Spain 

TAT-14 2001 640 15,500 USA-UK 

APCN2 2001 2,560 19,000 USA-Japan 

FP-1 2002 5, 120 22,000 USA-Japan 

Table 1.2- Transoceanic Optical Systems [1 ], [8], [12] 
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Broadband Access Networks 

The development of lightwave technology is exemplified by the deployments of 

vanous high-capacity intercontinental optical submarine cable systems · and 

transcontinental terrestrial long-haul systems, which together form the 

telecommunications 'backbone' network [12]. These developments, along with the 

emergence of new applications and services, have resulted in a burgeoning demand for 

Internet traffic worldwide near the end of the 201 
h century, as illustrated in figure 1.3. The 

explosive growth of the Internet and its associated multimedia applications has become 

one of the most dramatic drivers for fiber-based broadband access. However, there is a 

significant bottleneck in the network between the end-user and the high-speed backbone, 

known as the ' last-mile' [9]. This ' last-mile' is the access network, defined as the part of 

the network that connects the end-user to the information-rich network (Internet). End­

users include residential customers as well as businesses with their own internal 

networks. Applications and services range from voice over IP (VoiP), high-definition TV 

(HDTV), peer-to-peer (P2P) networks, video conferencing, to internet gaming, etc [9]. 

Figure 1.3 - Internet usage in the USA and globally [29] 
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The access network necessarily includes access points with a great variety of data 

types and capacity. Figure 1.4 illustrates the different types of access network 

technologies currently in use in the USA today, and their evolution over time. Initially 

twisted-pair copper cable was the most widely deployed transmission medium in access 

networks, having been used for telephony for over 100 years. By the late 1990s, 

telephone modems with transfer speeds ranging from 4.8 - 56 kbps, were available giving 

computers easy access to the internet [8]. Theoretical limits for the maximum amount of 

information that could be sent reliably over the copper channel were beginning to be 

approached with the development of many sophisticated signal processing and 

modulation/demodulation techniques. The improved systems became known as the 
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Figure 1.4- USA residential-access technology adaptation over time [30] 

asynchronous digital subscriber line (ADSL) and its variants (xDSL), which operated 

using quadrature-amplitude modulation (QAM) and discrete multi-tone (DMT) 

modulation [9] , [12] . xDSL was a significant improvement, allowing for transmission 

speeds on the twisted-pair access line ranging from a few hundred kilobits-per-second 

(kbps) up to 20 megabits-per-second (Mbps) depending on the variant used and user 

6 




Dariusz Palubiak McMaster University-Electrical and Computer Engineering 

distance from the telephone central office; however, the crosstalk and attenuation over 

twisted-pair copper lines still limited the maximum transmission distance to 100 m for a 

100 Mbps signal [12]. 

The other most popularly deployed access medium has been coaxial copper cable 

for cable TV broadcast transmission [8]. Coax cable can deliver much larger bandwidths 

than twisted-pair wire since the electrical signal is guided between an inner conductor and 

a grounded outer shield conductor; an arrangement providing much better immunity to 

interference and crosstalk, and a higher signal-to-channel-noise ratio. However, the 

attenuation places practical limits on the transmission distance of coax cable, resulting in 

a necessary repeater spacing of approximately 200 m in practical applications [9]. To 

overcome this limitation, single-mode fibers were used to feed the signal from the central 

office to a fiber remote node, where the signal would be then converted to the electrical 

domain for transmission along coaxial cables to arrive at the end user via a cable modem 

[8], [9], [12]. This combination of fiber and coax cables is called a hybrid fiber-coax 

(HFC) network. With QAM modulation, a maximum downstream data rate on the order 

of 2 Gbps is achievable; however, since this bandwidth is shared between 500-1000 

subscribers allocated to a cell, the guaranteed bandwidth per subscriber is only 2 Mbps, 

which is comparable to that of xDSL over twisted-pair copper [12]. Figure 1.5 suggests 

that fiber-based access networks will allow a much more significant leap in transmission 

capacity in the last mile compared to that of copper-based systems. Importantly, it is the 

capacity of the copper-based access network connections that has not advanced 

commensurately with the 'backbone' core of the network, and with the end user's overall 

capacity. 
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Figure 1.5- Bandwidth comparison of various access network technologies 

Fiber-to-the-Home 

The most widely deployed access networks today in North America are DSL and 

HFC, with a combined total of approximately 130 million users in Canada and the USA 

by 2006 [29]. Their main advantage is that they leverage the existing legacy infrastructure 

to deliver high-speed digital data to the customer at a low-cost. However, they are not 

true broadband solutions. Their major weakness is that as bandwidth demands increase, 

they will not be able to provide enough bi-directional bandwidth and quality-of-service 

for the emerging broadband applications; therefore, they are not future-proof. Another 

main drawback is that both DSL and HFC require electrical-powered equipment in the 
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field, leading to high operational costs associated with powering, maintaining, and 

managing this remotely located active equipment. 

Considerable savings can be accrued by employing a point-to-multipoint (P2MP) 

passive optical network (PON) in the access network [6], [9], [30]. The PON architecture 

is illustrated schematically in figure 1.6. The need to reduce the amount of dedicated 

optical fiber without incurring additional costs for remote electronics and powering led to 

the concept of a PON. A PON minimizes the amount of active electronics between the 

end user and the CO, consisting simply of an Optical Line Terminal (OL T) at the service 

provider's CO and a number of Optical Network Units (ONU) near end users. The optical 

signal is distributed from the CO to the customers over an .optical distribution network 

(ODN). The ODN consists of the optical fiber that runs from the CO to the remote node 

(RN), the passive optical power splitters/combiners, and the optical fiber that runs from 

the RN to the ONUs. The passive optical splitter/combiner at the RN is used to divide the 

optical power to each individual ONU in the downstream direction and to combine the 

optical signals in the upstream direction for the OLT. The split ratio determines the 

maximum number of connections per PON infrastructure (usually 32) and is a primary 

measure of the PON deployment. If the fibers extend all the way to the homes, then the 

system is known as a fiber-to-the-home (FTTH) home system. Alternatively, if the fibers 

terminate at the curb, the system is known as a FTTC system. The final distribution from 

the curb to the homes is accomplished, for example, by twisted-pair copper wires or 

radio. All systems that bring the fiber relatively close to the subscriber are collectively 

known as FTTx systems. However, FTTH has become the catch-all descriptor for all fiber 

to the home, premise, business and 'x' technologies. The goal ofFTTH is to provide cost­

efficient broadband services for residential and business subscribers by deploying a PON 

[6]. 

In a PON, the optical fiber is shared among the subscribers, therefore special 

network protocols are required for effective use of the shared communications medium. 

Upstream and downstream transmissions between OLT and ONU are separated by using 

different wavelengths, thus enabling true broadband bidirectional transmission. 
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Figure 1.6- PON Architecture [31] 

Information transmitted downstream, from the CO to the ONU, is broadcast to the whole 

network and the signal is received by all ONUs. Information contained within the header 

of each data frame identifies the intended subscriber and the ONU simply selects the 

information with the appropriate address tag. This approach is known as time division • 

multiplexing (TDM) [6], [9], [12]. Frames may be intended for single users, groups of 

users, or all users, and encryption is used to prevent eavesdropping on downstream traffic. 

In the upstream direction, special provisions need to be taken to avoid data collisions at 

the combiner. The CO must coordinate which ONU can send a burst of data at which 

point in time. Therefore, a time division multiple access (TDMA) strategy is commonly 

utilized, where the upstream data comprises synchronized time slots with each user 

transmitting frames only in a time slot designated for that user according to a channel 

sharing protocol [9], [12]. The upstream data passes through one or more couplers and is 

delivered to the OLT, but not to other ONUs. Another strategy to avoid data collisions 

assigns a different upstream wavelength to each ONU so that every user can solely posses 

the channel all the time. This is known as a WDM-PON [32], [33] . It is suitable for the 

users who demand network access when required; however from an economical sense, it 

may be less suitable for wide-scale deployment since the WDM-PON equipped 
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transceivers require a transmitter with a very precise wavelength. Since the optical 

components required for such a system are currently very expensive, the most likely 

strategy for WDM-PON uses wide channel spacing to accommodate the lack of frequency 

precision and drift associated with low-cost lasers, which is known as coarse WDM. 

During the early 1990s, a group of worldwide network operators formed an 

initiative for a full services access network (FSAN), whose purpose was to drive a set of 

common technical requirements based on established industry standards and 

specifications for the emerging FTTH technology [6], [8]. FSAN specifications were 

developed to promote wide interoperability and mass deployment of triple-play services 

(voice, video and data) over fiber in particular. Furthermore, numerous field trials of 

FTTH were conducted during this time to gain practical experience and to identify the 

obstacles that needed to be overcome to make FTTH a cost-effective access technology. 

For example, British Telecom deployed a telephony over PON system in the early 1990s 

[8]. This work was extended to incorporate asynchronous transfer mode (ATM) protocols 

by the FSAN and the International Telecommunications Union (ITU), eventually 

becoming known as the BPON standard [15]. These early trials demonstrated that FTTH 

had high potential and that further improvements and cost reductions would allow an 

economically viable FTTH solution [9]. 

Today, there are several 'flavors' ofFTTH technology [6], [9]. Currently, BPON, 

EPON and GPON are in widespread use in FTTH access networks worldwide. BPON 

being the oldest PON standard, has become the largest FTTH deployment in North 

America today, with Verizon's FiOS being the first major North American carrier to 

provide broadband triple-play services (voice, video and data) over fiber. However, most 

of the new market deployment focus is now on EPON and GPON. One important 

distinction between the standards is operational speed. BPON is relatively low speed with 

155 Mbps upstream/622 Mbps downstream operation, while EPON supports 1.0 Gbps 

symmetrical operation and GPON 2.5/1.25 Gbps asymmetrical operation. New standards 

support even higher speeds [9]. Other key distinctions are the operating wavelengths and 
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protocol support for transport of data packets between access network equipment. Table 

1.3 summarizes the salient features of the various PON networks [6], [9]. 

BPON EPON GPON 
Standard ITU-T G.983 IEEE 802.3ah ITU-T G.984 
Bandwidth DS: 622 Mbps 

US: 155 Mbps 

DS: 1 Gbps 

US: 1 Gbps 

DS: 2.5 Gbps 

US: 1.25 Gb_QS 
Downstream Wavelength 1490 & 1550 nm 1550 nm 1490 & 1550 nm 
Upstream Wavelength 1310 nm 1310nm 1310 nm 
Transmission Protocol ATM Ethernet Ethernet, ATM, WDM 
Reach 20km 25km 20km 
Split ratio 32 32 64 

Table 1.3- Comparison ofPON Technologies [6], [9] 

Optical Transceiver Systems 

An optical signal can be defined in general by an electric field E ( r, t) at point 

r = ( x, y, z) and time t, and includes attributes such as the state of polarization (linear, 

circular or elliptical), the spatial dependence (mode structure and propagation), and the 

time dependence (including oscillation at carrier frequency and modulation) [1]. By 

considering a linearly polarized optical signal at one point in space, 

E(t) =e·E0 (t)· cos(m0t + rfJ(t)) 	 (1.1) 

where ; is a polarization vector, E0 (t) is the field amplitude, m0 is the carrier frequency, 

and rjJ ( t) is the phase, it can be seen that are three possibilities for modulation, and any of 

them may be analog or digital. The three modulation schemes are [4], [7]: 

• 	 Intensity modulation (IM); encodes information in the intensity or instantaneous 

power of the field (i.e. P(t) oc IE(t~ 2 
) 
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• Phase modulation (PM); encodes information in the instantaneous phase ¢(t) 

(i.e. phase shift keying (PSK)). 

• Frequency modulation (FM); encodes information in the instantaneous frequency 

w0 + d¢ (i.e. frequency shift keying (FSK)). 
dt 

The choice of the modulation scheme affects the amount of complexity at the 

demodulator. For example, the use of FSK and PSK formats generally requires 

heterodyne or homodyne demodulation techniques [1]. The least expensive and most 

commonly employed scheme is referred to as 'intensity modulation with direct detection' 

(IM/DD). Intensity modulation for digital signals uses the on-off keying (OOK) scheme, 

where the laser is turned on to transmit a ONE bit, and turned off to transmit a ZERO bit. 

The modulation is linear so that the information signal can be expressed as [3] 

N 

s(t)= Lanwn(t) (1.2) 
n=O 

where wn(t)=p(t-nTB), p(t) is the basic pulse waveform, anE{0,1} are the 

transmission symbols (ONE and ZERO bits), ( N +1) is the total number of bits sent, TB 

is the bit period and B = 1I TB is the bit-rate. Since only positive excursions are contained 

in the pulse train, the data signal is unipolar, having a non-zero average value. The pulse 

train is a random binary sequence when the logical ONEs and ZEROs occur with equal 

probabilities. The shape of p(t) can take a variety of forms; however, it is desirable that 

p(t) is orthogonal under TB -shifts if the detector samples the received signal at the 

instants t =nTB, n=0, 1, 2, ... [ 4] An orthogonal pulse is uncorrelated with itself shifted by 

any integer multiple of TB (i.e. (p(t) ·p(t- nTB)) = 0 for n= ±1, ±2, ... ). Orthogonal 

pulses are desired for two reasons. Firstly, an orthogonal pulse satisfies the Nyquist 
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criterion in that it passes through zero at t =nT8 , n =1, 2,.. but not at t =0, thus 

eliminating the inter-symbol interference (lSI) at the sampling instants t = nT8 [3], [7]. 

Formally, lSI is defined the influence ofpast or future pulses in the pulse train of eq. (1.2) 

on the value of the pulse at the sampling instant t =nT8 • Secondly, a correlation of the 

whole pulse train with p (t- nT8 ) gives the symbol an (i.e. \S (t) ·p (t- nT8 )) =an), 

which may be realized by simple linear filtering at the receiver [3], [7]. If the received 

pulse train is applied to a linear filter with transfer function p* (f) (i.e. the complex 

conjugate of the Fourier transform of the basic pulse shape p(t) ), then for orthogonal 

pulses and Gaussian noise, no other detector has a lower error probability than the linear 

filter receiver [3], [7]. 

The main complication of the matched filter receiver when applied to optical 

communication systems stems from the fact that the pulses at the input of the receiver (on 

which matched filtering depends) are no longer orthogonal because of imperfections in 

the electro-optical components that convert the data signal between electrical and optical 

domains (in particular, due to the directly modulated laser), and also because of the 

dispersive optical channel itself. Thus the received pulse shape can vary with the length 

ofthe fiber link, the quality of the fiber, the chirp the relaxation oscillations of the laser, 

and so forth. For these reasons the matched-filter receiver performance is no longer 

optimal and the shape of the receiver filter transfer function plays a big role in 

determining the amount ofnoise and lSI present in the received waveform. 

Two types of pulse formats are commonly used to represent binary data in optical 

communication systems; these are the non-return-to-zero (NRZ) format and the return-to­

zero (RZ) format. NRZ uses simple square pulses for p (t), each bit having duration of 

T8 • The term NRZ refers to the fact that the pulse train does not return to zero during part 

of the symbol interval. A pulse shape p(t) which does return to zero during part of the 

symbol interval is known as a return-to-zero (RZ) format. It is trivial to see that NRZ and 
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RZ pulses are orthogonal. The pulse train spectra of a random binary sequence for NRZ 

and RZ modulation is shown in figure 1.7 in normalized form. 

10 ,----.----,,----.---,----.---,----.---..-----,-----. 
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Figure 1.7- RZ and NRZ pulse train spectra. Pulses have unit energy [3] 

The main lobe carries the content of the modulation, and as long as it survives the channel 

intact, the receiver can detect the transmission without added difficulty. Since for a given 

bit rate, RZ data contains more transitions than NRZ data, the latter is preferable where 

circuit bandwidth is costly. However, in contrast to NRZ data, RZ waveforms exhibit a 

spectral component at a frequency equal to the bit rate, thereby simplifying the task of 

clock recovery. 

A traditional IM/DD optical transceiver is illustrated in figure 1.8. 
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Figure 1.8- Traditional Optical Channel Transceiver [16], [20] 

At the transmitter side, the driver circuit directly modulates the current of the laser diode 

to generate the intensity-modulated optical signal which is launched into the optical fiber. 

Additional circuitry can be included to monitor and control the response ofthe laser diode 

due to changes of its characteristics from aging and due to temperature effects. For 

example, a monitor photodiode with good temperature and age stability can be used at the 

transmitter to generate a current that is proportional to the transmitted optical power 

which feeds into an automatic power control (APC) circuit that stabilizes the output 

power of the laser. After passing through a length of fiber, the signal at the receiver is 

recovered with direct detection, where the photodiode yields a photocurrent directly 

2 
proportional to the intensity, (i.e.Ir(t)ociE(t)l ). Figure 1.9 depicts the relationship 

betweentheelectricfield E{t),intensity P(t)ociE(tt andphotocurrent Ir(t)ocP(t). 
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The photocurrent is fed into the analog front-end (AFE) portion of the receiver, 

which is modeled by a linear channel comprising a transimpedance amplifier (TIA) and a 

main amplifier (MA). The AFE is often the critical portion in determining the overall 

system performance, such as the maximum length of the fiber linlc 

E(t) 

~ 

r~ ·r .. 

LJ 
...

lVJY. 

P(t) lp(t) 

Figure 1.9- Relationship between field, intensity and photocurrent 

The function of the AFE is to convert the photocurrent into a voltage level sufficient 

enough to drive the following stage, with as little noise and lSI added to the signal as 

possible. Since the data stream obtained from the AFE is both asynchronous and noisy, 

for subsequent processing, a clock signal must be extracted from the data so as to allow 

synchronous operation, such as de-multiplexing (DMUX). The task of clock extraction 

and data recovery is performed by the clock and data recovery (CDR) block. The CDR 

block identifies bits as a ONE or ZERO according to the amplitude of the voltage signal 

from the AFE with a comparator that has a fixed or variable threshold. A D flip-flop 

(DFF) driven by the extracted clock retimes the data. As such, the comparator and DFF 

are sometimes called the 'decision circuit'. Since the signal at the input of the decision 

circuit is a superposition of the received data signal voltage and the undesired noise 

voltage due at the output of the AFE, occasionally, the instantaneous noise voltage may 

become so large that may cause the decision circuit to wrongly misinterpret a ZERO for a 

ONE, or vice versa. The bit-error-rate (BER) is thus defined as the probability that a 

ZERO is misinterpreted as a ONE by the decision circuit, or vice versa, and is a critical 

parameter defining the system performance. Therefore, AFE and CDR circuits must 
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satisfY stringent specifications, thus presenting a difficult challenge for an integrated 

receiver design. This type of receiver, where the AFE is integrated with the CDR, is 

known as a 3R receiver because it performs signal re-amplification, signal re-shaping and 

signal re-timing [2]. 

A common tool useful for visualizing random digital data and for assessing the 

performance digital communication systems is the 'eye diagram'. A random digital 

waveform can be turned into an eye diagram by folding the time axis modulo a whole 

number of bit intervals and superimposing all of the generated segments. Therefore, all 

the possible transitions between bits and are shown on a convenient scale. For example, 

the construction of an eye diagram is shown in figure .1.1 0 for the case an NRZ signal 

with mild lSI (the center bit is only affected by a single preceding and following bit) [19]. 

The impact of the lSI can be judged from the closure of the eye. Eye closure affects the 

BER performance at the decision circuit. This can be seen with the aid of figure 1.11 [19]. 

The decision process at the decision circuit is controlled by a decision threshold voltage 

VorH as well as the sampling instant ts . The two slicing lines intersect at the decision 

point. In the case that the noise distributions are equal for both ZEROs and ONEs, the 

optimum decision threshold is centered halfway between the ZERO and ONE levels. The 

figure suggests that lSI and noise not only occur in the signal voltage domain, but also in 

the time domain. lSI in the time domain is known as data-dependent jitter (DDJ) and 

noise in the time domain is known as random jitter (RJ). lSI and noise can be 

characterized from the eye diagram with a histogram of the voltage values at the sampling 

instant, and the jitter with a histogram of the zero-crossings relative to the decision 

threshold voltage. 
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Figure 1.10- Construction of an eye diagram by superimposing the waveforms corresponding to all 
possible three-bit sequences [19] 
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Figure 1.11 - Eye diagram at the input of the decision circuit with lSI, noise, deterministic and 
random jitter [19] 
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There are many types of impairments found in an IM/DD optical communication 

system that will cause lSI, noise and jitter, which all contribute to degrading the eye 

diagram and resulting in an increased BER at the decision circuit. The effects of the 

various transmission impairments on the BER can be quantified by the concept of a 

power penalty. Precisely, the power penalty (PP) for a particular impairment is defined as 

the increase in average transmitted power necessary to achieve the same BER as in the 

absence of the impairment. Table 1.4 lists other impairments found in various parts of an 

optical communication system that lead to power penalties [1]. These impairments and 

their impact on the system design will discussed in chapters 2 & 3. 

ONU and OL T optical transceivers require different circuit design strategies, due 

to the different modes of transmission between the upstream and downstream directions 

in a PON. The upstream (US) direction (from ONT to OLT) operates using 'burst-mode' 

transmission and the downstream (DS) direction (from OLT to ONT) operates using 

'continuous-mode' transmission. In the downstream direction, cell collisions are not of 

concern because the OL T is the only device transmitting. Therefore the OLT transmits a 

continuous, uninterrupted stream of bits. If the random binary signal contains the same 

amount of ZEROs and ONEs on average (i.e. a constant DC level), then design of the 

AFE and CDR blocks can be considerably simplified [20]. 

System Component Impairment 

Transmitter Extinction Ratio (ER) 

Frequency Chirp 

Fiber Group velocity dispersion (GVD) 

IAttenuation 

TIA Offset 

Frequency Response 

CDR Decision-threshold offset 

/ Sampling-time jitter 

Table 1.4- Examples of impairments leading to power penalties [1] 
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In the burst-mode, the transmitter sends short bursts of data with long pauses in-between 

bursts in order to avoid data collisions between ONTs. Therefore, the laser bias and 

modulation currents must be enabled and disabled quickly in order to save power [34]. 

All bursts start out with a preamble followed by the payload. Since the bursts arrive with 

strongly varying power levels and with asynchronous clocks, the burst-mode receiver 

must use the preamble to automatically adjust the decision threshold level and to quickly 

synchronize the clock at the receiver, so that each burst obtains the same BER 

performance [35]. Preamplifier and driving circuits with specialized dynamic properties 

are therefore required to match the changes of the signal amplitude and clock phase, 

resulting in a more complicated circuit design. 

The optical transceiver is the key functional element of a fiber optic 

communication system, since it bridges the functional gaps between the microelectronic 

and photonic technologies for signal processing and transmission, respectively. The 

photonic components (semiconductor laser diodes and photodiodes) are built exclusively 

with 111-V semiconductor compounds [1], [10], [21], [22]. They incorporate complex 

layer structures, geometries, and are grown using expensive and sophisticated epitaxial 

equipment. The substrate materials for these structures are either gallium-arsenide 

(GaAs), indium-phosphide (lnP), or indium-gallium-arsenide (lnGaAs), due to their 

inherently superior optical properties in the 1.3 - 1.6 ~ wavelength range, where both 

dispersion and loss of optical fibers are minimized, and also for their superior electrical 

and physical properties. The microelectronic circuits on the other hand are realized in a 

wide variety of technologies [2], [19]. For medium- and low-speed applications, standard 

silicon technologies, which offer metal-oxide-semiconductor field effect transistors 

(MOSFETs), bipolar junction transistors (BJTs), or both, are preferred because of their 

cost advantage. For high-speed applications, silicon-germanium (SiGe), GaAs, or InP 

technologies, which offer fast hetero-structure transistors in the form of hetero-structure 

field effect transistors (HFETs) and hetero-structure bipolar transistors (HBTs), have been 

the standard for high-speed applications. However, aggressive scaling has improved the 

intrinsic speed of silicon MOSFETs by more than three orders ofmagnitude in the past 30 
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years [36]. Figure 1.12 illustrates the scaling trend and its effect on the unity-gain 

(transition) frequency fr. 

1oop-------------------------------~ 

W = 6xl0 pm 

10 

1 ~------~--~--~~~._~~------~ 
0.1 1 2 

Channel Length (J.tm) 

Figure 1.12 -CMOS scaling trend [36] 

Mixed-signal complementary metal-oxide-semiconductor (CMOS) technology is 

increasingly being used in applications that were once the sole domain of more 

specialized and expensive technologies [37], [38]. CMOS is the preferred technology for 

its unique advantages. First, it is offered by many foundries and the chips can be 

fabricated cost effectively on very large wafers. Secondly, the use of a standard CMOS 

process allows substantially lower power dissipation due to reduced supply voltage (1.8 V 

for 0.18 J.tm technology) and negligible static power-dissipation in circuits implemented 

by digital logic. Additional benefits of CMOS are the higher integration density and the 

possibility to have large signal-processing blocks on the same chip. These capabilities 

result in significant space, power and cost savings for the system. 
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Commercial FTTH optical transceivers are required to be low-cost, highly 

integrated, and reliable. Today, optical transceiver modules are built with discrete 

optoelectronic chips such as Fabry-Perot (FP) or Distributed Feedback (DFB) laser diodes 

(LDs) and PIN or avalanche photodiodes (APD) packaged respectively in the transmit 

and receive transistor outline (TO) cans, which are subsequently assembled into 

bidirectional optical subassemblies (BOSA) [39]. If the BOSA module supports two or 

three wavelengths, then it is known as a diplexer or triplexer module, respectively. The 

BOSA is then mounted onto printed circuit boards (PCB) together with the 

microelectronic chips to form the optical transceiver module. Figure 1.13 illustrates the 

assembly process. From the circuit design point of view, the cost for the optical 

transceiver could be lowered by using low-cost technologies, such as an advanced mixed­

signal CMOS process, and by integrating as many transceiver blocks on one chip as 

possible, thereby reducing the number of module components. 

TO-Cans ~ BOSA Module 

Lanr in TO-can 

; ,.., 
·~mlktet~>t~ 

Figure 1.13- Building blocks and manufacturing steps for a typical triplexer optical transceiver [39] 

Looking back at the evolution of lightwave systems, one main objective of sy.stem 

development has become more and more important: to minimize cost per Gbps per 

kilometer [8]. In the case of FTTH, there will be a considerable demand for high­

performance and low-cost OL T and ONT hardware all around the world. The ONT in 

particular will require a low unit cost to enable high volume deployment as the cost of the 

ONT represents the bulk of the cost of typical PON system. These transceivers will be 

required to have reduced module size, simplified packaging/assembly, high reliability, 
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reduced power consumption and standards compatibility if they are deployed on a 

massive scale. These circuits can be realized using today's state-of-the-art mixed-signal 

CMOS technology. 

Thesis Outline 

Chapter 2 begins with a discussion on optical communication systems by 

examining the optical channel, optical modulator and optical demodulator in detail. The 

effects of various transmission impairments on the performance of the overall system will 

be emphasized, and suggestions will be presented on how to mitigate such impairments. 

In Chapter 3, the fundamentals of CMOS circuit design are reviewed, and the 

design of CMOS TIA circuits is examined, where the emphasis is placed on topologies 

which can achieve high-performance in spite of numerous design tradeoffs and 

limitations. A comprehensive review of high-speed CMOS TIA and CDR circuits which 

have been reported in the literature is also presented. 

Chapter 4 describes the design, implementation and measured results of a CMOS 

regulated cascade (RGC) TIA front-end chip that achieves performance comparable to the 

TIA circuits that have been reported in the literature. 

Chapter 5 describes the implementation and measured results of a low-cost optical 

transmitter prototype board, and it's performance was assessed for a 1 0 km fiber span 

using standard single mode fiber 

Chapter 6 summarizes the main results and conclusions of the thesis, and some 

ideas for future work are presented. 
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Chapter 2 

OPTICAL COMMUNICATION SYSTEMS 

Optical Fiber Channel 

The development of low-loss glass optical fibers demonstrates how design 

improvements in certain propagation characteristics has motivated and dictated 

technology developments of associated opto-electronic components such as sources and 

detectors, therefore leading to the emergence of newer generations of optical 

communication systems [8]. When cladded glass fibers were first demonstrated in 1966 

as a suitable optical transmission medium, the losses exhibited by even the lowest loss 

glass materials available at the time were on the order of 1,000 dB/km. In order to 

compete economically with the copper transmission media, considerable research was 

aimed at reducing the losses of optical fiber down to a level less than 20 dB/km at the 

operating laser wavelength. This was a target improvement representing 98 orders of 

magnitude. Eventually, Coming Glass Works succeeded in breaking this barrier target by 

producing a fiber made of ultrapure silica glass exhibiting a loss of 17 dB/km at a 

wavelength of 0.6328 flm [13]. Further progress has resulted in telecommunication grade 

fibers that attain losses as low as the theoretical limit of0.154 dB/km (at/..,~ 1.55 f..tm) [1]. 

This availability of low-loss fibers, as well as the improvement in the reliability of 

semiconductor lasers that operate around the low-loss wavelengths in terms of their mean 

life under continuous operation at room temperature led to a revolution in the field of 

lightwave technology and began the era of fiber-optic communications. 
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2.1.1 Light Propagation in Optical Fibers 

The fundamental principle behind the propagation of light through optical fiber is 

based on the idea of total internal reflection of light rays that pass through the material 

[ 1 ], [21]. Figure 2.1 illustrates this property with the geometry of an optical fiber. Optical 

fiber is a cylindrically symmetric structure consisting of a 'core' silica ( Si02 ) , typically 

doped with germanium oxide (GeO), which is surrounded by a ' cladding' glass whose 

refractive index is slightly lower than that of the core [21]. 

Full Acceptance 
Cone 

Core 

Figure 2.1- Geometric optics picture of light propagation through optical fiber [40] 

The refractive index profile of the fiber can take a variety of forms but the simplest is the 

step-index profile, where there is an abrupt index change at the core cladding interface, 

represented algebraically as 

n(p)={n1, (2.1)
n2, 

where n1 , are the refractive indices of the core and cladding material, respectively, ac n2 

is the radius of the fiber core, and p is the radial distance from the center of the fiber 

core. If a light ray injected through the air-core interface of the fiber is incident at the 
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core-cladding interface at an angle greater than the critical angle for that interface then it 

will suffer total internal reflection there. With the critical angle defined as 

(2.2) 


one can obtain the maximum angle that the incident ray should make with the fiber axis to 

remain confined inside the core by applying Snell's Law. With the critical angle defined, 

the resulting expression for the light-gathering capacity of an optical fiber, known as the 

numerical aperture (NA), can be found, 

(2.3) 


where Ll = ( n1 - n2 ) I n1 is the relative fractional change at the core-cladding interface, and 

is the refractive index of free space. The approximation ~ ~ is made since Ll isn0 n2 

typically never more than 1-2% for technological and systems consideration reasons [13]. 

In particular, if the time difference between two rays taking the shortest and longest path 

through a fiber of length L can be expressed as 

(2.4) 


where c is the speed of light. L1T8 is a first-order measure of the broadening that an 

impulse launched at the fiber input experiences after traveling through a fiber of length L. 

It is clear intuitively that L1T8 should be less than the allocated bit slot according to the 

condition 

(2.5) 
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From this condition one can obtain an order-or-magnitude upper bound for the capacity­

distance product of a multimode step-index fiber, 

(2.6) 


As the bit rate B is increased to the multi-gigabyte per second range l!.T8 needs to 

decrease at the same rate. The only way to eliminate the multi-path (modal) dispersion in 

high-speed light-wave systems is by operating with an optical fiber that supports only a 

single propagating mode (i.e. SMF). 

The description of the propagation of light through an optical fiber according to 

the total internal refection principle of light rays is applicable insofar as the core diameter 

ac is large compared to the wavelength Aof the propagating light wave and the relative 

core-cladding index !!. is not too small. Both of these assumptions are violated by optical 

fibers designed for optical communication applications [21]. A composite parameter 

called the normalized frequency which links the core diameter ac, the wavelength A., and 

the relative core-cladding index difference 11, can be defined as 

(2.7) 


A fiber with a large V supports a large number of multi-path modes, as V 2 I 2 

approximately, and the number of modes decreases rapidly as V is reduced [1]. For 

V ~ 1 0 the geometrical optics model cannot explain propagation effects in fibers and an 

electromagnetic analysis based on wave optics is required. The electromagnetic analysis 

involves the solution of Maxwell's equations for a monochromatic wave with free-space 

wave number k =m I c , subject to the proper boundary conditions [1 ], [13]. One forms 

the vector wave equation satisfied by the electric and magnetic field vectors of the light 

wave [13] 
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(2.8) 

where c =c0n 2 is the dielectric permittivity of the fiber since low losses are assumed, and 

f-lo is the free-space magnetic permittivity which is the same as that of the fiber. The 

electric (or magnetic) field can be expressed in terms of its Fourier transform, 

1 ­

E(r,t) =-
00 

JE(r,t)exp(- jOJt)dOJ
2Jr -oo 

(2.9) 

E ( r, OJ) = 
00

JE ( r, t) exp (jOJt) dt 
-00 

which describes the full spatial (and time or frequency) dependence of the optical signal. 

For a step-index fiber having small difference between the refractive indices of the core 

and cladding, the Vc term of eq. (2.8) is small and can be ignored. Therefore the 

Cartesian component of the electric field will satisfy the scalar wave equation [13] 

2 ( )--1 8 
2 
E(r,t) _VEr,t -0 (2.1 0) 

c 2 at2 

withE (r, t) representing the Cartesian components of the electric field in the core and 

cladding regions. The general solution to the scalar wave equation in cylindrical 

coordinates is given by [1] 

E(r,t) =F(p,rp)B(z,t) =F(p,rp)exp(j(OJof- flz)) (2.11) 
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where r =(p, rp, z) is the direction vector in cylindrical coordinates, f3 is the propagation 

constant, with the direction of propagation along z. A small ~ results in the boundary 

conditions that E (r) and dE I dr are continuous across the core-cladding interface at 

p = ac [13]. The boundary conditions lead to two types of solutions to the scalar wave 

equation- one whose field decreases exponentially with p for p > ac and is oscillatory 

inside the core (p < ac), while the second one leads to oscillatory solutions at all values 

ofp. The first type of solution yields discrete values of f3 and are known as guided modes 

of the fiber. The latter solution represents what are regarded as radiation modes 

characterized by a continuum off3's. Formally, a mode is a solution ofthe wave equation 

subject to appropriate boundary conditions and is uniquely characterized by the 

propagation constant of the mode ,8 (m) [1]. The field distribution E (r, t) of a guided 

mode does not change as the mode propagates along the z direction, except for an overall 

multiplicative factor of the form exp ( j ,8(m) z) .As expected, signal transmission in fiber­

optic communication systems takes place through the guided modes only. Guided modes 

can be classified according to their mode index, 

- ,8 ,8 
n=-=c- (2.12)

k liJ 

whose value lies in the range~ > n > n2 • Radiation modes correspond to values of 

n 
-

< n2 • Each mode propagates with a definite group velocity 

(2.13) 


Solving the wave equation for a given set of fiber parameters {k,ac,n~>nJ allows 

one to obtain the propagation constant f3 corresponding to each guided mode [1], [13]. 
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The solution for the transverse electric component Ex is written in terms of the well 

known Bessel functions in cylindrical coordinates as [1] 

(2.14) 

where A, B are constants obtained by applying the boundary conditions, 

2 2 u =a~(n~k~- /]2 
), w = ~(fJ2 - n;k~), u + w =V 2

, m is an integer, Jm is the Bessel 

function, Km is the modified Bessel function [13]. Ex has beeri chosen as the dominant 

transverse component of the electric field because fibers with ~ << 1 have a transverse 

field component E(r,t) lying almost completely along x (or y). These are what are 

known as 'weakly guiding fibers', because the only non-zero field components for the 

modal solution in this case are Ex, Ez, Hz and HY, of which the longitudinal 

components Ez and Hz can be shown to be much smaller than the transverse components 

Ex and HY as long as ~ is small [13]. The same fiber supports another mode linearly 

polarized along the y axis with the same propagation constant fl. Each mode is therefore 

two-fold degenerate. The linearly polarized modes are designated as LP1m; the 

representing the number of azimuthal antinodes over a semicircle while m represents the 

number of radial antinodes in a mode's field pattern [21]. Figure 2.2 illustrates the various 

mode intensity patterns. There is a single fundamental mode designated Lf1JI which 

propagates by itself only if the fiber is designed so that its V-value lies in the range 0 < V 

< 2.4048. The field distribution for the x component of the fundamental mode is given by 

[1] 

p~a_ {[Jo(up)IJ0 (pa)Jexp(jfJz);
Ex(p,z)-E0 (2.15)

[K0 (up)! K0 (pa)Jexp(jfJz); p>a 
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In practice the field is approximated by a Gaussian distribution of the form [ 1] 

(2.16) 


where rJ is the field radius and is referred to as spot size. Figure 2.3 illustrates the quality 

of the fit between the actual field distribution and the Gaussian distribution for a low 

value of V 

Com-en.tional Conve.ntional 
LP :!>tfode 
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Modes in LP 
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Figure 2.2- Mode Classifications and intensity profiles. [21] 

32 



Dariusz Palubiak McMaster University-Electrical and Computer Engineering 

..J 
CL Q.B 
~ 
<{ 

V = 2.4 

••• ACTUAL 
. oco :ClAUSSIAN 

2 4 
p la 

Figure 2.3- Quality of fit between Gaussian and actual fundamental mode profile [1) 

2.1.2 Attenuation 

As an optical signal propagates over a long stretch of fiber, it becomes attenuated 

because of scattering, absorption by material impurities, and other effects. Fiber losses 

represent a limiting factor because they reduce the signal power reaching the receiver. As 

optical receivers need a certain minimum amount of power for recovering the signal 

accurately, the transmission distance is inherently limited by fiber losses. 

The average power in a propagating mode can be expressed as [1] 

dP(z)
--=----'- =-a'P (z) (2.17) 

dz 
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where a' is the attenuation coefficient, in units of nepers per meter, and P ( z) is the field 

intensity along the direction of propagation. If P (0) represents the power launched at the 

input of a fiber of length L, then the power at the end of the fiber will be given by 

(2.18) 

In practice the attenuation coefficient is expressed in dB/km and is defined as 

10 ( P(O)J (2.19)a= -L log10 P(L) 

with a= 4.34·a'. Fiber losses depend on the wavelength oftransmitted light. Figure 2.54 

shows the loss spectrum a (A) of a single-mode fiber with 2ac = 9.4 ) ..tm and 

~=1.9x10-3 [1]. 
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Figure 2.4- Loss spectrum of a standard SMF [1] 
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The spectrum has two low-loss windows, one around the wavelength A =1.3 J.lm and one 

around A= 1.55 J.lm. It also exhibits a strong peak near A= 1.39 J.lm and several other 

smaller peaks. Fiber losses are considerably higher for shorter wavelengths and exceed 5 

dB!km in the visible region. 

The principal source of loss in silica fiber in the 1.3 - 1.6 J.lffi range can be 

attributed to absorption. Absorptive losses are subdivided as intrinsic losses and extrinsic 

losses. Intrinsic losses are caused by absorption at certain wavelengths corresponding to 

the electronic and vibrational resonances associated with silica (Si02 ) molecules. For 

silica, electronic resonances occur in the ultraviolet region (A < 0.4 J.lm), whereas 

vibrational resonances occur in the infrared region, peaking near A =10 J.lffi with a tail that 

extends to the A =1.55 J.lffi range. Extrinsic absorption results from the presence of 

impurities. Transition-metal impurities such as Fe, Cu, Co, Ni, Mn and Cr absorb strongly 

in the wavelength range 0.6 - 1.6 J.lm. Modem manufacturing techniques can reduce 

impurity concentration to below 1 part per billion resulting in a loss level below 1 dB!km 

[21]. It is the presence of water vapors that is the main source of extrinsic absorption in 

standard silica fibers. Residual OH ions cause peaks near the 1.39, 1.24, and 0.95 J.Lm 

wavelengths. Even an OH ion concentration of 1 part per million can cause a loss of 

about 50 dB/km at 1.39 J.lm. Figure 2.5 illustrates the properties of modem 'dry' fiber, 

which has low loss for wavelengths in the range A= 1.3 -1.65 J.lffi [3]. However, even as 

the loss approaches the theoretical limits, the dispersion of SMF remains as a fundamental 

impairment. 
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Figure 2.5- Loss and dispersion of dry fiber compared with conventional fiber [21] 

2.1.3 Dispersion 

The broadening of short optical pulses attributed to modal dispersion was 

expressed in eq. (2.4) using the geometrical-optics description where different light rays 

traverse different paths having different lengths through the fiber. Single-mode fibers 

eliminate modal dispersion because the total energy of the injected pulse is transported by 

a single mode. However, dispersive pulse broadening does not disappear altogether 

because the refractive index of silica fiber is frequency dependent. As a result, the 

different spectral components of an optical pulse travel at slightly different group 

velocities and do not arrive simultaneously at the fiber output, which can cause signal lSI. 

This phenomenon is referred to as group-velocity dispersion (GVD) or chromatic 

dispersion. Recalling that in a SMF, the transverse dependence of the electric field does 

not change as the optical signal propagates, the pulse envelope, which can be expressed in 

terms of its Fourier transform as 

36 




Dariusz Palubiak McMaster University-Electrical and Computer Engineering 

1 "' ­B(z,t) =- JB(z,m)exp(-jmt)dm
2Jr 

-a) 

(2.20)
"' 

B(z,m) = JB(z,t )exp(jmt)dt 

can be used to describe how the field propagates through the fiber [1]. The pulse envelope 

is related to the field intensity by 

P(z,t)=jB(z,t)j
2 

(2.21) 

If the pulse envelope occupies a narrow band near the carrier frequency m0 , then the 

frequency dependence of the fundamental LPrn mode can be neglected and the electric 

field distribution can be written as [1] 

(2.22) 

B(O,t) B(z,t) 

Figure 2.6 -Representation of the pulse envelope and its Fourier transform 
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The propagation of the field pulse envelope can be modeled as a linear system, where 

HF(w,z)=exp([-a(w)!2]z)exp(jp(w)z) is the transfer function of the fiber. The 

propagation constant P(w) can be expressed as a Taylor series expansion near the carrier 

frequency w =W0 

(2.23) 

When an optical pulse propagates through the fiber a distance L, the carrier component 

undergoes a phase shift p (w0 ) • L . Thus, the phase delay TP is defined as 

(2.24) 


yielding the phase velocity vP given by 

T ·v =L p p 

(2.25) 


The envelope of the pulse is delayed by the group delay 

(2.26) 
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yielding the group velocity vg defined as 

(2.27) 


GVD occurs when the group delay r g of the pulse envelope depends on the frequency 

component co of the pulse. r g (OJ) can be expanded in a Taylor series near OJ = OJ0 as 

(2.28) 

Therefore GVD occurs when at least one of /32 or /33 is nonzero. The extent of pulse 

broadening due to GVD, corresponding to /32 =t= 0, can be expressed in terms of /).T8 for a 

pulse envelope having frequency spread /).co by 

(2.29) 


For the case /32 = 0, the pulse broadening is approximately 

(2.30) 
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The group delay can be written in terms ofwavelength for a pulse envelope occupying a 

narrow bandwidth near A =Ao as 

L d ( 1 J 1 d
2 

( 1 J 2= ( ) +L- -(-) ·(A-Ao)+-L-2 -() ·(A-Ao) +... 
vg Ao dA vg A 2 dA vg A 

A=Au A=Au 

= +LD·(.<-A,)+!Ls-(.<-A,)
2 
+....t)

vg Ag 2 

(2.31) 

Therefore, if a pulse envelope has a wavelength spread ~As , a signal propagating over a 

distance Lis subject to a group delay spread given approximately by 

(2.32) 


where the dispersion parameter D is given by 

D _ d ( 1 J_dw d ( 1 J_ 27rc /1 (2.33)
- dA vg(A) - dA. dw vg(w) --y· 2 

The dispersion parameter, expressed in ps/(km-nm), measures the change in group-delay 

per change in wavelength for a given length of fiber. For example, a standard SMF 

operated at 1.55 !lm has D = 17 ps/(km-nm), which means that a very narrow pulse 

launched into the fiber will spread out to 17 ps after 1-km given a 1.55 !lm source with a 

linewidth of 1 nm [20]. Thus, the dispersion parameter D approximates to a first-order 

how rapidly a narrow pulse spreads out after passing through a length of fiber. Systems 
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that operate at 1.55 ).Uil are said to be dispersion-limited. An order-of-magnitude estimate 

for the capacity-distance product for these systems is 

(2.34) 


where ~As is the spectral width of the light source. For example, the maximum bit rate 

for a 1-km fiber operating with a 1.55 ~m light source with a 1-nm linewidth is 

approximately 58 Gbps. Significant improvements can be gained by modulating a laser 

with a smaller line-width "dAs . If the laser was perfectly monochromatic, and followed by 

a perfect intensity modulator, the effects of chromatic dispersion would be much less 

severe. In particular, the optical spectrum of an ideally modulated monochromatic laser 

would look like that of an amplitude-modulated (AM) transmitter, with a carrier and two 

sidebands corresponding to the spectrum of the baseband signal. With NRZ modulation, 

and taking the 3-dB bandwidth of the signal as approximately equal to the bit-rate B, 

results in a spectrallinewidth of 

(2.35) 


A 10 Gbps signal at A= 1.55 ~m from a perfectly monochromatic light source would 

therefore have a linewidth of only 0.08 nm. This means that a perfectly monochromatic 

laser would allow a factor of 12.5 increase in the maximum distance that the signal could 

travel over a standard SMF having D = 17 ps/(nm-km) compared to that a conventional 

laser with linewidth ~As =1nm . 

The origins ofGVD can be understood by considering the group index 
-
ng ofthe 

fundamental mode 
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c 
(2.36) 

Using the expressions for the modal index and group velocity it follows that [1] 
-

dn 
ng =n+OJ­ (2.37)

dm 

Using equation (2.36) in equation (2.33), the dispersion parameter D can therefore be 

seen to be composed of two components 

D=- 2TCc _!j__(_lJ=- 2TC(2 d~ +OJ d
2mJ 

A-2 dm vg A- 2 dm dm 2 (2.38) 

=DM +Dw. 

The material dispersion DM represents the contribution of the silica glass to the fiber 

dispersion caused by the variation of the refractive index with frequency. The waveguide 

dispersion Dw represents the contribution of the waveguide design to the fiber dispersion. 

This term is less important than DM in standard SMF but becomes comparable to DM in 

dispersion-shifted fibers and non-zero dispersion-shifted fibers [21]. A plot of total 

dispersion, (figure 2.7) versus the transmitted wavelength reveals that there is a point of 

zero dispersion at the point near 1.31 11m, and systems operating at this wavelength, 

known as the zero-dispersion wavelength AzD are loss-limited rather than dispersion-

limited. The dispersive effects, however, do not disappear completely at A =AzD . Optical 

pulses still experience broadening because of higher-order dispersive effects. This is 

because D cannot be made zero at all wavelengths contained within the pulse spectrum 

centered at AzD . Higher-order dispersive effects are governed by the dispersion slope also 

known as the differential-dispersion parameterS, expressed as 
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2 
dD(J.) d ( 1 J 

S= dJ. = dJ. 2 vg(J.) 
(2.39) 

2 

= 4.7rc. f1 + ( 2.7ic ) • fJ
).3 2 ,t2 3 

2measured in units of psi (nm • km). 
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Figure 2.7 - Total Dispersion and relative contributions of material dispersion and waveguide 
dispersion [21] 

Therefore, when D =0 at A =AzD , a pulse envelope having a wavelength spread dA8 

propagating over a distance L is subject to a group delay spread of approximately 

-\­ - -­ ----­---
Dw 

Az.o 

1.5 1.6 1.7 

(2.40) 


The limiting capacity-distance product can be obtained in this case by using equation 

(2.34) and replacing the dispersion parameter with D =SdAs, yielding 
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(2.41) 


First-order effects of chromatic dispersion on Gaussian optical pulses are illustrated in 

figure 2.8. Gaussian pulses having an optical power P(O) launched into the fiber can be 

expressed as 

(2.42) 


with a full-width at half-maximum (FWHM) equal to TFwHM =2J];;i·I'o ~I.665T0 , 

where To represents the half-width at 1/e intensity point. A 10 Gbps NRZ system with 

P(0) =1 m W = 0 dBm and a bit period of T8 = 4 ·TFwHM results in optical pulses with 

TFwHM =0.25 ps . The output of a pulse stream representing a [ 1 0 1 0 1] data pattern 

launched through 10 km lossless fiber with dispersion parameter D =17 ps/ ( nm · km) is 

shown in figure 2.8 for 10, 20, and 40 Gbps signals, with the black traces representing the 

input pulses, the red traces showing the response at the fiber output for each individual 

pulse, and the blue traces showing the superposition ofall output pulses at the fiber output 

which forms the received signal. The associated eye diagrams reveal severe distortions of 

the eye diagram as the bit rate is increased. The only way to minimize the lSI would be to 

reduce the bit rate to such a point where neighboring pulses do not interfere with each 

other as significantly, or to increase the transmitted optical power so that the vertical eye 

opening is restored to the level that occurred with no lSI present. The power penalty 

associated with ISI induced eye closure can be obtained by comparing the vertical eye 

opening VEin the eye diagram without lSI to the reduced eye opening V£ 1 due to lSI [20], 

yielding 

PP =2· VE (2.43)
D VI 

E 
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Optical Transmitter 

2.2.1 Semiconductor Lasers 

The development of optical fibers based on fused silica having zero material 

dispersion (i.e. a vanishing derivative of group delay with respect to A) at A =1.3 11m and 

minimum loss at A= 1.55 11m drove the need for semiconductor laser diodes that can 

operate in this wavelength range. Laser diodes for telecommunications are made from the 

quaternary material system InGaAsP/InP because this semiconductor material can emit at 

wavelengths between 1.15 llffi and 1.67 !liD. InGaAsP/InP lasers also exhibit many other 

desirable properties such as low threshold current, high differential quantum efficiency, 

high linearity and thermal stability, high power in a single transverse mode and high 

modulation bandwidth [15], [22]. 

A semiconductor laser consists of an optical gain medium located in a cavity 

formed by two reflecting facets. The gain medium consists of a thin active layer of 

indium-gallium-arsenide-phosphide (InGaAsP) sandwiched between p-type and n-type 

cladding layers of a different semiconductor (InP) with a higher bandgap, resulting in a 

double heterostructure. The bandgap of the sandwiched InxGa1_xAsYP1_Ycompound can be 

controlled by the mixing ratios x andy to provide optical gain anywhere in the 1.0 to 1.6 

11m range [22]. Thus, 1.3 llffi as well as 1.5 11m lasers are based on an InGaAsP active 

layer, which can be lattice matched to the surrounding InP cladding layers and the 

substrate. The use of a heterostructure geometry for semiconductor optical sources is 

beneficial because the bandgap difference between the two semiconductors helps to 

confine charge carriers in the active layer, so that if the optical gain of the cavity is 

greater than unity, an incoming photon can stimulate the recombination of an electron­

hole pair to produce a second identical photon, resulting in light amplification by 

stimulated emission (lasing) [21]. This phenomenon can be illustrated with the light 

output power versus current characteristic of a laser diode (fig. 2.9). The threshold current 
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Ith is the current that needs to be applied to the laser to obtain a threshold carrier density 

which achieves population inversion so that stimulation emission can dominate. Below 

the threshold current, the emitted light power is due only to spontaneous emission, which 

has a low efficiency since the emitted photons in this case are random in phase (i.e., non­

coherent). 

The laser optical output of directly modulated (i.e. intensity modulated) lasers 

depends on the threshold current, the modulating current amplitude and the current-to­

light conversion efficiency (i.e. slope efficiency) of the laser diode. The slope efficiency 

is the ratio of the optical output power to the input current, when driven above threshold. 

These characteristics are strongly related to the laser structure, fabrication process, and 

operating temperature. Achieving maximum confinement between carriers and photons is 

essential to achieve a laser diode with a low threshold current and a good slope efficiency. 

Therefore, buried heterostructures, where the active layer is buried on all sides 

Spontaneous 
.....--- Emission 

Injection Current lth 

Figure 2.9- Relationship between output optical power and injected current for a typical 
semiconductor laser [15) 

by several layers of lower refractive index material, are utilized in high-performance 

semiconductor lasers [15], [42]. In addition, the active region is usually structured as a 
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multiple quantum well (MQW) in practical lasers, resulting in even better performance 

[22]. Importantly, the active layer acts as a planar waveguide because of the refractive 

index difference between it and the p-type and n-type cladding layers. Similar to the case 

of optical fibers, the active layer can support a single transverse mode if the active layer is 

made thin enough. However, a semiconductor laser cavity generally emits light in several 

longitudinal modes, since the gain spectrum is wide enough to allow the many 

longitudinal modes of the cavity to simultaneously meet the conditions for gain and phase 

required for stimulated emission. As a result, the spectrum of the emitted laser light has 

multiple peaks (e.g. figure 2.1 Oa), corresponding to a large source spectral width ~As , 

which is prohibitive in dispersion-limited systems. Single longitudinal mode (SLM) 

operation can only be achieved if the lasing threshold for the oscillating mode is 

significantly smaller than the threshold for the other cavity modes. Therefore, SLM lasers 

are designed such that the cavity losses are different for different longitudinal modes of 

the cavity. The longitudinal mode with the smallest cavity loss reaches threshold first and 

becomes the dominant mode. Other neighboring modes are discriminated by their higher 

losses, which prevent their buildup from spontaneous e1flission [21] . 

A commonly used SLM laser is a distributed feedback (DFB) laser. It emits a 

single-longitudinal mode due to grating formed close to the active layer in the axial 

direction which provides a periodic variation in mode index in the laser heterostructure 

waveguide (e.g. figure 2.1 Ob), resulting in the desired mode selectivity [22]. The grating 

period is determined by the desired emission frequency according to the Bragg condition. 

Power (W) 
End Mirror 

Active Region 

Bragg 

a) b) 

Figure 2.10- a) Longitudinal spectrum of a FP laser (dashed lines) and a SLM laser (solid line) 
b) Physical structure of a DFB laser [40] 
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The performance of a SLM laser is characterized by the mode-suppression ratio (MSR), 

defined as 

MSR= pmm (2.44)
P,m 

where P,"nis the main-mode power and P,m is the power of the most dominant side mode 

[15]. The MSR should exceed 30 dB for a good SLM laser resulting in very narrow 

spectrallinewidth suitable for high-speed and long-haul applications. 

SLM lasers can convey information for optical· transmission using either 'external' 

or 'direct' modulation. In the first scheme, the laser is maintained in a constant light­

emitting state (i.e. , continuous wave (CW) state), and an external shutter, typically a 

Mach-Zehnder type electro-optic modulator, modulates the output intensity according to 

an externally applied voltage. This results in high-quality optical pulses since there is no 

interaction between the information being applied to the modulator and any internal 

dynamics of the laser. 

:; 
c. 
:; 
0 

J 
hh 

le1As 

I ................_. 

Injection Curre nt 

Figure 2.11 -Illustration of direct modulation using light-current relationship of laser diodes 
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External modulation requires costly external apparatus therefore direct modulation is the 

preferred scheme because of its simplicity, compactness and cost-effectiveness. Direct 

modulation involves changing the input current (IBIAS +IMoD) of the laser in order to 

produce time-dependent output in optical intensity (e.g. figure 2.11 ). 

When the laser diode is driven close to and above threshold, the relationship 

between the output optical power and the driving current is approximately linear, 

(2.55) 


where SL is the slope efficiency of the laser. Ideally, any change in the injected current 

would yield an instantaneous change of the emitted optical power. While this is the case 

for low speed modulation (up to 10 MHz), the internal dynamics of the laser can cause 

transient oscillations when a step current input is applied [ 15]. These oscillations, 

resulting from the interplay between the optical field and the carrier density, not only 

cause distortions of the optical pulse shape, but also broaden the signal's optical spectrum 

under high-speed modulation. Therefore, the internal dynamics of semiconductor lasers, 

and their implications in high-speed direct modulation will be discussed in the following 

section. 

2.2.2 Dynamic Characteristics of Modulated Lasers 

The intrinsic dynamics of the semiconductor laser are central to their overall 

modulation response. The dynamic relationship between the laser current and the light 

output is fully described by the laser rate equations. The rate equations are two coupled, 

nonlinear, ordinary differential equations that relate the carrier density and photon density 

in the active region. For a single-mode laser, the laser rate equations can be expressed as 
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(2.56) 


where S and N are the photon and carrier densities inside the active region, respectively 

[1]. The photon and carrier densities are assumed constant across the active layer (zero 

diffusion), which is a reasonable approximation for high-speed lasers that employ buried 

heterostuctures with strong carrier confinement. G(S, N) =rvgO'g (N- NT XI- K. s) is 

the net rate of stimulated emission where K is a parameter accounting for the non-linear 

optical gain, ag is the differential gain, NT is the transparency value of the carrier 

density and r is the optical confinement factor given by the ratio of the active region 

volume to the modal volume. fJL is the fraction of spontaneous emission coupled into the 

lasing mode, !A is the current injected into the active region, VA is the active region 

volume and r8 and r N are the photon and carrier lifetimes, respectively. 

The rate equations describe the exchange of energy between electrons and photons 

m the active region, and can be interpreted intuitively as follows; G(N,S)·S and 

r f3L N I r N photons are generated per unit time in the lasing mode due to stimulated and 

spontaneous emission, respectively, while S I r8 photons are lost per unit time due to 

absorption. Similarly for the carriers; I AI qVA carriers are injected into the cavity per unit 

time where G(N,S)·S are lost due to stimulated emission and N /rN are lost due to 

spontaneous emission and non-radiative recombination. The output power is related to the 

photon density as 

(2.57) 


where 17L is the internal quantum efficiency ofthe laser and his Planck's constant [1]. 
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The rate equations, when suitably normalized, can be solved numerically to obtain 

the large-signal response of a laser to any arbitrary current input waveform. The response 

of a buried hetereostructure laser at zero bias in the particular case of a current step input 

(above threshold) is illustrated in figure 2.12. When the laser at zero bias is driven by a 

current step input, the onset of optical power emission is delayed by a delay timets. For 

K = 0, and So.ff <<Son, the turn-on time is given by [15] 

fon = J2 [1n( ~n JJI/Z (2.58) 
{J)on ~.If 

where {J)on oc JS::' and ~n ' ~.If 'son ' soff are the input/output optical powers and photon 

densities for ONE/ZERO bits, respectively. 
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Figure 2.12- Step-response ofa directly modulated laser (5) 
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For fast switching operation, it is common to bias the laser slightly above the threshold to 

avoid turn-on and turn-off delay. The overshoot an also be reduced considerably if the 

laser is biased well above threshold. Near threshold, the carrier density is already 

sufficiently built up and the net optical gain is close to unity, yet the photon density is still 

low because spontaneous emission dominates. With a small step current applied, the laser 

turns on much more quickly than if it were biased below threshold. High-speed directly 

modulated semiconductor lasers are therefore biased above threshold in practice. An 

important system parameter is the on-off ratio P,n I P,ff , also known as the extinction ratio 

when expressed in a log scale, 

ER = 1Olog10 ( 	 P,n J (2.59) 
P,ff 

When the extinction ratio is not optimum (i.e., when P,ff is non-zero), the transmitted 

power must be increased in order to maintain the same BER, resulting in a power penalty 

of [1] 

ER+1)PPER =10log10 (	 (2.60)
ER-1 

To maintain a power penalty of less than 2dB, the extinction ratio of the laser should 

remain above 7 dB. 

In addition to tum-on delay, the current step response of a directly modulated laser 

exhibits a distinct overshoot and relaxation oscillations. The dynamic exchange between 

elevated carrier and photon densities leads to the relaxation oscillations and can be 

described as follows. Before a step-current pulse is applied, the carrier density in the gain 

medium is zero. After the current tum-on, the carrier density builds up until the threshold 

point is reached where the net optical gain becomes unity and the laser begin to produce 

coherent light. As soon as the lasing sets in, stimulated emission causes many carriers to 
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recombine, thus producing more photons and optical power. However, the high rate of 

recombination leads to a reduction in the carrier density and thus a lower optical gain. 

Once the photon density begins to drop, the carriers begin to build up again after a certain 

time and the cycle continues. Under high-speed direct NRZ modulation, relaxation 

oscillations can distort the transmitted waveform through lSI, resulting in an increased 

BER and a power-penalty at the receiver. Many techniques have been proposed to 

suppress the effects of relaxation oscillations under direct modulation, including 

modification of the physical laser device structure, the use of external optical feedback, as 

well as the shaping of the current pulses that are used to encode logical bits into the 

optical output power of the laser. By using appropriately shaped input currents, the state­

space trajectory of the laser can be controlled, resulting in a better BER performance for 

high bit rates because the errors caused by lSI due to the internal (non-linear) dynamics of 

the laser can be eliminated [41]. Figure 2.13 compares the response due to shaped current 

pulses and NRZ square-like currents, along with the corresponding trajectories in state­

space for a random sequence of a million bits transmitted over an additive white Gaussian 

noise (AWGN) channel [41]. Also shown (figure 2.14) is the SNR vs. BER performance 

at high- and low-bit-rates for shaped and non-shaped current pulses using a sampling 

receiver and assuming a perfectly recovered clock. The results show that for high bit 

rates, even for very small noise levels (high SNR) direct modulation using NRZ shaped 

pulses essentially fails because of errors caused by lSI due to the laser dynamics. For 

lower bit rates, the bit errors attributed to the laser dynamics become more and more 

negligible, as indicated by the inset of figure 2.14, showing that for lower bit rates the 

performance enhancement due to the use of shaped input currents is minor. The 

improvement for high-bit rates comes at the cost of more complex electronics at the 

transmitter, which would become necessary to shape the input current appropriately. 
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Figure 2.13- Comparison between shaped current modulation (a)- (c) and square-like currents 
(d)- (f) and the corresponding state-space trajectories [41] 
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Figure 2.14- SNR versus BER for laser driven both by shaped currents (circles and lines) and 
square-like currents (squares). The main panel shows high bit rate and the inset lower bit rate 

communication. [41] 
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2.2.3 Spectral Characteristics of Modulated Lasers 

Amplitude modulation is always accompanied by frequency modulation in 

practical semiconductor lasers. Frequency modulation is caused by the modulation­

induced variations in the carrier density. Because the refractive index is a function of the 

carrier population, small variations in carrier density, apart from producing relaxation 

oscillations in the optical output, will give rise to a variation in the refractive index. These 

variations, in tum, change the optical path length of the laser cavity and produce a 

dynamic wavelength shift, particularly at the rising and falling edges of an applied current 

pulse [42]. The wavelength shifts briefly toward shorter wavelengths (blue) and then back 

to the equilibrium value during laser tum-on, and toward longer wavelengths (red) and 

back during tum-off. Therefore, under high-speed direct modulation, SLM lasers exhibit 

time-dependent frequency excursions, called chirping, that cause an apparent spectral 

line-width broadening. Since the effective mode index near the threshold can be written 

as [15] 

- - an - an ­

n(N, co0 ) =n(NT, co0 ) + - (co - co0 ) + - (co - co0 ) (2.61) 
aco aN 

it can be shown that 

-

(co-co0 )=-~0 ~(N -Nr) (2.62) 
ng aN 

where it is evident that modulating the carrier density around the threshold will also cause 

variations of the optical frequency around its threshold value. The frequency modulation 

of the optical field can be expressed as [15] 
-

d¢ =co-co =- ~o an (N -N ) 
dt 0 ng aN T 

(2.63) 
1 aG

=-Av -(N-N)
2 g aN T 
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where A is the linewidth enhancement factor defined as, 

A=-2k
0 
(8~18N) (2.64)

8GI8N 

The linewidth enhancement factor can be used to relate the optical frequency variation 

(chirp), 11.[, to the change in output optical power as [43] 

A d
4f(t)~-·-1nP(t) (2.65)

4Jr dt 

As a result, large relaxation oscillations will cause the optical frequency to oscillate 

during fast turn-on and turn-off transients. Therefore, the use of appropriately shaped 

input current pulses, as well as lasers with strong damping of relaxation oscillations 

would result in a transmitter with reasonably good chirp characteristics. 

The effects of transient chirp on the overall system performance can be illustrated 

with the simulation of a 10 km, 10 Gbps point-to-point optical link over standard SMF 

using direct modulation. The OptSim software package was used to obtain the following 

results. A pseudo-random bit sequence (PRBS) of length 211 -1 was generated and fed 

into an electrical modulator to create an NRZ signal with raised-cosine pulses having a 

0.1694 roll-off factor. The eye diagram of the electrical modulator output is shown in 

figure 2.16a. This signal was used to drive a 1330 nm DFB laser, with the specifications 

given in table 2.1. The optical signal from the directly modulated laser was transmitted at 

the 1330 nm wavelength though 10 km of standard SMF with a loss of a =0.367 dB/km, 

a dispersion parameter of D =3.3 psi (nm · km) , and a dispersion slope of 

2S =0.0868 psi (nm • km). The optical signal power before and after transmission 

through the fiber is shown in figure 2.15. The distinguishing features of high-speed 

directly modulated lasers are the large overshoots due to relaxation oscillation and the 

broadening of the optical spectrum due to frequency chirping. The large overshoots are 
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caused by modulating the laser at a rate close to its relaxation oscillation peak frequency. 

Figure 2.16 shows the extent of the frequency variation ofthe laser output spectrum. The 

large overshoot exasperates the frequency chirp, with the largest frequency excursions 

occurring on the rising edge of each optical pulse. Because the spectrum of the laser 

output signal varies with time, the spectral width of the laser becomes broader on average, 

leading to an increased dispersion penalty. The peak overshoot of directly modulated 

lasers can be reduced by lowering the extinction ratio. The optical receiver used in the 

simulation comprises a PIN photodiode with responsivity of 0.94 A/W, and a fourth-order 

Bessel low-pass filter with 7.5 GHz bandwidth with an overall sensitivity of -27 dBm. 

The eye diagram of the signal from the optical receiver is shown in figure 2.17b. It can be 

seen that even for the 1330 nm low-dispersion wavelength, the laser chirping affects the 

eye closure. 

Parameter Value 

Bit Rate 10 Gbps 

Wavelength 1330 nm 

Threshold Current 15mA 

Slope Efficiency 0.175 mW/mA 

Spectral Linewidth 10MHz 

Linewidth Enhancement Factor 6.45 

Extinction Ratio 8.4 dB 

Relaxation Oscillation Peak Freq. 10GHz 

Relaxation Oscillation Peak overshoot 0.1 dB 

Dispersion Parameter 3.3 ps/nm-km 

Dispersion Slope 0.0868 ps/nm2-km 

Fiber Length 10km 

Receiver Frequency Repsonse 4th-order Bessel LPF ( f3ds =7 GHz) 

Responsivity 0.95 A/W 

Receiver Sensitivity -27 dBm 

Table 2.1 -Direct modulation simulation parameters for an Agere D1861C laser 
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The power penalty associated with the transient chirp can be obtained by assuming that 

each shifted portion of the emission spectrum last for a time tc, equal to one half of the 

relaxation oscillation period. For a single transmitted optical pulse of duration 1 I B, the 

fraction of total energy carried by the shifted light is therefore approximately 2 ·tc ·B . 

When a pulse is transmitted through a SMF of length L with dispersion D, the blue­

shifted power will move to earlier times and the red-shifted power will move to later 

times with respect to the center of the pulse. The amount of power which moves outside 

the symbol interval will increase linearly with distance along the fiber until all the chirped 

power has left the bit interval. The resulting power penalty can be approximated by 

assuming that the signal remaining is the difference between the powers in and out of the 

initial symbol interval, yielding [ 42] 

1 
PPc =lOlog( ) (2.66)
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Figure 2.17- Simulated eye-diagrams for a 10 Gbps chirped laser transmitting over 10 km of SMF 
a) Transmitter input b) Optical receiver output 

2.3 Optical Receiver 

2.3.1 Photodetector 

The role of an optical receiver is to convert the optical signal back into electrical 

form and recover the original data that was transmitted through the lightwave system. The 

photonic component of the receiver is a photodiode which converts light into electricity 

through the fundamental process of optical absorption. The optical power absorbed by a 

semiconductor diode with depletion width WD can be written as [1] 

(2.67) 


P;n is the incident optical power, ~r is the optical power that is transmitted through, Prec 

is the received optical power, and a a is the absorption coefficient of the semiconductor 
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material. The wavelength dependence of a a means that not all semiconductor materials 

can be used as a photodiode in the region of low fiber loss and dispersion 

(A =1.3 -1.5 ~-tm) . However, the lattice matched at x = 0.53 InxGa1_xAs- InP system is 

highly absorbent in this region, with a fundamental energy gap of0.75 eV, corresponding 

to the wavelength 1.67 ~-tm. Therefore the InxGa,_xAs-InP material system is commonly 

used as the photodiode material in high-speed lightwave systems [22]. The fundamental 

model and structure of a semiconductor photodiode is the reverse-biased p-n junction. 

When a reverse biased p-n junction is vertically illuminated with a pulse of light, 

electron-hole pairs generated inside the depletion region (due to absorption) are quickly 

accelerated towards toward the contacts on both sides, yielding a corresponding pulse in 

the current flow. The generated current is proportional to the intensity of the applied light. 

Thus the relationship between the generated photocurrent Ir, and the received optical 

power Prec, is linear, with the constant of proportionality given by the responsivity 

R =11r ·A.q I he in units of AIW, where 11 is the quantum efficiency representing the 

fraction of electron generation to photon incidence in the semiconductor diode. Each 

absorbed photon is assumed to create an electron-hole pair; the internal quantum 

efficiency is thus 

(2.68) 


There are two types of photodiodes most commonly used in high-performance optical 

receivers. These are the PIN and APD photodiodes. 

The PIN photodiode consists of an intrinsic region sandwiched between p- and n­

type layers. Under reverse bias, the depletion depth can be made sufficiently thick to 

absorb most of the incident photons. Thus, most photons are absorbed in a region of high 

electric field, so the photo-generated carriers immediately drift at high speed to the 

respective contacts. Increasing the absorption region width results in a better responsitivy 

but at the cost of reduced speed, since the speed is limited by the transit time of carriers 
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generated in the absorption regiOn, rtr =WD I vc, where vc is the carrier velocity. 

Parasitics associated with the photodiode structure result in a RC time constant which 

also limits the maximum attainable bandwidth of the device. Therefore, high-speed p-i-n 

PDs typically use double-hetereostructure design, similar to the case of semiconductor 

lasers, where an intrinsic InGaAs material is used for the absorption region is sandwiched 

between the surrounding lattice-matched transparent InP n-type and p-type layers [22]. To 

obtain high-speed PDs with large quantum efficiencies, without sacrificing the 

bandwidth, several techniques have been developed [44]. In one approach, a FP cavity is 

formed around the PIN structure, resulting in a laser-like structure where the internal 

optical field is resonantly enhanced through constructive interference, yielding a high 

quantum efficiency even for a very thin absorption layer thickness [44]. Another 

approach to realize efficient high-speed photodiodes makes use of an optical waveguide 

into which the optical signal is edge coupled. Since absorption takes place along the 

length of the optical waveguide, the quantum efficiency can be very large even for an 

ultra-thin absorption layer. A mushroom-mesa structure can be utilized for the waveguide 

PD to minimize the parasitic capacitance and the internal series resistance, resulting in 

quantum efficiencies near 100% and bandwidths in excess of 100 GHz [26]. 

The APD is a modified PIN photodiode, with an added multiplication region, so 

that when operated at very high reverse bias, photo-generated carriers induce generation 

of secondary electron-hole pairs by the process of impact ionization. This process leads to 

internal electrical gain, and a much larger responsivity; however, since the generation 

process of the secondary carriers is random, APDs are generally noisier. 

The photocurrent of a PIN or APD is composed of a large number of short pulses 

that are distributed randomly in time due to shot noise. Shot noise is inherent to the 

fundamental process of carrier generation in the depletion-region of a pn junction and can 

be approximated by Gaussian statistics with a mean-square noise current equal to 

(2.69) 
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where BWn is the noise bandwidth of the linear channel [20]. The shot noise in a 

photodiode is therefore signal-dependent. For a PIN photodiode, and assuming a De­

balanced NRZ signal with average power P and high extinction ratio, the noise currents 

for zeros and ones can be found to be equal to [20] 

·2 ~o 
l n ,PD,O 

(2.70) 
i2n,PD,I = 4qRP. BWn 

Assuming R = 0.8 A/W, a received average optical power of 0.5 m W would therefore 

generate an average current of 0.8 rnA and a shot-noise current of approximately 1.6 11A 

rms in a 10 GHz noise bandwidth, resulting in a signal-to-noise ratio of 54 dB. In 

practice, the noise generated by the receiver linear channel is the limiting factor in 

determining the minimum receiver signal-to-noise ratio for a specified BER, and it will be 

considered in the following section. 

2.3.2 Analog Front End 

The AFE of the receiver comprises a trans-impedance amplifier (TIA) and a main 

amplifier (MA). The TIAJMA cascade is modeled as a linear channel (LC), having an 

overall frequency response 

(2.71) 


where Va (f) is the Fourier transform of the LC output, and IP (f) is the Fourier 

transform of the LC input from the photo-diode [20]. The frequency response of the linear 

channel is in units of impedance since the linear channel of trans-impedance type. The 

basic model is illustrated in figure 2.18. 
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Figure 2.18- Basic receiver model [20] 

The noise characteristics of the detector and the linear channel noise are modeled by the 

input noise current sources in,PD and in,Lc, respectively. In practice, the noise of the 

receiver is determined almost completely by the noise of the linear channel in,Lc which is 

determined almost completely by the input-referred noise of the TIA, in,TIA [2], [10]. The 

noise spectrum of this source 1;,Lc (f) is chosen such that after passing through the 

channel H(f)in the absence of noise, it produces the output noise spectrum of the actual 

noisy channel 

V,~Lc (f)= jH(ft ·1;~c (f)· (2.72) 

The rms noise voltage at the output of the linear channel can be obtained by integrating 

eq. (2.72) across the bandwidth of the decision circuit (assuming that the LC and detector 

noises are uncorrelated, and that the LC noise is the dominant noise), according to 

(2.73) 


65 




Chapter 2: Optical Communication Systems 

The voltage at the output of the linear channel is a superposition of the received signal 

and the undesired noise voltage, v 0 =v 8 + v~~lc. Occasionally the instantaneous noise 

voltage vn,Lc (t) may become so large that it corrupts the received signal v 8 (t), causing a 

bit-error by the decision circuit. If additive white Gaussian noise (A WGN) is assumed, 

then the BER can be expressed as [2] 

BER=-- ""Jexp --x dx=-erfc1 (2.74)1 ( 
2 J ( -Q )

&Q 2 2 F2 

where 

Q= 2 
Vs 

rms (2.75) 
·vn,LC 

The Q parameter thus measures the ratio between signal and noise at the input of the 

decision circuit. A BER less than 1 o-'2 is normally specified, requiring a Q value of 

approximately 7. The electrical receiver sensitivity isens, is defined in terms of the Q 

parameter as the minimum peak-to-peak current required at the input of the receiver 

necessary to achieve the specified BER. It is expressed as 

· 2Q ·rms 
lsens = ·ln,LC (2.76) 

where 

rms 
·rms Vn LC 
1n,LC =-'- (2.77)

Ho 
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and H 0 is the mid-band gain of the linear channel. The optical receiver sensitivity P sens , 

is defined as the minimum optical power, averaged over time, necessary to achieve the 

specified BER. For a DC balanced signal with high extinction ratio, the optical receiver 

sensitivity for a PIN photo-diode is approximately 

·nns 
- Q ·ln,LC
P sens,PIN ~ (2.78)

R 

The theoretical limit for the maximum receiver sensitivity that can be obtained is known 

as the quantum limit [20]. It can be obtained from the observation that at least one photon 

must be detected for each transmitted ONE bit to have error-free reception, and that the 

probability of error for ZERO bits is zero for a large extinction ratio. The quantum limit 

for the sensitivity can be expressed as [20] 

- -ln(2·BER) he 
Psensquant = ·-·B (2.79)

' 2 1 

The quantum limit for the sensitivity of a 10 Gbps PIN receiver at a BER of 1o-12 is -4 7.6 

dBm. 

Equation (2.73) demonstrates that the noise at the output of the linear channel 

depends on jH(It. Thus the sensitivity of the receiver depends on the shape of linear 

channel frequency response. Ideally, the NRZ data would propagate through the fiber and 

detector undistorted, and would appear at the linear channel as a series of rectangular 

current pulses, each having a duration of TB =1I B . The received pulses are orthogonal in 

that each pulse is uncorrelated with itself shifted by any integer multiple of Ts =1IB . In 

this case, the optimum receiver consists of a matched filter with an impulse response 

function h(t)given by h(t)=x(Ts -t)=x(t) where x(t) is the rectangular NRZ pulse 

starting at t =0 and ending at t =Ts , followed by an ideal sampler and comparator [3]. 
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The frequency response of the matched filter receiver is therefore equivalent to a linear 

filter with the low-pass characteristic given by 

sin(nf I B) 
H(f)= ·exp(-jnf!B) (2.80)

nf!B 

The magnitude and phase response is shown in figure 2.19 for Ts =1 s. The matched 

filter convolves the received NRZ signal with h(t) to obtain triangular pulses at the 

output with considerably enhanced rise and fall times. Although the rise and fall times are 

different, the output of the linear channel is still free from lSI when sampled at the instant 

ofmaximum eye opening by an ideal decision circuit with no timing jitter. In the presence 

of AWGN, the matched filter receiver maximizes the sampled SNR at the maximum eye 

opening thus giving the lowest attainable BER for a given received optical power [3], [7]. 

Impulse Response 

time (s) 
Magnitude Response 

~o:f~=l 

0 1 2 3 4 5 6 7 

frequency (f) 

frequency (f) 

Figure 2.19 -Time domain and frequency domain characteristics of matched filter 
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This type of receiver has two important characteristics. The first is the absence of lSI at 

the time of maximum eye opening. The second is a small noise bandwidth. The noise 

bandwidth compares the total amount of integrated noise for linear channels with 

frequency responses that exhibit the same low-frequency noise but have different high­

frequency transfer functions. For a noise bandwidth defined as [16] 

2

BWn =; [!H{J)! dj (2.81)2 
0 

the nmse bandwidth of the rectangular filter is only BW, =B/2. For AWGN, 

1;,Lc (f)= Xo , where Xo is the spectral density of the white-noise in units of A I JHz. 
Thus the input-referred rms noise current of the linear channel due to AWGN can be 

written as [20] 

(2.82) 


Table 2.2 lists some the noise bandwidth of different linear channel frequency responses. 

H(J) BWn 

1-st order low pass 1.57. hdB 

2-nd order low pass, cir. Damped (Q=0.5) 1.22· hdB 

2-nd order low pass, Bessel ( Q= 0.577) 1.15. hdB 

2-nd order low pass, Butterworth ( Q= 0.707) 1.11· hdB 

Brick wall low pass 1.00. hdB 

Matched filter 0.5·B 

NRZ to raised-cosine filter 0.564·B 

Table 2.2- Noise bandwidths of different frequency responses [20] 
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Table 2.2 reveals that the matched filter has the best sensitivity in the presence of AWON 

since it has the smallest noise-bandwidth. A matched filter receiver can be implemented 

using an integrate and dump circuit. Eye diagrams for such a receiver are shown in figure 

2.20 before and after filtering by the linear channel for NRZ pulses with an SNR of 25 dB 

transmitted over a distortion-less A WON channel. If the NRZ pulses shapes at the 

receiver input are distorted due to, say, fiber dispersion or laser relaxation oscillations, 

then the matched filter response is no longer optimum and would introduce significant lSI 

in the output signal. In general, a wider bandwidth for the linear channel would minimize 

the amount of added lSI. However, a wider bandwidth would pick up more noise. On the 

other hand, a receiver with a narrow bandwidth minimizes the amount of noise, but at the _ 

cost of introducing more lSI. It can be shown that a receiver bandwidth of h dB = 0.6 · B 

produces the smallest eye closure in terms of both added noise and lSI [ 16]. 

a) b) 

Figure 2.20- Eye diagrams of a matched filter receiver a) before filtering b) after filtering 

2.3.3 Clock and Data Recovery 

In fiber optic communications, a stream of binary data flows over a single fiber 

with no accompanying clock, but the receiver must process the data synchronously. 
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Therefore, the timing information (i.e. the clock) is recovered from the data by the CDR 

circuit at the receiver. Furthermore, the data must be re-timed such that the jitter 

accumulated during transmission is removed. Depicted in figure 2.21, jitter manifests 

itself as variation of the period of a waveform, a type of corruption that cannot be 

removed by amplification alone. 

-
.... 

-
- t 

' 
...,:.... .... .... .... .... 

T T+t.h 

Figure 2.21 -Timing jitter (19] 

The extracted clock must therefore satisfy three important conditions [ 19]: 

1) It must have a frequency equal to the data rate. 

2) It must bear a certain phase relationship with respect to the data, allowing 

optimum sampling of the received bits by the clock. 

3) It must exhibit a small jitter as it is the principal contributor to the retimed data 

jitter. 

Most CDR circuits employ phase locking. The genenc arrangement for a CDR 

employing a PLL is shown below. 

I Decision 
.. I Circuit 

.. Phase Low-Pass .. Voltage-Controlled .... Detector Filter .. Oscillator - CLK 

Figure 2.22 - Generic CDR circuit [19] 
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A PLL is essentially a feedback system that operates on the excess phase of nominally 

periodic signals. A simple PLL consists of a phase detector (PD), low-pass filter (LPF), 

and voltage-controlled oscillator (VCO). An ideal PD produces an output signal whose 

DC value is linearly proportional to the difference between the phases of two periodic 

inputs. Phase detectors generally appear in two different forms. Non-linear PDs ('bang­

bang' PD) coarsely quantize the phase error, producing only a positive or negative value 

at their output. An example of a non-linear PD is a D flip-flop. Linear PDs, on the other 

hand, generate a linearly proportional output. Examples of linear PDs are XOR gates and 

Gilbert cells [19]. Compared to nonlinear PDs, a linear phase detector has a well-defined 

gain characteristic between the phase detector output and the clock/data phase offset at 

the input. However, because a linear PD operates with fine pulses, it is less suitable for 

high-speed operation. The LPF is inserted after the PD to filter out the time-varying 

components of the PD output signal, thus generating a proper DC control voltage for the 

VCO. The PD serves as an error amplifier in the feedback loop, thereby minimizing the 

phase difference between the clock generated by the VCO and the input data stream. The 

loop is considered 'locked' if the phase difference is constant in time, which results in the 

input and output frequencies being equal. If the loop gain (the product of proportionality 

constants of the PD and VCO) is large enough, then the difference between the phase of 

the incoming data and the phase of the VCO output falls to a small value in the steady 

state, providing the phase alignment. 

One of the key parameters of the PLL is the loop bandwidth (i.e. the bandwidth of 

the LFP). This bandwidth directly affects the jitter performance of the PLL. Intrinsically, 

the PLL exhibits a low-pass jitter transfer characteristic between its input and output, 

while exhibiting a high-pass characteristic between the noise on the VCO input and the 

output. As a result, high-speed optical communication jitter transfer requirements 

(relevant to the transmitter) place an upper limit on the loop bandwidth, while jitter 

tolerance requirements (relevant to the receiver) sets a lower one [].The jitter tolerance is 

the important CDR specification. It is measured by adding sinusoidal jitter at a certain 

72 




Dariusz Palubiak McMaster University-Electrical and Computer Engineering 

frequency to the input data. The maximum input jitter at this frequency for which the data 

passes through the CDR without errors is defined as the jitter tolerance. 

The loop-bandwidth trades directly with the acquisition range of the PLL, i.e. the 

maximum frequency variation in the input or the VCO that can be accommodated. Since 

CDR circuits designed for multi-Gbps optical communications require a narrow loop 

bandwidth to meet the jitter transfer specifications, the acquisition range of a simple PLL 

is thereby severely limited [87]. For this reason, a means of frequency detection is 

necessary so as to guarantee lock in the presence of large oscillator frequency variations, 

as is the case for CMOS implementations, where the VCO free running frequency can 

vary substantially with temperature and process. Therefore, high-speed CDR circuits 

utilize a dual-loop architecture (e.g. figure 2.23), consisting of a frequency-acquisition 

loop and a phase-locked loop. A frequency detector (FD) is utilized to aid with frequency 

acquisition. The FD produces an output having a DC value proportional to the frequency 

difference of the signals at its input. If the frequency difference is large, then the PD 

output has a negligible DC component and the VCO is driven by the low-pass-filtered 

output of the FD, thereby moving the VCO output frequency closer to the input 

frequency. As the frequency difference drops, the DC output of the FD decreases, 

whereas that of the PD increases. Thus, the frequency detection loop gradually 

relinquishes the acquisition to the PLL, becoming inactive when the input and output 

frequencies are the same. Dual-loop architectures can significantly increase the 

acquisition range of the PLL, often removing its dependence on the loop-gain and the 

loop-bandwidth and achieving limits equal to those of the VCO [94]. 

Another technique used to obtain a wide acquisition range incorporates a PFD and 

a charge pump (CP) instead of the LPF of the generic PLL architecture. The CP circuit 

consists of two switched current sources driving a capacitor. In contrast to the LPF, in 

which the average value of the PFD output is obtained by depositing a charge onto a 

capacitor during each phase comparison and allowing the charge to decay afterwards, 

with a charge pump there is negligible decay of charge between phase comparison 
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instants. The combination of a PFD and charge pump offers an acquisition range that is 

only limited by the VCO output frequency range . 

.. PO .. LPF1.. ... 

j~ ,, 
Wout vco +-

~ll ,, 
_., 

FD ... LPF2.. ... 

Figure 2.23 -Dual Loop PLL Architecture [19] 

The VCO is a critical part of PLLs and CDRs. The following parameters of a VCO 

are important in the design of CDR circuits: 

1) Tuning range, i.e. the range between the minimum and maximum values of the 

VCO frequency. In this range, the variation of the output amplitude and jitter must 

be minimal. The tuning range must accommodate the CDR input frequency range 

as well as process and temperature induced variations in the VCO frequency 

range. 

2) Jitter and phase noise. To preserve data integrity, rigorous jitter characteristics are 

required by high-speed CDR circuits. The VCO is the primary factor in 

determining these characteristics. 

3) Supply and substrate noise rejection. If integrated along with digital circuits, 

VCOs must be highly immune to supply and substrate noise. This can be achieved 

if both the signal path and the control path of a VCO is fully differential. 

Two types VCOs are typically used in monolithic implementations; ring-oscillators or 

LC oscillators [19]. A ring oscillator consists of a cascade of a number gain stages placed 

in a feedback loop, the oscillation thus occurring at the frequency for which the total 
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phase shift is zero and the loop gain is unity. In order to vary the frequency of oscillation, 

the delay of each stage is varied. An LC VCO on the other hand has its center frequency 

mainly set by the values of the LC tank as opposed to the delay properties of the 

transistors. The LC tank can be formed by MOS varactors and an on-chip spiral inductor. 

Cross-coupled PMOS and NMOS transistor pairs realize the negative resistance to 

compensate the losses of the inductor and capacitor in the LC tank. In addition to a speed 

advantage, LC VCOs exhibit lower intrinsic phase noise because of a higher quality 

factor (Q) provided by the resonance load. The main drawback of LC VCOs however are 

their limited tuning range. Due to the low-power supply voltage and the wide frequency 

range requirements, conventional tuning schemes result in excessive VCO gain and thus 

increased sensitivity to noise in the control lines. LC VCO architectures for high-speed 

CDR circuits typically employ coarse/fine tuning schemes to achieve low phase noise 

together with a wide tuning range. 

Inevitably, the choice of the CDR architecture and the design of its building 

blocks is primarily determined by the speed and supply voltage limitations of the 

technology as well as the power dissipation and jitter requirements of the system. Thus, 

section 3.3 will review recently published high-speed CDR circuits realized with CMOS 

technology to highlight these issues. 
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CMOS OPTICAL RECEIVER DESIGN 

CMOS Design Fundamentals 

CMOS technology was first introduced in the mid-1960s and now it dominates the 

IC market. The widespread use of CMOS technology can be attributed to the following 

advantages of CMOS compared to ·its bipolar and III-V counterparts: reduced power 

dissipation, higher device density, improved scalability, lower fabrication costs, and 

capability for analog and digital circuitry on the same chip. These attributes have enabled 

deep-submicron CMOS technologies to become a very attractive low-cost solution for RF 

electronic systems. 

G 

B s DG 

Contact 
Windows 

p-substrate 

Figure 3.1 -3-d and 2-d views of a nMOSFET [18] 
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The 3-dimensional cross-section vtew of the physical structure of a submicron 

nMOSFET, and it's 2-dimensional views are illustrated in figure 3.1. The dimensions W, 

Ldrawn , and L, are the channel width, the drawn channel length and the effective channel 

length, respectively. The total overlap between the drain/source and the gate 

/1L =Ldrawn -L (3.1) 

accounts for the difference between the drawn and effective channel lengths. The overlap 

is due to the lateral diffusion of the drain/source implants characteristic of submicron 

MOSFETs [14]. 

The basic operation of an n-channel long-channel MOSFET can be explained 

briefly as follows. For a small drain-source voltage, VDs , the amount of negative charge, 

Qn, in the channel is controlled by the gate-source voltage, VGs , according to 

(3.2) 


I 

where CGs =Cox ·WL and VrH is the threshold voltage at which the channel region 

I 

becomes 'inverted' (i.e. it is as much n-type as the substrate is p-type). Cox = 8 
0
x Itox is 

the gate-oxide capacitance per unit area, where eoxand tax are the permittivity and 

thickness of the insulator, respectively. The amount of charge Qn determines the current 

flow from the source to the drain, 

(3.3) 


where r1r =Live is the transit time of the charge carriers (electrons) in the channel. For 

low electric fields in the channel, the carrier velocity, vc, is vc = flnEL , where fln is the 

electron mobility and EL is the electric field strength along the length of the channel. The 
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electric field along the channel is EL =VDs I L. From these equations, the IN relationship 

of the MOSFET in the linear region can be obtained 

(3.4) 

In the linear regime the MOSFET behaves like a voltage-controlled conductance with 

(3.5) 


With a larger drain-source voltage, VDs > Vcs - VTH , the channel charge thins out near the 

drain, and the inversion layer charge eventually becomes negligibly small at a point 

x < L , where the channel is said to be 'pinched off. If the total channel charge when the 

channel is pinched off is approximately half of that in eq. (3 .2), and if the electrical field 

is approximately EL = ( Vcs - VTH) I L , independent of VDs, then the drain current for the 

saturated region is approximately [20] 

=JlnC~x.W·(V -V )2 c V V T.TID Gs "''H !Of "S > GS - ""''H (3.6)2 L '· u. J. 

In this saturated regime the MOSFET behaves like a voltage-controlled current source 

with a transconductance of [14] 

BID w( )
gm = aves = JlnCox .L Vcs - VTH 

w 
= 2JLnCax ·LID (3.7) 

2ID 
=-------""­
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This simplified model neglects second-order effects such as body effect and 

channel-length modulation, which significantly affect the performance of sub-micron 

MOSFETs [18]. The body effect occurs when the substrate and source of the transistor 

are not at the same voltage. The threshold voltage varies with the substrate voltage 

according to 

(3.8) 


where r is the body-effect coefficient, VTHo is the threshold at zero substrate bias, <DF is 

the Fermi voltage, and ~'>B is the voltage between the source and bulk (substrate) 

terminals [18]. Body effect is sometimes undesirable in analog and digital circuit design 

so it can be eliminated by tying the substrate and source terminals together. Another 

second-order effect is channel length modulation (CLM). CLM occurs in the saturation 

region when the actual length of the inverted channel decreases as the voltage between 

the drain and source increases. This effect is accounted for with 

(3.9) 


where Ac'LM IS the channel-length modulation coefficient, representing the relative 

variation in channel length for a given increment in VDs [14], [18]. The output 

conductance of the FET 

(3.1 0) 


depends on the degree of CLM. To maximize the gain of analog amplifiers, CLM can be 

suppressed by using a longer channel. However, a longer channel implies a slower device. 
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This basic model describes the DC behavior of MOSFETs with reasonable accuracy for 

hand-calculations. However, the parasitic resistances and capacitances associated with the 

device must be taken into account to predict the AC behavior [14]. The equivalent small­

signal circuit model of the MOSFET in saturation (figure 3.2a) can be used to describe 

the AC behavior. 

G 

Css Rs 

a) 

.!wLCo~~:+WCov····'J<j·--- ­
3 

Saturation 

WCQv---~~---=----! 
Off Cao 

WLCox+WCov 
2 

Triode 

b) 

Figure 3.2- a) Equivalent small-circuit model of a MOSFET in saturation [14] b) variation of gate­

drain and gate-source capacitances versus VGs [18] 

A capacitance exists between every two of the four terminals of a MOSFET and they may 

depend on the bias-conditions of the transistor. The capacitances Cas & CaD primarily 

affect the high-frequency performance. Their approximate value can be obtained using a 

two-plate model that neglects fringing capacitances of the MOSFET in saturation: 
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2 
CGs =3CGc +Cov (3.11) 

CGD =Cov 

where CGC = C~x ·WL represents the total capacitance between the gate and channel and 

C0 v =C~x · MW I 2 represents the overlap capacitance between the source/drain 

diffusions and the gate. The factor 2/3 in CGs accounts for the fact that the charge 

distribution in the channel is not uniform when the device operates in saturation, so the 

capacitance is lower than it would be for a two-plate capacitor [14]. The gate resistances 

Rc; and ~nt are due to the contact parasitics and the relatively high intrinsic resistivity of 

the polysilicon gate, respectively. The source and drain resistances and RD areR8 

dominated by the resistance of the lightly-doped extensions of the source and drain 

diffusions, and the elements CD8 ,CG8 ,C88 and RDB model various substrate effects. 

The high-frequency performance of the MOSFET can be quantified by the 

transition frequency fr (i.e. the frequency at which the current gain with the output short-

circuit becomes unity). Using the quadratic FET model, the transition frequency fr is 

[20] 

(3.12) 


revealing that speed of the transistor is primarily determined by the mobility of the 

carriers in the channel, the channel length and the bias conditions. Since the electron 

mobility is higher than the hole mobility, typically only nMOS transistors are used in RF 

and microwave CMOS circuits. It can be shown that the transition frequency is inversely 

proportional to the transit-time (i.e. fr oc 1I r) [20]. Therefore, at high electric fields, not 

only does the mobility degrade, but the electron velocity saturates, and the carrier 

saturation velocity, vc,sat becomes important in determining the speed. Therefore, fr for 

81 




Chapter 3: CMOS Optical Receiver Design 

submicron MOSFETs saturates with sufficiently large bias voltages. Eq. (3.12) suggests 

the following guideline to obtain high-speed CMOS circuits: (i) choose n-channel devices 

(ii) choose the smallest channel length permitted by the technology, and (iii) choose the 

optimum gate overdrive voltage for maximum fT and subject to headroom limitations. 

Another quantity that reveals the high-frequency performance is the frequency at 

which the power gain of a MOSFET is unity, fmax, given by 

(3.13) 


which depends on the intrinsic gate resistance [20]. The gate resistance can be R0 

reduced by breaking wide transistors into several smaller, parallel transistors, resulting in 

a multi-finger structure layout. Figure 3.3 shows an example where a MOSFET is broken 

into two half-sized transistors, sharing a common drain with gate and source connected 

together at the metal level. 

Figure 3.3- Multi-finger transistor layout [18] 

Folding the transistor in such a manner reduces the gate resistance by a factor of four in 

this case. With this technique, the distributed gate resistance usually can usually be made 

small enough such that fmax becomes larger than fr (i.e. negligible R0 ). However, since 
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these are merely extrapolated values, it is not necessarily a given that one may actually 

construct practical circuits operating at fr or fmax . Therefore these figures of merit are 

viewed as a rough indication of the high-frequency performance capability. Figure 3.4 

shows the measured and simulated fr data for a multi-finger transistor in 0.18 !liD 

technology. 

Ft versus Vgs 
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0.6 0.912 1.224 1.536 1.846 2.16 

Vgs(V) 

Figure 3.4- Measured (lines) and simulated (boxes) fr of a 16 x 2.5 x O.l81Jm2 multi-finger 

nMOSFET [105] 

TIA Design Fundamentals 

The TIA is the first element of the linear channel. Its function is to convert the 

small photocurrent produced by the photodiode into a voltage over a wide bandwidth 

without introducing too much noise. In general, the input-output characteristic of any 

amplifier is nonlinear, which can be approximated by a polynomial over some signal 

range: 

(3.14) 
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where for the case of a TIA, y(t) is the output voltage and x(t) is the input current. For a 

sufficiently narrow range of x, only the first two terms of (3.14) are kept, providing a 

reasonable linear approximation as long as the bias point is disturbed negligibly (i.e. 

y1x(t) << ro ). In this case, the transimpedance of the TIA is defined as the output voltage 

change per input current change, y1 =Zr =.1 Va I M1 • When operated with a small 

sinusoidal signal, the TIA's response is fully described by the complex quantity 

Zr (f)= Jzr (J)jexp{J<D(f)) (3.15) 

where Jzr (J)j is the magnitude response of the transimpedance and <D(f) is the phase 

response. The TIA bandwidth, hds , is defined as the upper frequency at which the 

transimpedance jzr (J)j drops by 3 dB below its mid-band value. The TIA is typically 

designed such that hds =0.6 · B in order to optimize the tradeoff between noise and lSI 

[16]. 

The group delay, r , is related to the phase response by 

d<D 
r (w)=-- (3.16) 

g dw 

The bandwidth and group-delay variation are important parameters determining the 

amount of lSI and jitter introduced by the TIA. In particular, peaking in the magnitude 

and group-delay characteristic causes overshoot and ringing in the time domain. 

Typically, a group delay variation, .1rg, ofless than± 10% of the bit period (i.e. ±0.1 of 

the unit interval (UI)) over the specified bandwidth is required to limit the generation of 

data-depended jitter [20]. Similarly, the ripple in the magnitude response should be 

limited to less than 1 dB to avoid adding significant lSI. High performance TIA circuits 

are therefore required to have an overall frequency response which remains maximally 

flat within the desired pass-band. 

84 


http:w)=--(3.16


Dariusz Palubiak McMaster University-Electrical and Computer Engineering 

Other important aspects of amplifier performance besides the gain, bandwidth and 

group delay are the noise, power dissipation, linearity, dynamic range and input-output 

impedance. The dynamic range describes the minimum and maximum input signal for 

which the TIA maintains a specified level performance (i.e. a sufficiently lowBER). The 

lower end of the dynamic range is given by the TIA's sensitivity, while the upper end of 

the dynamic range is defined as the input overload current - the current at which the linear 

approximation of eq. (3.14) is no longer valid (i.e. the point at which the TIA begins to 

produce pulse-width distortion and jitter due to the nonlinearity, causing the BER to rise 

above the specified value). The input overload current of the TIA can be specified in 

terms of the maximum permissible input peak-to-peak voltage swing, vi,ovl, 

(3.17) 


The input voltage swing v1 ovl can be limited by a number of mechanisms. For example, a 

large input voltage swing can cause an insufficient voltage drop across a current-source 

transistor in the feedback amplifier, leading to a reduced bias current and a slow response 

and lower gain. 

The input and output impedances determine how the amplifier interacts with 

preceding and subsequent stages. In this work, the preceding and subsequent stages of the 

TIA amplifier are assumed to be the 50-Q signal source and measuring equipment, 

respectively. In practice, the TIA input impedance should be matched to the photodiode 

impedance, and the output impedance minimized for the next voltage gain stage. 

3.2.1 Simple TIA 

Almost all of the performance parameters of a TIA are coupled to each other, 

making the design of high-performance TIA circuits a multi-dimensional optimization 

problem. To gain an intuitive feeling for the various tradeoffs and fundamental 
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limitations, a simple TIA realization is considered first [2]. A simple realization of a TIA 

is a single resistor, which can be used to convert a photocurrent into a voltage. Shown in 

figure 3.5 along with the equivalent small-signal circuit, is the schematic of a simple TIA. 

The transimpedance is 

(3.18) 


where hds =(2JT·RLCPnt. Equations (2.73) & (2.77) can be used to obtain the total 

input-referred noise mean-square current 

(3.19) 


where k is the Boltzmann constant and T is the absolute temperature, revealing that a 

severe tradeoff between gain, noise and bandwidth exists for this circuit [16]. 

Voo 

Vo 

Vo 

Figure 3.5 - Conversion of a photodiode current to voltage by a resistor and its equivalent small­
signal circuit [2], [16] 

The bandwidth-squared must be reduced so as to reduce the total integrated noise for the 

highest sensitivity. On the other hand, narrowing the bandwidth closes the eye both 
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vertically and horizontally (i.e. introduces lSI & increases the BER at high bit-rates). The 

maximum input overload current for this circuit is 

• < VDD -VRB 
lovl- (3.20) 

RL 

where VDD - V RB is the maximum voltage swing at the output for a given photodetector 

required reverse bias VRB • The dynamic range therefore also trades with the gain, making 

high-performance operation at low supply voltages increasingly difficult. These 

constraints suggest that different topologies are needed for better performance. 

3.2.2 Shunt-Feedback TIA 

A shunt-feedback TIA helps to relax the conflicting requirements of high 

bandwidth, low-noise, and high gain. In this approach, the photodiode is connected to the 

input of an inverting voltage amplifier, which has a feedback resistor RF leading from its 

output to the input. This 'shunt-shunt' feedback network senses the voltage at the output 

and returns a proportional current to the input [18]. 

Voo 

Cpo 

Vo 

Figure 3.6 - Basic shunt-feedback transimpedance amplifier [20] 
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Shunt-shunt feedback is chosen because it reduces both the input and output impedance 

of the open loop amplifier, and yields a larger bandwidth than that which can be obtained 

for the same value of transimpedance that was used in a simple TIA configuration. The 

capacitance of the photodiode CPD and input capacitance of the amplifier C1N are lumped 

into a single capacitance CT =C1N +CPD. ssuming an feedback amplifier with an ideal 

gain -A, the closed-loop transimpedance 

(3.21) 


shows that the 3dB bandwidth, hdB =(A + 1) I (21l" ·CTRJ, of a shunt-feedback TIA is a 

factor of (A+ 1) larger than that of a simple TIA for the same resistance RF and total 

capacitance CT . This bandwidth improvement can be understood in terms of the circuit's 

closed-loop input impedance 

. RF_ 

z (f)- A+1 (3.22) 
IN - ( 21l" f. c R )1+ j T F. 

A+1 

The feedback action makes the input impedance a factor of (A+ 1) times smaller than RF, 

thus increasing the pole frequency by the same factor compared to the situation without 

feedback. Since the input voltage swing can be (A+ 1) times smaller than that of a simple 

TIA for a given input signal current, the low input impedance also improves the input 

overload current by the same factor. However, the assumption of infinite bandwidth for 

the feedback amplifier yields an infinite output noise power [16]. Therefore, noise 

calculations require a more realistic model for the feedback amplifier. 
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A more realistic model describes the feedback amplifier with the single-pole 

frequency response 

A(f)= Ao (3.23)
1+ j (2Jrf I W0 ) 

leading to a second-order closed-loop response for the transimpedance 

(3.24) 


where Rr =(~J RF is the closed loop transimpedance, w; = ( Ao +1) m0 I (RFCr) is the 
Ao +1 

factor [16]. A maximally-flat response occurs when the damping factor is (; =-fi12. The 

bandwidth is in this case is equal to 

(3.25) 


a factor of Ji ·Ao larger than that of the simple TIA. The second-order response remains 

maximally flat for (; ~ -fi I 2, meaning that the 3dB bandwidth of the core amplifier must 

satisfy 

(3.26) 
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This condition implies that the bandwidth of this second-order system is bounded by 

hds ~ OJn /2;r, thus limiting the maximum transimpedance of a shunt-feedback TIA with 

a maximally-flat response to 

(3.27) 


The figure-of-merit (FoM) of a TIA is given by the transimpedance-bandwidth product. 

Equation (3.27) reveals that the figure-of-merit ofa shunt-feedback TIA is therefore, 

FoM = A·wo (3.28)
2;r . CT . hdB 

The gain-bandwidth product, Ao ·OJ0 , of the feedback amplifier (assuming a first-order 

frequency response) is roughly proportional to the transition frequency of the technology. 

This shows that, for a shunt-feedback topology, doubling the bit rate for a given 

technology causes the transimpedance to degrade by a factor of four. On the other hand, 

maintaining the same transimpedance at the same bit-rate requires a technology that is 

twice as fast (double the h) and with half the CT . These considerations suggests that a 

shunt-feedback topology may not be suitable for applications where fT is not 

considerably larger (i.e. a factor ofat least 1 0) than the TIA bandwidth. 

The noise behavior of a shunt-feedback TIA depends heavily on the actual 

implementation of the feedback amplifier [2], [10]. General results for the noise analysis 

can be obtained by considering the TIA of figure 3.7 with the feedback amplifier 

implemented as a FET common-source (CS) stage [20]. The noise characteristics of the 

TIA are conveniently described by an equivalent input noise current spectral density, 

rather than noise-figure (NF) [2]. The most significant noise current sources are the 

thermal noise of the feedback resistor, in,res , and the channel noise, in,D , of the FET. 
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in,res 

I 
in,TIA 0 

I 

Figure 3. 7- Significant noise sources in a TIA with a FET front-end [25] 

The equivalent input-referred noise current source, in,TIA, has the following power spectral 

density 

1;,TIA (f)= 1;,res (f)+ 1;,ch (f) (3.29) 

The thermal noise of the feedback resistor 

1;,res (f)= ~T (3.30) 
F 

is white (frequency independent), as is the channel noise of the FET input stage, 

(3.31) 


where r is the channel-noise factor. For sub-micron MOSFETs r lies in the range 

r =0.7-3 .0 [ 18]. This noise source is not located directly at the input of the TIA, 
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therefore it must be transformed to obtain its contribution to the input-referred TIA noise 

[2]. The implicit transfer function from the input current to the drain current has a low­

pass characteristic; therefore, the inverse function, which refers the drain current back to 

the input, has a high-pass characteristic given by 

(3.32) 


where CT =Ccs + Cc0 (gmRD+1) is the total parasitic capacitance at the input [20]. In this 

case, the gate-drain (Miller) capacitance is multiplied by the gain of the common-source 

stage, contributing to high parasitic capacitance at the input node [ 18]. The input-referred 

noise current power spectrum of the TIA noise is therefore 

(3.33) 
1=4kTr· - - +4kTr· (

2ncr) 
2 

·/2 

g~~~R~ gm 

This spectrum is non-white, rising at the comer frequency 1I (2n ·RFCT ) . Since this 

frequency is lower than the 3dB bandwidth of the shunt-feedback TIA (eq. (3.25)), the 

output-referred noise spectrum exhibits a 'hump', as illustrated in figure 3.8. 

Figure 3.8- Calculation of the total output-referred noise [20] 
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The effect of the f 2 noise term on the noise of the TIA can be obtained by defining the 

second-order noise bandwidth [20] 

2 

BWn
3
2 = ~2 ]zr (f)l •f 2

df (3.34) 
0 0 

which is used to yields the total input-referred TIA rms noise current using 

(3.35) 


with Xo representing the white-noise (frequency independent) terms and X2 representing 

the coefficient of the f 2 noise terms [20]. A figures-of-merit used to assess the noise 

performance, (i.e. sensitivity) of a shunt-feedback TIA is given by [1 0] 

FoM= gm (3.36)c2 
T 

revealing that the input FET is required to realize a relatively high transconductance 

while maintaining a small parasitic capacitance value, so as to limit the high-frequency 

noise contributions to the overall input-referred noise current. 

3.2.3 Common-gate TIA 

The improved bandwidth and dynamic range are the main reasons for the 

popularity of the shunt-feedback TIA. However, equations (3.28) & (3.36) reveal that the 

performance of a shunt-feedback TIA is sensitive to the total parasitic capacitance, Cr , at 

the input node. Therefore, various techniques have been proposed to isolate the large 

input parasitic capacitance of the photodiode from the input node of the shunt-feedback 
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TIA, in order to minimize its contributions to the amplifier performance [16]. Also, the 

need to support a large input parasitic capacitance arises because low-cost photodiodes 

for CMOS photoreceivers are external to the chip with correspondingly large bond-pad 

and parasitic capacitances. 

A current buffer in the form of a common-gate stage between the photodiode 

input and the shunt-feedback TIA (fig. 3.9) can effectively isolate these parasitic 

capacitances from determining the amplifiers performance [ 45], [ 46]. Neglecting body­

effect and channel length modulation, the input impedance of the common-gate (CG) 

stage is R1N =1I gm . If this impedance is sufficiently low, then the dominant pole 

frequency is no longer located at the input node, but rather determined at node x of figure 

3.9, which depends on only the input capacitance of the shunt-feedback amplifier C1N, 

and the gate-drain and drain-bulk capacitance of the common-gate transistor. 

Voo 

RF 

Ro 

X 
Vo 

Gpo ~ I c,_ 

Figure 3.9- Common-gate input stage 

Since the photodiode determines only a non-dominant pole, it is thus effectively isolated 

from the bandwidth and sensitivity determination of the amplifier. If the feedback 
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amplifier is implemented with a CS stage, the 3dB bandwidth of a shunt-feedback TIA 

with CG buffer is approximately [ 45], [ 49] 

(3.37) 

where Cas ,CaD ,g"' RD are the gate-source capacitance, gate-drain capacitances, and 
2 2 2 2 

voltage gain of a CS stage feedback amplifier, respectively. The bandwidth is 

independent of the photodiode capacitance, and the shunt-feedback effectively removes 

the Miller effect of the CS gain stage. 

The introduction of the CG input buffer introduces three new noise sources, (the 

thermal noise of the source resistor, the thermal noise of the drain resistor, and the 

thermal channel noise of the common-gate transistor), that are located directly at the input 

of the TIA and thus directly impact the input-referred noise current. In practice, the new 

noise contributions degrade the sensitivity, therefore requiring careful noise analysis. The . 
input referred noise current spectrum of a CG TIA [ 46] 

(3.38) 

reveals that g"/ I (CPD +Cas + Cs8 )
2 

should be made as large possible to optimize the 

noise by reducing the high-frequency contributions. However, the junction capacit~ces 

in sub-micron CMOS processes are comparable to the gate capacitances, significantly 

influencing both noise behavior and bandwidth. Thus, optimal noise behavior in this case 

requires that the saturation-mode gate capacitance of the CS stage must equal the 

saturation-mode drain capacitance of the CG stage (i.e. Cas, +CaD, =CaD + C DB ). In 
1 1 

addition, the saturation-mode input capacitances of the CG stage ( Cas
1 

+ Cs81 ) must be 

three or four times as big as CaD +CD8 [47]. The transconductance ofthe CG stage only 
I I 
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needs to be large enough to ensure that the input pole is non-dominant. However, the 

transconductance of a submicron MOSFET cannot be made considerably large without 

increasing the width, resulting in large capacitances, increased noise and reduced 

stability, or increasing the bias current, resulting in greater power consumption and 

reduced signal swing. Therefore the CG input configuration cannot yet effectively isolate 

the large photodiode capacitance from the bandwidth determination without affecting 

other important circuit parameters, mainly because of the relatively small 

transconductance of the input transistor. By modifying the conventional CG input stage to 

regulated cascade (RGC) topology containing negative feedback, a very small input 

impedance can be obtained to relax the gain-bandwidth tradeoff at the input node. [ 48] ­

[53]. 

3.2.4 Regulated-Cascode (RGC) TIA 

The RGC input stage in figure 3.10 is well suited for broad-band TIA design by its 

very low input impedance. An RGC input stage consists of a CG amplifier, with the gate 

connected to the output of an inverting feedback amplifier which receives its input signal 

from the source of MI. The low-frequency input admittance can be derived as follows, 

where A= -gm RA is the low-frequency gain of the feedback amplifier: 
A 

v: -­y­

(3.39) 
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Figure 3.10- a) Ideal RGC frout-eud circuit b) Equivalent small-sigual model 

The last equation simplifies to 

--

X 

b) 

(3.40) 


under the conditions 

(3.41) 


The output admittance can similarly be obtained 

(3.42) 


simplifying to 
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(3.43) 


for 

(3.44) 


The analysis shows that the local feedback mechanism of the regulated cascode reduces 

the input impedance of the common-gate stage by the factor (A + 1) , and increases the 

output impedance by the same factor. Therefore, the RGC input stage behaves 

qualitatively as a CG input stage with- an enhanced transconductance Gm = (1 + A)gm, 

under the conditions given by (3.41) & (3.44). Importantly, the RGC input stage enables 

a factor of (1+A) times better isolation of the input parasitic capacitance from the 

bandwidth determination. From the equivalent high-frequency small-signal model, shown 

below, one can obtain the high-frequency input-impedance, given approximately by [54] 

Z ~ (11 R2 + J(2nf)CGsJ 

IN ( gm
2 
+11 R2 )( gm, +J(27rJ)CGs, )+ ( 11 R2 +J(27rf)CGs, )(11 Rs + J(27r f)CGs

2 
) 

(3.45) 

which reduces to the inverse of (3. 40) at low frequencies. 

Figure 3.11 - RGC high-frequency small-signal model 
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The enhanced input transconductance reduces the high-frequency noise 

contribution relating with the large input parasitic capacitance as well. The approximate 

equivalent noise current spectral density of the RGC [54] 

reveals that the dominant high-frequency noise is divided by ( gm +11 R2 r of the local 
2 

feedback, rather than the input transconductance gm . However, it should be noted that a 
I 

zero appears in the frequency response due to the local feedback stage, which can cause 

peaking at the frequency of [ 48] 

(3.47) 


In order to shift the peaking to a frequency much higher than the 3dB frequency, the gate­

width of Ml and the resistance should be minimized according to eq. (3.47). The R2 

minimization ofthe gate-width ofMl is allowable because the transconductance gm need 
I 

not be so large due to the local feedback effect. Also the resistance R2 can be minimized 

by increasing the drain bias current of M 2 for the same voltage gain of the local feedback 

stage. If the voltage gain, ( 1 + g m R2 ), of the local feedback is large enough, then the 
2 

RGC input stage may be considered a single-pole system with a 3dB bandwidth given by 
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(3.48) 


where CD represents the total drain capacitance ofM 1. 
I 

Literature Review 

3.3.1 TIA Circuits 

Many different TIA circuit designs have been developed over the last 20 years in a 

wide range of IC technologies. However, the demand for high volume and wide 

deployment of optical communications makes silicon based integrated circuits the most 

economical solution. CMOS appears to be the best candidate for fully integrated TIA 

design due to its cost, integration and manufacturability advantages and providing 

reasonable speed and noise performance at the same time. Due to the inferior parasitic 

and noise characteristics of CMOS technology, many circuit techniques have thus been 

developed in CMOS TIA design to achieve comparable performances to the III/V or SiGe 

counterparts. Therefore, this section reviews the representative transistor-level CMOS 

TIA circuits that have been reported in the literature so far, and summarizes their 

performance. 

Classical designs of CMOS TIA circuits generally employ common-source input 

stages. Several types of classical CMOS TIA designs are illustrated below. The first type 

(fig. 3.12a) was implemented in CMOS about 20 years ago [56]; at that time this circuit 

was designed primarily with n-p-n bipolar transistors [57] - [60]. A source follower 

decouples the drain of the input transistor from the output to achieve a low impedance 

output node for this TIA. However, one of the main disadvantage of this circuit is the 

large contribution of the Miller capacitance, C0 D (A+ 1) , to the overall capacitance at the 

input node, C1N = +Cam (A+ 1) . The potentially large Miller capacitance can beC0 s1 
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suppressed by connecting the drain of the input transistor M1 to a low-impedance node, 

effectively reducing the gain that multiplies the gate-drain capacitance. This can be 

achieved by stacking a cascode transistor M2 on top of the input transistor, as in figure 

48b [47], [55], [61]. The cascode transistor acts as a current buffer, reducing the Miller 

effect. The impedance looking into the drain of M2 is approximately 1/ gm,; thus, the 

voltage gain from the input to drain ofM1 reduces from gm,Rm to gm1 I gm2 , and is 

0 THE2 

OUT
IN ~ m ~--··--r· 

OUT 

-·--~-·----_j 

OUT OUT 

C) 
d} 

Figure 3.12- CMOS shunt-feedback TIA circuits [55] 

approximately unity. As a result the input capacitance reduces to C1N = CGsJ + 2CGDJ . 

Cascoding improves the isolation from the stage output back to the input (i.e. S12 << S21 ) 

resulting in a stable amplifier, as well as enhancing the overall gain by increasing the 

stage's output impedance, with a negligible noise contribution [47]. However, the cascode 

transistor introduces an additional high-frequency pole, which may offset some of the 
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bandwidth gained with this technique, as well as reducing the voltage headroom, thus 

limiting the dynamic range. 

Topologies for low-voltage operation are illustrated in figures 3.12c & 3.12d. A 

very high transimpedance gain can be obtained with the use of CMOS inverters and 

multiple gain stages. However, large capacitances associated with the pMOS devices 

cause the amplifier bandwidth to be too small. In addition, using multiple amplifier stages 

makes stability and phase margin more difficult to achieve. 

The high open-loop input impedance of a common-source amplifier places the 

dominant pole of the TIA at the input node, making the frequency response sensitive to 

the input parasitic capacitance, comprising the ESD, bond-pad, and photodiode parasitic 

capacitances. If the input were connected to a low-impedance node, such as that of a 

common-gate input stage, then these parasitic capacitances can be virtually insignificant 

in determining the bandwidth of the amplifier. For these reasons, CMOS TIA designs 

typically employ a common-gate input stage [45] -[47], [62]. Furthermore, a common­

gate input stage can obtain high-gain and high-bandwidth simultaneously, however, at the 

expense of more noise sources located directly at the TIA input which can affect the 

receiver sensitivity. 

The common-gate input stage TIA reported in [62] achieves a 3dB bandwidth of 

3.5 GHz with a transimpedance gain of 60 dBQ and input-referred noise current spectral 

density below 20 pAJJJi;. while consuming 5 rnA from a 3.3 V supply in a low-cost 0.5 

f.UI1 CMOS technology. The topology consists of three main stages: 1) an input common­

gate transimpedance stage, 2) a voltage gain stage comprising a source-follower, a 

common-gate stage, and a cascode and 3) a low-impedance source-follower output stage. 

Negative shunt-shunt feedback is applied between nodes (e) and (a) via the conductance 

feedback factor 1 I RF . 
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Figure 3.13- CMOS TIA reported in [62] 

The closed-loop frequency response is obtained by the zero-value time-constant technique 

on the open-loop equivalent circuit with feedback loading effect included [11]. 

The 3dB bandwidth of this amplifier is approximately [62] 

(t+T(o)) 
(3.49) 

where T (0) is the DC value of the frequency dependent loop-gain, 

(3.50) 


where OJpi'OJp2 ,0JP3 and OJ2 are the dominant poles and zeros ofthe circuit, respectively, 

and zT,OL (0) is the DC open-loop transimpedance. The pole-zero plot (figure 3.14) ofthe 

open-loop and closed-loop responses reveals that the pole frequencies OJpi and OJP 2 due to 
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the time constants at the two feedback nodes (e) and (a) respectively, are enhanced by the 

factor ( 1 +T (0)) due to shunt-shunt (voltage-current) feedback. 

open-loop 

(b) (<1) 

cfosad-lcop with inductive 
pe;~king ~i node b 

(C) 

Figure 3.14- a) Open-loop and b) closed-loop pole-zero plot ofthe common-gate TIA in [62]. c) 

Impact of inductive-peaking on closed-loop response 


The bandwidth of the closed-loop amplifier is limited due to the wP,-1 time constant at the 

node (b). Therefore, shunt peaking is applied at this node to increase the pole frequency. 

Shunt peaking is a well-known technique used to boost the bandwidth of amplifier stages 

[47], [63] . The introduction of an inductance in series with the load resistance alters the 

frequency response of the amplifier by replacing the pole wp l due to the RC time COI)stant 

at node (b), by a zero, wzp l , and a pair of complex poles, wcp l , wcp l • . The zero is primarily 

responsible for the bandwidth enhancement due to pole-zero interaction, while the 

complex-conjugate poles determine the quality factor of the series R-L circuit. Intuitively, 

if the inductive load impedance of a shunt-peaked amplifier starts to rise at just the 

frequency where the gain normally rolls-off, then the inductive load impedance can boost 

the amplifier gain and compensate for the capacitive roll-off, thereby extending the 
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bandwidth. The value of the inductance L is chosen according to m = R;qceq I L, where 

Req and Ceq are the equivalent resistance and capacitance seen at node (b). A value of 

m = 2.5 yields a complex-conjugate pole pair and a zero with a maximally flat frequency 

response, and a bandwidth extension of 70% over the case without shunt peaking [20]. A 

low-Q on-chip spiral inductor that can be fabricated easily in a standard CMOS process 

can be utilized for this technique because a low quality factor is desired in the L-R series 

connection anyways to avoid excessive peaking. The biggest issue is the reduction in 

bandwidth improvement because of the additional parasitic capacitance introduced by the 

on-chip inductor. An intuitively simple and compact lumped RLC equivalent circuit can 

be used to model the spiral inductor [11]. The parameters are: L, the inductance of the on­

chip spiral, R, the metal series resistance, Cox, the capacitance to the substrate, Cm , the 

mutual capacitance between the spirals, R8 , the silicon substrate resistance, and Cs , the 

silicon substrate capacitance. The parameters of each component can be extracted through 

two-port S-parameter fitting. The total parasitic capacitances limits the maximum 

attainable self-resonance frequency of the inductor. Generally, the self-resonance 

frequency should be kept a factor of two above the amplifier bandwidth. Unfortunately, 

on-chip spiral inductors realized in standard CMOS technology are limited a narrow 

range of inductance values, because larger inductances imply more chip area and lower 

self-resonance frequency. 

L 
PORT2PORT 1 

Cs Rs 

Figure 3.15- Simple lumped circuit model of a spiral inductor [11] 
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The common-gate input configuration helps to relax some of the tradeoffs 

in TIA design, yet it cannot effectively isolate the large photodiode capacitance from the 

bandwidth determination because of the relatively small transconductance of the input 

transistor. Therefore, RGC techniques are applied to achieve better isolation of the large 

input parasitic capacitance 

The single-ended RGC TIA reported in [52] obtains a 3dB bandwidth of950 MHz 

and a transimpedance gain of 58 dB for a 0.5 pF input capacitance. The average noise 

current spectral density is 6.3 pNJJi;. for this 0.6 Jlm CMOS design, which dissipates 

85 mW from a single 5 V supply. 

RGC Input 

Figure 3.16- RGC TIA [52] 

Even with a 1 pF photodiode capacitance, the 3dB bandwidth is reduced only by 90 MHz, 

and for no photodiode capacitance, the 3dB bandwidth is 1.014 GHz. These results 

confirm the mechanism of the RGC input configuration (i.e. the enhanced isolation of the 

photodiode capacitance from the bandwidth determination). Since the RGC input stage 

operates as a current buffer, a second voltage-gain stage is required. A common­

drain/common-source cascade is chosen for this design to mitigate the large gate 

capacitance of the common-source stage from loading the RGC input stage, thus 

deteriorating the bandwidth less. The common-drain stage also adjusts the DC level from 

the RGC input stage at the cost of reduced total open-loop gain and degraded linearity. 

Negative feedback is applied to the high-impedance node (drain of M1 ), thereby moving 
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the dominant pole of the amplifier to a higher frequency and achieving a wider bandwidth 

at the cost of reduced the circuit stability (phase margin) since with feedback applied, the 

dominant pole and the non-dominant pole of the amplifier move closer to each other 

which could potentially cause peaking in the frequency response. 

With the photodiode capacitance isolated by the RGC input stage, the inherent 

parasitic capacitors of the devices become the main cause of bandwidth limitation in 

high-speed TIA circuits. Two-port passive interstage matching networks can be used to 

extend the bandwidth limitation of broadband amplifiers without degrading other circuit 

parameters. According to the Bode-Fano limit, the maximum obtainable gain-bandwidth 

product can be enhanced by a factor of four (i.e. the bandwidth at most could be extended 

to four times of the original amplifier with the gain unchanged) with an infinite, lossless, 

artificial transmission line used as a two-port inter-stage network between gain stages, 

where one port connects to the output of the driving stage and the other port to the input 

of the driven stage [20]. The principle behind this technique is to maintain a constant load 

over a wider frequency range. A finite LC ladder section can be utilized to realize such an 

enhancement, albeit with a smaller improvement because of the inherent losses. By 

choosing the appropriate values for L and C, the transfer function of the interstage 

network can be controlled to have, for example, a Bessel or Butterworth characteristic. 

The interstage networks can be used not only to couple amplifier stages, but also to 

provide broadband coupling between the photodiode and the input of an amplifier, or the 

output of an amplifier and a load. 

The TIA reported in [54] utilizes an RGC input stage and an LC ladder interstage 

network to obtain a high-performance 10 Gbps CMOS TIA. Capacitive degeneration is 

also utilized to add an extra zero that can compensate the dominant pole, thus the 3dB 

bandwidth of this design is determined by the second lowest pole of the circuit. The TIA 

achieves a 3dB bandwidth of 8 GHz with a 0.25 pF photodiode capacitance using 0.18­

!lm CMOS technology. The transimpedance gain is 53 dBQ with a 135 n W power 

consumption from a 1.8 V supply, and the average input-referred noise current spectral 

density is 18 pAlffz up to 10 GHz. The interaction of the matching LC network, RGC 
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input stage, and capacitive degeneration stage turns the TIA into a fifth-order Butterworth 

low-pass filter and an overall bandwidth enhancement ratio of 3.6 is achieved compared 

to an RGC TIA without capacitive degeneration and LC matching network. Figure 

illustrates the overall TIA schematic, the small-signal model of the matching network and 

the RGC stage, and the equivalent low-pass filter representation of the TIA. The circuit is 

composed of four parts, namely the matching network, the RGC input stage, the gain 

stage with capacitive degeneration and the source follower output stage. Capacitive 

degeneration is used to compensate the dominant pole at node A with a zero, thereby 

extending the 3dB bandwidth. A further bandwidth enhancement is achieved by the 

equivalent broad-band matching network of figure consisting of C1 , ~ , C2 , and L2,eff , 

where is the combined parasitic capacitance at node 1 including the photodiode C1 

capacitance CPD, C2 is the combined parasitic capacitance at node 2, and 

L2,eff =L2 I (1+ gm R2 ). This equivalent matching network is fourth-order, and considering 
2 

the dominant pole of the core TIA at node A, the whole amplifier can be approximated to 

a fifth-order low-pass filter with a 3dB cut off frequency ofapproximately 

(3.51) 


The novelty of the design stems from the fact this TIA achieves comparable performance 

to its III-V and SiGe counterparts while possessing the merits of CMOS technology. The 

TIA reported in [64] applies the same principles; however in this case, the LC ladder 

inter-stage network contains just a single inductor. This special case is known as series 

inductive peaking. An on-chip inductor is used as the two-port inter-stage network that 

splits the combined parasitic capacitances of the voltage-gain stage at each node into LC 

networks. The inductive series peaking provides a bandwidth enhancement ratio of 2.1 

(the ratio of the TIA bandwidth with inductive series peaking to that without). 
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(a) 

(b) 

(c) 

Figure 3.17- a) Complete TIA schematic b) Equivalent small-signal model c) Equivalent low-pass 
filter representation [54] 

The TIA comprises a RGC input stage, a shunt feedback stage and a source 

follower as an output stage. It achieves a transimpedance gain of 51 dBO and 3dB 

bandwidth of 6 GHz in the presence of a photodiode capacitance of 0.6 fF while 
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consuming 13 mW from a 3.3 V power supply. At the time of publication (2006), this 

was the fastest TIA ever reported in 0.35-J..tm CMOS technology. 

c 

_j 

l 
Figure 3.18- RGC TIA with interstage matching networks [64] 

Although high-speed transimpedance amplifiers have traditionally been 

implemented using single-ended topologies for simplicity, a differential configuration 

offers a number of significant advantages, especially in CMOS technology. Among the 

most significant ones are the improved immunity to power-supply and substrate noise as 

well as the increased voltage swing. The common-mode rejection property inherent in a 

differential circuit therefore makes it far more manageable to integrate the TIA with noisy 

digital circuitry, or with other TIA circuits in an array with minimal crosstalk. In addition, 

the dynamic range of a differential TIA is typically larger than that of a single-ended TIA, 

since larger inputs voltages in a differential stage can be beneficial for faster output 

switching, whereas a single-ended circuit would saturate, causing a degraded output eye­

diagram unless automatic gain control circuitry is employed to automatically lower the 

transimpedance gain so that the input overload current can be larger. A differential TIA 

also facilitates the connection to a differential post-amplifier, avoiding the need for a 

reference voltage. The main drawbacks of a differential TIA are the higher power 

consumption as well as higher input-referred noise and larger die area. Unfortunately, the 
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input to a differential TIA can only be single ended because differential photodetectors 

are normally not available for the OOK format. The unipolar single-ended photocurrent 

contains a DC value which affects the performance of DC coupled TIA circuits, for 

example, causing asymmetry (offset) in the output signal levels of a differential TIA and 

reducing the dynamic range, since only half of the available TIA output swing can be 

utilized. Therefore, offset control circuits are generally required in a differential TIA [ 65]. 

To remove the offset, the average DC photocurrent must be subtracted from the 

photodiode such that the current flowing into the TIA swings symmetrically about the 

zero level. 

TO 
LA 

Figure 3.19 -Differential TIA employing an offset canceUation circuit [20] 

A replica TIA and a dummy capacitor must be applied to the unused input of the 

differential amplifier to achieve a balanced differential topology. The offset cancellation 

(OC) circuit obtains the output offset voltage of the differential signal signals either by 

low-pass filtering or by peak-detection and uses an op-amp to adjust the current source 

such that the output offset becomes zero [20]. 

The differential TIA reported in [66] employs an offset correction circuit. The 

TIA achieves a 3dB bandwidth of 1.9 GHz for a 0.3 pF input capacitance and a 59 dB 

transimpedance gain with an average input-referred noise current spectral density of 9. 75 

111 


108 



Chapter 3: CMOS Optical Receiver Design 

pAJ.Jf[;. implemented in a 0.15 Jlm CMOS technology, and is part of a single-chip 

receiver that includes a variable gain amplifier (VGA), a CDR circuit, and a DMUX. 

The differential TIA reported in [47] achieves a 3dB bandwidth of 1.2 GHz with a 

transimpedance gain of 64 dB.Q and an average input-referred noise current spectral 

density of 17 pAJJlli. while consuming 22.5 rnA from a 3.3 V supply in a 0.5 J..tm CMOS 

technology. This differential TIA consists of a common-gate input stage followed by a 

shunt-peaked differential gain stage with cascode transistors, and with the inductors using 

patterned ground shields to reduce substrate coupling [67]. Typical of RFICs, the chip 

area is dominated by the passive components; in this case the inductors combine for less 

than 15% of the total area. Source follower transistors buffer the outputs of the 

differential stage and drive the feedback resistors. To obtain a balanced TIA 

configuration, the common-gate input stage is replicated at the unused input. 

Table V summarizes the performance of the TIA designs that were discussed in 

this chapter, along with a variety of other CMOS TIA designs that have been reported in 

the literature. The research effort focusing on TIA circuits can be divided roughly into 

four areas; higher speed, higher integration, lower cost, and lower noise. CMOS 

technology can meet these criteria simultaneously, especially with circuits that utilize 

regulated cascode, shunt-series peaking, capacitive degeneration, and inter-stage 

broadband matching techniques. 
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Ref ~ 
(dBO) 

hdB 
(GHz) 

·rms 
ln 

(pA1vfHz) 

Power 
(mW) 

Supply 
(V) 

Input Stage Cpd 
(pF) 

Technology 
(CMOS) 

[56] 20 1.26 n/a 180 4.5 cs n/a 0.55-!ID!_ 
[68] 104 0.12 1 n/a 5 cs 1 0.8- f.liD 
[69] 79 0.55 4.5 30 3 cs n/a 0.6-f.liD 
[45] 64 1.2 n/a n/a n/a CG 0.32 0.6-f.lm 
[70] 66.5 0.66 4.6 155 5 CD n/a 0.8- f.lil1 
[711 52 1 7.4 80 5 cs 0.5 0.8- f.liD 
[48) 57.7 0.3 10 n/a 6 RGC n/a 0.6-Jlm 
[471 64 1.2 17 225 n/a CG (diff.) 0.6 0.5-f.lm 
[49] 55.3 2.2 n/a 210 5 RGC 0.5 0.6-J.lm 

J50J 80 0.7 n/a 27 2.5 RGC 1 0.25-f.liD 
[51) 80 0.67 21 27 2.5 RGC 1 0.25-l.lm 
f52] 58 0.95 6.3 85 5 RGC 0.5 0.6-f.lm 
[53) 60 11 18 22 1.8 RGC 0.25 0.18-f.lm 
f721 58 6.3 n/a n/a 1.8 RGC 0.3 0.18-f.lm 
[66) 59 1.9 9.75 n/a 2 cs (diff) 0.3 0.15-J.lm 
[64] 51 6 21 15 3.3 RGC 0.6 0.35-f.lm 
f73l 54.5 2.2 17 n/a 3 RGC 0.3 0.35-f.lm 
[74] 54.5 2.5 16 n/a 3 RGC n/a 0.35-f.lm 
[75) 50 7.86 n/a n/a 1.8 RGC 0.15 0.18-f.lm 
[76] 48 8.46 27.4 5.9 1.8 RGC n/a 0.18-f.lm 
[77] 80 2 7.8 58.4 2.5 Cascode ( diff.) 0.5 0.5-f.lm 
(78] 52 7.6 n/a 34 2 RGC 0.25 0.18-f.lm 
[79) 62 4.2 20 45.5 1.8 RGC (diff.) 0.5 0.18-f.lm 
[801 53 8 18 13.5 1.8 RGC 0.25 0.18-f.lm 
[81] 60 2.5 18.9 16 2.5 RGC (diff.) 0.2 0.25-J.lm 

Table 3.1 - Summary of CMOS TIA designs reported in the literature 

3.3.2 Clock and Data Recovery (CDR) Circuits 

CDR circuits are widely used in optical communication systems. Furthermore, 

operating CDR circuits at higher data rates, while using inexpensive CMOS technology, 

is a key to enable higher bandwidth communications at ever lower cost per unit 

bandwidth. Integration of the CDR with an APE could further potentially reduce the cost 

and maximize overall performance. Therefore, this section will examine the performance 

of several recently published high-speed, highly-integrated CMOS CDR circuits. 

The architecture of a 0.4 J.Lm CMOS CDR reported in [82] employs a number of 

novel techniques to support a data rate of 2.5 Gbps. First, since the maximum oscillation 
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frequency for a three-stage ring oscillator does not exceed 2.4 GHz in this 0.4 !lffi 

technology, a two-stage differential ring topology was chosen for the VCO to obtain 

reliable operation at 2.5 GHz. However, two simple differential pairs in a loop fail to 

oscillate because each stage contributes only one pole, yielding insufficient phase to meet 

the Barkhausen criteria for oscillation. Thus, excess phase is introduced in each stage by a 

composite (inductive) load that provides enough phase-shift around the loop, thereby 

allowing oscillation. To obtain a wide tuning range, the VCO incorporates delay 

interpolation to vary the oscillation frequency with both fine and coarse tuning [87]. The 

PD circuit meanwhile utilizes a novel approach that incorporates the speed advantages of 

a nonlinear (bang-bang) PD but with the linear characteristic of linear PD. The PD is 

realized as a master-slave sample-and-hold (i.e. an analog D flip-flop) circuit, whereby 

each rising data transition samples the instantaneous value of the VCO output. The circuit 

thus generates an output that is linearly proportional to the input phase difference for 

frequencies in the vicinity of the PLL acquisition range and for phase differences as large 

as ± 50° . The PD output voltage drives a transconductance stage (IN converter) 

preceding the loop filer, which drives the VCO control voltage, thus completing the loop. 

The VCO output provides the recovered clock through a set ofopen-drain buffers to 50 n 
termination resistors. This CDR achieves an acquisition range of 15 MHz and the 

recovered clock exhibits arms jitter equal to 10.8 ps, and phase noise equal to -80 dBc/Hz 

at a 5 MHz offset, for a 2.5 Gbps PRBS sequence of length 27 -1. The total power 

dissipation is 33.5 m W (excluding that of the 50 n drivers) from a 3.3V power supply. 

The performance is comparable with that of a CDR designed in a 30 GHz bipolar 

technology (83]. 

The first ever 10 Gbps CDR circuit in 0.18 J.tm technology was reported in [84]. 

The CDR circuit incorporates a three-stage interpolating ring oscillator with fine/coarse 

tuning to achieve a wide tuning range, and a new approach to performing linear phase 

detection using a 'half-rate' clock (88]. The half-rate architecture allows a VCO to run at 

a frequency equal to half of the input data rate. The half-rate architecture alleviates the 

difficulties of linear phase-detection at high-speeds. For instance, at 10 GHz, the 
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maximum output pulse width of a linear PD is only 50 ps, causing even simple digital 

latches to fail to operate reliably in a 0.18 11m technology. With a half-rate clock 

recovery, both the positive and the negative transitions of the recovered clock are used for 

sampling. The main drawback of the half-rate architecture is the degradation in jitter 

tolerance. Since both clock edges sample the data waveform, any deviation of the clock 

duty cycle from 50% can degrade the jitter performance. Therefore, the VCO layout must 

be well-matched and symmetric to avoid the clock duty cycle distortion and timing skew. 

The XOR building blocks of the PD employ current-mode logic (CML) instead of rail-to­

rail CMOS logic to minimize the switching noise in the substrate and on the supplies, 

which can disturb the oscillator considerably. A differential charge pump and loop filter 

follow the PD. This CDR achieves a 1 ps RMS jitter on the recovered clock signal from a 

10 Gbps NRZ random data sequence of length 223 -1 , and the phase noise at 1 MHz 

offset is approximately equal to -106 dBc/Hz. The CDR circuit exhibits an acquisition 

range of 6 MHz and the total power consumed by the circuit is 72 m W from a 2.5 V 

supply. 

The first fully integrated 10 Gbps receiver fabricated in a standard 1-poly 6-metal 

0.18 11m CMOS process was reported in [85]. The receiver integrates an input amplifier, a 

CDR, a 1-to-16 DMUX, and a low-voltage differential signal (LVDS) interface for the 

output clock and data signals. The CDR employs a dual-loop architecture, where the 

frequency-locked loop acts as an acquisition aid to the phase-locked loop which is 

disengaged during normal operation when the CDR is locked to the input serial data. 

Control logic, consisting of a data detector and a lock detector, control the transition 

between the frequency acquisition loop and the PLL. The PLL implements a full-rate 

architecture with a LC VCO to generate a low-jitter, full-rate clock that retimes the data 

from the input amplifier. The LC tank is formed by MOS varactors and an on-chip spiral 

inductor. To increase the tuning range, the VCO has two banks of varactors; the ones 

controlled by the VCO control voltage for fine tuning and the ones controlled by external 

band-select signals for coarse tuning. As a result, the VCO operates in an extended 

frequency range while simultaneously keeping a relatively small VCO gain, helping to 
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reduce the phase noise caused by the ripples on the control lines. The CDR employs a 

linear PD to accurately control the transfer characteristics of the PLL (i.e. loop bandwidth 

and peaking). By using external components for the loop filter, the loop-filter bandwidth 

can be conveniently adjusted. The need for high-speed voltage signals to switch the 

charge pump is alleviated through the use of the linear PD followed by a 

transconductance stage, and there is no current to charge/discharge the filter when the 

loop is locked. As a result, the CDR can operate at a frequency as high as 11 GHz with 

small jitter. After being regenerated in the CDR, the 10 Gbps data stream is fed to the 

1:16 DMUX. The receiver die size is 2.5 x 2.1 mm2
, and the chip operates from a single 

1.8 V supply, consuming 870-m W, with the output drivers counting for more than half of 

the total power consumption. This is considerably less than the 4.5 W consumption of a 

similar receiver chip implemented earlier in SiGe technology [87]. The recovered clock 

for a 10 Gbps NRZ PRBS with length 231 -1 exhibited a measured phase noise of -107 

dBc/Hz at a 1 MHz offset from the carrier. The RMS jitter measured over a band of 50 

kHz - 80 MHz was 0.38 ps. Jitter tolerance specifications for SONET OC-192 were 

exceeded with more than 1 00% margin. 

The 10 Gbps CDR reported in [86] uses a quarter-rate linear PD and a four-phase 

2.5 GHz LC quadrature VCO for both wide phase error pulses and low power 

consumption in a 0.13 J..lm technology. With a four-phase recovered clock from a quarter­

rate LC quadrature VCO, the pulsewidth of the error pulses is doubled, therefore relaxing 

the requirements for the transition frequency fr of the process and the power 

consumption. The total power consumption of the IC, which integrates the CDR with a 

DMUX and low-voltage differential drivers. The CDR utilizes a dual-loop architecture, 

similar to that of [85]. The frequency-acquisition loop consists of a PFD, a CP, a MUX, a 

loop filter, two dividers, and a four-phase quadrature LC VCO. The phase-locked loop 

includes an input buffer, a quarter-rate linear PD, a data recovery circuit, a 

transconductance cell, and shares a MUX, a loop filter, and the quadrature VCO with the 

frequency acquisition loop. The frequency-acquisition loop initializes the oscillation 

frequency of the VCO by using an external reference clock, of which frequency is 
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selectable by an external control pin. When the frequency acquisition reaches within 

± 400 ppm, a lock detector output a signal to indicate that the initialization of the VCO is 

completed. Then a lock controller sets the MUX to switch from the frequency-acquisition 

loop to the phase-locked loop. At the same time, the lock controller also turns off the CP 

during PLL operation in order to prevent the up/down pulses of the PFD from interfering 

with the loop filter through the MUX. The PLL recovers clock and data from the received 

10 Gbps data stream. The four-phase 2.5 GHz recovered clocks are used for data 

recovery, and thus the recovered data are in a 4-bit de-serialized format. The 4-bit 

recovered data are de-multiplexed once by to 16-bit data outputs, by a 4:16 DEMUX, and 

then fed to the L VDS drivers along with the recovered clock. 

Table 3.2 summarizes the performance of the CDR designs that were presented 

thus far, along with a variety of others that have been reported in the literature. 

Ref Bit Rate 
(Gbps) 

VCOPhase 
Noise 
(dBc/Hz) 

Clock 
Jitter 

(ps~) 

Power(mW) 
-Supply (V) 

Sensitivity 

(mVPP) @ 

BER = 10"12 

Jitter 
Tolerance 

( Ulpp) 

Chip Area 
(mm2

) 

Process 
(CMOS) 

r821 2.5 -80 (jiJ 5 Mhz 10.8 33.5-3.3 n/a n/a 0.8 X 0.4 0.4 !illl 
[84] 10 -106@ 1 Mhz 1 72-2.5 n/a n/a 1.1 X 0.9 0.18 Jlffi 
[851 10 -107@} 1 Mhz 0.38 870-1.8 50 0.4 2.5 X 2.1 0.18 J.lffi 
[89] 10 -106@ 1 Mhz 1.1 980-1.2 15 0.45 3x5 0.13 Jlffi 

[901 10 n/a 0.44 1065-1.2 45 0.6 5x5 90nm 
[91] 10 n/a n/a 990-1.2 12 0.3 n/a 0.13 Jlffi 

r921 2.5 -105 @1 MHz I 500-1.8 6.5 0.5 3.2 X 3.8 0.18 !illl 
0.11 Jlffi[93] 10.8 n/a 3.2 220-1.5 150 n/a 0.25x1.4 

r941 9.4-11.3 -11 0 (jiJ 1 MHz 2.1 120-1.2 210 0.5 3 X 3.4 0.13 !illl 
[95] 10 -107@ 1 MHz 0.74 290-1.8 150 0.3 2x2 0.18 !illl 
[961 11.3 -112@} 1 MHz n/a 385-1.8 10 n/a 4x2 0.13 Jlffi 

r97l 1.8 n/a 9.9 12-1.2 50 n/a 0.1 0.13 !illl 
[98] 2.25 n/a 15.7 100-1.8 n/a 0.7 0.7 X 0.63 0.18 Jlffi 
r99l 3.125 n/a 5.9 32-1.2 50 0.5 0.12 0.15 !illl 
[100] 5 n/a 1.2 97-1.8 n/a n/a 0.2 X 0.32 0.1811m 
DOll 11.7 n/a 1.4 86-1.5 n/a n/a 1.3 X 1.5 0.13 !illl 

Table 3.2 - Summary of CMOS CDR designs reported in the literature 
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Chapter4 

CMOS RGC TIA IMPLEMENTATION 

In the design of optical communication systems, the design of the front-end 

preamplifier is well known to be the most difficult as it plays a critical role in dictating 

the whole system performance. In particular, the design of the TIA entails a careful 

optimization of a number of trade-offs between noise, bandwidth, gain, and power 

consumption. It is necessary to simultaneously achieve large bandwidth, high-gain, low­

noise and low-power consumption to achieve the best performance. These conflicting 

requirements can pose a difficult challenge for implementation with submicron CMOS 

technology due to intrinsic parasitic capacitances of active and passive devices, as well as 

due to the large input parasitic capacitance of the photodiode. Sections 3.2 and 3 .3 

discussed techniques that can be utilized to obtain high-performance CMOS TIA circuits 

in spite ofthese factors. It was shown that the RGC input-stage is an effective means of 

isolating the photodiode capacitance from affecting the performance of the TIA, 

especially in terms of bandwidth and sensitivity, while simultaneously achieving a wide 

ripple-free pass-band with a low input-referred noise current. It was also shown that an 

RGC input stage can be effective as AFE designed for multi-Gbps CMOS optical 

receivers. Therefore, a RGC TIA AFE circuit was chosen for fabrication in a standard 

mixed-signal TSMC 0.18 J!m CMOS technology. This chapter describes the design, 

simulation and measured performance of the AFE chip. 

Design and Simulations 

Among all the challenges in the design of fully integrated CMOS broad-band TIA 

circuits, sufficient bandwidth with small gain ripple is of first priority and low-noise is 

second because the noise of the preamplifier dominates that of the whole receiver. 

Therefore, the following objectives were chosen for the RGC TIA design: 
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• 	 To achieve ripple-free pass-band from DC to 6.6 GHz with a group-delay 

variation of less than 10 ps and a transimpedance gain of 40 dBQ with less than 

1 dB variation in magnitude. 

• 	 To obtain an average input-referred nmse current spectral density below 20 

pAl.JHz. (corresponding to a -18 dBm optical sensitivity at BER = 1o-12 
, 

assuming a photodiode responsivity of 0.8 A/W) 

• 	 To minimize the power consumption from a nominal 1.8 V supply. 

• 	 To match the amplifier to the 50 Q measurement interface. 

The complete RGC TIA circuit schematic is shown in figure 4.la. The capacitance 

Cp represents the total input parasitic capacitance of the TIA, which is contributed 

mainly by the bond-pad capacitance. It is assumed to be 150 fF in the simulations to 

model the effects of the input parasitic capacitance on the amplifier performance. In order 

to simplify the circuit biasing, two on-chip current sources, I1 and I2 were chosen in this 

design. The current sources were implemented with a RGC current mirror, shown in 

figure 4.1 b. 

Voo 

IN 

a) 
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Figure 4.1- a) RGC TIA Schematic b) RGC Current Source Schematic 


RGC current sources were chosen because of their low compliance voltage, large output 

impedance and output swing, and low output capacitance compared to other stacked 

current mirrors such as the simple cascode or Wilson current mirror [1 02]. Inductive 

shunt-peaking was used in the local feedback stage in order to extend the TIA bandwidth. 

Shunt-peaking was applied in the local feedback stage, instead of the input CG stage, 

because the gain of the feedback stage must be considerably larger in order to satisfy the 

requirements of equations (3.41) & (3.44). A common-drain (CD) output buffer follows 

the RGC input stage so that the amplifier can drive an external 50 n load. 

Hand calculations using the quadratic FET model were performed in order to 

obtain initial estimates for the transistor sizes, as well as the resistance and inductance 

values for the overall circuit of figure 41. In order to perform these calculations, the 

transconductance factor, f.lnC~x, and the threshold voltage, VTH, were extracted first by 

performing I-V sweeps with the Cadence software package for the TSMC 0.18 !lffi 

CMOS process FET models. 
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The transconductance factor was extracted by performing a drain voltage sweep 

for a single-finger nMOS transistor (W /L = 2.5/0.18), which was biased at a gate voltage 

of 0.6 V. The resulting graph is shown in figure 4.2a. The output resistance of the FET 

was obtained by taking the inverse of the first derivative of the I-V sweep (figure 4.2b). 

Several values for the drain current and drain-source voltage were chosen to solve for the 

transconductance factor by using the DC quadratic FET model in the saturation regime 

(equations 3.9 & 3.10), and the results are shown in table 4.1. 

70 
eo 
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 .... ·--···--········ ··-­60 .... ...-··· 70...... .~ 

50 ..__. .......-·....... · 

......... 


40 
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Figure 4.2- a) Drain current as a function ofdrain-source voltage at VGs =0.6 V 

b) Output resistance as a function of the drain-source voltage at VGS = 0.6 V 

0.0 0.5 1.0 1.5 2.0 

VD$ (V) 

b) 

VDS ID ro JlnCox 

1.04 v 49.98 JlA. 73.35 kO 0.72 mAN2 

1.52 v 56.38 f.tA 75.49 kO 0.81 mAN2 

1.84 v 60.67 f.tA 73.54 kO 0.87 mAN2 

Table 4.1 -Extracted values of Jln Cox 

The value of JlnCox was found by taking the average of the extracted values and was 

found to be approximately 0.8 X 1o-3 A/V 2 
• 
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The threshold voltage VrH was similarly obtained, but by instead performing a 

gate voltage sweep for transistors with various gate widths biased at a fixed drain-source 

voltage, and by fitting the resulting drain current to a straight line. The point at which the 

lines intersect the x-axis denotes the approximate threshold voltage. Figure 4.3 reveals 

that the value of the threshold voltage is approximately 0.5 V. 

Number of Fingers 

14 

12 

10 

-•-2 
-·-4 

!> 6 .(y 

-T-8 / 

,. .... 
".,• 

.~. 

0.0 0.5 1.0 1.5 2.0 

Figure 4.3- Drain current as a function of gate-source voltage at VDS =1.2 V 

The gate width (number of fingers) of the input transistor Ml was chosen such 

that the input impedance is equal to 50 Q. By neglecting channel-length modulation, the 

input impedance of a CG stage becomes R1N =1/ gm . Therefore, the required gate-source 

voltage for transistor M, , assuming a drain current of I m =1rnA , can be found 

according to 

21 2·1·10-3 

VGS = ______])_ + VTH = 3 + 0.5 =0.6 v (4.1) 
g 20·10­

ml 

Equation (3 .6) was used to estimate the number of fingers for M, 
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(4.2) 

Similarly, the gate width of the output buffer CD stage was chosen such that the output 

impedance of the circuit is 50 n. For a bias current of 2 rnA, the required gate-source 

voltage for transistor M 2 was 

2JD = 2. 2 ·10-3 +0.5 = 0.7 V VG.P =--+ V,'H 3 (4.3)
' ,, 20·10­gm 

and the required transistor size was 

n =!:_ 2JD = 0.18 4-10-
3 = 9 (4.4)2 )2 

M w 11 c 1 (v _Vc. 2.s o.8 -10-3 
• o.o4 

r'n ox GS 1'H 

The voltage gam of the local feedback stage was chosen to be approximately 

A= gmRD = 7 in order to satisfy the conditions in equations (3.9) and (3.10). A drain 

resistance of RD =I kQ was assumed, therefore the transconductance of the feedback 

transistor, M FB, was required to be at least 7 mS. In order to obtain the proper size and 

gate-source bias voltage for the desired transconductance, a sweep of the 

transconductance versus gate-source voltage was performed for various transistor sizes 

with VDs =1.2 V . Figure 4.4 reveals that a 6 finger transistor is required to obtain a 

transconductance of 7 mS, and that the gate-source voltage of M FB should be no less than 

0.75 v. 
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Figure 4.4 - Transconductance as a function of gate-source voltage at VDS =1.2 V 

The initial estimate for the current source I1 was chosen as 1 rnA in order to 

minimize power consumption. Transistor sizes were selected according to the conditions 

for optimal biasing of the RGC current mirror. In particular, for M1cs to remain in 

saturation, the gate-source voltage must satisfy [1 02] 

Therefore, in order for the RGC current source to obtain 1 rnA of bias current, the 

required gate-source voltage of M1cs, must be 1.24 V, assuming a single-finger feedback 

transistor M3cs . The gate-source voltage for M1cs is provided by the diode-connected 

transistor M8 cs and the resistor R8 • The corresponding compliance voltage of the current 

source is 0.92 V. Increasing the size of the feedback transistor allows M1cs to operate at a 

much lower compliance voltage. In particular, to obtain a minimum gate-source voltage 

of 0.6 V for M1cs at a 1 rnA bias current, transistor M3cs would require 18 fingers. 

Assuming that 1 rnA of current flows through transistor M8 cs, the value of the resistor 

124 




Dariusz Palubiak McMaster University-Electrical and Computer Engineering 

Rs should be equal to (1.8-1.1)110-3 =700Q. Using equation (4.2), it was found that 

the transistor Mscs required a single finger to support a 1 rnA current at a gate-source 

voltage of 1.1 V. The transistors M1cs and M 2cs were chosen to have the same size as 

Mscs to preserve symmetry of the current mirror. The diode-connected load transistors 

MLI and MLFB were also chosen to have the minimum size for the initial simulations. 

Transistor sizes for current source 12 were similarly obtained, but with the 

estimated current equal to 2 rnA. Using equation (4.4), the required gate-source voltage 

for a single-finger feedback transistor is 1.6 V. Increasing the feedback so that the 

compliance voltage is 0.6 V required M3cs to have 36 fingers. The resistor Rs for the 

second current source was found to be 350 Q, and the remaining transistors used 2 

fingers. 

Simulations on the RGC TIA circuit were conducted using the Cadence software 

package, where the Virtuoso schematic editing tool was used for schematic entry and the 

Cadence SpectreRF tool was used to perform DC, AC small-signal, transient large-signal, 

noise and s-parameter analyses. The component values and transistor sizes which were 

obtained from the hand calculations were used as the starting point for the simulations. 

Since the hand calculations were based on the quadratic FET model which neglected 

channel-length modulation, body-effect, and other second-order effects, the simulated 

performance of the circuit was expected to be sub-optimal. Figure 4.5 shows the initial 

simulation results did not meet the criteria outlined at the beginning of the chapter. 

Several considerations were addressed so that the simulated performance could meet the 

specifications for 10 Gbps operation with sufficient margin. The first consideration was to 

ensure that the group delay variation remain less than 10 ps within the specified passband. 

According to equation (3.47), the group delay peaking of a RGC stage is due to the zero 

introduced by the local feedback. Therefore, the load resistance of the feedback amplifier 

was decreased in order to increase the frequency of the zero resulting from the feedback, 

thereby minimizing the peaking of the group delay within the passband. 
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Figure 4.5- Do-optimized simulation results 
a) Transimpedance b) Group delay 

This was done by increasing the size of the diode-connected load transistor 

MLFB up to 15 fingers. The size of the feedback transistor MF8 was also increased up to 15 

fingers in order to provide sufficient gain from the local feedback stage. 

The second consideration was to ensure that the bandwidth of the TIA remains 

sufficiently wide in order to support 10 Gbps operation. Since the gain-bandwidth product 

of any single stage amplifier is a constant, the gain of the CG stage was reduced in order 

to improve the bandwidth. It was found that increasing the size of the diode-connected 

load transistor ML1 to 8 fingers improved the bandwidth to the required 6 GHz, and also 

helped to further reduce the group delay variation within the passband. Furthermore, 

reducing the size of transistor M 1 to 12 fingers also helped to reduce the group delay 

variation by moving the peak to a slightly higher frequency. 

The third consideration was to ensure that the noise performance of the TIA met 

the specified criteria outlined at the beginning of the chapter. The input-referred noise 

current spectrum of the un-optimized circuit is shown below in figure 4.6. The 

corresponding average input-referred noise current spectral density was found to be equal 

to 21.06 pAIJlli. 

20+-~~~~~~~~~~~ 
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Figure 4.6- Input referred noise-current spectrum of the non-optimized RGC TIA circuit 

Equation (3.46) reveals that the dominant high-frequency notse terms of the input­

referred noise current spectrum are divided by the (gmFB +1/RF8f term which is due to the 

local feedback. Therefore, increasing the sizes of the transistors in the local feedback 

stage also improves the noise performance. Figure 4.7 shows the input-referred noise 

current spectrum of the optimized circuit, which achieved an average input-referred noise 

current spectral density of 16.62 pAlJHz. 

46 
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Figure 4.7- Input-referred noise current spectrum of the optimized RGC TIA circuit 

127 




Chapter 4: CMOS RGC TIA Implementation 

The final considerations for the optimization process were to ensure that the 

input/output impedance of the simulated circuit was matched to 50 n, and to find the 

proper inductance value which yielded the largest improvement in bandwidth. S­

parameter simulations revealed that the size of the output CD stage transistor M 2 needed 

to be increased for proper matching and the value of the current source modified 

accordingly. As for the shunt-peaking inductor, the TSMC 0.18 Jlm CMOS process 

provides rectangular spiral inductors which utilize the thick metal-6 layer available in this 

technology. The lumped circuit model used to simulate these inductors is shown in figure 

3.15. Each available inductance value, with its corresponding inductor model, was 

inserted into the circuit, and the effects of shunt-peaking on the 3dB bandwidth and 

group-delay peaking were examined. For the un-optimized circuit, the inductor had no 

effect on the bandwidth or group-delay. This was because the gain of the local feedback 

stage was not large enough to place the dominant pole away from the input node. For the 

optimized circuit, the optimal inductance was found to be equal to L =3.878 nH 

(corresponding to a 3.5 tum inductor), which yielded an approximate 65% bandwidth 

enhancement compared to the case without the inductor ( f 3dB =5.6 GHz without shunt-

peaking, f 3dB =8.3 GHz with shunt-peaking), but at the cost of slight group-delay 

peaking at the upper end of the passband. Figure 4.8 shows the optimized simulation 

results with and without the aid of the on-chip shunt-peaking inductor. Table 4.2 

summarizes the simulated performance of the optimized TIA and table 4.3 lists the 

optimized component values which were used for the final circuit layout. The bandwidth 

variation due to changes in the input capacitance was simulated in order to verify the 

isolation of the RGC input stage. Figure 4.9 shows the transimpedance magnitude 

response for several different values of input capacitance, revealing that the 

transimpedance gain begins to drop at high frequencies as the input capacitance increases. 

Table 4.4 summarizes the bandwidth variation of the transimpedance, confirming that the 

bandwidth variation of the RGC input stage is small for an input parasitic capacitance up 

to 350 fF. 
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Figure 4.8- Optimized simulation results with and without shunt-peaking inductor 
a) Magnitude response b) Group delay response 

3dB Bandwidth 8.3 GHz 

Transimpedance 38dBn 

Group Delay Variation < 10 ps 

Average input referred noise current 
density 

16.62 pA/JHz 

Power consumption 18.4 mW (1.8 V) 

Input Reflection Coeff. < -12 dB 

Output Reflection Coeff. <-8 dB 

Table 4.2 -Simulated Performance Summary 
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Element Value 

MI 0.18 J.lffi (L) x 2.5 J.lffi (W) x 12 fingers 

MLI 0.18 J.lffi (L) x 2.5 J.lffi (W) x 8 fingers 

MFB 0.18 J.lffi (L) x 2.5 J.lffi (W) x 15 fingers 

MLFB 0.18 J.lffi (L) x 2.5 J.lffi (W) x 15 fingers 

M2 0.18 J.lffi (L) x 2.5 J.lffi (W) x 15 fingers 

MI,CSI 0.18 J.lffi (L) x 2.5 J.tm (W) x 2 fingers 

M2,CSI 0.18 J.lffi (L) x 2.5 J.lffi (W) x 2 fingers 

M3,CSI 0.18 J.lffi (L) x 2.5 J.tm (W) x 8 fingers 

MB,CSI 0.18 J.lffi (L) x 2.5 J.lffi (W) x 12 fingers 

RB,CSI 200.0 

RI,CSI 2kn 

MI,CS2 0.18 J.lffi (L) x 2.5 J.lffi (W) x 8 fingers 

M2,CS2 0.18 J.tm (L) x 2.5 J.lffi (W) x 12 fingers 

M3,CS2 0.18 J.tm (L) x 2.5 J.tm (W) x 8 fingers 

MB,CS2 0.18 J.lffi (L) x 2.5 J.lffi (W) x 2 fingers 

RB,CS2 800.0 

RI,CS2 2kn 

L 3.878 nH (3.5 turns) 

Table 4.3- RGC TIA component values 
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Figure 4.9- Variation of transimpedance gain with input capacitance CPD 

Input Capacitance CPJ) 3dB bandwidth f3Js 

50 fF 8.9 GHz 

150 fF 8.3 GHz 

250 fF 7.8 GHz 

350 fF 4.1 GHz 

450 fF 3.5 GHz 

550 fF 3 GHz 

650 fF 2.6 GHz 

750 fF 2.4 GHz 

Table 4.4- Summary of bandwidth variation 
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Layout and Measured Performance 

The layout was done using the Virtuoso Layout Editor tool available in the 

Cadence 2004 software package. All major interconnections and inductors were laid out 

using the top thick metal-6 layer to minimize the parasitic capacitive and resistive effects. 

The 6 metal layers were connected in parallel to provide a ground and DC-supply with 

minimum resistive losses. Decoupling capacitors were placed between the VDD and 

GND pads, as well as between the VDD and GND supply lines, to provide a low­

impedance path for the low-frequency supply noise to couple through. The RF pads 

utilized only the top thick metal-6 layer to reduce the parasitic capacitance. Figure 4.1 Oa 

shows a screen capture of the RGC TIA chip layout, and figure 4.1 Ob shows the 

photomicrograph of the fabricated chip. The total chip area is 1 x 0.781 mm2
• 

a) 
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b) 


Figure 4.10- a) Layout screen capture b) Photomicrograph of the RGC TIA chip 


The scattering parameters (S-parameters) and impedance parameters (Z­

parameters) of the TIA were obtained for the nominal 1.8 V supply, as well as for a 3.0 V 

supply. The chip was probed on-wafer using a ground-signal-ground configuration for the 

RF signal, and a single pad was used for DC supply. The supply voltage on the VDD pad 

was provided by an HP4145B Semiconductor Parameter Analyzer. The S-para~eters 

were measured using an Agilent 8722ES S-Parameter Analyzer, calibrated using Open­

Short-Thru-Load method with a Picoprobe CS-5 calibration substrate. The measurement 

set-up is shown in figure 4.11. De-embedding was not performed because this would 

remove the shunt component of the input connections. This capacitance was included in 

the simulations and to model the effects of the parasitic input capacitance on the TIA 
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performance. The S-parameters were transformed to Z-parameters using the following 

equations: 

(4.6) 

The simulated and measured S-parameters and Z-parameters for the nominal 1.8 

V supply are shown figures 4.12 and 4.13, respectively. The simulated and measured 

results for a 3.0 V are illustrated in figures 4.14 and 4.15. 

D S-Parameter Analyzer 
Agilent 8722ES 

D Semiconductor Parameter 
Analyzer 
HP 41458 

Figure 4.11 -Experimental setup for S-Parameter measurements 
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Figure 4.12- Simulated and measured S-Parameters for a nominal1.8 V supply 
a) Sll b) S21 c) S12 d) S22 

The measured -3dB bandwidth of the TIA was approximately 7 GHz smaller than 

that of the inital simulations and the measured low-frequency transimpedance gain was 

0.5 dB smaller. The high-frequency roll-off in the measured transimpedance gain is 

attributed to the parasitic capacitances of the interconnect lines as well as parasitic 

capacitive loading at the input node caused by the bond-pad and ESD capacitances. An 

500 fF capacitor was added in the S-parameter simulations to account for the capacitance 

of the ESD diodes at each input pad, yielding a total input parasitic capacitance of 

approximately 650 fF. The simulation results reveal that the parasitic capacitance of the 
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input ESD pads contributed to the reduced bandwidth, since the circuit could only tolerate 

approximately 250 fF of capacitance at the input node. 
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Figure 4.13- Simulated and measured Z-Parameters for a nominall.S V supply 
a) Zll b) Z21 c) Z12 d) Z22 

On account of these results, it is estimated that the total input parasitic capacitance of the 

laid out circuit was up to thee times higher than the initial estimate. Other layout issues 

such as crosstalk from the output line onto the power supply bus, as well as the magnetic 

coupling between the inductor and interconnect lines, affected the measured S22 and S 12 

parameters significantly. The resistive losses of the interconnect lines, particularly on the 

109 
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long and thin interconnect line between the output buffer to the output pad also made a 

significant contribution in reducing the measured transimpedance by 1 dB. 

The simulated and measured group delay is shown in figure 4.16. The simulated 

and measured group delay varies less than approximately 10 ps within the desired pass­

band. As a result, the TIA generates negligible data-dependent jitter. Table 4.5 

summarizes the measured performance of the RGC TIA chip. 
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Figure 4.14- Simulated and measured S-Parameters for a 3.0 V supply 
a) Sll b) S21 c) Sl2 d) S22 

An Anritsu MP1763B Pulse Pattern Generator (PPG), an Agilent 83752A 

Synthesized Sweeper and an Anritusu MP1764A Error Detector were used to assess the 
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BER performance of the TIA chip for a random sequence of digital data at various bit­

rates. Furthermore, an Agilent Infinium DCA 86100A Wideband Oscilloscope was used 

to measure the eye-diagrams. The test set-up is illustrated in figure 4.19. Since the TIA 

chip was tested using voltage signals, the DC voltage gain of the circuit was measured in 

order to determine the optimal output offset voltage for the PPG. As shown in figure 4.18, 

the circuit exhibits a linear voltage gain profile for an input voltage between 0.4 V to 0.8 

V. Therefore, an output offset voltage of0.65 V was chosen for the PPG. 
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Figure 4.16- Simulated and measured group delay response for a nominal1.8 V supply 

3dB Bandwidth 1.5 GHz 

T ransimpedance 37 dBQ 

Group Delay Variation < 10 ps 

Noise 29 pAJM 

Power consumption 23.76 mW (1.8 V) 

Input Reflection Coeff. < -14 dB 

Output Reflection Coeff. <-7 dB 

Chip Area 1 X 0.781 mm2 

Table 4.5- Measured Performance Summary 
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D Semiconductor Parameter 
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Figure 4.17- BER and eye diagram measurement set-up 
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Figure 4.18- Simulated and measured voltage transfer characteristic 
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A 1 Gbps NRZ pseudo-random bit sequence (PRBS) of length 211 -1 , generated by the 

PPG (figure 4.20a), was input directly into the RGC TIA chip, and the output signal from 

the TIA chip was fed into the oscilloscope to obtain the output eye-diagram, as well as 

into the error detector to measure the BER performance. The measured eye diagrams 

reveal that the rise and fall times of the NRZ signal are increased due to the low-pass 

frequency response of the TIA. In addition, the eye diagrams reveal that the TIA adds 

very little noise, jitter and lSI to the output signal. The rms jitter measured by the scope 

was 6 ps. The eye closure due to lSI at the center of the bit interval was less than 35%. 

The BER performance was measured by sending a 211 -1 PRBS test pattern with varying 

amplitudes levels from the PPG through the RGC TIA chip and measuring the resulting 

BER from the BER analyzer. The smallest average input voltage signal which obtained a 

BER of 1o-12 was found to be V IN =1.52 m V , which corresponds to an electrical 

sensitivity of i!fn, = 16 ~ . The optical sensitivity was obtained assuming a photodetector 

with a responsivity of 0.8 A/W, resulting m an optical sensitivity of 

16 X 10-6 

P sens = =I 0!! W = -20 dBm. Equation (2. 78) was used in conjunction with the 
2 · 0.8 

measured BER data to obtain an estimate of 29 pAJ.JHz for the average input-referred • 

rms noise current of the RGC TIA, with an assumed photodiode repsonsivity of 0.8 A/W. 

The measured BER performance of the RGC TIA chip is summarized in figure 4.19, 

along with a comparison to the sensitivity performance of several other recently published 

CMOS TIA circuits. 
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Figure 4.19- Measured BER performance versus optical sensitivity for the RGC TIA chip and · · 
comparison to published results 

Figure 4.21 shows the eye diagrams for 10 Gbps data. The eye-closure is more 

severe because of the high-frequency gain roll-off, and also because of the impedance 

mismatch which becomes more severe at high-frequencies. At a 1.8 V supply, the BER of 

a 10 Gbps signal could no longer be maintained at 1 o-12 
• The supply was increased to 3.0 

V to achieve reliable operation at 10 Gbps. Using a 3.0 V supply, the eye closure is less 

severe (fig. 4.21c) since the high-frequency gain is approximately 4- 6 dB larger than 

with a 1.8 V supply, and the TIA was able to achieve a measured BER below 10-12 
• 

However, this comes at the cost of a reduced output voltage swing, because the drain 

voltage of the output stage increases. Increasing the supply voltage additionaly implies a 

greater power consumption, and reduced device life-time. 
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a) 

b) 
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c) 

Figure 4.20- a) Eye-diagram of 1 Gbps signal NRZ PRBS input signal b) Eye-diagram ofTIA output 
using a 1.8 V supply and c) 3.0 V supply 

a) 
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b) 

c) 

Figure 4.21- a) Eye-diagram of 10 Gbps NRZ PRBS input signal b) Eye-diagram ofTIA output 
using a 1.8 V supply and c) 3.0 V supply 
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Chapter 5 

OPTICAL TRANSMITTER PROTOTYPE 

DESIGN & IMPLEMENTATION 

As fiber communication systems continue to move closer into the home, 

equipment manufacturers are being driven more than ever to obtain improvement in 

operating speed, transmission distance, and power consumption, all at a reduced cost. 

Implementation of these improvements for optical transmitters calls for faster edge 

speeds, increased driving currents, and lower supply voltages. Reducing the power-supply 

requirements into a single 3.3 V supply is one obvious way to significantly improve the 

overall power dissipation of any system. However, high current requirements, fast 

switching capability, parasitic inductances of the packaged laser all work against 

achieving the 3.3 V goal. Therefore, finding a low-cost laser that operates properly with a 

single 3.3 V supply, while still meeting the stringent signal integrity requirements typical 

of high-speed optical transmitters is a difficult challenge. This chapter presents the 

implementation of a optical transceiver module built with commercial off-the-shelf 

components that overcomes these challenges while providing a low-cost solution. 

Laser Driver 

The laser diode chosen for this prototype was the SLT4210 Series 1.31 Jlffi 

InGaAsP/InP MQW-DFB laser diode module, manufactured by Sumitomo Electric. The 

laser diode is mounted into a TO package and integrated with an InGaAs monitor 

photodiode, and a single mode fiber pigtail. These modules are ideally suitable for long 

reach and intermediate reach applications with a data rate up to 2.5 Gbps (i.e. PON). They 

exhibit good spectral characteristics for high-speed direct modulation such as a maximum 

spectral width of 1 nm, minimum MSR of 30 dB and maximum rise/fall times of 0.1 ns. 
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At room temperature, the threshold current is typically 10 rnA and the minimum slope 

efficiency is 0.075 mW/mA. 

The primary function of a laser driver is to provide appropriate current for bias 

and modulation of the laser diode. The bias current is the constant current that pushes the 

laser diode beyond its threshold value and into the linear region ( eq. 2.45), and the 

modulation current switches on and off in synchronization with the input voltage 

waveform. Ideally, the bias current should track the changes in threshold current and the 

modulation current should track the changes in slope efficiency (e.g. due to temperature 

variations). Also, the modulator must meet the jitter generation specifications outlined by 

the optical communication standards (i.e. GPON). For these reasons the laser driver 

chosen for the optical transmitter module was the MAXIM MAX3863 2.7 Gbps Laser 

Driver with Modulation Compensation IC [104]. The MAX3863 can operate a laser diode 

from a single 3.3 V supply. It was designed for directly modulating a laser diode up to 

data rates of 2.7 Gbps. The laser driver can modulate laser diodes at amplitudes up to 80 

rnA, and can supply a bias current up to 100 rnA. External resistors can set the bias and 

modulation levels. The MAX3863 modulation output is optimized for driving a 25 Q 

load. Typical (20% - 80%) edge speeds are 50 ps. In addition to providing enough drive 

capability, it contains a fully integrated automatic power control (APC) loop for 

maintaining the laser bias current over temperature variations and lifetime of the laser, 

and modulation compensation is available to increase the modulation current in 

proportion to the bias current, thereby maintaining the extinction ratio. The MAX3863 

accepts differential CML clock and data inputs with on-chip 50 Q termination resistors. If 

a clock signal is available, an input data-retiming latch can be used to re-time the input 

data thereby rejecting any input pattern-dependent jitter. The laser driver chip is 

fabricated with Maxim's in-house second-generation SiGe process, and packaged in a 32­

pin quad, flat, no-lead (QFN) package. The functional diagram of the chip is shown in 

figure 5.1. 
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Figure 5.1- Functional diagram ofMAX3863laser driver IC. Driver chip is AC coupled to laser 
diode [104] 

Laser Driver Interface 

The design of the interface between the laser driver circuitry and the commercially 

available laser diodes at high data rates is affected by the output circuit of the laser driver, 

the supply voltage, and the electrical characteristics of the laser diode. DC coupling 

between the driver and the laser provides a simple and straightforward interface solution, 

as illustrated in figure 5.2a. Typical long-wavelength laser diodes require a forward-bias 

voltage on the order of 1.2 - 1.8 V. This forward-bias requirement is the sum of the 

bandgap voltage and the voltage drop across the equivalent series resistance of the laser 

diode (e.g. figure 5.2b) The equivalent series resistance is typically 4 - 6 Q. ToR8 
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interface with the laser diode, a series damping resistor RM of 20 n is necessary to 

achieve the required load condition, assuming a laser diode resistance of 5 n. 

+3.3 v 
Supply 

Laser 
Driver .._ 

IslAS 

Laser
Diode 

hVo 

Cp 

Rs 

Bias 
Inductor 

a) b) 

Figure 5.2- a) DC coupled laser b) Laser diode equivalent circuit model 

The voltage drop across the laser diode VL , as well as the transient voltage drop Vr 

resulting from the parasitic inductance of the laser package, Lp, and the voltage drop VM 

across the damping resistor, RM, may not provide enough voltage headroom for fast 

switching of the transistors in the output stage of the driving circuit as the supply is 

decreased to 3.3 V. To illustrate this, a package parasitic inductance of 1.5 nH, and a 25 

rnA modulation current with 20% to 80% edge-speed of 50 ps (for 1 Gbps data) are 

assumed, resulting in a voltage drop of Vr =L (M I M) =0.45 V during switching 

transients. With a 20 n matching resistor and a forward-bias voltage of VL = 1.6 V 

required for the laser diode, the voltage at the driver output can be as low as 0.75 V, 

which causes the output switching transistors fall out of saturation, making high-speed 

operation with a 3.3 V supply very difficult [103]. 
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The headroom problem can be improved by AC coupling the driver to the laser 

diode. Shown in figure 5.3, this can be accomplished by adding a series capacitor, CD, 

and pull-up inductor, Lp. 

+3.3V 
Supply 

Laser 
Driver 

~ 
lstAS 

Laser 

Diode 


Bias 
Inductor 

Figure 5.3 - AC coupled laser 

The pull-up inductor is required to keep the output driver transistors properly biased. 

With AC coupling, the AC voltage drop across the laser diode is only a function of the 

voltage drop across its equivalent series resistance and not the band-gap, and the voltage 

drop VM across the matching resistor is equal to one-half the modulation current I MOD 

times RM • This is because the average current through CD must have an average value of 

zero and a peak-to-peak current swing of !MoD. To satisfy these conditions, one-half of 

I MOD must flow into CD from the laser during an optical high output, and one-half of 

I MOD must flow out of CD into the laser during an optical low output. The total current 

through the laser is equal to the sum of the currents flowing out of the cathode, therefore 

the laser current is I BIAs + I MOD I 2 during an optical high output, and I BIAs - I MOD I 2 

during an optical low output. Repeating the headroom calculation for the AC coupled 

laser, the voltage at the output at the driver output IS 

Vs -IMoDRM I 2- VT -IMoDRs = 2.47 5 V , allowing sufficient headroom and therefore 
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enabling fast current switching in the driver output stage even with a 3.3 V supply [20]. 

Based on these considerations, the laser diode was AC coupled to the driver circuit. 

There are several disadvantages of the AC coupling scheme. First of all, additional 

discrete components are required. Because these components are in the high-speed signal 

path, they can cause distortions. Therefore, the use of good high-frequency PCB layout 

techniques is critical. In addition, the AC coupling capacitor CD added into the signal 

path introduces a low-frequency cutoff to the system, which can impact the pattern­

dependent jitter performance of the system. Typical specifications for random NRZ data 

require that the system maintains a low BER for a certain number of consecutive ONEs or 

ZEROs. Thus, the AC coupling capacitor CD must not affect the low-frequency content 

of the data stream. To reduce the pattern-dependent jitter caused by long strings of 

consecutive identical bits, the value of CD should be as large as possible [20]. 

Since the total current of I BIAS +IMoD must flow through both the laser diode and 

the parasitic package inductance, the transient behavior of the switching current affects 

the optical output of the laser diode in a number of ways due to the parasitic inductor. 

Successful multi-Gbps optical transmitter design therefore demands for careful attention 

to the sources and effects of parasitic inductance that affect the transient response. Since 

the circuit of figure 5.3 forms a second-order RLC circuit, basic control theory can be 

used to predict overshoot and ringing that result from an overdamped or underdamped 

RLC circuit. To eliminate overshoot and ringing, the circuit must be at least critically 

damped, where Rcriticat =2.JL I C < RM • Thus, as the parasitic inductance increases, the 

critical resistance must also increase, at the cost of greater mismatch between the laser 

and driver and reduced voltage headroom [103]. 
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PCB Layout 

Figure 5.4 shows the complete interface schematic which was implemented on the 

PCB. The values for each of the critical elements (e.g. bypass capacitors, biasing 

inductors) of the circuit were selected according to the data sheet specifications provided 

by the chip manufacturer [104]. The schematic entry and PCB layout was performed 

using the Protei DXP software package. To minimize parasitic inductances, connections 

between the chip output and the laser diode were made as short as possible and a 

multilayer board with uninterrupted group plane was used to minimize EMI and crosstalk. 

The exposed ground pad on the 32-pin QFN, which provides a low thermal resistive path 

for heat removal from the IC, was soldered to the circuit board ground for proper thermal 

and electrical performance of the laser driver chip. 

Figure 5.4- Schematic diagram of optical transmitter PCB prototype [104] 
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At high-frequencies, the physical dimensions of printed circuit board traces 

become significant relative to the wavelength of the signal. Therefore, controlled 

impedance transmission lines were used to route the clock and data signals, as well as for 

the output to the laser. Microstrip transmission lines were chosen due to their simplicity 

of design, and their ease of fabrication. The characteristic impedance of the microstrip 

traces on the PCB were obtained from empirical formulas provided by the software, in 

terms of the thickness and the width of the trace, and its distance from the return path 

(ground plane). 

' w 	 .liE(-- b -~5>1 
' 

Ccmductor 11 Conductor • 
PCB Oielectr:ic 11 PCB Ot,el~tfic • 

Figure 5.5 - Microstrip waveguide & coplanar waveguide with ground 

The primary disadvantage of microstrip transmission lines are that some of the 

energy transmitted may be coupled into space or onto adjacent traces. Also, microstrip 

traces can be inconvenient when connecting to other components; for example, when 

connecting a device pin that has a specific pin size, the trace width may tum out to be too 

wide to fit between pins. Because maintaining a tight control of the waveguide 

characteristics is critical in RF PCB layouts, coplanar waveguides are useful alternative to 

keep the impedance of the line constant while tapering the signal conductor's width down 

to meet a pin. A close-up of the laser driver interface is shown in figure 5.6. The PCB was 

fabricated using a standard low-cost FR4 PCB material. The high-speed data and clock 

traces were carefully designed to have the same electrical length and symmetry on the 

PCB. The test equipment was connected via subminiature version A (SMA) connectors 
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on the edge of the board. The total cost of the board was under $400 USD, with the laser 

diode counting for over 50% ofthe cost. The complete PCB design is shown in figure 5.7. 

Figure 5.6- Close-up of laser driver interface revealing the design of the input transmission lines. 
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Figure 5.7 - Complete view of optical transmitter prototype board 

Measured Results 

Reflection coefficients of the optical transmitter board were measured by an 

Agilent 8703B Lightwave Component Analyzer. The measured forward reflection 

coefficient (fig. 5.8a) shows that the input ports are well matched to 50 n up to 

approximately 2 GHz. The measured forward transmission coefficient, (i.e. conversion 

efficiency) reveals that the laser can be modulated reliably up to approximately 1 GHz. 

The notches in the reflection and transmission coefficients are due to the resonances 

caused by the parasitic inductances in the laser driver interface. The optical spectrum of 
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the laser was measured with an Agilent 861428 Optical Spectrum Analyzer. This 

measurement confirms the spectral purity of the optical source under continuous wave 
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Figure 5.8- Measured a) forward reflection and b) forward transmission coefficients of the optical 
transmitter board 
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operation (fig. 5.9a), showing that the spectral line width is approximately 1 nm, and 

under direct modulation (fig. 5.9b), where the spectral width broadened slightly due to 

frequency chirp. The measurement also confirms that the side-mode suppression ratio of 

the laser is indeed greater than 30 dB as specified. 

-17.99 

-53.97 

0.2 nm -37.78 dBm 
3.0 kHz T 69.9 ms 20120 

a) 

-17.99 

-29.98 

-53.97 

0.2 nm 
3.0 kHz 69.9 ms 20120 

b) 


Figure 5.9- Optical spectrum (intensity vs. wavelength) of the MQW laser under 

a) CW operation b) direct modulation 
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The measurement set-up of an optical transmission experiment over 10 km of 

SMF is illustrated in figure 5.10. A Discovery Semiconductor DSC-R402 10 GHz optical­

to-electrical (0/E) converter was used to convert the optical signal to the electrical 

(voltage) domain. The measured responsivity and the conversion efficiency of the 0/E 

converter were 0.8 A/W and 350 V/W, respectively. The BER measurements were 

performed using an Anritsu MP1763B 12.5 GHz pattern generator and an Anritsu 

MP1764A 12.5 GHz error detector. An Agilent Infinium DCA 86100A Wideband 

Oscilloscope was used to obtain the eye diagrams. For all eye diagrams and BER 

measurements, a PRBS of length 211 -1 was used. 

D Anritsu MP1763B 
Pulse Pattern Generator D Agilent 83752A 

Synthesized Sweeper 

RF OUT 

Figure 5.10- Optical transmitter prototype board test set-up 

The eye diagrams of a 1 Gbps signal obtained from the transmitter prototype 

board, both before and after passing through the fiber, are shown in figure 5.11. The 

values of the bias current and modulation current were 12 rnA and 22.5 rnA, respectively. 

With equations (2.55) and (2.59), the corresponding extinction ratio was found to be 8 

dB. The total power consumption ofthe transmitter was 702 mW. The measured BER for 

the PRBS was I0-12 both before and after transmission through the fiber. The eye diagram 

of the signal generated by the transmitter prototype board shows considerable overshoot 

and undershoot at the rising and falling pulse edges. 

D Agilent lnfinlum DCA 86100A 
Wldeband Oscilloscope 

RFINTransmitter Prototype 
Board 
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a) 

b) 

Figure 5.11- Eye diagrams of 10 km optical transmission experiment a) Eye diagram from optical 
transmitter prototype board before transmission through fiber b) after transmission through fiber 
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The fast rising edges of the data signal from the PPG, together with the parasitic 

inductances of the laser diode package and laser driver interface caused the 

overshoot/undershoot to occur. In particular, the ferrite beads (used as the pull-up 

inductors) had an excessively high Q factor, which greatly contributed to the overshoot. A 

potential solution to this problem would be to adjust the value of the series damping 

resistor, or to decrease the value of resistor in parallel with the pull-up inductor to damp 

out the overshoot. After passing through 10 km of optical fiber, the eye diagram showed 

considerable lSI due to the combined effects of fiber dispersion and laser chirp. However, 

a BER of 10-12 was still obtainable through the manual adjustment of the decision 

threshold voltage and sampling time of the BER analyzer. The corresponding eye closure 

power penalty due to the lSI can be obtained by measuring the amount of eye closure 

attributed to lSI in the eye diagram of figure 5.11 b. The launched optical power was -1.29 

dBm, with a corresponding eye opening of 260 m V. After passing through 1 0 km of fiber 

(assuming a loss of 0.4 dB/km at the 1330 nm wavelength), the received optical power 

was approximately -5.45 dBm with a corresponding eye opening of 103.3 mV. The eye 

diagram of figure 5.11 b exhibits an eye closure of approximately 25 m V. This closure 

corresponds to a power penalty ofapproximately 0.16 dB due to ISI. 

Eye diagrams for 1.5 and 2 Gbps signals from the output of the optical transmitter 

prototype board are shown in figure 5.12. As the data rate was increased, the total jitter 

increased considerably and the eye closure became more severe. This degradation is due 

to reflections caused by mismatch in the transmission lines at higher frequencies. Figure 

5.13 summarizes the BER performance of the optical transmitter PCB for different bit 

rates. The maximum bit rate is 1.25 Gbps at BER of 10-9 
• As the bit-rate is increased 

beyond this point, the accumulation of data dependent jitter and random jitter causes 

severe eye closure, resulting in an increase of the BER. Figure 5.13 summarizes the BER 

performance of the optical transmitter prototype board as a function of bit-rate. 
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a) 

b) 

Figure 5.12- Eye diagrams ofPRBS from optical transmitter prototype board 
a) 1.5 Gbps signal b) 2 Gbps signal 
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Figure 5.13- BER of the optical transmitter prototype board as a function of bit rate for a 10 km 
fiber span. The launched optical power is -1.3 dBm. 
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Chapter 6 

CONCLUSIONS 

6.1 Summary 


The dramatic growth of data transportation volume and speed over the internet in 

recent years entails the development of low cost integrated optical communication 

systems with ever increasing bandwidth requirements. In recent years, passiv~ optical 

network technology has shown to be a suitable and cost-effective solution to the 'last­

mile' access network bottleneck which severely limits the maximum achievable 

transmission rates in metropolitan and wide area networks. Currently, the most successful 

PON protocols have been BPON and EPON. Future PON networks are expected to 

provide transmission rates in the range of 1 0 - 40 Gbps. Therefore, low-cost optical 

communication systems that are capable of operating at these rates are of great interest. 

Transimpedance amplifiers are extensively exploited as the front-end of optical 

communication receivers, therefore this thesis dealt with the design and implementation 

of a TIA circuit suitable for optical communication receivers. Traditionally, such front­

end circuits have been heavily dependent on expensive semiconductor technologies, due 

to their speed and noise advantages. However, the demand for high volume and wide 

deployment of PON technology in recent years makes silicon based integrated systems 

the most cost-effective solution. Therefore, CMOS technology is the best candidate for 

fully integrated analog front-end optical receiver circuits due to its cost, integration and 

manufacturability advantages. However, due to the inferior parasitic and noise 

characteristics of generic CMOS technology, many circuit techniques have been proposed 

to achieve comparable performance to the optical receiver circuits realized in more 

expensive semiconductor technologies. 

The main bandwidth restriction of a conventional TIA is usually at the input node 

due to the large input parasitic capacitance caused mainly by the photodiode. By 
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modifying the conventional common-gate input stage to a regulated cascode topology, 

very small input impedance can be obtained to relax the gain-bandwidth tradeoff at the 

input node. Furthermore, inductive shunt peaking can be exploited for bandwidth 

enhancement. A prototype CMOS TIA circuit was implemented based on these 

considerations. Cadence simulations showed that the RGC input configuration efficiently 

isolates the input parasitic capacitance from the bandwidth determination, resulting in a 

simulated 7.8 GHz bandwidth for up to 0.25 pF of input capacitance, and that the 

inductive peaking technique can extend the 3dB bandwidth of the RGC TIA stage by 

approximately 68%. The measured -3dB bandwidth of 1.5 GHz was significantly lower 

that that of the simulations. This bandwidth .reduction was attributed to the parasitic 

capacitive and resistive losses of the interconnect lines, as well as the large parasitic 

capacitive loading at the input node due to ESD bond pads. The measured transimpedance 

gain of the TIA chip was 37 dBQ and the power consumption was 23.76 mW from a 1.8 

V supply. The measured average input-referred noise current was approximately 

29pAJ.Jilz, corresponding to an optical sensitivity of -20 dBm at a BER of 10-12 for a 

photodetector with responsivity of 0.8 A/W. The total chip area was equal to 0.781 mm 2 , 

with the on-chip spiral inductor accounting for over 40% of the total active silicon area. 

Table 5.1 summarizes the measured and simulated performance of the RGC TIA 

presented in this work, along with a comparison to some other RGC TIA circuits recently 

reported in the literature. 

Ref ~ 
(dBO) 

hdB 
(GHz) 

•YmS 

ln 

(pAl~) 

Power 
(mW) 

Supply 
(V) 

Input 
Stage 

Cpd 
(pF) 

Technology 
(CMOS) 

[531 60 11 18 22 1.8 RGC 0.25 0.18-um 
[75] 50 7.86 n!a n!a 1.8 RGC 0.15 0.18-J.tffi 
[761 48 8.46 27.4 5.9 1.8 RGC n!a 0.18- Jlffi 

[78] 52 7.6 n/a 34 2 RGC 0.25 0.18- Jlffi 

[801 53 8 18 13.5 1.8 RGC 0.25 0.18-um 
Measured 37 1.5 29 23.76 1.8 RGC 0.75 0.18-um 
Simulated 40 8.4 16.62 18.4 1.8 RGC 0.15 0.18- Jlffi 

Table 6.1 - Comparison of this work to published TIA circuits 
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The performance of the TIA chip was assessed for a NRZ PRBS of length 211 -1 

obtained from a ppQ. The measured eye diagrams revealed that the TIA produced 

negligible jitter and lSI for 1 Gbps signals, and the measured BER was less than 1 o-12 
• 

The TIA chip was also shown it could also recover 10 Gbps data with a low BER by 

increasing the supply to 3.0 V. However, increasing the supply voltage results in a 

smaller output dynamic range, as well as reduced device lifetime. The measured 

performance renders the RGC TIA chip suitable for BPON and EPON continuous-mode 

optical communication applications. 

Another important consideration for low-cost PON systems is the utilization of 

low-cost optical components in optical transceivers which can still meet the required 

system specifications. In particular, maximizing the performance of optical transceivers 

which employ low-cost components, such as standard single mode fibers, and discrete 

packaged directly modulated semiconductor lasers, is vital in achieving high-volume 

PON deployment. Therefore, this thesis also dealt with the design and implementation of 

a low-cost optical transmitter module, built with standard off-the-shelf components, that 

is suitable for PON applications, and considered its performance in a 10 km point-to-point 

fiber link typical of FTTH applications. The module was designed to operate with a single 

3.3 V supply with a total power consumption of just over 700 m W, and achieved a 

maximum bit-rate of 1.25 Gbps at a BER of w-9 
• The total cost of the transmitter 

prototype board was less than $400, with the laser diode accounting for almost half the 

total cost. 

The phenomena which were found to be responsible in degrading the BER 

performance at the decision circuit for a 10 km fiber communication system are 

summarized in figure 6.1. The electrical mismatch between the laser driver interface, as 

well as the intrinsic characteristics of the packaged laser diode, were found to be main 

limiting factors in achieving a high bit-rate for a low cost optical transmitter. Although 

the components were specified to operate up to 2.5 Gbps, the reflections caused by the 

mismatch in the transmission lines, as well as the parasitic inductances in the critical 

signal path of the laser-driver interface caused deterioration of the driving signal 
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Electrical Mismatch 

Laser BW, Chirp, 

Ringing 


Electrical Mismatch 

Figure 6.1 -Summary of transmission impairments that caused a degradation of the BER 

and ultimately limited the maximum achievable transmission rate due to the excessive 

generation of jitter. Attenuation, dispersion, connector losses and connector reflections 

played a role in reducing the SNR at the decision circuit and degrading the BER 

performance. At the receiver end, the electrical mismatch between the analog front-end 

and the decision circuit was found to be responsible in considerable degradation of the 

high-frequency performance. In addition, the receiver frequency response and noise were 

primary factors affecting the BER and maximum achievable bit-rate. 

Future Recommendations 

Although the RGC TIA chip was designed for 10 Gbps operation, the measured 

results showed that the data rate of the fabricated chip was off the target. Therefore, the 

first step in future work would require more accurate simulations of the circuit layout in 

order to verify the performance of the TIA chip as the data rate approaches 10 Gbps. In 

particular, the interconnect lines should be modeled with lumped circuit models in order 

to optimize the dimensions of the lines so that the parasitic losses are minimized. In 

addition, electromagnetic simulations of the on-chip spiral inductor should be conducted 

to verify its performance up to 1 0 GHz. In order to increase the bandwidth, future work 

on the RGC TIA should incorporate compensation techniques which were discussed in 

the literature review. In particular, it was shown that inter-stage matching networks can 

overcome the inherent parasitics of sub-micron MOSFETs to achieve operation up to 10 
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Gbps in a 0.18 Jlm technology. In order to improve the noise performance, a senes 

inductive matching network could be utilized. Since the input referred noise current 

depends on the input admittance, the noise performance could be improved by 

transforming the capacitive admittance to a value closer to the optimum admittance; a 

technique known as 'noise matching'. Utilizing an input noise matching network would 

also contribute to a reduced power consumption, since the transconductance of the input 

transistor need not be as large to overcome the high-frequency noise contributions. In 

order to decrease the circuit area, the inductive shunt-peaking bandwidth enhancement 

technique utilizing active inductors should be explored. An 'inductor-less' topology 

would be very attractive cost-effective solution, since silicon area is always at a premium. 

Furthermore, more work would be required to increase the overall gain of the TIA stage, 

so that it could directly drive a CDR block on the same chip. A differential architecture, 

with the requisite offset cancellation circuitry, would be necessary in order to provide a 

robust interface between the circuit blocks, and additional gain stages would be required 

to boost the overall gain. Moreover, integrating an AGC block with the TIA stage would 

extend the dynamic range ofthe receiver, helping to alleviate overload induced data jitter, 

and providing added flexibility to the receiver chip by allowing it to operate in a burst­

mode environment. 

The low-cost optical transmitter prototype board was shown to operate reliably at 

1 Gbps over a 10 km fiber span. On the other hand, the laser driver IC and the packaged 

laser were specified to operate up to 2.5 Gbps. As the bit rate was increased closer to this 

value, the eye closure became considerably worse due to the increased data jitter. The 

reflections due to transmission line impedance discontinuities of the laser driver interface 

were attributed to the increased jitter, which caused severe closure of the eye diagram as 

the bit rate was increased. Therefore, future work on the PCB interface would require 

better matching between the input transmission lines and the laser driver chip. This could 

be accomplished by using coplanar waveguides to feed the signals from the edge mounted 

SMA connectors to the laser driver chip. Because coplanar waveguides provide an added 

degree of freedom for the design, the impedance could be kept constant while the lines 
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thickness is tapered down to meet the IC pins. This arrangement would generate less 

signal reflections and provide a better input matching. Furthermore, the interface between 

laser and the laser driver could be improved by selecting pull-up inductors with a lower Q 

factor, so as to limit the generation of the undershoot which contributed to the distortion 

in the eye diagram. Since it is desirable to improve the cost/performance ratio of such 

optical transmitter modules, special signal processing techniques can be utilized at the 

receiver to recover the transmitted data in spite of the impairments of the low-cost 

components. Future work should therefore focus on applying maximum-likelihood 

equalization and blind channel estimation schemes at the receiver in order to correctly 

recover the corrupted data. 

168 




Dariusz Palubiak McMaster University-Electrical and Computer Engineering 

APPENDIX 

MATLABSOURCECODE 

Fig. 2.8 

clear 
format e 
hold ;•fl 
i=sqrt(-1); 
tbeg = -400e-12; %start time -200 ps 
tend = 400e-12; %end time 200 ps 
N=1024; ·~ samp.le nurnL·(::c 
tstep = (tend-tbeg)/N; ~~,step si=::e 
tt = tbeg:tstep:tend-tstep; 'is t:i.me axis 
tfwhm = 25e-12; s c: ,s .i ::: c~ f vvhrn 

B = 1/(4*tfwhm); 
spb = 4*tfwhm/tstep; 
alpha_dB = 0.2e-3; '' attenua t::ion. 
PO= 4e-3; 
TO = tfwhm/1.665; 
beta2 = -21e-27; 

L=10e3; 
sigO = sqrt(PO); 

%transmitted power· 

sigsum = 0; 
for nb = -8:8:8, 
sig = sigO*exp(-0.5*((tt-nb*(1.665)*TO) .A2)/TOA2); %transmitted signal 
plot (tt/1e-12, sig, 'h:') 
pause 
hold on 

spec_in = fft(sig); 

k1=0: (N/2) -1; 

omega1 = 2*pi*k1/(tend-tbeg); 

k2 = (N/2) :N-1; 

omega2 = 2*pi*(k2-N)/(tend-tbeg); 

spec_out1 = spec_in(1:N/2) .* exp(i*(omega1.*omega1)*L*beta2*0.5); 

spec_out2 = spec_in((N/2+1) :N) .* exp(i*(omega2.*omega2)*L*beta2*0.5); 

spec_out = [spec_out1 spec_out2]; 

sig_out = ifft(spec_out)*exp(-0.5*alpha*L); 

plot(tt/1e-12,abs(sig_out), 'r') 

sigsum = abs(sig_out) + sigsum; 

end 

plot(tt/1e-12,sigsum, 'b') 

title('1l! '); 

xlabel('tin~ (ps) '); 
ylabel('fie1d tude (a.u.) '); 
eyediagram(abs(sigsum),spb,4*tfwhm) 

nts 
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Fig. 2.12 

qstart= [0 0] '; 

tirneline =[O:le-10:20e-9] '; 

[timeline,Y] = ode45(@ra,timeline,qstart); 

subplot(2,1,1) 

plot(timeline/1e-9, Y(:,1)) 

xlabel ( 1 time (ns) '); 

ylabel('carrier density (ncrrr:ali.:zed uni.t3) '); 


subplot(2,1,2) 

plot(timeline/1e-9, Y(:,2)) 

xlabel( 1 time (n3) '); 


ylabel ( 1 on (3ens:i.ty (no:cmalized units)'); 


function dn = ra(t,n) 

dn = zeros(2,1); 

tph = 1.28e-12; 

ts = 3.95e-9; 

j = 12; 

no = 1.3; 

w = ts/tph; 

ga = 1.86e-4; 

dn(1) (j - n(2)*(n(1) -no) - n(1))/ts; 

dn(2) = (w*(n(2)*(n(1) -no- 1) + ga*n(1)))/ts; 


Fig. 2.19 

tf = 5; run t:Lne 
N = 128; 

dt = (2*tf)/N; 

t = linspace(-tf,tf,N); 

fs = 1/dt; 

Tb = 2; scale fach:n· 
y = rectpuls(t-0.51); t::irn•" dorna..:L.n si 
Y = fft(y,N); tJ-po:i.nt F'FT 

magY = abs(Y(1:N/2)); ~magnitude response 
phaY = angle(Y(1:N/2)); 
f = linspace(O,fs/2,N/2); 

() t :c (') :'' :.J. .1. ·t::. :~ 
subplot(3,1,1) 
plot(t,y); 
xlabel('tirne (s) '); 
ylabel ( 'h (t; (a. u.) '); 

title (' :''C: '); 

subplot(3,1,2) 
plot (f, (rnagY /magY (1) ) ) ; 
xlabel(' ffl '); 

ylabel ( ' I H (f) ! (a. u. ) ' ) ; 
title(' t. '); 
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subplot(3,1,3) 
plot(f,unwrap(phaY ); 
xlabel(' f)'); 

ylabel('ang(H(f) ) I ) ; 

title ( 'Pha.se ' ) ; 

Fig. 2.20 
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