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Abstract 


Fluorescence based spectroscopy and imaging techniques provide qualitative and 

quantitative diagnostic information about biological systems. Some tissue cells have 

inherent fluorescence characteristics, and when excited with light at a certain frequency, 

they can emit light of a slightly longer wavelength; a phenomenon known as 

autofluorescence. Differences in the autofluorescence emission spectra between healthy 

and diseased tissue may be used as a non-invasive diagnostic tool for the detection of 

diseases. 

In this thesis, I describe the design, fabrication, and testing of a miniaturized 

fluorescence imaging device for non-invasive clinical diagnosis in the gastrointestinal 

tract. The device is designed such that it can be turned completely wireless. The system 

includes three sub-modules: optical imaging, electronics control and image acquisition, 

and information processing and transmission. 

These modules were individually developed and tested before being integrated 

into a complete, externally powered device. The final integrated system is small in size 

(diameter: ~ 2.5 em; length: ~ 11 em). The performance of each individual module and 

the overall integrated system has been evaluated using fluorescent phantoms. It has been 

demonstrated that the miniaturized device can acquire spectrally-resolved fluorescence 

images. It has also been separately demonstrated that the image stream can be transmitted 

wirelessly. An important outcome of this feasibility study is the identification of 

important technological issues and pathways for future prototype development. 
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Chapter I: Introduction 

Chapter 1 

INTRODUCTION 

1.1 	 Motivation and Goals 

Gastrointestinal (GI) tract cancer has been found to be one of the most common 

cases of cancer. As estimated by The National Cancer Institute [1], GI tract cancer makes 

up to 25% of all cancers, with the majority of these occurring in the colon and rectum 

( colorectal cancers), and taking the lives of more than 50,000 thousand people in the U.S. 

and Canada every year. Other types of gastrointestinal (GI) cancer include the esophagus, 

stomach, small intestine, liver, gallbladder, and pancreas. 

Catheter-based video endoscopy, in which a ~2 em diameter tube containing fiber 

optic cables carrying visible light is inserted into the gastrointestinal tract of a patient, 

similar to the one in Figure 1.1 (left) below, is becoming one of the most widely used 

methods for GI cancer diagnosis and screening. Although catheter-based endoscopy 

provides useful diagnostic information, it has been documented that the procedure is 

relatively invasive and costly due to the need of specialized equipments, operating suites, 

as well as the presence of an endoscopist to administer the procedure [2]. 

Figure l.l: A Fiber optic catheter-based system (left) [3] and a capsule-based 
system (right) (4] used for diagnosis in the Gl tract 

1 




M.A.Sc. Thesis- Moussa Kfouri McMaster University 

Alternatives that do not reqmre the use of a catheter have recently been 

investigated and developed. These techniques use ingestible capsule-size cameras, 

typically the size of a large vitamin pill, to provide visible illumination and to acquire the 

reflected/scattered images/video of the GI tract. The most publicized capsule is the 

PillCam™ (previously marketed as M2A ™) capsule by Given Imaging Ltd. [5]. The 

PillCam™ capsule was developed to challenge push enteroscopy and radiology in 

diagnosing several diseases such as obscure bleeding, irritable bowel syndrome, Crohn's 

disease, and chronic diarrhea that are usually found in the GI tract [6]. 

Typical wireless imaging capsules are about 11 mm (diameter) by 30 mm (length) 

and contain an optical dome, a short focal length lens, white LED's (light-emitting 

diodes) for illumination, 2 batteries, a transmitter, an antenna, and a CMOS 

(complementary metal-oxide-semiconductor) imager. The images are captured over a 7 to 

8 hour period inside the GI tract, and are transmitted using ultra high frequency (UHF) 

band radio-telemetry to aerials attached to the patient's body and stored using a module 

on the waist belt of the patient. Propell~d by peristalsis, the pill travels through the GI 

tract with no sensation of discomfort, and no air inflation is required [6-8]. The capsule's 

ability to visualize most of the small bowel mucosa in the small intestine in a convenient 

and safe manner highlights it as an appealing diagnostic method. 

When compared to push enteroscopy, the wireless imaging pill demonstrated 71% 

superior diagnostic yield [5], and the procedure is non-invasive. However, conventional 

visible light images are not always sufficient for detecting cancer at early stages [9-11 ], 

when treatment is usually more successful. Additionally, a gastroenterologist is required 

to interpret and evaluate the whole 7-8 hours of video in order to identifY potential sites 

ofmalignancies, which is lengthy and costly for screening applications. 

When biological tissue is illuminated by UV (ultra-violet) light, endogenous 

tissue fluorescence (also known as autofluorescence) may be observed in the 380 nm ­

600 nm range. The observed autofluorescence can be used to distinguish between healthy 

and cancerous tissues based on the differences in their emission spectroscopic features. 
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Additional contrast may be achieved by administering exogenous fluorophores prior to 

tissue-examination [ 12]. 

Diagnostic techniques based on fluorescence spectroscopy and imaging have been 

extensively investigated over the past 20 years. These techniques usually require complex 

high-sensitivity photodetection systems, as well as novel low-power, highly-integrated 

electronic systems for control, data processing and communication [13, 14]. 

Irradiation of the GI tract tissue with ultra-violet light and the detection of emitted 

fluorescence have been reported to provide better information for earlier detection of 

cancer [1 0, 11 ]. A clinical instrument (LIFE-GI: Light Induced Fluorescence Endoscopy 

- Gastrointestinal Tract) has been subsequently developed to demonstrate the 

effectiveness of this approach [ 15]. This instrument provides real-time video images of 

tissue autofluorescence using a filtered mercury arc lamp light source, two intensified 

charge-coupled device (CCD) cameras, a fiber optic endoscope and a computer control 

console. Conventional color reflectance/scattering images from a broadband visible 

source (or white light lamp) are also acquired in a different imaging channe~. Two camera 

modes are used (RGB/white light and dual channel fluorescence camera) and the 

fluorescence images are superimposed on the white light image in pseudo-color. Studies 

showed that abnormal tissue displayed significant decrease in fluorescence intensity 

along with an increase in the ratio of red/ green fluorescence [ 16]. Dysplastic or neoplastic 

areas appear reddish due to a higher red/green ratio [16]. 

The decrease in auto-fluorescence in pre-invasive tissue is believed to be for three 

different reasons: a) the decrease in fluorophore amount or quantum yield within the 

tissue, b) the changes in tissue architecture, and c) the increase in blood volume due to 

the increase in the micro-vascular density [16]. These quantitative features may enable a 

"'smart" diagnostic method that allows an artificial intelligent system to prescreen the 

images, which may significantly reduce the diagnosis time required by a 

gastroenterologist. However, the invasiveness of catheter-based systems requires the 

design of a non-invasive, more convenient system similar to the PillCam™ capsule that 

can combine the advantages ofboth systems (PillCam™ and LIFE) in one device. 
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In this thesis, the design, implementation, and performance evaluation of a proof­

of-concept miniaturized fluorescence imaging system are described, as a first step 

towards a fully-integrated wireless, non-invasive imaging system for the detection of 

cancer in the GI tract. Figure 1.2 illustrates the conceptual design we initially had in 

mind. 

Wireless 
tran~mis~ion 

\. 
I 

l 

I 

I· 
I. 

Figure 1.2: Conceptual design of the wireless fluorescence imaging system 
for non-invasive clinical diagnosis 

1.2 GI Cancer Literature Review 

The human GI tract (Figure 1.3) [17] 

that starts from the oral cavity (mouth) is 

about nine meters long. It consists of four 

main sections, each having a distinct function. 

The first section is the esophagus which is 

specialized for the transfer of food to the rest 

of the GI tract. Then the stomach follows, and 

it is specialized for the secretion of digestive 

material, and the mechanical processing and 

digestion of food. The small intestine comes 

afterwards, and its function is to finalize the Figure 1.3: The human GI tract [17] 

digestion, and absorb the nutrients. Finally, the processed food goes into the large 

intestine (colon and rectum), which is specialized for water resorption, lubrication and 
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elimination through the anus [17]. Table 1.1 summarizes the types of tumors that can 

develop in the different parts of the GI tract. 

Table 1.1: Different types ofGI cancer [171 

Cancer 

Stomach cancer Adenocarcinoma 

Types 

Adenocarcinoma, Squamous cell carcinoma, 
Gallbladder cancer 

Carcinosarcoma, Small cell (oat cell) carcinoma 
....Adenocarcinoiim, Insulinoma, -Gastrinoma, Glucagonoma, 
~yipoma, Somatostinoma, Acinar cell, carcinoma, Cystic 

----·-· · ~mors, Papillary tumors, Pancreatoblastoipa · 

Colorectal cancer 

........__ ···. M~~ 1 . J
_ ·o hcl it m 
""~· - Conrux;i.ivc-{ 

Tissu.o 

- Circulnr 
- l.Anwitudiruil 

Muscul3J.'JS Muco,;;ae: ­

Figure 1.4: The different layers of the Gl tract [18] 
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Tumors can be split into two major categories, benign and malignant. Benign 

tumors push the surrounding tissue out of their way as they grow, but the tumor does not 

invade nearby tissue. Malignant tumors on the other hand eat into and damage the normal 

tissue surrounding them as they increase in size. Therefore, benign tumors can grow quite 

large without damaging the tissue around them whereas a malignant one starts causing 

damage as soon as it starts growing. Also, benign tumors do not spread, but malignant 

tumors do. The rate at which a malignant tumor spreads is different for different tumors, 

some spread when they are still very small, and some spread later when they are larger in 

size. Only when the tumor becomes malignant, we call it a cancerous tissue. Benign 

tumors are not considered cancerous. The number of tumors that can appear and grow in 

a GI organ is also independent of whether it is benign or malignant [88]. 

~ 0.75 --! 0.5 
e 
g 
!i:: 0.25 

A adenoma 
Hhyperplastic 
Nnormal 

(a) 

o~_.----~--~--~--~~ 
450 soo 

Wavelength (nm) 

Figure 1.5: The fluorescence spectra of normal 
mucosa (N), hyperplastic polyps (H), and 
adenomatous polyps (A) (89] 

Figure 1.5 shows the emission spectra of colon tissue, obtained upon excitation at 

370 nrn [89]. The curves A, H, and N, represent the spectra obtained from healthy 

mucosa, hyperplastic (benign) polyp, and adenomatous polyp from a typical patient 

respectively. All curves show a fluorescence peak at 460 nrn, and relatively low 

fluorescence below 400 nrn and above 600 nm. The figure shows the typical trend, in 
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which the peak fluorescence intensity of normal mucosa is generally greater than that of 

hyperplastic polyps, which in turn is greater than the fluorescence intensity of 

adenomatous polyps. [89]. 

To be able to understand how cancer can develop in the GI tract, as well as how it 

can be detected using optical techniques for minimal invasiveness, it is important to 

understand the histological structure of the different layers of the digestive tract, and how 

cancer can develop and spread within these layers. Shown in Figure 1.4 the different 

layers of the GI tract are presented next [18]. The corresponding thicknesses of these 

tissue layers are shown in Table 1.2 [90]. 

Table 1.2: The thicknesses of the different layers of the GI tract 1901 
Normal 
(n=18) 

Hyperplastic 
(n=4) 

Flat 
Adenoma 

(n=2) 

Adenomatous 
Polyp (n=26) 

Tissue Layer Thickness 
(Ia,_m) 

Thickness 
(!liD) 

Thickness 
(pm) 

Thickness 
(pm) 

Mucosa 

Superficial 
epithelia 

61 ± 7 71 ± 22 81 ± 35 106 ± 26 

Subepithelial 
collagen 
sheath 
(SECS) 

8±3 90± 15 ** ** 

Lamina 
propria 

446±2 1,774 ± 180 546± 2 2,174 ± 161 

Muscularis Mucosa 32± 6 28 ± 15 16 ± 7 35 ± 8 
Submucosa 5,200 ± 224 5,920 ± 330 6,520 ± 500 5,420 ± 335 
Muscularis Propria 7,600 ± 310 5,200 ± 412 6,200± 615 6,200 ± 399 
Serosa/fat 16,000 ± 

4,230 
12,400 ± 2 

15,400 ± 
865 

14,400 ± 751 

The innermost layer is called the mucosa. It consists of three parts, the epithelial 

lining, the lamina propria - a loose connective tissue that is vascular and is rich in 

lymphoid cells, and the muscularis mucosae - a thin smooth muscle layer allowing local 

movement of the mucosa relative to the surrounding layers. The second layer is the 

submucosa, which is a moderately dense connective tissue containing larger blood and 

lymphatic vessels and a network of enteric nerves that controls motility of the mucosa. 
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The third layer is the muscularis extema, which contains two orthogonal layers of smooth 

muscle - the inner is oriented circumferentially and the outer longitudinally. A network of 

enteric nerves between the layers coordinates the contraction needed for peristalsis. The 

serosa is the outermost layer and consists of an underlying connective tissue. Its smooth 

wet surface facilitates sliding of organs over one another. Serosa is replaced with 

adventitia in the esophagus and anal canal [18, 19]. 

In the esophagus, the mucosa is soft and highly folded, making it suitable for 

conducting food to the stomach. Lubrication is provided by glands found in the mucosal 

and submucosal layers, and the muscularis extema is made of skeletal muscle fibres for 

voluntary swallowing. At the gastroesophageal junction, the epithelial lining changes 

from stratified squamous to columnar cells as the function changes from simply 

conducting food to secretion of fluids and digestion of food. 

As we go into the stomach, the mucosa is still reasonably smooth and is lined with 

columnar cells that secrete mucus for protection against highly acidic fluids. The inner 

lining of the stomach consists of longitudinal fold~ called rugae that flatten out when the 

stomach is filled with food. The muscularis extema in the stomach contains three (instead 

of two) smooth muscle layers that contract sequentially to support mechanical processing. 

The inner layer is oriented obliquely; the middle layer is continuous with the circular 

layer of the esophagus; and the outer layer is outer longitudinal and is continuous with 

the longitudinal layer of the esophagus. The circular layer is thickened at the pyloris to 

form the pyloric sphincter, controlling entry to the small intestine [18, 19]. 

The small intestine consists of three separate sections - the duodenum; where the 

partially digested food enters, the jejunum that makes up most of the central portion of 

the intestine, and the ileum; whose function is absorption rather than digestion. The 

surface of the intestine is full of villi; which are projections of the mucosa, and microvilli 

which are projections of the apical surface of the absorptive cells. These villi and 

microvilli, are only found in the small intestine. They provide extra surface area for 

terminal digestion and absorption. They are also covered with simple columnar 

epithelium lining, and their bases are surrounded by crypts, which extend inwards 
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towards the muscularis mucosae. The cells of the crypts release antibacterial products and 

hormones. 

In the large intestine, the mucosa also has numerous crypts filled with absorptive 

cells, but has no villi. Lubrication of condensing fecal material is provided by goblet cells 

which release mucus. All layers found in the rest of the GI tract are also found in the 

large intestine. Other functions of the large intestine include absorbing water (90% of the 

water that goes through it). At the rectal-anal junctions, the simple columnar epithelium 

lining changes to stratified squamous epithelium [ 18, 19]. 

Being the most common type of GI cancer, colorectal cancer arises from 

adenomatous polyps or adenocarcinoma which is the most common type, and account for 

95% of colon cancers. They arise from the glandular cells that line the inside of the colon. 

Figure 1.6 illustrates how cancer can develop in the innermost layers of the GI tract [91] . 

tissue surface 

t 

450r 

Figure 1.6: Layered structure and principal histological components of normal, dysplastic, and 
adenomatous colon tissue 1911 

A number of genes become activated in a multi-step process to suppress the 

tumour and repair DNA (deoxyribonucleic acid) and the activation of oncogenes which 

comes as a result. This gives the colonic epithelial cells a growth advantage and drives 

the transformation from normal epithelium to adenomatous polyp to invasive colorectal 

cancer. The inherited type of colorectal cancer is caused mainly by germline mutations, 

whereas random cancers occur due to an accumulation of somatic genetic mutations. One 
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of the most common inherited syndromes is the familial adenomatous polyposis coli, 

which is a single germline mutation in the APC (adenomatosis polyposis coli) tumour 

suppressor gene. It is characterized by the development of hundreds to thousands of 

adenomatous polyps in the colon and the development of colorectal cancer and other 

cancers in the third and fourth decade oflife [20]. 

The cancer first starts when the cells in the colon lining become malignant, and 

start growing locally and break through the wall into near organs or tissue. In the process, 

the tumor penetrates and invades the lymphatics or the capillaries locally and gains 

access to the circulatory system, spreading to further away parts of the body. The deposits 

that are left in different parts of the body are called metastases. If these metastases are 

found in distant areas of the body from the colon, then the cancer has spread, and is now 

known as systemic cancer. The malignancy from which cancer originates can be up to 0.4 

inch in size by the time the cancer is detected, and can have over one million cells 

already, with the size growing twice as fast as the number of cells [20]. This process can 

take between three and seven years. Thus, like most cancers, the part that is identified 

clinically is later in the progression than would be desired and screening becomes a very 

important endeavor to aid in earlier detection of this disease. 

As an example, out of every 150,000 Americans diagnosed with colorectal cancer every 

year, about 50,000 of them die from the disease, making colorectal cancer the fourth most 

common diagnosed cancer, and the second ranking cancer-related cause of death in the 

U.S.A [21]. Several risk factors are associated with increasing the chances of developing 

colon cancer. These risk factors may include factors that cannot be avoided or changed, 

such as age, or factors that are directly related to the patient's day-to-day habits and 

environment, such as the person's diet and exercise. 

Age is a major risk factor, with people over 50 years old making up to 90% of all 

colon cancer patients. Another risk factor is dietary habits. Diets high in fat and protein, 

and low in fiber, are directly linked to increasing the chances of developing colon cancer. 

This on its own is a risk factor, but may also lead to another risk factor- weight. People 

who have higher body weight are more susceptible to colon cancer, whether due to 
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unhealthy diet, or lack of exercise. Studies have also shown that smoking and high 

alcohol consumption may increase the chance of developing colon cancer [92]. 

While dietary and exercise factors determine which out of all the people at risk 

are more likely to develop colon cancer, genetic factors determine which people are at 

risk. A strong family history in colon cancer or other diseases, especially in the 

immediate family (parents, siblings, children), makes the person more likely to develop 

the disease than others. This may be due to certain genetic mutations that can be specific 

to certain ethnic groups. These genetic changes can cause several conditions, such as 

familial adenomatous polyposis (F AP), attenuated familial adenomatous polyposis 

(AF AP) and hereditary non-polyposis colon cancer (HNPCC) [92]. All of these genetic 

conditions can develop into colon cancer, if left untreated. These conditions are rare and 

few of the people diagnosed with colon cancer actually have them. There are also certain 

diseases that can increase your risk of colon cancer, such as ulcerative colitis and Crohn's 

disease. Despite the fact that there are several 'risk factors' related to the development of 

colorectal cancer, the exact causes remain unknown. It is thus unknown why colorectal 

cancer is more common than other types of cancer in the GI tract [92]. 

Specific trends have also been noticed in regards to colorectal cancer incidents. 

The most distinguishable of which is that the incidence rate for African-American males 

is higher than that of white males, and the incidence rate for African-American females is 

higher than that of white females. However, the incidence rate for males is higher than 

that of females among both African-American and white citizens [21]. Much research 

and development has been done in the past 10 years on molecular pathways that govern 

the growth and differentiation of intestinal epithelial cells and identifying those that grow 

to initiate and develop a malignancy. 
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1.3 Fluorescence Imaging 

~ state lifetime 
Stokes shift 
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Figure 1.7: (a) Stokes shift (22J, and (b) energy levels during fluorescence (231 

Fluorescence happens due to the emission of light from the fluorescing substance 

almost 1 0 ns after the substance is excited with light of a certain wavelength. The emitted 

light has a higher wavelength than that of the excitation light, and changes according to 

the 'Stokes shift' shown in Figure 1.7(a) [22]. Figure 1.7(b) [23] shows the energy 

transfer during the excitation and emission processes. It is usually associated with a 

lifetime Tf which can also be utilized for cell and molecule analysis. This is a 

measurement of the rate of decay of the fluorescence emission once the excitation is 

removed, and it ranges between 1s and 1 ns. 

Utilizing the fact that different fluorescing substances or different concentrations 

of the same fluorescing substance can be different; fluorescence imaging can be used as a 

non-invasive method to detect and monitor molecular or structural changes in cells with 

high sensitivity, which is the ratio between the number of patient cases that were 

successfully diagnosed with the disease by the system, to the total number of cases that 

have the disease. It is represented by: 

. . . True positives
Sensztzv zty = - (1.1)

True _positives +False_ negatives 
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and good specificity, which is the ratio between the number of cases that were 

successfully determined to be healthy, to the total number of cases that are healthy. It is 

represented by: 

True negatives
Specificity (1.2)

True _negatives +False_ positives 

This opened the path for fluorescence imaging to be used in medical diagnosis. Its non­

invasive nature gives it the potential to provide reliable in vivo clinical test results, which 

can have a completely different physiological state than that of in vitro samples [24], 

provided that the most effective wavelengths are utilized. These wavelengths are 

discussed in the next section. 

The biomedical use of fluorescence-based techniques is increasing, and the use of 

fluorescence endoscopy to detect early carcinomas and to differentiate between normal 

and neoplastic lesions has recently attracted considerable attention. Photodynamic 
-

diagnosis uses fluorescing substances called photosensitizers. Also, one can depend 

entirely on the inherent fluorescence characteristics of certain tissues; a phenomena 

known as autofluorescence. Previously hard to detect, autofluorescence has rapidly 

advanced in the past few years due to advances in developing high power light sources 

and sensitive imaging devices. Differences in the autofluorescence properties between 

normal and diseased tissues are believed to be mainly due to the Flavius, Collagen, and 

NADPH (nicotinamide adenine dinucleotide phosphate-oxidase) found in the tissues [25]. 

It is also important to mention that tissue autofluorescence properties are excitation 

wavelength dependent i.e. different wavelengths of light excite different natural 

fluorophores in the tissue [25]. Thus, early cancer sites can be viewed better under 

fluorescence imaging since cancerous cells are a few cell layers thick and up to a few 

millimeters in surface diameter. For example, the sensitivity of systems that use white 

light to detect early superficial esophageal cancer is only 35%. Also, boundaries of the 

lesions are often indistinct and nests of tumor cells may be found away from the clearly 
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visible tumor margin, making the survival rate of patients with advanced stage gastric 

cancer, for example, only 25% [26]. 

1.3.1 Tissue Autofluorescence 
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Figure 1.8: Emission spectra of Collagen, FAD (flavin adenine 
dinucleotide), and NADH (27] 

Over the past 2 decades, autofluorescence has been widely investigated as a 

means for studying the biochemistry of epithelial surfaces for the detection of odd tissue 

behavior that is not easily detected by conventional white-light imaging. Its advantage is 

especially highlighted in areas such as Barrett's esophagus and ulcerative colitis where 

the detection of cancer in the very early stages is very critical due to its high cost and 

time consumption and significant sampling errors in the conventional biopsy procedures 

of these areas [27]. Moreover, the need for wide-area imaging methods rather than point­

detection techniques in places with large areas such as the GI tract, stresses 

autofluorescence as an effective approach. It takes advantage of the changes in 

concentration of inherent fluorophores such as NAD (nicotinamide adenine dinucleotide), 

flavin, collagen etc. The fluorescence emission spectra of some of these fluorophores are 

shown in Figure 1.8 [27]. 
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Table 1.3: Optimal excitation and emission wavelengths of tluorophores found in tissue cells 131] 

o(rtfmal excit~tion Peak fluofes'fFu~e­
wavelength (n!D) emissioJLfi!P.!) 

Tryptophan Protein 

R~spirat_ory chain 

280 350 
~",..,..___, 

300 ..;'· .._ ___. 

Most of the autofluorescent species are associated with the structural matrix of 

tissues (collagen and elastin) or various cellular metabolic pathways (NAD, NADH) [28, 

29]. The resulting fluorescence in such compounds is due to the cross linking of amino 

acids in their structures, which provides the conjugated systems that are generally found 

in most fluorescent molecules. The resulting fluorescence emission spectrum is very 

broad due to the various degrees of cross linking that can occur between these species, 

emitting light in the range 325 nm - 600 nm, and covering various spectral ranges in the 

ultraviolet and visible regions of the electromagnetic spectrum. 

Cells in various disease states have different structures or undergo different rates 

of metabolism, and therefore, there are often distinct differences in their fluorescent 

emission spectra [25]. Differences in fluorophore emission generally depend on: 

Fluorophore distribution throughout the tissue 

Local micro-environment 

The tissue architecture being investigated 

Wavelength-dependent light attenuation due to differences in the amount of non­

fluorescing chromophores 

Therefore, exhaustive studies of the absorption and fluorescence properties of the 

different biochemical fluorophores give us a better understanding of the complex 

interactions that may be occurring in tissue samples. 
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In healthy colonic tissue, fluorescence signals that are measured are mainly 

correlated with connective tissue fibers in all layers of the bowel wall, and also with 

cytoplasmic granules between the crypts in the lamina propria of the mucosa. Compared 

to those from non-healthy tissue cytoplasms in which significant fluorescence emission 

was measured, fluorescence signals from crypts of normal cells are very faint [25]. In the 

lamina propria of colonic adenomas, a smaller fluorescence intensity compared to that of 

normal colon tissue was measured. This decrease is thought to be due to less fluorescent 

connective tissue fibers in adenomas. It was also found that a larger number of 

fluorescent eosinphils exist in adenomatous colonic tissue than in normal colon tissue. 

When the efficacy of fluorescence spectroscopy was studied quantitatively to be 

used in classifying colonic tissue as adenoma, adenocarcinoma, or non-neoplastic, it was 

found that the spectral properties were significantly different in all three different 

classifications [25]. The optimal excitation wavelength for discrimination between 

normal and adenomatous colon tissues in vitro was determined to be 370 nm, while 

optimal emission wavelengths due to excitation at that wavelength fell in the range 404 

nm - 680 nm [25). 

Aside from colonic cancer, and in the case of gastric cancer, the measured 

fluorescence emission intensities between 395 nm - 440 nm were found to be very 

different between malignant, premalignant, or normal gastric tissues. Similarly, in the 

case of oral cancer, it was found that the optimal excitation wavelength for differentiating 

between normal and dysplastic tissue was 41 0 nm. 

However, distinguishing autofluorescence differences in endoscopic images has 

been very difficult, as autofluorescence can be very faint to detect [31 ]. Another problem 

faced when dealing with tissue autofluorescence is its dependence on tissue optics due to 

the dependence of the diffusion and absorption processes on the wavelength, as well as 

its dependence on instrumental parameters, mainly the optical components, which are 

also highly dependent on the wavelength, both causing distortions to the actual spectra 

[31 ]. 

16 




Chapter 1: Introduction 

There are ongomg research efforts to develop and evaluate autofluorescence­

based technologies of premalignant and early-stage malignant lesions in many organs, 

especially the GI tract. The challenge remains to identify optimal excitation and emission 

wavelengths and to develop spectral analysis methods for interpreting the data that can be 

obtained using autofluorescence imaging [31]. Figure 1.9 illustrates the principle of 

autofluorescence imaging [32]. The blue excitation band and the green and red 

autofluorescence emission wavelength bands that are used to form the autofluorescence 

image are shown. The spectra of normal and neoplastic GI tissue are superimposed. 
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Figure 1.9: Typical fluorescence spectra of normal and neoplastic Gl tissue 132] 

Several techniques, such as fluorescence spectroscopy, flow cytometry, and cell 

sorting, have been developed over the years for visual observation of tissue using 

sophisticated spectroscopic imaging techniques and advanced equipment, driven by the 

developments in photodynamic therapy of malignant lesions with fluorescent 

photosensitizers. There are a number of issues to consider when deciding on the 

effectiveness of one technique as opposed to another. The most important ones that 

should be considered are the fluorescent molecule, the fluorophore, and marking lesions. 
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Determining whether the tissue itself has sufficient endogenous fluorescent 

characteristics or whether it needs external fluorophores is also important, as some 

fluorophores may have unwanted side-effects. 

Also, the change in concentration of the fluorophore (inherent or not), alters the 

fluorescence of the bulk tissue, and that can be seen as a change in the fluorescence 

excitation or emission spectra, or in the fluorescence lifetime; but this should not be 

confused with the differences noticed due to changes in the micro-environment. In 

addition, the optical properties of the lesion such as absorption and scattering might be 

different from those of the normal tissue, let alone the differences in the optical 

geometries [33]. What is left is to extract useful diagnostic information using 

fluorescence, and that can be done using several methods as mentioned earlier. One can 

just perform fluorescence imaging at a single excitation wavelength, and a single 

emission wavelength; but to collect the maximum amount of information, utilizing all the 

differences in the fluorescence properties is required [33]. 

The most common observation in measurements involving autofluorescence 

patterns is a reduction in the emission intensity of a specific wavelength, and an increase 

in the emission intensity of another. Figure 1.10 shows a reduction in green fluorescence 

and an increase in red fluorescence with progression towards neoplasia in the esophagus 

[33]. This is mainly due to low collagen fluorescence and high NADH fluorescence in 

areas ofhigh-grade dysplasia [33]. 

One can also perform fluorescence lifetime imaging measurements rather than 

intensity measurements. This is based on changes in the fluorescence decay 

characteristics of fluorescent substances. This characteristic makes it useful as an imaging 

technique in microscope systems. 

18 




Chapter 1: Introduction 

0.30 

-::i=0.25._ 
.t>·­"" !0.20 

~ 
~ 0.15 
~ 
t# 

~ ao.1o 
= s 

0.05 

---Normal 
- - - - Intestinal Metaplasia 
- -- Dysplasia 

' I'--..... / 

535 

-
575 615 655 695 735 

Wavelength (nm) 

Figure 1.10: Normalized in vivo autofluorescence spectra of 
normal squamous esophagus, Barrett's metaplasia, and 
Barrett's with high-grade dysplasia. The spectral dip at around 
580 nm is attributed to haemoglobin absorption (33]. 

The fluorophore's time-dependent signal, rather than its intensity, is used to create 

the image. This has the advantage of minimizing the effect of photon scattering in thick 

layers of tissue and makes it very useful for biomedical tissue imaging of large tissue 

depths better than conventional fluorescence imaging. 

The simplest way to describe the fluorescence decay of a molecule from its initial 

value 10 is given by the following expression, 

I(t) ~I, exp(- ;J+const., (1.3) 

where tis the total decay time and To is the fluorescence lifetime. However, it has been 

shown [34] that the fluorescence decays of collagen, elastin, and other tissue components 

do not fit a single-exponential decay profile, and that a double-exponential decay can 

provide a better fit. A more general expression than the equation above is one that can fit 

several decay constants, Ti, according to the following equation: 
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(1.4)I(t) =II; exp(-_!_)+const., 
I 'f; 

n =1,2,3, ..... 

But interactions between different fluorophores can also result in a continuous 

distribution of fluorescence lifetimes. This is only observable on a molecular scale and 

cannot be spatially resolved with conventional techniques [35]. In [35), a new approach 

that considers complex fluorescence decay images was proposed. This approach is best 

described by the following expression, 

(1.5) 


where Tkww is the decay constant and h is the heterogeneity parameter. This was triggered 

by the mathematical observation that the stretched exponential decay.: can be represented 

in terms of a continuous distribution of lifetimes [35], 

(1.6) 


1.3.2 	 Fluorescence Endoscopy 

In recent years, the development of powerful, highly sensitive photodetectors, and 

the increasing capability of microcomputers have improved sensitivity, excitation­

emission efficiency and the ability to apply the properties of autofluorescence spectra to 

biological systems [36]. They have also led to major advances in autofluorescence 

endoscopic imaging systems for the detection of early carcinomas, and the discrimination 

between normal and neoplastic lesions. 

A typical light-induced fluorescence endoscope for the gastrointestinal tract is 

composed of a light source (mercury lamp, UV LED ... etc.), excitation and emission 

filters, an excitation detection device, and a computer [37], and produces real-time 
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pseudo-color images or video images of the scanned tissue. According to a study of 50 

patients with Barrett's esophagus [37], fluorescence endoscopy using fiber-optic 

endoscopes has proved to be almost as ineffective as white-light imaging in the detection 

of dysplasia or early cancer. 

The low resolution that fiber bundles offer makes 

their white-light images inadequate for use, and the 

awkwardness of their endoscopes due to the size of the 

detector and associated electronics, make its 

manipulation inside the GI tract difficult. Therefore 

videoendoscopy is a big improvement in terms of 

resolution and portability. Table 1.4 below shows a 

comparison between fiber-optic endoscopes and video 

endoscopes [27]. But whether using video endoscopy or 

fiber-optic endoscopy, single wavelength spectroscopy 

limits the reliability of the imaging or measurement 

process, and several approaches have been taken to overcome this limitation, such as . 
using a point-measuring device with spectral resolution into an imaging system, or taking 

a number of images sequentially under different excitation and emission wavelengths, 

and superimposing the different images onto each other. 

Table 1.4: A comparison of imaging parameters between video and fiber-optic systems for 
performing autofluorescence imaging 1271 

Figure 1. J1: A video endoscopy 
system 1381 

Fixed 

A more advanced approach utilizes combined multiple excitation and emission 

wavelengths such that the variations in tissue optical properties in the measurements are 
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compensated for, and thus signals that are merely dependent on specific dye 

concentrations, rather than structural variations can be obtained [39]. These spectroscopic 

techniques can be classified mainly into two methods: photodynamic diagnosis using 

fluorescence drugs called photosensitizers that react to various wavelengths of light, and 

autofluorescence diagnosis employing inherent tissue autofluorescence, without the use 

of additional photosensitizers [39]. 

1.3.3 	 Why Capsule Endoscopy? 

The need for the development of miniature ingestible devices arose from the 

desire to access areas inside the GI tract that have been deemed difficult to reach using 

esophagogastroduodenoscopy (EGO), push enteroscopy, and ileonoscopy [40]. The first 

completely wireless ingestible capsule was approved by the FDA in August 2000, after 

which a few hundreds of thousands of pills were sold [ 41]. Not only can these capsules 

view the entire GI tract, they do so with no pain or sedation, and do not require the 

inflation of any part of the tract [42], neither do they require a pushing force to propel 

them through the bowel. 

So far, their most successful application is their use in the detection and 

evaluation of gastrointestinal obscure bleeding. Several studies are also looking into their 

potential role in the detection of other disorders of the small intestine, even possibly the 

detection of cancer in its early stages. However, first they have to overcome their main 

and major risk- the intestinal obstruction of the intestine by the capsule [42, 43]. 

Another obstacle still hindering the development of such systems is the complexity 

of determining the position and orientation of the capsule while inside the GI tract, and 

thus missing important spots of interest [44]. However, despite these major impediments, 

capsule endoscopy is still believed to become the first-choice examination method in the 

GI tract, or the small intestine in particular. This, however, would have to be determined 

upon close and exhaustive evaluation of its added diagnostic value to the healthcare 

system, taking into account its range of uses, and cost [45]. 

Enabling these pills to capture fluorescent images, alongside the white light 

images, can open the door to major advances in detecting lesions in the GI tract. Our 
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design is a first step towards such a system. Table 1.5 summarizes a few capsule designs 

that were developed for various types of uses in the human body [8]. 

Table 1.5: Commercially available capsule-based medical systems [8] 

Specifications . 

Mackay/Jacobson, Temperature or pressure 
Endoradiosonde. Battery, single channel 

Nature, Wireless communication 
(9x28 mm2

)
179, 1239-40 (1957) 

}<"' 

sensor 
(8x20 m1n~) 

M2A, Given Battery, 2 frames/s, 6 Video imaging 
Video Capsule 

Imaging, hour lifetime (single channel) 
CMOS camera 

Israel (2001) (11x26 mm2
) 

Video imaging, multiple 
" ~ ... . -. \

· function, excL battery ,· 
• S; ·J_, 

No.rika 3, RF 
System Lab, 

·Japan (2002) 

Battery, camera, drug 
Evolutionary. Contract 

IMP, IMC, KIST Endoscopic release 
negotiation with GU 

Korea (1999-2009) Microcapsule actuator, ultrasound 

(10x30 mm2

) 


1.4 Thesis Organization 

A brief review of existing systems is discussed in chapter 2, along with a detailed 

review of two commercially available diagnostic systems for the GI tract, the catheter­

based LIFE (Light Induced Fluorescence Endoscopy) system and Given Imaging's M2A 

capsule. 

Chapter 3 starts off with a general discussion about the design of our prototype on 

the system-level , then moves into discussing the separate module designs individually. 
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The choice of optical and electrical components and the circuit and PCB system designs 

are also outlined. Finally, a brief description of the wireless system is presented. 

The experimental set-up is laid out in chapter 4, including the optical set-up and 

measurement set-up. It also contains all the test and characterization results obtained 

using the LEDs, the optical filters, and the two main prototypes that were designed, 

outlining the problem that was faced in the first prototype, and how it was solved in the 

second prototype. Also, detailed analysis of the images captured by the system is given. 

Finally, chapter 5 concludes the thesis with a brief summary of the work that was 

done and main areas of contribution, areas of improvement, and recommendations for 

future research plans. 
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Chapter 2 

BACKGROUND 
2.1 	 Available Systems 

In this section, the two systems briefly described in the introduction are explained 

m detail; these are the catheter-based light induced fluorescence endoscopy (LIFE) 

system, and the capsule based system by Given Imaging Ltd., the PillCam™. 

2.1.1 	 Light Induced Fluorescence Endoscopy- The 'LIFE' System 

In 1996, the design of a nitrogen dye laser system for measuring tissue 

autofluorescence in the GI tract was reported [46]. At the time, it had recently been found 

that tissue autofluorescence properties are wavelength dependent. This inspired 

researchers to incorporate a stepper motor for wavelength selection. A gated intensified 

detector was used for detection, and a fiber optic bundle was used to carry the excitation 

light and collected emission light. The system was connected to a computer for data 

acquisition and analysis [46]. 

This was one of the very first attempts to measure GI tissue autofluorescence in 

vivo. Different excitation wavelengths between 420 run and 460 run with 10 run steps 

were used for excitation. The tests were simultaneously carried out on healthy colonic 

tissue and a tubular adenoma (mild dysplasia). All wavelengths showed a decrease in 

green fluorescence in the pre-cancerous lesions, and the excitations at 420 run and 430 

run wavelengths showed a second peak at 635 run, a peak that was not seen in the normal 

tissue, and was interpreted as extra emission due to the presence of excess porphyrin [ 46]. 

It was also shown that in areas of abnormal tissue, there was a decrease in fluorescence 

intensity, and an increase in the red/green fluorescence ratio. These results were observed 
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in tests that were carried out on several areas in the GI tract, including the esophagus (see 

Figure 2.1 (A)) and the colon (see Figure 2.1 (B)). 

The system was later modified to include intensified CCD cameras, in an attempt 

to capture real-time video images under three different modes: Conventional white light 

imaging, light-induced fluorescence (LIF) imaging of two bands (green and red), and 

800 	 (A) 

//~:~:;;te··... 
200 . / Dysplasia ···-·-····· 

100 	 I 

0 +-----~------P------r------~----~--~ 
470 520 570 620 670 720 

Wavelength (nm) 

Moderate 
Dysplasia 

(B) 

,,............ .................., 
I "'.,..,..,.-... ...... .,..,.,. 

/~ ' 
tl'" ...--...-·...--....._._~.....-.... ,, 	 ......,~ ..2000 	 ..._,.....___........... 


0+------p------~----~----~------~--~470 520 	 570 620 670 720 

Wavelength (nm) 

Figure 2.1: The decrease in fluorescence intensity as observed in (A) 
the esophagus and (B) the colon (16] 

light induced fluorescence and reflectance (LIFR) imaging based on combining a green 

fluorescence image and a red reflectance image. For illumination, a 100 W small arc 

mercury lamp was used, and wavelength selection was implemented by switching 

between different band-pass filters. Figure 2.2 shows a schematic representation of the 
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system [47]. The fluorescence or reflected light is collected by the fiber bundle and an 

image is formed and converted into a video signal using a camera that outputs standard 

RGB (red, green, blue) signals. Since only the change in autofluorescence emission was 

being studied, and not changes due to non-uniform fluorescence collection off curved 

surfaces, the presence of a reference signal was necessary to serve as a reference signal, 

hence the use of a red fluorescence signal in LIF. However, since the red fluorescence 

signal is still significantly affected by the geometrical features of the tissue, the 

normalization it provides is not enough. In the LIFR system, a reflectance signal is used 

instead of the fluorescence signal, which does not change when moving between normal 

tissue and abnormal tissue [47]. This modification resulted in improved signal-to-noise 

ratio and image contrast. 

Figure 2.2: The endoscopic fluorescence imaging system for the GI cancer detection, showing 
the illumination, image acquisition, computer control, and display consoles [47] 

Figure 2.3 shows the green and red signal profiles across the lesion and some of 

its peripheral normal tissue on both the LIF and LIFR images [16]. Figures 2.3 (a) and (b) 
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correspond to a plot of the green and red intensities measured using the LIF system, and a 

plot of their ratios respectively, while Figures 2.3 (c) 2.3 (d) correspond to a plot of the 

green and red intensities measured using the LIFR system, and a plot of their ratios 

respectively. As can be seen in the figures, in both cases, there was an increase in the 

green to red ratio, however, the increase in the LIF images was only two times whereas 

the same ration in the LIFR was over three times. Moreover, both LIFR plots demonstrate 

its advantage over LIF in terms of signal-to-noise ratio. These experiments proved that 

fluorescence imaging can provide similar biopsy information as white light imaging, but 

with much higher sensitivity [16]. 
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Figure 2.3: (a) A plot of the green and red intensities measured using the LIF system, and (b) a plot 
of their ratios respectively. (c) plot of the green and red intensities measured using the LIFR system, 
and (d) a plot of their ratios respectively (16] 

A study also showed that the main source of fluorescence is the presence of 

submucosal collagen, and therefore the effect on the submucosal by the thickened 

mucosa in abnormal tissue causes the reduced fluorescence [29]. Also, it was concluded 

that the LIFE imaging system possesses the following capabilities: 1) differentiate 
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between hyperplastic and adenomatous polyps of the same size; 2) detect flat adenomas; 

3) delineate the boundary of Barrett's esophagus; and 4) enable detection of dysplastic 

lesions in a Barrett' s field [48]. Other similar systems have been studied and one such 

system is the AFI system. This video-scope system uses two CCD imagers, one for white 

light imaging and another for autofluorescence detection. The thickness of the video­

scope is about 13.8 mm, and has variable stiffness [49]. Three excitation wavelengths 

were used in this video-scope system - red, green, and blue. The autofluorescence image 

and the reflected green and red images are captured with the RGB system, and the three 

images are used to form a pseudo-color image, with the autofluorescence signals being 

displayed as green, the green reflected signal as red, and the red reflected signal as blue. 

When images were taken using the system, normal tissue were found to provide pinkish 

images, while adenoma and cancerous tissue provide reddish-blue images, and 

inflammation provides blue images. The system is depicted in Figure 2.4 [49]. 

lesion 

Xenon Lamp 

G lllu mination 
R Illumination 
Excitation 

Figure 2.4: The AFI videoscope system [49] 

Similar to the LIFE-GI system, the AFI system was able to distinguish between 

hyperplasia and adenoma (different color tones). Also, the sensitivities were comparable 

between LIFE-GI and AFI systems (87% and 89% respectively), however, AFI showed 
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higher specificity (81% compared to 71% ). This showed that the AFI system is capable 

of differentiating between different colonic tumors, and of detecting small lesions without 

magnification. It also showed improved brightness and image clarity compared to LIFE­

GI [49]. 

2.1.2 Wireless Capsule Endoscopy- The PiliCam™ System 

The idea of sending a capsule down the throat through the GI tract first emerged 

in the early 1990s by a mechanical engineer, Dr. Iddan, who had worked and participated 

in projects with different medical imaging companies and groups. In the meantime, 

breakthrough advances were being achieved by Dr. Paul Swain on wireless endoscopes, 

designed for more or less the same purpose. In 1998, Given Imaging Ltd. was established 

to produce the world's first ingestible wireless imaging capsule. Swain joined Given 

Imaging Ltd. in an attempt to unify the efforts and bring both teams' advances together. 

By the year 2000, successful trials on animals had been confirmed (50]. 

Later on in the year 2000, images of the human small bowel were being taken and 
-

transmitted wirelessly to the outside of the body. The capsule was 11 mm x 30 mm, and 

used a short focal length lens, and a transparent optical window, and propelled down the 

intestines by peristalsis without any air inflation [52]. The success of the capsule was 

believed to be due to a number of achievements, especially the advances in CMOS 

imaging devices which were already producing images comparable in quality to those of 

charge-coupled devices, but with much less power consumption. Moreover, advances in 

application specific integrated circuits made the integration of small transceivers into the 

capsule possible, transmitting signals with high enough output power. Light emitting 

diodes (LEDs) were also available for use as efficient, low power illumination sources 

[52]. 

By August 2001, the capsule received the FDA approval to be used at major 

medical centers throughout the United States and Europe [53]. Figure 2.5 shows the 

PillCam™ system with all its different parts. At a rate of 2 images per second, and 

sending over 50,000 images over a period of 8 hours, the capsule is capable of detecting 

objects as small 0.1 mm, magnifying them at a ratio of 1:8, with a 1-30 mm depth of view 
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[54]. The images are sent using UHF-band radio telemetry to sensor's wrapped around 

the patient's abdomen and stored on a recorder strapped to a belt around the patient's 

waist. The first GI problem that the PillCam™ tried to detect was obscure gastrointestinal 

bleeding, proving itself superior to push enteroscopy, yielding 50-67% detection rate 

compared to push enteroscopy's 25-30% rate [55-58] . The results are illustrated in Figure 

2.6. 

• 
2 J 4 5 6 7 l:l 

Figure 2.5: The PillCam™ system !51] 

Enteroscopy - Diagnosed 1 of20 patients 
No abnnrmalities detected - magnostic Yield 35% 
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Figure 2.6: Detection rate of two rival diagnosis methods; enteroscopy, and capsule endoscopy !53) 

The pill also demonstrated its effectiveness in detecting Crohn' s disease, with a 

detection rate ranging between 43% and 71 %, as compared to entero CT's 30% [58-60]. 

In a pilot study of the colon capsule (PillCam), the sensitivity of the capsule ranged 

between 56% and 76%, depending on the mode of capsule analysis, and the specificity 

ranged between 69% and 100%. These numbers excluded non-functioning capsules. A 
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large pilot trial of colon capsule endoscopy in three centers (n = 91) was conducted: 

compared with colonoscopy, and depending on the mode of capsule analysis (primary or 

adjudicated readings), the sensitivity ranged between 56% and 76% and the specificity 

between 69% and 100% (nonfunctioning capsules were excluded from the analysis [n = 

7]) [93]. 

The main obstacle that the capsule faced, though, was a few cases of capsule 

retention or non-natural excretion (NNE), and this happened more often with people with 

diagnosed cases of Crohn's disease and ischemic bowel disease. However, NNE required 

surgery in only I% of all patients, which would have been needed anyway to operate on 

the disease or abnormality detected. In cases where excessive bleeding occurs, the blood 

may obscure the source of bleeding, so detecting it would be difficult. Also, some 

extremely small lesions may be missed since the capsule is constantly moving, taking 

only 2 frames per second but reviewed by the endoscopist at a rate of 20 frames per 

second [54]. 

Another system made by a Japanese team called NORIKA, emerged as they wer~ 

trying to come up with a design of a camera that can monitor inner body changes of 

astronauts. Their capsule uses a micro-capsule CCD camera, and measures 9 mm x 23 

mm. Much of the pill is covered with a white plastic cover, except for the part that 

encloses the camera, which is transparent. The main advantage that the NORIKA system 

has over its rival PillCam™ is that it uses a coil-embedded transmitter vest for power 

transmission, and therefore it does not operate on batteries, making room for other parts. 

The DSP chip is also left outside the body, reducing much of the pill's power 

requirements. Capsule rotation was also implemented in the pill, using 3-pole motor 

theory with strobe light technology. A table comparing the PillCam™ system and 

Norika's capsule is shown below [62]. 
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Table 2.1: A comparison between the PiiiCamTM and the system made by Norika [62] 

PillCamTM-
~-

Dimension 11 mm x 26 mm 9 mm x 23 mm 

Ayplicationc~ CMOS CCD 
Power Source Battery Wireless Power Transition 

r­ -- · 
Jir~~es/s-___,,z;;_..::...___.;_,__,._,,,_,,,..,... 
Lifetime 
Position Control 
Position Detection Inside GI Yes 

2.2 Illumination Issues 

Figure 2.7 shows the emission spectra of normal, hyperplastic, dysplastic, and 

adenocarcinoma colon tissue [90]. Figure 2.7(a) shows the spectra that were obtained 

using focused illumination, and collection through surrounding fibers. Figure 2.7(b) 

shows the spectra that were obtained using wide-beam illumination. 

500 550 600 650 700 75{; 
Wavelen~h (run) 

(b) 

Figure 2.7: The effect of blood absorption on measured in vivo autofluorescence spectra (wit" 442 
nm excitation). Spectra corresponding to human colon normal (•), hyperplastic (o), dysplastic (• ), 
and adenocarcinoma (o) tissues were measured in a) point geometry (central delivery and 
surrounding collection fibers in contact with the tissue surface; and in b) imaging geometry (with 
wide field illumination of the tissue surface and the spectral measurement made at a central point) 
[90] 

In the case of wide-beam illumination, the detected fluorescence signal has 

greater contribution from tissues at greater depth than with focused illumination. This is 

due to the excitation light falling onto the tissue at different incident angles, therefore 

500 550 600 650 700 750 
WaYelen&,tth (run) 

(a) 
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reaching multiple depths inside the tissue. The impact of angle of illumination on the 

collected signal is discussed later in this section. The dips in the spectra in Figure 2.7(b) 

are due to differential light absorption by submucosal blood vessels. The absence of these 

dips in Figure 2.7(a) is due to the lack of shallow depth sampling with focused 

illumination [90]. Moreover, focused illumination is usually used for in vitro diagnosis, 

or in cases in which the location of the diseased tissue is known. However, in the case of 

capsule endoscopy in which the diseased tissue is yet to be detected, the capsule needs to 

scan large areas looking for the abnormality. Focused illumination in this case is time 

consuming and does not provide information on the relative location of the malignancy. 

The illumination-collection geometry is considered to have a strong influence on 

the spatial origin of the detected fluorescence signal; however, devices that implement 

this idea are not very well understood. Monte Carlo simulations were performed [94] to 

determine the effect of angled geometry on the spatial origin and intensity of the detected 

fluorescence. In general, the results showed that the detection of the fluorescence signal 

can be increased significantly using oblique incidence geometries, and probe 

fluorophores at depths up to 0.5 mm. This increased detection capability is thought to be 

due to the overlap of the illumination and collection cones within the tissue, and more 

importantly, the position of the overlap and its depth within the tissue. In the study, they 

used variable illumination and collection angles (with respect to normal incidence), and 

only general light-tissue interactions were investigated, irrespective of the device or 

optics used. 

A homogenous tissue of (5 x 5 x 4) was used for the simulations, and two optical 

property cases were considered (low attenuating tissue and high attenuating tissue), 

taking into account the different absorption and scattering coefficients at the two 

attenuation levels. In Figure 2.8, we see that the normal incidence case (a), fluorescence 

originating from a range of depths is collected, but when either of the angles is changed 

(b), the cone overlap volume is limited to a small area close to the surface. As shown in 

Figure 2.8( c), the incidence and collection angles are measured relative to the normal 

incidence angle (the line perpendicular to the surface of the tissue) [94]. 
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(b 

Figure 2.8: The overlap between the excitation and emission rays inside the 
tissue, at different incident/collection angles, and different distances 
between the excitation and emission rays 1941 
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Figure 2.9: The impact of changing (a) the angles of illumination-collection, and (b) the separation 
distance between the illumination-collection beams 194] 

In Figure 2.9(a), the curves show that changing the incident and collection angles 

increases the sensitivity in the regions in the top 50-100 J.lm. Also, it was shown that 

changing the collection angle has a slightly better effect than changing the incidence 

angle, which was interpreted as having increased sensitivity at the most superficial 

regions, and a decreased sensitivity in the deeper regions. This is possibly due to 

differences in optical properties at the excitation and emission wavelengths. Changing the 
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separation distance between the incident and collection spots may also vary the size and 

location of the overlap cone (Figures 2.8(d), (e), (f)). Figure 2.9(b) shows how changing 

the collection angle impacts the detected fluorescence signal, when the separation 

between the two beams is 0.1 mm, and the angle of excitation is fixed at 0 degrees [94]. 

In the general case, as the wavelength of the excitation light increases, so does the 

penetration depth within the tissue. Therefore, optimal excitation wavelengths may vary 

between one site and another or one site may have multiple optimal excitation 

wavelengths. This wavelength dependence arises from the dependence of the penetration 

depth on the scattering and absorption of the examined tissue [90]. For wavelengths 

below 600 nm, penetration depth is only hundreds of micrometers up to a few millimeters 

[95]. In our case, and with an excitation light of 365 - 370 nm, the penetration depth is 

only 400 11m [91]. Therefore, only the mucosa layer of the colon tissue is investigated. 

Several other factors can control the penetration depth of the light, such as the carrying 

collection and illumination beam angles. Bigger angles result in shallower overlaps 

between the two beams, and therefore giving more information about the more superficial 

parts of the tissue. The distance between the beams is another factor. Also, varying the 

numerical aperture (nSin9), where n is the refraction index. 

On the other hand, the collected spectrum is also distorted by the absorption and 

scattering properties of the tissue. For example, two different samples with the same 

intrinsic type and amount of intrinsic fluorophores can give a different spectrum and 

intensity due to the presence of different amounts of blood. Several techniques have been 

developed to correct for the correct for the real tissue fluorescence, but the choice of 

technique depends on the type of measurements being made, and the type of tissue being 

investigated. It also depends on whether the information being sought on the fluorophore 

concentrations is relative or absolute. Additionally, the choice also depends on the 

accuracy of the technique of excitation and emission spectra, and the measurement 

system itself [96]. 
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2.3 Localization 

Despite the current capsules' ability to reach places in the GI tract that 

conventional endoscopes cannot, it still takes a long time to go through the whole tract, 

giving no accurate information on its location or orientation at any specific time, and 

therefore the location of the spots that are found by the capsule cannot be found easily. 

This problem highlighted the necessity for an actuation and guidance system. The 

Pill Cam TM group eventually incorporated a localization module based on a number of 

antennas placed outside the body, and receiving RF signals from the pill, with the closest 

antenna at a specific time receiving the strongest signal. The sensors are placed in an 

ordered manner at specific places around the abdomen, and the detected RF signal levels 

are compared and an estimate of the capsule's location is made accordingly. The same 

system that is used to transfer the images is used, and therefore no extra parts are needed 

[63, 64]. 

Another proposed method by Given Imaging Ltd., calculates the motility of the 

pill based on comparing the intensity of a number of successive images or elements of 

these images, to determine the proximity of the pill to a place of interest. Below is a more 

detailed description of this method, as described in a patent (# 6,944,316) by Given 

Imaging Ltd. 

In their algorithm, each image Pi is compared to its predecessor image Pi-I or 

some other previous image Pi-n to determine the motility of the capsule during the time 

between the capture of the two images by comparing the similarity of the two images i.e. 

the more similar two images are, the slower the motility of the capsule, and therefore the 

smaller the distance traveled in the given time. For instance, if there are no differences 

between the images, it can be assumed that the capsule did not move at all, whereas if the 

there are no similarities between the images, it can be assumed that the capsule was 

moving too fast in the given time. 

The images can be compared on a pixel-by-pixel basis, or the images can be 

divided into several clusters of pixels, and the clusters are compared in tum. For example, 

a 256 x 256 image can be divided into 1024 clusters of 32 x 32 pixels and then compared. 
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The resulting motility can either be a number that is relative to specific positions in the 

GI tract, or an absolute value can be determined. The images are recorded by the capsule 

and transmitted to the data processor storage unit. Then two successive, but not 

necessarily adjacent images are compared. The images can be divided into pixel clusters, 

sections or cells. Taking the 256 x 256 pixel example mentioned before, the images are 

divided into 1024 clusters Ai(m,n) where m = 32 and n = 32. Then the data processor 

calculates the average intensity (e.g brightness) IAi(m,n) for each cluster Ai(m,n) in the two 

images. The intensity value of a cluster is the average of the brightness values for the 

pixels in the cluster. A matrix of the intensities of the clusters may be formed for each 

image. Then the processor determines the value Di(m,n) which is an absolute number 

representing the difference between the average intensities of two corresponding clusters 

from the two images. The value Di(m,n) can be represented by the following: 

(2.1) 


A matrix of the absolute values of the differences between all clusters is 

produced. Afterwards, the average difference between the two images Dif.f is calculated. 

This can be done using the following formula: 

(2.2)DJm,n)
Diff = I 

1024m=l,32;n=l,32 

The number obtained is between 0 and some value U which is an upper limit 

determined by the input parameters. If this number is low, it indicates that the measured 

number (e.g brightness) varied little between the two captured frames (low motility), and 

a large value indicates that the measured value varied significantly (high motility). Then 

we will have a series of values for every two corresponding frames in the two images. 

These values can be normalized or decimated to an arbitrary scale. For example, each 

difference value in the range 0 - U can be normalized (linearly or non-linearly) to a 

number in the range 0 - 10. The normalized values can later be used to plot a graph of the 
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relative motility versus time. Specific conditions in the graph, such as indications of low 

motility, can be labeled using for example different colors or line patterns. 

Methods that do not involve image analysis include the use of an accelerometer to 

determine the instantaneous acceleration of the capsule as it moves through the GI tract, 

and then this acceleration information can be integrated to find velocity information 

which can later be used to determine the location of the capsule. Also, a pressure sensor 

can be attached to the capsule to measure the difference in pressure caused by the 

peristaltic waves at different times, and a relationship between the pressure and the 

velocity at which the capsule can move under a specific pressure can be determined, 

which allows for the calculation of the velocity at different pressure values. 

Another group [65] proposed another method that makes use of a magnet that can 

be enclosed inside the pill. The magnetic permeability of the human body has non­

ferromagnetic properties and therefore, has little effect on static magnetic fields. Placing 

a permanent magnet inside the capsule creates a magnetic field, which would have a 

specific intensity and direction at different measurement locations. A number of sensors 

are placed outside the body and determine the magnet's location and orientation by the 

data measured by these sensors. The mathematical modeling and algorithms are beyond 

the scope of this chapter, but the method showed superiority over the RF method used by 

the PillCam™ [65]. 

Table 2.2 shows the results as obtained by the measurements carried out by 

the group that came up with the magnetic method [64]. When compared with the RF 

method, it showed considerable superiority, with some measurements showing average 

localization and orientation errors as low as 4.6 mm and 4.5% respectively when 16 

sensors and 3-axis are used, as opposed to the RF method's 37.7 mm average localization 

error [65]. 
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Table 2.2: The magnetic method compared to the RF method [64[ 

5 sensors 42.7mm; 17.9% 16.8mm; 16.6% 9.1mm; 8.2% 

16 sensors 14.2mm; 15.8% 6.6mm; 5.8% 4.6mm; 4.5% 
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Chapter 3 

SYSTEM DESIGN 

In this chapter, the design procedure of the fluorescence imaging prototype is 

described. The system consists of three separate sub-systems: an optical imaging module, 

an electronic image acquisition module, and an image processing and wireless 

communications module, as shown in Figure 3.1. The optical imaging module provides 

illumination and collection of fluorescence light over the desired spectral wavelength 

range. The electronics image acquisition module acquires the image using a high­

sensitivity charge-coupled device-based (CCD) imager and provides signal conditioning. 

Th~ wireless transmission module provides data sampling and compression, and then 

transmits the data using an RF transmitter. Details of the design and implementation of 

each module are discussed respectively in the sub-sections below including their 

requirements for power supply. 

Figure 3.1: Sub-systems of the wireless fluorescence-based diagnostic imaging system 
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3.1 Design Specifications and Key Considerations 

The general design specifications and considerations are discussed below. Firstly, 

the optimum excitation wavelength for GI tissue is around 365 nm (as mentioned earlier 

in Chapter I). This requires a light source that has a peak emission wavelength at 365 nm, 

with a narrow emission spectral bandwidth. The wavelengths of interest are in the 400 

nm - 550 nm range. Therefore the image acquisition module must have high sensitivity 

in this wavelength. Moreover, enough excitation power should be exposed to the tissue in 

order to obtain detectable fluorescence signals, while not exceeding the photo-bleaching 

limit ofthe cells which is about 10 mW/cm2
• 

One of the main objectives of this work is to demonstrate the ability to detect 

fluorescence signals, and therefore a high sensitivity imager has to be used. Absolute 

fluorescence intensity yields from human GI tissue were not found, but similar yields 

from bronchial tissue showed that around 5 pW/)lWxnm can be obtained [97]. Table 3.1 

shows typical yields at the emission maximum of human bronchial tissue [97]. This 

shows that imagers that can detect fluorescence signals in the range of a few pico-watts 

per micro-watt of excitation power per nano-meter qf spectral width are needed. If we 

consider an emission bandwidth of 200 nm ( 400- 600 nm), then we expect a total 

emission power of 1 n W per 1 )lW of excitation power. 

Table 3.1 :Fluorescence yields from human bronchial tissuel97] 

435 4.0 
-·-, 450 ·3.5 

465 530 3.1 

495 575 2.3 
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For wireless transmission of the images, methods of image processmg and 

compression have to be considered. Several license- free bands are allocated for short­

range personal communication networks. These are the 902-928 MHz ISM band in North 

America, and the 433 MHz and 868 MHz ISM bands in Europe [66]. In general, the 

transmission frequency cannot exceed 1 GHz, otherwise most of the radiation energy is 

be absorbed by the human body tissue [67]. Table 3.2 summarizes the key system 

specifications that should be taken into consideration when designing a fluorescence 

imaging system. 

Table 3.2: Key considerations for fluorescence imaging prototypes 

Size 
key Cohsiderations 

Power Consumptjon 
Imager Choice 

F~.:a.Ye Rate 
Optical Intensity 
Transmission Freg!J.ency 

3.2 The Optical Imaging Module 

The optical imaging system was designed to max1m1ze the amount of 

fluorescence light that reaches the imager at the desired spectral wavelength band. 

Figure 3.2: Schematic of the optical set-up used. The filters, lenses, LED's and 
conical mirror are shown in the diagram 
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The schematic of the optical module that was used in all our tests is shown in 

Figure 3.2. In this figure, we can see the different parts used, and the way they were 

placed relative to each other. These parts include (from right to left) the long wavelength 

pass filters, achromatic lenses, the LEDs and the conical mirror. A set of eight light 

emitting diodes (LED) arranged in a circle in front of the imaging lenses were used for 

illumination. Four ultra-violet (UV-365 nm) LEDs were used for fluorescence excitation 

and the other four were white-light LEDs used for conventional white-light illumination. 

The illumination light is reflected from a customized conical mirror (shown in Figure 3.3) 

and projected onto the side wall of the gastrointestinal tract. Auto-fluorescence emission 

from the tissue is collected by the same mirror and two achromatic imaging lenses and 

then projected onto a high sensitivity CCD imager. Light perpendicular to the conical 

surface is reflected off the mirror and through the lenses, which focus a spatially distorted 

image onto the CCD i11_1ager. 

Figure 3.3: The conical mirror used, as seen in 
the set-up 
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Figure 3.4: Concept of a two-lens system 

The advantage of using two lenses is that we get more degrees of freedom to 

control the aberrations that may arise from the use of only one lens. Aberrations happen 

due to the lens material having different refractive indexes for different wavelengths, thus 

focusing the same part of an image over a bigger area. Using two lenses allows for using 

two different materials that, when combined, can reduce the effect of the aberrations. 

Figure 3.4 illustrates the concept of using a two-lens system for focusing the light 

on the CCD surface. If 0 is the object being imaged, and L is the distance between the 

two lenses, then the distance D2 between the first lens and the first image 11 can be found 

using the following: 

1 1 1 
-=-+- (3.1)
f., Dl D2 ' 

where jj is the focal length of the first lens. This image is seen by the second lens as an 

object, and it is in tum imaged behind the second lens at a distance D4 from the lens, 

which can be found by using the following: 

1 1 1 
-=-+- (3.2)
/ 2 D3 D4' 
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where ./2 is the focal length of the second lens. Also, the magnification of the image due 

to both lenses can be found using: 

(3.3) 


A 0-2 mm variable diameter aperture was inserted between the two lenses to 

control the depth-of-field (DOF), which is the amount of distance between the nearest 

and farthest objects that appear to be in focus. The DOF depends on the object's distance 

from the lens, the focal length of the lens, and the lens's aperture (or /-number). If the 

aperture is kept constant, increasing the magnification by moving the object closer to the 

lens or using a lens of greater focal length decreases the DOF. On the other hand, 

decreasing magnification increases the DOF. Similarly, increasing the aperture size 

decreases the DOF, and decreasing the aperture size increases DOF. Since the light being 

autofluoresced is of very weak intensity, it is most likely that a larger aperture will have 

to be used to allow for enough light to pass through. This might come at the cost of a 

reduced depth-of-field and image blurring. 

One of the design challenges was to find adequate aspherical lenses that can be 

used once the system undergoes miniaturization. Obtaining customized lenses of such a 

small diameter may not be financially feasible and hence a switch to regular spherical 

lenses was required. This adds to any blurring and distortion of the image. Reconstructing 

the image is the next task in the optics section. Initially, the unwrapping of the image was 

done on Adobe Photoshop using the Polar to Rectangular Distortion Filter. This filter 

essentially reads the image as if it were plotted on a polar graph then re-plots each pixel 

onto a cartesian plane. This was later programmed on Matlab so that it can be done in 

near real-time. 

A 311 object-to-image focal length ratio was required to reduce the image to the 

size of the CCD. Keeping this ratio in mind, the task becomes choosing two lenses with 

focal lengths that optimize the depth-of-field while remaining relatively short in 

separation distance. If the focal lengths of the lenses are too short, it is not possible to 

focus a large radius of the image in one frame, thus reducing the usable image and 
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leading to possible data loss. If the lenses are too far apart, then they can focus more of 

the image in a given frame; however the size of the imaging head becomes impractical. 

The current system uses focal lengths of 60 mm for the object lens and 20 mm for the 

image lens. 

A long wavelength pass filter (WB380, Optima Inc, Tokyo, Japan) is used to 

block the scattered excitation light from reaching the CCD imager. The spectral 

bandwidth of the long wavelength pass filter is shown in Figure 3.5. The filter blocks 

about 80% of all radiation below 380 nm. Table 3.3 is a close-up at the transmittance of 

the filter around the range at which the LEDs emit UV light looking closely around the 

range at which the LEDs emit light (365 nm ± 10 nm). At around 360 nm, the 

transmittance of the filter is only 1.224%, but it jumps up to 22.22% and 53.09% at 370 

nm and 380 nm respectively. However, the CCD imager that we chose also has a spectral 

response that falls below 50% for all radiation below 380 nm. This further ensures that 

only the fluorescence light is captured by the imager, and only a very minimum amount 

of UV light _is also detected. If LEDs of a wider spectral range were used, this filter 

would have to be changed. 

Table 3.3: Transmittance of the WB380 nm filter around the LED emission wavelength 

It is also important to mention that the filter not only blocks the excitation light, 

but it also modulates the emission signals as well, especially in the range 370 nm - 400 

nm. This is not a major problem since the emission signals that we are interested in are 

well into the 400 nm to 600 nm range. The transmittance of the filter at these 

wavelengths is shown in Table 3.4. 
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Figure 3.5: Long-pass filter- blocks out 80% of radiation below 380 om 

Table 3.4: Transmittance of the WB380 om filter in the range of fluorescence emission 

Spectral selection of the fluorescence light is achieved using a narrow bandwidth 

band-pass filter at the desired wavelength. The intensity of the excitation light is typically 

three to four orders of magnitude higher than the emitted fluorescence light. Therefore, 

one of the main design considerations is to minimize the scattered excitation light from 

reaching the CCD. This is achieved by positioning both filters as close to the CCD 

imager as possible, and using low UV transmission glass for the imaging lenses. 

A set oflow power white-light LEDs with luminous intensity of up to 980 (± 100) 

mcd were used for conventional video endoscopy (NOTE: 1000 mcd = 1 cd = the light 

intensity of a "standard" candle viewed from a distance of 12 inches. This intensity is 

approximately equal to the light produced by a small 2 watt standard incandescent bulb). 

For UV excitation, two types of LEDs were evaluated as fluorescence excitation sources. 

1) High power UV LEDs with peak wavelength of 365 (± 5) nm, and optical output 

power ofup to 100 (± 10) mW at 500 rnA input current. Their properties are shown in 

Table 3.5. 
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2) 	 Low power UV LEDs with the same peak wavelength and optical output power of 2 

(± 0.2) mW at 20 rnA input current. Their properties are shown in Table 3.6. 

400 500 600 700 
Wavelength (nm) 

Figure 3.6: Comparison between the excitation and emission spectra and 
intensities J68J 

Table 3.5: Properties of the high-power UV LEDs 

Allowable Reverse Current 85 
3300 

rnA 

Table 3.6: Properties of the low-power UV LEDs 

~------·--------------~Abs,olute m~:xiiJlum rating 
25Forward Current 

Pulse Eomrd' eurrsnt 
Allowable Reverse Current 	 80 rnA 

100 


In the initial tests, the high-power LEDs' power consumption was found to be too 

high for a wireless device and they also caused excessive heating of the device, thus 
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prohibiting its use in clinical environments. The low-power LEDs were found to be able 

to provide sufficient UV excitation to induce fluorescence in our tests while maintaining 

manageable levels of power consumption as well as heat generation. They were therefore 

chosen for use in the prototype system where all following tests were performed. Lower 

intensity illumination, however, results in lower emission intensity, which in tum leads to 

reduced signal-to-noise levels in the acquired fluorescence images. The white-light LEDs 

were used to provide white-light images that can be used to help determine the position 

of the detected abnormality. The fluorescent images can be superimposed over the white­

light images, and pseudo-images can later be created for viewing. 

3.3 	 The Electronic Image Acquisition Module 

An imaging acquisition module was designed and optimized for high-sensitivity 

detection. The size of the module and its power consumption were kept as small as 

possible using off-the-shelf commercial components. A diagonal Vt inch interline black­

and-white CCD image sensor (ICX228AL, Sony, Tokyo, Japan) for EIA monochromatic 

video cameras was used. 

The choice of using a black and white imager rather than a color one was made 

based on the general requirements on which an application of this type is dependent ­

high resolution and precise contrast recognition. Color imagers simply focus on isolating 

color bands, and do not acquire contrast as well as black and white cameras [69]. 

Moreover, color imagers produce a lot more data that needs to be processed, possibly 

adding to the size of the imager and its power consumption [69]. 

In addition to the imager, a 48-pin timing controller (CXD2463R, Sony, Tokyo, 

Japan), was used to provide the clocking signals for the imager's vertical and horizontal 

registers. Clocking the timing controller was achieved using a 28.6363 MHz oscillator, 

and a dip switch was used to change the electronic shutter speed. All the components 

were mounted on a 2 em by 8 em two-layer printed circuit board (PCB) (shown later in 

this chapter 3). The CCD imager was placed at a 90° angle from the board, pointing 

forward towards the optical module. 
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A schematic representation of the signal flow between the CCD imager and the 

timing controller is shown in Figure 3.7. The timing controller provides all the timing 

control signals to the CCD imager, including the vertical and horizontal register signals. 

It also provides the synchronization signal that needs to be added to the output video 

signal of the CCD that only provides the video signal without any synchronization signal 

used by the image acquisition modules. It was first necessary to invert the signal, because 

the signal produced by the imager is the inverse of a standard video signal. Then using a 

summing amplifier configuration, we added the synchronization signal obtained from the 

timing controller to the video signal. A dual wideband, low noise, 160 MHz operational 

amplifier was used for this purpose. 

A signal processing IC (CXA1310AQ, Sony) was used to provide basic signal 

processing. It is customized for the CCD used, and for compact and low power 

consumption applications. It is important to mention here that another prototype had to be 

built to accommodate this extra chip that was not included in the initial design. It became 

essential to add it after analyzing the signals obtained from the first prototype, and 

realizing that the output signals generated had to comply with video signal standards for 

us to be able to obtain useful data and proceed with taking useful images. In both 

prototypes, the final processed analog video signal is then fed out to the wireless image 

transmission module. 

Figure 3.7: Block diagram of the signaling between the timing 
controller and the imager 
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3.3.1 Choice of Imager Technology: CCD or CMOS? 

Despite the fact that both CCD and CMOS image sensors are manufactured in a 

silicon foundry, and the equipment and material used (silicon, silicon oxide ...etc.) are 

similar, differences in their architecture and design flexibility have made them rivals in a 

vast number of applications [70]. Figure 3.8 shows the difference in architecture between 

CCD and CMOS imagers [67]. 

Photon to electron 
conversion 

Figure 3.8: The architectures ofCCD and CMOS imagers 167] 

CCD imagers are made of photodiodes that are usually arranged in a 2D matrix of 

rows and columns, and the charges are shifted from all the pixels into only one output 

where they get converted into voltage, leading to a sequential read-out of the data with 

high uniformity. Also, the fact that all the charge is converted into a voltage in one place 

gives more area per pixel for light collection, which leads to high sensitivity and high 

image quality, accompanied by low noise, low dark-current, and high quantum 

efficiency. Also recently, the operating voltages they require have been falling, leading to 

less power dissipation, and their companion circuits have become more integrated [70] . 

CMOS imagers, on the other hand, have struggled to keep up with the CCDs' 

Image quality. Their light-sensing pixels generally require a number of optically 

insensitive transistors, giving less room for collecting light. However, their charge-to­
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voltage conversiOn at the pixel, along with the advancement in their production 

lithography and process control, the ability to integrate companion functions on the same 

die as the image sensor, as well as their reduced imaging system size will soon allow 

CMOS image quality to rival that of CCDs. They have also continuously maintained an 

advantage over CCD imagers in terms of power consumption, which can be a critical 

issue in applications that are powered by short lifetime batteries. Table 3.7 summarizes 

the main differences between the two types of imagers [71]. 

Table 3.7: Comparison between CCD and CMOS imagers 171j 

Voltage 

Bits (digital) 

Camera components Sensor +multiple support Sensor + lens possible, but 
chips+ lens additional support chips common 

,......,~._..,.~ 

Hig};le~ 

The decision between whether to use a CCD or a CMOS imager is eventually 

made after weighing all the tradeoffs. For high quality images, where cost, power 

consumption, and speed are not of concern, CCD imagers are preferred. On the other 

hand, CMOS imagers may be a better choice for commercial , low cost mass-produced 

devices. We selected a CCD imager in our prototype, since we are more concerned in 

capturing high quality images to prove a concept, and all tests and measurements are 

performed in a laboratory environment where power consumption and size are not. yet a 

maJOr ISSUe. 
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3.3.2 The Components Used 

The Imager 

14 pin DI·P (Plastic) 

. .... '\"\)"\)~0;.· 
~r - ,~~~ Power dlssipati(Jn: 

42mW 

Figure 3.9: The Sony ICX228AL CCD imager [72] 

The image sensor that was chosen (ICX228AL, shown in Figure 3.9 [72]) is 

capable of taking high speed, high sensitivity (+3dB) video images, with good smear 

characteristics (-IOOdB) and low power consumption. 

Some of its other features include: 

• High saturation signal • 	 Optical black: 

• 	 No voltage adjustment Horizontal (H) direction: Front 3 
pixels, rear 40 pixels 

• High resolution 
Vertical (V) direction: Front 12 pixels, 

• Excellent anti-blooming characteristics rear 2 pixels 

• Continuous variable-speed shutter • Number of effective pixels: 
2• Chip size: 4.34(H) x 3.69(V) mm 768 (H) x 494 (V) approx. 38~K pixels 

• Unit cell size: 4.75(H) x 5.55(V) )lm2 

• Total number of pixels: 

• Substrate material: Silicon 	 811 (H) x 508 (V) approx. 41 OK pixels 
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The selection of the imager was based on its ability to detect with high sensitivity, 

fluorescence signals that are within the range of 400 nm - 600 nm, while blocking out 

most of the UV light that might reach the CCD from the LEDs. This range was chosen 

because the tests we planned to carry out involved fluorescent substances that emit light 

at wavelengths in the range 400 run - 600 run after being excited with UV light. This is 

similar to the autofluorescence emissions from some of the inherent fluorophores usually 

found in the GI tract tissue, as we discussed earlier in the introduction. The spectral 

sensitivity characteristics ofthe chosen imager are shown in Figure 3.10 [72]. 

(!) 0.8 
~ 
0 

~ 0.6 

~ 
(!) 0.4>·­'tit-~ 0.2 

0.0 
400 500 600 700 800 900 1000 

Wavelength (run) 


Figure 3.10: Relative spectral response of the Sony ICX228AL CCD imager [72] 


The relative response of the imager remams higher than 65% over a wide 

wavelength range ( 400 nm - 650 nm), covering our wavelength range quite well and 

peaking at 480 run. 

The Timing controller 

A timing controller (CXD2463R) was required to supply the imager with the 

necessary timing signals. This timing controller is a polysilicon gate CMOS integrated 

circuit (IC) that has a built-in synchronization signal generation function, a built-in 

electronic shutter, and a window pulse output for backlight compensation. It also supports 
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different external synchronization modes with automatic external synchronization 

discrimination, a useful feature when used in combination with pulsed excitation light. 

Some of its other features include: 

• 	 Built-in sync signal generation function • Window pulse output for 

backlight compensation 


• 	 Built-in electronic iris (electronic shutter) 

function • Built-in V driver 


• 	 Supports low-speed limiter for electronic • Applications: 

lflS Surveillance camera 


• 	 Supports external synchronization Door phone camera 
• 	 Supports automatic external sync • 	 Structure: 

discrimination 
Silicon gate CMOS IC 

The Signal Processing Chip 

A 32-pin chip was used to provide basic processing ofthe CCD output signal and 

provides 75 Q output impedance. It is equipped with a wide variable automatic gain 

control- AGC (4 to 32dB), built-in operational amplifier, and variable white clip level 

for wide dynamic range ( 140 IRE). 

The Operational Amplifier 

The operational amplifier that was used (LMH6622) is a dual high speed voltage 

feedback operational amplifier, which is specifically optimized for low noise. It has a 

voltage noise specification of1.6 nV I JHz, a current noise specification of 1.5 pA I Hz , 

a bandwidth of 160 MHz, and a harmonic distortion specification that exceeds 90 dBc. It 

operates from ±2.5V to ±6V in dual supply mode and from +5V to+12V in single supply 

configuration. 
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The Oscillator 

An oscillator with an internal crystal was used to provide a base oscillation 

frequency of 28.6363 MHz as required by the timing controller. This frequency is 

reduced to half once it enters the controller. The 'enable' pin was kept at high bias to 

make sure the oscillator is always on. The schematic of the oscillator circuitry is shown in 

Figure 3.11. 

5V 5V 

lOK 

..------~~OSC_OUT . ­

~--------------~ lOOnF 

Figure 3.11: The oscillator we used 

3.3.3 	 Circuit Design 

Three different voltage regulators were used to supply the CCD, oscillator, timing 

controller, and signal processing chip with the required biases. Since most of the load 

appeared to be on the 5 V regulator, a special T0-220 low power loss package was 

chosen, that can handle up to 1 A of output current, 1.5 W without a heat sink, and 15 W 

with a heat sink. The -5 V and 12 V regulators did not have to carry much load and 

therefore a regular T0-92 package, which is much smaller in size than the T0-220, was 

used. 

The CCD takes its vertical register transfer clock signals (V1-V4) and horizontal 

register transfer clock signals (Hl-H2) from the timing controller. These signals 

determine when the pixels and lines and frames are read. Two biasing voltages were 

required, Vee at 12 V and VL at -5 V, with a supply current of about 3.5 rnA. The 

substrate clock (SUB) pin and the reset gate (RG) pin were kept open, because a DC bias 

is generated inside the CCD. Figure 3.12 shows the pin configuration of the CCD imager. 

57 




M.A.Sc. Thesis- Moussa Kfouri McMaster University 

vee 


<J--1 
lOOnF 

SUB 

Hl 

m 

RG 

VDD Vout 
CeD_VOUT 

GND GND 
SUB Ne 

VL Vl 
Vl 

RG V2 
V2 

Hl V3 
V3 

H2 V4 
V4 

Figure 3.12: The CCD imager pin configuration 

1K 

1K 

CCDOUT 

10uF 

1K 

VIDEO OUT -----tlt--....-.c 

Figure 3.13: Buffer and summer configuration 
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The weak output signal from the CCD is first buffered through a unity gam 

amplifier as shown in Figure 3 .13, and then later added to the synchronization signal 

(SYNC) using a difference amplifier configuration as seen in the second op-amp. The 

output of such a configuration is: 

(3.1) 


where Vaut in our case is the VIDEO OUT signal, V2 is the synchronization signal SYNC, 

and V 1 is the CCD output signal, therefore: 

VIDEour =(SYNC- CCDour) Rx . (3.2)Ry 

This means that the synchronization signal is added to the inverse of the CCD output 

signal. The CCD output signal needed to be inverted as indicated by the CCD data sheet. 
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Figure 3.14: The timing controller pin configuration 

Figure 3.14 shows the pins V M and V H which provide power to the vertical drive, 

where VM is connected to ground and VH is connected to 12 V. Terminals V1, Vz, V3, and 

V4 are pulse outputs for the CCD register drive. SUB, is also connected to the CCD, and 

serves as a pulse discharge output. V L is the negative power supply for the vertical drive, 

connected to -5 V, and CVdd and CVss provide positive power supply, and Vreg provides 

bias current supply for the comparator respectively. ED0, ED~, and ED2 are shutter speed 

controls that can vary between 11100 and 11100000 with different high and low 

combinations, therefore they were connected to a switch between 5 V and ground. 

The timing controller also has a function to output the window pulse for backlight 

compensation. The backlight compensation pulse is output from BLC according to the 

high/low combination of BLCW1, and BLCWz, and ranges between the following 
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window types: full-screen photometry, bottom emphasis photometry, center emphasis 

photometry, and bottom plus center emphasis photometry. The electronic shutter mode 

was chosen instead of the electronic iris mode by setting ESHUT 1 and ESHUT 2 to low 

and high respectively. The clamp pulse outputs, CLPI, CLP2, and the sync and blanking 

outputs, SYNC, and CBLK, and data sample-and-hold pulse, and pre-charge level 

sample-and-hold pulse SHD1 and SHD2, are all sent to the signal processing chip. 

The controller can be set to either EIA or CCIR standards (the B/W standards for 

the more commonly known NTSC and PAL standards). We set our controller to EIA by 

setting the EIA pin to low. The clock is provided via the pin CKI which is obtained from 

the 28.6363 MHz oscillator mentioned before. Finally, H1 and H2 provide clock outputs 

for the CCD horizontal register drive, and are powered via pins A V dd and A V ss which are 

both connected to 5 V and ground respectively. 

3.3.4 	 PCB Design 

The first prototype, which can be seen in Figure 3.15(a), was built on a 2-layer, 

2.64 em x 8.26 em PCB. The hole on the right hand side was intentionally placed there to 

be able to hold the board steadily on an optic table. The CCD imager can be seen on the 

left hand side of the prototype. It was mounted on the PCB using a 90° angle header. 

Right behind the CCD are the LEDs, as shown in the figure. The signal is fed out via an 

SMA connector and an extra header was added on the left to be able to access signals of 

interest during the testing phase. In the center of the board, we can see the switches which 

were used to control the electronic shutter speed. 

The second prototype can be seen in Figure 3.16(a). It was built on a 4-layer, 2.7 

em x 10.1 em PCB. The 2 extra layers were necessary due to the increased complexity of 

the layout interconnections with the extra chip that was added. The hole was removed in 

order to be able to accommodate the new chip and all its circuitry with the minimum 

increase to the length of the board. The full schematic of the circuit that was implemented 

on this PCB is shown in Appendix A. 
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Timing OlP 

(a) 

(b) 

(c) 

Figure 3.15: a) A picture of the first prototype, showing the main circuit parts used, b) the 
PCB's top layout layer, c) the PCB's bottom layout layer 
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Figure 3.16: a) A picture of the second prototype, showing the main circuit parts used, b) 
the PCB's top layout layer, c) the PCB's bottom layout layer 
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3.4 	 The Wireless Transmission Module 

The wireless transmission module was designed by two of my colleagues, and it is 

discussed briefly in this thesis for completeness. 

Wireless data transmission from endoscopic capsules has several technical 

challenges. Mismatch in information volumes, restrictions for power consumption and 

size are the main ones. We have explored several possible solutions to meet these 

challenges. The radio frequency (RF) wireless transmission system was designed, and a 

prototype system with off-the-shelf components was fabricated on the same PCB as the 

image acquisition module. A block diagram of the design is depicted in Figure 3.17. An 

off-the-shelf RF link (transmitter and receiver) was used for prototyping purposes. The 

power consumption of the system is sufficiently low such that it can be completely 

powered by two 1.5 V Li-ion batteries. 

Sensor 
e.g. pressure 

Transmi:tter t-----------• 

· ~~ 

Computer 
PC 

"-------' Software 

Figure 3.17: Data flow diagram of the wireless imaging/sensing system 

Due to the use of the high-resolution CCD imager, the image data volume as 

acquired by the imager is larger than the current bandwidth constraints for wireless data 

transfer. For example, a VGA image frame consists of 640 columns x 480 rows, which is 

equivalent to 307,200 pixels, each corresponding to 2 bytes, resulting in 624,400 
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bytes/frame or approximately 5Mbit/frame. On the other hand, wide-band wireless 

communication is limited to 1 Mbit/sec, or it will take 5-l 0 seconds per image frame , if 

one tries to transmit a VGA image directly by wireless communications. Therefore, as 

shown by the data flow in Figure 3.17, the VGA images are sub-sampled to QQVGA 

(quarter-quarter VGA), which reduces the image volume I6 times, and then data 

compression is applied to achieve additional reduction of 4 times. Thus, the volume of 

the compressed image frame was reduced to about I O-I2 kBytes, allowing us to include 

correction codes and other useful information but still having a frame data volume below 

I 00 kbits/frame. 

The data from the compressed images are combined in the serializer, which feeds 

the RF transmitter at a rate of 250 kbps, and the RF link forwards the data to a host 

computer with an acceptable data loss of 10%, which can be recovered in real time using 

the correction codes mentioned above. All functions in the flow diagram of Figure 3.17 

were performed in real time, from image acquisition through compression, transmission, 

receiving, storing, to decoding and visua~ization of video stream on the host computer. 

The power consumption of the module was also sufficiently low that all aforementioned . 
procedures can be operated using battery power. The prototypes for the different modules 

of the wireless fluorescence imaging system were tested, and they functioned as desired. 

A custom housing was designed and the entire wireless imaging system including the 

wireless transmitter was integrated and tested in free space in a setup as shown in Figure 

3.18. 

Figure 3.18: The custom housing in wh ich the entire 
wireless imaging system including the wireless transmitter 
was integrated and tested 
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Chapter 4 

SET-UP, MEASUREMENT 

RESULTS, AND ANALYSIS 


4.1 General Set-Up 

The whole set-up, including the LEDs and the CCD imager and its circuitry, can 

be encapsulated inside a catheter-looking endoscope. However, for testing and 

measurement purposes, the set-up was kept uncovered to provide enough flexibility for 

moving parts around. For instance, spectral selection was implemented using a filter 

wheel fixed in front of the CCD imager. The LEDs were kept off the PCB and placed in 

different positions at different distances from the tested samples, although they were 

accounted for during the design of the prototype and can be installed in place on the PCB 

at any time. The set-up can be seen in Figure 4.1. 

Figure 4.1: Initial testing set-up, showing imager, monitor, 
and power supplies 
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Three different power levels were required for the CCD imager, timing controller, 

and signal processing chips (12 V, 5 V and -5 V) and two external power sources were 

used for this purpose. For miniaturization purposes, the external power supplies would 

eventually have to be replaced by internal batteries, or external power coupling, which is 

becoming a more common alternative nowadays. These powering options will be 

discussed later in more detail in the future work section. 

Figure 4.2: Our imager, compared to a Hitachi CCD camera 

Figure 4.2 shows the general set-up of the system, including the optical 

arrangement. A Hitachi CCD imager was used for comparison. Images from the first 

prototype were captured and saved using an image acquisition board attached to a 

computer. Due to the video signal not being a standard video signal, we could not obtain 

clear continuous images using the acquisition board, which triggered the addition of the 

signal processing chip; this problem is further discussed in detail later in this chapter. 

After integrating the optical system and the electronic imaging modules, proof-of-concept 

tests were conducted on the completed endoscopic fluorescence imaging system using 

fluorescent phantoms. 

The set-up was placed on an optical table in a specially designed dark room. That 

exposes the sensor to the least amount of radiation, and minimizes the amount of ambient 

67 




M.A.Sc. Thesis- Moussa Kfouri McMaster University 

light reaching the sensor. Different tests were performed to demonstrate the effectiveness 

of our "proof-of-concept" prototype. Some tests involved regular white paper with certain 

markings or patterns drawn on them, or fluorescence phantoms consisting of white paper 

samples or porcine skin with fluorescent dyes administered to them. 

Porcine tissue was used because the pig is one of the animals that are considered 

to be one of the most common models for investigations related to medical diagnostics of 

human tissues. Differences in the intensity and form of the fluorescence signals of pork 

tissue are believed to be due to the different concentrations of inherent fluorophores and 

the different geometrical nature of the skin tissue. Pork skin contains melanin in the 

dermis and haemoglobin in the epidermis, which absorb light in the 330 nm- 400 nm 

range, which covers the excitation wavelength we are using in our measurements (365 

nm). It also contains NAD, NADH and collagen which are also found in the human GI 

tissue [98]. 

700 

Wavelength, nm 

Figure 4.3: The fluorescence spectra of porcine skin samples 
(98] 

Figure 4.3 shows the LIF (light induced fluorescence) spectra of a porcine skin 

samples [98]. The results shown are similar to those observed from GI tissue. The 

fluorescence observed falls in the range 400 nm- 600 nm, with peaks at 390 nm, 430 nm, 

and 460 nm. The 390 nm and 460 nm peaks were related to the collagen cross-links and 
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NADH. In our experiments, the porcine tissue's fluorescence response was enhanced 

using two fluorescence dyes that emit light in the red and green regions when excited by 

UV light, to mimic a real case scenario, in which certain regions emit stronger 

fluorescence signals than others, depending on whether the tissue is healthy or malignant. 

4.2 	 Test Results 

A series of tests and experiments were performed on the prototype at different 

stages. The LEDs' spectral characteristics and output power were tested to ensure their 

capability of exciting the tissue. The validity of the video signals obtained from the CCD 

images as standard video signals was also tested, and the system's image contrast and 

dynamic range were investigated. The results are presented in the following subsections. 

4.2.1 	 The LEDs 
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Figure 4.4: Emission spectra of the UV LEDs 

The emission spectral features and output power of the UV LEDs were first 

characterized. The emission spectra were measured by a calibrated fiber optics 

spectrometer (OSM400, Newport, Irvin, CA). As shown in Figure 4.4, the LEDs 

exhibited a symmetrical Gaussian-like profile peaking around 370 nm with a full-width­

half-maximum (FWHM) bandwidth of ~1 0 nm. It was noticed that the output intensity 
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decreases considerably soon after powering-on the device and then stabilizes after 30 

seconds, most likely influenced by the device's thermal stability. When the experiment 

was repeated to determine how the radiant power of the LEDs stabilizes over time, and 

how that changes with different currents, the data in Figure 4.5 was obtained. As we can 

see in the figure, with higher currents, it takes the LEDs longer to stabilize, and the drop 

in the radiant power is steeper. This is mainly due to the increase in the LEDs' 

temperature with time. The radiant power of an LED decreases as a function of 

increasing temperature, and variations of the order of - 1%/°C are typical for both direct 

and indirect band-gap materials [99]. 
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Figure 4.5: (a) The drop in LED optical power with time, (b) Schematic of the measurement setup 
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3ML---~----~~==~====~==~ 
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Figure 4.6: Spectral peak vs. input current of the UV LEOs 

There were observable variations in the emission spectrum as well as the spectral 

bandwidth at different input current settings. As shown in Figure 4.6, the peak of the 

emission spectrum displayed significant red-shift as the intensity was higher. Similarly, 

the bandwidth of the emission spectrum also increases slightly from 8 nm to 11 nm as the 

current/intensity increases as shown in Figure 4.7. 

The changes in spectral emission features may be attributed to the changes of the 

materials' characteristics with the rise of temperature accompanying the increase in input 

current. The energy band-gaps in both direct and indirect semiconductors tend to become 

smaller when the temperature increases, which causes an increase in the emitted peak 

wavelength. For direct gap emitters, the increase is an estimated 0.2 nm/°C (99]. Overall, 

these changes are minor compared with the relatively broad absorption band of the 

typical tissue fluorescence components such as collagen and lipids. However, they should 

be considered while choosing an appropriate long wavelength pass filter to suppress 

backscattered excitation light. In our system, a 380 nm cutoff filter was chosen to reduce 

the transmission of the excitation light at low current, which corresponds to a 360 nm 

peak. For high current use, e.g. at the 370 nm emission peak, a 400 nm long-pass filter 

may be required to sufficiently suppress the backscattered excitation light. 
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Figure 4.7: Spectral bandwidth vs. input current ofthe UV LEOs 

The output power was measured using an optical power meter (1830C, Newport) 

with a visible detector head (818-SL/CM, Newport). The measurements were performed 

60 seconds after the LED was powered on to make sure they were thermally stabilized. It 

is shown in Figure 4.8 that the output power increases linearly with the input current 

between 0 rnA and 500 rnA, the manufacturer specified maximum operating current. · 
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0 100 200 300 400 500 
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Figure 4.8: Optical power vs. input current of the UV LEOs 
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4.2.2 The Filters 
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Figure 4.9: The measurement results of the emission spectra of a) the red dye with no filter, b) the 
red dye with filter, c) the green dye no filter, d) the green dye with filter 

Two band-pass filters with different spectral ranges (red and green) were used in 

the testing phase to demonstrate spectral selectivity in the prototype. These filters were 

chosen because, as we saw in Figure 2.1(b) in Chapter 2, which illustrates the 

fluorescence emission spectra of colon tissue, we can see that the emitted fluorescence 

signal of the normal tissue peaks at two particular wavelengths, around 510 nm (green) 

and 635 nm (red). Both ofthese peaks are significantly modulated in the case ofmoderate 

dysplasia. This was the reason we chose the green and red filters. We wanted to 

investigate the imager's ability to detect fluorescence signals at these wavelengths, and 
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prove that we can emulate a real-world scenario by paying particular attention to these 

wavelengths. 

The filters' effectiveness and the dyes' emission spectra were tested first. The red 

and green dyes were placed on paper, and UV light was used to induce fluorescence. The 

emission spectra were measured using a spectrometer, and the results are shown in Figure 

4.9. Figure 4.9(a) shows the emission spectrum of the red dye before the filter was 

placed. The strongest and most significant peak is seen around 450 nm which indicates 

that visible light dominated. When the red filter was inserted between the sample and the 

spectrometer head, the peak shifted to around 690 nm as seen in Figure 4.9(b). This 

demonstrates that all other wavelengths can be significantly suppressed while allowing 

the wavelength of interest to pass through. Figure 4.9( c) shows the emission spectrum of 

the green dye before the green filter was inserted. Again, the surrounding visible light 

dominated, but when the green filter was inserted, the peak shifted to 485 nm, while all 

other peaks became relatively insignificant (Figure 4.9(d)). 

4.2.3 	 The Imager Problem 

When the first prototype was completed, clear video images were obtained when 

the images were viewed on a Sony video monitor. However, when an image acquisition 

board was used, thin black vertical lines were seen all across the images. Figure 4.10 

shows a comparison between an image that was captured using the acquisition board 

(left) and an image that was captured using the Sony monitor (right). 
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Figure 4.10: Image captured using the acquisition board (left) and image captured using the Sony 
monitor (right) 

An initial attempt to solve the problem involved extra filtering of the output video 

signal from jitter with frequency equal to that of the oscillator signal, which was thought 

to be propagating through the PCB into the output signal. However, even after this jitter 

was significantly reduced, the black lines did not disappear. To trace the problem, output 

signals were obtained from a CCD camera and were compared with our imager. Both 

signals can be seen in Figure 4.11, where the top signal is the one obtained from the CCD. 
camera, and the bottom is the one obtained from our CDD imager. Two main differences 

can be observed; the signal in the interval between one horizontal pulse and another is 

more jittery in our imager (as explained earlier), and the horizontal pulses in 
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Figure 4.11: The horizontal pulse signal of the CCD camera 
(top) and our imager (bottom) 

our imager consist of only one step, whereas those from the CCD imager consist of two 

steps. Figure 4.12(a) sho~s a close-up on an interval between two horizontal pulses, 

where the frequency is 14.3 MHz as mentioned earlier, and Figure 4.12(b) is a zoom out 

that captured one vertical pulse. As can be seen, after the downward step, the signal goes 

up to a higher level than it was before and that was also suspected as a possible cause of 

the problem. Figure 4.12(c) is a zoom out capturing a series of horizontal pulses, and 

Figure 4.12( d) is a zoom out capturing a series of vertical pulses. After all filtering 

attempts were exhausted, and after contacting National Instruments from which the image 

acquisition board was obtained, we came to the conclusion that the image acquisition 

board would only be able to display video signals that come in the standard format, and 

therefore the extra step had to be introduced (Figure 4.11). 
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r . 

Figure 4.12: a) Interval between two horizontal pulses, b) Interval between two vertical pulses, c) 
zoom out capturing a series of horizontal pulses, d) zoom out capturing a series of vertical pulses. 

The signal processing chip was suggested by Sony, the manufacturer of the 

imager and the timing controller chips. The extra chip was integrated in the second 

prototype, and the problem was solved. Figure 4.13 shows the timing and step levels of 

the signals that are fed to the signal processing chip (DATA and SYNC), and the output 

signal of the chip that represents a standard video signal. After the DATA signal is 

inverted, the level of the horizontal pulse is brought down to the same level as that of the 

SYNC signal, thus clearly defining the blanking level of the signal. 
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Figure 4.13: Timing diagram of the OAT A, SYNC, and VIDEO signals 

Figure 4.14: The images taken by the conical mirror 

The cone mirror was also tested by capturing !mages off a paper with text printed 

in black ink and wrapped around the cone mirror at a distance. This was necessary to 

emulate the outline of the GI tract where the pill would be expected to detect 

irregularities around the image sensor and not just in front of it. The acquired image is 

spatiaily distorted by the conical mirror, as shown in Figure 4.14. The spatial resolution 

of the distorted image becomes worse when regions closer to the apex of the cone were 

used. Therefore, only the outer region of the image may be used and the apex of the 

conical mirror can be removed and the area it occupies can be reserved for a future 

forward imaging channel. The distorted image was subsequently unwrapped by using a 

polar-to-rectangular distortion filter. This filter reads the image as if it was plotted on a 

polar coordinates system, then re-plots each pixel onto a cartesian plane. Later, a Matlab 

code was written to provide better unwrapping and to demonstrate our ability to provide 

image unwrapping in real-time. The code is shown in appendix B. The initial distorted 
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image is shown in Figure 4.14 (left) and the unwrapped image using the Matlab code is 

shown in Figure 4.15. 

Figure 4.15: The unwrapping of the images taken by the conical mirror 

4.3 	 Measurement Results and Data Analysis 

In the following measurements and analysis, a target consisting of white paper 

was used, with a pattern resembling a chess board printed on it in black ink. The goal 

behind this analysis is to determine the imager's ability to differentiate between the levels 

of gray of white and black pixels. We made sure that the black spots on the target occupy 

the same area as the white spots, and the same target was used throughout the different 

experiments, thus keeping the target's optical properties constant. 

Optical Power at CCD 

First, a number of measurements were carried out to determine the losses in 

optical power during the propagation of the light signal through the optics, and to 

determine what part of the optical set-up is mostly responsible for these losses. The 

power measurements were taken using an optical power meter with a photo-detector that 

operates in the visible-light region. The current through the LEDs was swept between 2 

rnA and 200 rnA, and the power was measured at the surface of the CCD imager. This 

measurement was repeated 2 times: once with a green color filter, the lenses, and a UV 

filter placed between the target and the CCD, and a second time with only the lenses and 

the UV filter in front of the CCD. The results are presented next. 
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(c) 


Figure 4.16: Optical power at the surface of the CCD imager 


Figure 4.16 shows the optical power at the surface of the imager. The horizontal 

axis is the optical power obtained from the target and incident to the optical system. The 

diamonds represent the optical power at the surface of the imager when no band-pass 

filter is used (Figure 4.16 (b)), and the squares represent the optical power at the surface . 
of the imager when a green band-pass filter is inserted between the target and the rest of 

the optical system (Figure 4.16 (c)). When the band-pass filter was inserted, the total 

incident power on the CCD decreased 10 times. As an example, when the total optical 

power incident on the whole system is 100 n W/cm2
, the optical power incident on the 

CCD surface when the green band-pass filter is not inserted is 20 nW/cm2
, but when the 

green-band-pass filter is inserted, the optical power at the CCD surface is only 2 n W/cm2
, 

The reason is that only portion of the spectrum reaches the CCD when the band-pass 

filter is inserted. This is illustrated in the inset, which shows the power distribution over 

the wavelength. Without the band-pass filter the optical power is high, peaking at a 

shorter wavelength (blue colour). 

The band-pass filter efficiently blocked the UV, blue, and red lights, allowing 

through almost without any loss, the portion ofthe spectrum around 500 nm (as desired). 

The ratio of the areas of the two spectrums is also 1 0: 1, which causes the 1 0 times power 
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decrease mentioned above during the characterization of the imager. This is because the 

green band-pass filter cuts out the whole spectrum outside the green region, which means 

that the optical power in that region is blocked. This does not mean that the green band­

pass filter reduces the power in the green region, because as the inset shows, the peak of 

the signal in the green region with the filter is the same as the peak of the signal in the 

same region without the filter. Note that in both cases, the power at the surface of the 

imager is a linear function of the incident power to the optical system. In addition, the 

peak of the UV light from the light emitting diodes, which managed to escape the long­

pass filter, was also efficiently further attenuated by the green band-pass filter around 100 

times. 
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Figure 4.17: Performance of the long-pass and band-pass 
filters 

Another experiment was carried out, and this time the spectrum of the light 

reaching the photo-detector was examined to determine the significance of using a long­

pass filter in addition to the band-pass green filter to further suppress the UV light that 

might be reflected onto the CCD imager. Figure 4.17 shows the spectra obtained for the 4 

different cases: with no filter in front of the optics, with only a green filter, with only a 

long-pass filter, and with both filters. The results showed that in the values closer to 350 
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nm, the long -pass filter managed to suppress the UV light only around 3 times, with or 

without the green filter. It also showed that the green band-pass filter had the bigger role 

in suppressing the UV light. However, we can clearly see that having a long-pass filter 

does help in suppressing the UV light even further, but another long-pass filter might be 

needed in the future with better blocking capabilities in the 350 - 400 nm region. The 

ratios of the signal at around 370 nm with the different filter combinations as compared 

to the signal when no filters were used are as follows: 

With long-pass filter: 3.3:1 

With green-pass filter: 200:1 

With long-pass filter and green-pass filter: 500:1 

The long-pass filter transmittance data is shown in Figure 4.18. The graph is in 

semi-log scale. We can see that at 380 nm, the transmittance is still 50%, and at 370 nm 

(which falls under the FWHM bandwidth of the UV LEDs), almost 30% ofthe UV light 

is still transmitted past the long-pass filter. 
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Figure 4.18: Transmittance of the long-pass filter 
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Figure 4.19 shows the brightness of the pixels in the acquired images vs. the 

optical power incident to the surface of the imager. .When the power is low (e.g. < 10 

n W /em\ the image is dark, and most of the pixels are with gray level close to the level 0 

of black. As we increase the incident power above 12 n W /cm2
, the average level of gray, 

shown as open squares in the figure, starts increasing above 0, and the image itself 

becomes brighter. The overall brightness of the image can also be characterized by the 

median of the distribution of the pixels, over the level of gray. The median is the SO'h 

percentile of the distribution, and it is shown in the figure in solid diamonds. In the range 

for gray level from 0.2 to 0.8, the median and the mean overlap which is expected,, since 

the target contains black and white squares of equal size. At high optical power, the 

imager saturates and all the pixels become close to level 1 (white). In the regions below 

0.2 and above 0.8 where there is a difference between the mean and median, the images 

fade into black or white, respectively. Therefore, the difference between the mean and the 

median can be used as the criterion for controlling the electronic shutter speed or 

0.8 

.... 
E
0 0.6 
..... 
0 

~ 
;;.. 
~ 

...l 0.4 

+ :SO"' Percentile 
c M ...dn or

i 

o•0 

I 
' 

84 




Chapter 4: Set-up, Measurement Results, and Analysis 

illumination level such that the image is brought to the region within which the imager 

provides the best contrast. 

An important observation is that the behavior of the level of gray as a function of 

the optical power is independent of the spectrum of light. The data points in the figure 

were obtained from two experiments carried out with and without a green band-pass 

filter, (see again the inset in Figure 4.16) and the data from these experiments overlap so 

well, such that the different experiments cannot be distinguished. This is advantageous 

for fluorescence imaging, in which spectral separation is essential. 

From Figure 4.19, we observe that the saturation of the white level occurs at 

illumination about 220 nW/cm2
• The gain in the signal path from the CCD to the output 

of the imaging system is 8.25 at high signals, and the saturation voltage at the output of 

the imaging system is around 700 m V. Therefore, the maximum output signal from the 

CCD before saturation is around 85 mV. The sensitivity of the CCD imager as provided 

by the manufacturer's datasheet is 450 mV. It was measured using a pattern box as a 

subject (luminance: 706cd/m2
), and using a testing standard lens as an IR cut filter and 

image at F8 (the ratio between the lens focal length and the diameter of the entrance pupil 

on a log scale). The luminous intensity to the sensor receiving surface at this point is 

defined as the standard sensitivity testing luminous intensity. The electronic shutter speed 

was set to 1/250 seconds, and the signal output at the center of the screen was measured, 

and substituted in the formula: 

(4.1) 


It is not clear how this figure represents sensitivity, which is normally represented 

in mV/nWcm·2 
• However, the sensitivity ofthis CCD was measured by a Russian group 

[100] and given as 57 mV/lx. But 1 lx is equivalent to 150 nW/cm2
; this means that the 

sensitivity in mV/nWcm-2 is 0.38 mV/nWcm-2 
• They also reported that the minimum 

detectable signal ofthe CCD is 0.0138 lx (or 2.07 nW/cm2
), and the maximum detectable 

signal was also calculated to be 13.8 lx (or 2070 nW/cm2
) [100]. This means that the 

dynamic range (DR) of the CCD is I 000, or 60 dB. The minimum detected signal with 

our complete system at the given distances and optical system specifications was around 
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10 n W /cm2 
. Taking the uncertainty in the calculated number reported in [ 1 00], and the 

noise in the output signal of the CCD, the two numbers (2.07 and 10 n W /cm2
) are in the 

same order. Using the reported sensitivity of the CCD, we see that the saturation optical 

power is 85 mV/(0.38 mV/nWcm-2
) ~ 223 nW/cm2

, which agrees with the 

aforementioned observed saturation of 220 n W/cm2
. Targeting sensitivity at low 

illumination levels by adding the gain of 8.25 resulted in that the bottom tenth of the full 

dynamic range of the CCD is being used in the imaging system, to allow for better 

detection of the small signals, at the expense of losing the upper part at high illumination 

intensities. Additional details about the dependence of the level of gray as a function of 

the optical power are provided in the next figure . 
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Figure 4.20: Distribution of pixels within the image in terms of level of gray 

Figure 4.20 shows the distribution of pixels vs. the optical power incident to the 

CCD, in terms of the 25th and 75th percentiles. The histogram on the right shows that the 

25th percentile is related to the dark pixels in the image, while the 75th percentile is related 

to the bright pixels in the image. The lines in this histogram represent fitted normal 

distributions with averages equal to the percentile values. The histogram is for the 

distribution of the level of gray of the pixels (left hand axis) at optical power 64 n WI cm2
, 

when the green band-pass filter is used. The measured standard deviation of the normal 

distribution is (5m = 4.2%, which can be attributed to dispersion of the levels of gray, both 
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from the target and fixed pattern nmse, and random nmse from the imager. By 

specification [72], the CCD imager has flicker noise of CJf = 4%, when one tenth of the 

dynamic range of the imager is used. The quantization noise from the AID converter of 

the image acquisition board can be calculated from the signal-to-noise ratio (SNR), given 

by: 

SNR = l.76+6.02n, (4.1) 

where SNR is in dB, and n is the number of bits of the AID converter. We have used an 8­

bit AID converter, and since the range of the levels of gray R=1-0=1, then, using 

equation ( 4.1 ), the quantization noise CJq is: 

1.76dB +6.02n) ( 1.76+6.02x8) 
( 20 20 (4.2)

(J"q = R X 1 0 dB = 1 X 1 0 = 0.3% . 

Therefore, _the standard deviation CJ, excluding the fixed pattern noise and random noise 

from the imager and from quantization, is: 

(4.3) 

The value of CJ can be associated with pattern noise in the target and electrical noise. This 

value is less than the flicker noise from the imager, which suggests that the majority of 

the noise is due to the CCD imager, and this is because we are only using the bottom 

tenth of the full range of the CCD, by adding electrical gain in order to increase the 

sensitivity at low illumination levels. It would be preferable to use another CCD model, 

which has a higher sensitivity, but not as high a dynamic range. The other sources of 

noise which resulted in CJ = 1.25% perhaps include: pattern noise in the target since it was 

printed using a laser printer; the placement of the UV filter after the focusing lens; and 

possible differential non-linearities in the acquisition board used. Further investigations 

are needed to identify the exact contribution from each of these noise sources. 
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Taking a closer look at the captured images of the target, some of which are 

shown in Figure 4.20, one can see a close relation between the contrast and clarity of the 

image and the evolution ofthe 25th and 75th percentiles. When the difference in the gray 

levels of the percentiles is large, then one can clearly distinguish between the white and 

black areas. However, when the difference in the gray levels of the percentiles is small, 

either at low optical power or at high optical power, the objects in the images disappear 

(towards black at low optical power and white at high optical powers). Note that the 

presence of the green band-pass filter does not change the difference between the 

percentiles. In other words, it does not affect the ability to distinguish between two 

different levels of gray, which means that the autofluorescence from the objects, which 

falls in the spectrum of the green band-pass filter, will be distinguished reliably. For this 

particular CCD, the average optical power from the targets should be in the range 

between 30 and 130 n W/cm2 at the imager surface, in order to maintain a constant 

difference between the percentiles. 

The Measured Dynamic Range ofthe CCD 

The dynamic range of the CCD was measured at the chip, before the signal goes 

into the signal processing chip and the image acquisition board. However, due to high 

read-out noise in the pixels, (which is later removed by the signal processing chip), it was 

hard to distinguish the actual signal from the noise, and estimates had to be made. The 

lowest signal that was measured at the chip was close to 4 nW/cm2
, and the illumination 

was changed gradually until it became very hard to distinguish the signal from the read­

out noise, and reasonable estimates of the signal could not be made. The illumination 

level at which there was still a change in the signal voltage was around 500 nW/cm2
. This 

5
puts the measured dynamic range of the CCD at = ( 20 log ~0 ) = 42 dB. Another 

limitation in this measurement was the availability of an illumination source capable of 

achieving illumination levels at the target higher than 1000 nW/cm2
, and therefore no 

readings were taken there. The measurement data is shown in Figure 4.21. 
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10 100 

Optical Power (nW/cm2) 

Figure 4.21: The measured dynamic range of the CCD 

Modulation Transfer Function 

1000 

The modulation transfer function (MTF) of the system was also measured. MTF 

is a spatial frequency parameter, and is defined as the ratio of the contrast of an image to 

the contrast of the target itself. This contrast is represented by the following formula: 

L -L.
Contrast= max mm (4.4) 

Lmax + Lmin 

where Lmax and Lmin are the maximum and minimum measured intensities of an image 

respectively. Contrast is also sometimes referred to as the modulation (M) of the image or 

target. Therefore if the image modulation is Mi and the target modulation is M0 , then the 

modulation transfer function would be [101]: 

(4.5) 


In our measurement, the sinusoidal pattern target that was used is shown in Figure 

4.22. The target contains 15 different spatial frequencies (line pairs per mm). 
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Figure 4.22: Sinusoidal MTF pattern chart 

Table 4.1 shows these spatial frequencies and the target's corresponding M 0 at the 

different frequencies [1 01]. The measurements were carried out under constant 

illumination conditions. The d~stance of the target from the imager was adjusted such that 

the target covers the whole image, and the image was saved. A Matlab code was 

developed to calculate the average sinusoidal profiles of the pixel intensities at the 

different frequency regions, and the minima and maxima of these profiles were used in 

equation 4.4 to calculate the contrast in every region. The contrasts were plugged into 

equation 4.5 to calculate the modulation transfer function. The same procedure was 

repeated for different illumination levels, and the results are shown in Figure 4.23 

. th .4 1 Th 16 d.fli .d IMTF hTable : e spa flf1a requenc1es o f the 1 erent regiOns m e SlllUSOI a c art 

Spatial frequency 
(lp/mm) Mo 

Spatial frequency 
(lp/mm) Mo 

1. 0.1875 0.446 9. 3 0.117 
2. 0.25 0.433 10. 4 0.081' 
3. 0.375 0.449 11. 5 0.077 
4. 0.5 0.433 12. 6 0.103 
5. 0.75 0.395 13. 8 0.0591 
6. 1 0.377 14. 10 0.053 
7. 1.5 0.305 15. 12 0.046 
8. 2 0.252 
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Figure 4.23: Modulation transfer function at different 
illumination levels 

Two observations can be made by looking at Figure 4.23. The modulation transfer 

function decreases when the illumination level is increased due to a decrease in the . 
contrast level between black and white as the light intensity on the target is increased. 

However, the modulation transfer function under all illumination levels decreased 

significantly between 0.25 lp/mm and 2 lp/mm, after which the data becomes not reliable 

enough to be considered. High experimental error in this experiment arises from the 

quality of the target pattern, which was printed out on regular paper using a regular laser 

printer. When the modulation in the printed target was compared to that of the original 

image (Figure 4.24), it was obvious that much of the contrast was lost in the printing. 

This is why in Figure 4.23 all the points converge rapidly to the same MTF value for 

different power levels, indicating a limitation imposed by the printing quality. In the 

future, it is recommended to use a reflection card with the same pattern on it (Edmund 

Scientific, No. 54-804) [101]. Also, once the standard target is obtained and the 

measurement is repeated, it is recommended to obtain the MTF of the unwrapped images 

in the same manner, and to study the deterioration of the spatial resolution of the 
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unwrapped images as we move closer towards of the apex of the mirror. In the future, this 

may lead to using the area for a forward imaging channel. 

1 

0.8 

I'll -c: 0.6 
~-
0 u = 0.4 

0.2 

0 
0 

-+- Print-Out 

---­ Original Image 

2 4 6 8 
Spatial Frequency (lp/mm) 

Figure 4.24: Contrast in the printed-out target 

Quantum Efficiency (QE) and Charge Transfer Efficiency (CTE) 

The quantum efficiency (QE) is an important characteristic of imaging devices. It 

is a measure of the device's electrical sensitivity to light. It is measured over a range of 

wavelengths to determine the device's efficiency at different photon energies. This 

quantity can be obtained in absolute numbers if the photocurrent I of the device can be 

measured. The following formula can be used: 

lxhxc (4.6)lJ= PxqxJ.., ' 

where his Planck's constant, cis the speed of light, P is the optical power, and q is the 

electron charge. In our CCD, the only output is an analog voltage signal, which has 

undergone multiplexing and amplification at unknown levels, since the internal 

architecture of the CCD was not provided by the manufacturer. However, from the 

relative responsivity R of the CCD (which is given in Figure 3.10), we can calculate the 

relative quantum efficiency 1J according to the following formula: 
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Rxhxc 
ry= (4.7) 

qxJ., 

Another important characteristic is the charge transfer efficiency, which is a 

measure of the amount of charge that is transferred between the pixels of the CCD. When 

the image is taken, the charge is transferred onto a horizontal row, and then the pixels are 

transferred along the horizontal row towards the output node, where they are digitized 

and transferred to the outside of the CCD. As the charge is being transferred, some 

electrons will be left behind in the pixel wells, and this causes a drop in the charge. A 

CTE of 0.99995 is typical. Having no access to the pixel wells, and no information from 

the manufacturer about this, measuring the CTE was also not possible. 

Proof-of-Concept Tests 

Proof-of-concept tests were also conducted on the completed endoscopic 

fluorescence imaging system using fluorescent phantoms; however, visible light images 

were taken first to prove the functionality of the imager as a regular black and white 

video camera. Figure 4.25 shows two screen shots of small text found on Canadian 

money bills. 

Figure 4.25: White light video images captured by our imager 

Figure 4.26 shows pictures of fluorescence due to fluorescent dyes administered 

to regular paper. These pictures were taken using the second prototype with the extra 
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chip, and captured using the acquisition board, and we can see that the vertical black lines 

are much less significant than they appeared in the picture taken with the old prototype 

when the signal processing chip was not there. The left series is of a red dye spot 

administered to a piece of paper, with a red filter in between the paper and the imager. 

The right series is of a green dye spot with a green filter instead. Both series were 

captured while moving the paper slowly under the imager. As we can see, different areas 

of the spots were captured with high sensitivity and high contrast, indicating that the 

device would still be able to detect natural autofluorescence signals from diseased tissue. 

It is also important to point out that the dark areas are areas that do not have a fluorescent 

dye administered to them, and are completely blocked out by the imager. 

Figure 4.26: Red dye spots (left) and green dye 
spots (right) captured using our imager and 
the image acquisition board 

94 




Chapter 4: Set-up, Measurement Results, and Analysis 

Figure 4.27: On the left, only the green line is visible under white light, but the red line is 
not. On the right, we can see that under UV excitation, and through a green band-pass 
filter, both lines are clearly visible. This demonstrates spectral selectivity. 

Another experiment conducted on Canadian money bills containing text printed in 

black ink and two fluorescent lines (one green, one red). As shown in Figure 4.27 (left), 

when first illuminated by the white light without a bandwidth filter in front of the CCD, 

both the printed text and the green fluorescence mark were visible in the acquired image. 

When the UV LEDs were used as the illumination source along with a band-pass filter 

(600±40 nm), both the green and red fluorescence marks are visible, while the printed 

text is not, as shown in 4.26 (right). This test simulated lesions that are not visible under 

regular white-light endoscopic imaging, but can be detected using UV illumination and 

spectrally selected imaging i.e. blocking out the non-fluorescing areas. 

Later on, a series of experiments were conducted and more images were captured. 

The experiments are detailed below: 

Experiment 1: White light/red dye/no filter: A 

small piece of white paper was marked with the 

letter 'R' and a small amount of red dye was 

placed on top of the mark. White light was used 

for illumination first with no band-pass filter 

placed between the paper and the imager. Upon 

illumination, the reflection from the dye was 

obvious to the bare eye. The paper was viewed Figure 4.28: White light/red dye/no 
filter/pig skin 
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with the CCD imager, and a picture was taken (Figure 4.28). 

Experiment 2: UV excitation/red dye/redfilter: A 

red band-pass filter (Brightline 692 nm) was 

placed in between, and the white light was 

replaced with UV light using UV LEDs. When 

the UV LEDs were turned on, red light 

fluorescence was obvious to the bare eye, and 

bright fluorescence was detected on the CCD 

imager. A picture was taken (Figure 4.29). 

Experiment 3: White light/green dye/no filter: A 

small piece of white paper was marked with the 

letter 'G' and a small amount of green dye was 

placed beside the mark. White light was used for 

illumination first with no band-pass filter placed 

between the paper and the imager. Upon 

illumination, the reflection from the dye was 

obvious to the bare eye. The paper was viewed 

with the CCD imager, and a picture was taken (Figure 4.30). 

Experiment 4: UV excitation/green dye/green 

filter: A green band-pass filter (Thorlabs 500-40 

nm) was placed in between, and the white light 

was replaced with UV light using UV LEDs. 

When the UV LEDs were turned on, green light 

fluorescence was obvious to the bare eye, and 

bright fluorescence was detected on the CCD 

imager. A picture was taken (Figure 4.31). 

Figure 4.29: UV excitation/red dye/red 
filter/pig skin 

Figure 4.30: White light/green dye/no 
filter/pig skin 

Figure 4.31: UV excitation/green 
dye/green filter/pig skin 
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Experiment 5: White light/red dye/no filter: A 

small amount of red dye was placed on a small 

pig skin sample. White light was used for 

illumination first with no band-pass filter placed 

between the skin and the imager. Upon 

illumination, the reflection from the dye was 

obvious to the bare eye. The paper was viewed 

with the CCD imager, and a picture was taken Figure 4.32: White light/red dye/no filter 

(Figure 4.32). 

Experiment 6: UV excitation/red dye/red filter: A 

red band-pass filter (Brightline 692 nm) was 

placed in between, and the white light was 

replaced with UV light using UV LEDs. When 

the UV LEDs were turned on, red light 

fluorescence was obvious to the bare eye, and 

bright fluorescence was detected on the CCD 

imager. A picture was taken (Figure 4.33). 

Experiment 7: White light/green dye/no filter: A 

small amount of green dye was placed on a small 

pig skin sample. White light was used for 

illumination first with no band-pass filter placed 

between the skin and the imager. Upon 

illumination, the reflection from the dye was 

obvious to the bare eye. The skin sample was 

viewed with the CCD imager, and a picture was 

taken (Figure 4.34). 

Figure 4.33: UV excitation/red dye/red 
filter 

Figure 4.34: White light/green dye/no 
filter 
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Experiment 8: UV excitation/green dye/green 

filter: A green band-pass filter (Thorlabs 500-40 

run) was placed in between, and the white light 

was replaced with UV light using UV LEDs. 

When the UV LEDs was turned on, green light 

fluorescence was obvious to the bare eye. 

However, the fluorescence was barely detected 

by the CCD imager even though green dye/green filter 

fluorescence could be viewed clearly with the bare eye. This could be due to the use of 

the wrong filter. Different filters with different spectra should be used, and the spectrum 

of the used filter should be verified. A picture was taken (Figure 4.35). 

The last 4 experiments demonstrate that this system can selectively detect features 

that are only available in a particular spectral band. Note that in the pictures of excited 

tissue before the filters were inserted, you can see all the details of the tissue around the 

fluorescent spot, whereas the pictures showing the same excited tissue after the filters 

were inserted do not show the details around the fluorescent spots, and the only parts that 
' 

are visible are the areas that are stained with fluorescent dyes. 

4.4 Time-Resolved Measurement Limitations of the System 

This experiment was carried out to show the limitations of our CCD for 

measurements that require high time resolving capabilities. A light pulse of 500 11s with a 

duty cycle of 50% was used to illuminate the target. The shutter speed of the CCD was 

set to 1/5000, or 200 !lS, and the offset between the two signals (the light pulse and the 

shutter window) was varied. Figure 4.36 shows the time offset between the two pulses on 

the x-axis, and the total overlap time between the pulses on they-axis. 

Figure 4.35: UV excitation/green 
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Time offset between 250 ~s light pulse and 200 ~ shutter window (Jls) 

Figure 4.36: Speed limitation of the imaging system 

At the time when the offset between the two pulses is zero, the overlap is at a 

maximum, which is limited by the smaller pulse (in this case it is the shutter speed 200 

J.lS). As the offset increases, the overlap remains constant for a period equal to half the 

difference between the two pulses, and then starts dropping linearly until the offset is . 
equal to 225 J.lS. What is interesting to notice in this graph is that the overlap drops 

linearly with the offset, and not until about 21 Of.ls does the overlap deviate from that 

linearity. This is the time at which the shutter is being turned on or off, which is usually 

the time that is taken by the reset signals and the discharge of the capacitors. The other 

line in the graph shows the total amount of energy captured by the CCD for different 

offsets. This curve follows the other curve closely, and shows that the CCD can resolve 

down to one tenth of the maximum energy it can resolve. In other words, the peak of that 

curve is at 100 fJ/mm2
, and the minimum amount of energy the CCD can still resolve 

when the overlap is at a minimum is less than 1 0 fJ/mm2
. 

Despite the fact that these results show that the CCD is limited by its shutter 

speed, or more precisely by the time it takes the shutter to be completely opened or 

closed (1 0J.lS), this limitation appears only in the range below a few tens of microseconds. 

For applications in which we are not only interested in the localization of specific 

fluorophores, but also in the local fluorophore environment, time-domain technologies 
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such as fluorescence lifetime imaging (FLIM) can be used. This technology provides 

high sensitivity information about the contrast between different types of states of 

biological tissues. It is also relatively insensitive to intensity artifact such as variations in 

fluorophore concentrations and or excitation intensities or variations in fluorescence 

collection efficiency [1 02]. The fluorescence lifetime can be measured in the frequency 

domain by measuring the phase shift in the fluorescence signal due to the excitation by a 

high-frequency pulsed source, or it can be measured in the time-domain using time 

correlated single photon counting (TCSPC) for point-scanning applications, or time-gated 

imaging for wide-field applications such as endoscopy [1 03]. 

The time-gated wide-field applications utilize high-speed gated multichannel plate 

photomultipliers (MCP-PMT) and intensified charge-coupled device (ICCD) cameras. 

These high-speed devices are capable of resolving fluorescence lifetimes in the order of a 

few hundred picoseconds, and up to a few milliseconds [1 04]. ICCDs for example, use a 

photocathode, a micro-channel plate and a phosphor screen, all mounted in front of the 

CCD to accelerate and multiply photoelectrons towards the _phosphor screen which 

reproduces photons that are guided towards the CCD. If the control voltage between the 

photocathode and the micro-channel plate is reversed, the acceleration of the electrons 

stops, and therefore no photons reach the CCD. This, conveniently, acts as a shutter, 

which can have very high speeds, sometimes in the order of a 200 picoseconds. 

Though implemented endoscopicly, the incorporation of such devices in a pill­

based system is still difficult, due to the size-limitation within a pill. PMT-MCPs have 

shown limitations in terms of size, robustness, and power consumption. ICCD on the 

other hand, though more promising, have also shown limitations in terms of cost, heat 

generation, and bulkiness and until now are still not suited for capsule-based applications 

[105]. 

4.5 The Wireless Transmission Module Results 

The wireless transmission module was tested and proved to be working as 

expected. The restrictions on device size and power consumption were at the focus of the 

experiments. These restrictions require innovative approaches for image compression and 
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wide-band short-range RF transmission in order to overcome several downsides. In order 

to transmit the images in real time, data compression has to be performed. However, it is 

well established that image compression by a factor larger than 2 would result in 

significant loss of image quality [73]. Compression algorithms also require extensive 

computation usually accompanied with increased power consumption [74], which is not 

desirable for a wireless device. To gain insight for the trade-off between compression 

and quality, we have employed differential variable length coding in the image 

compression, and then, we changed the image targets so that the effective level of 

compression also changes. The results are shown in Figure 4.37. It is interesting to 

observe that the trend shown in Figure 4.36 is the opposite of what one would naturally 

expect. In particular, the image quality decreases when the data compression is lower and 

the average length of the code word is longer, whereas the quality increases when the 

code words are shorter and the data compression rate is higher. Intuitively, one may 

expect the opposite: low quality at high compression and vice versa. 

The compression scheme used relies on the differences between consecutive 

pixels to calculate the average bit length per byte, and therefore the amount of 

compression differs between images depending on the uniformity (or non-uniformity) of 

the image. Images of high uniformity yield a smaller bit length per byte. In that case, the 

fact that less data is available for transmission reduces the losses in the RF link that are 

due to the overwriting of some data when the RF link is sending at a slower rate than its 

buffers are receiving. For non-uniform images, the bit length per compression byte is 

larger, sending larger amounts of data to the RF link, causing more overwriting of data 

and therefore larger losses. It is important to note here that the RF link's bit error rate 

during transmission is only < 0.1 %, and that should not be confused with the losses in the 

RF link before transmission. Therefore, we conclude that this inverse relation we 

experience is due to losses in the RF link before transmission, due to varying 

compression rates. 

This inverse dependence between transmitted image quality and data compression 

rate is a typical artifact for wireless image systems, in which the data transfer rate is 
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limited by the RF link. Thus, the image compression in these systems is chosen such that 

the RF link would not be overloaded. In commercial systems, compression schemes were 

chosen after a tough decision in the trade-off between image quality, power consumption 

and loss of information in the RF link. Due to scattering of both excitation and emission 

photons, wide-field fluorescence imaging on the tissue level usually has relatively low 

spatial resolution compared to conventional imaging. Therefore, on-chip hardware 

binning of the imager pixels may significantly reduce the requirement for data 

compression. Further investigation via in vitro testing on phantoms or on ex vivo tissue 

are therefore required to quantitatively determine these tradeoffs. 

I A · . . 4compressron ratr<>?: 
........guaranteed image quality 

2.7 loss of Image 

Average Number of Bits per a Compressed Byte (1 /Compression Rallo) 

Figure 4.37: Dependence of image quality on the average length of 
the code words used in image compression. The tradeoff between 
compression and image quality is reversed in wireless systems with 
limited bandwidth 
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Chapter 5 

CONCLUSIONS AND 
RECOMMENDATIONS 

5.1 Conclusions 

Fluorescence-imaging-based wireless endoscopy has two main advantages over 

current catheter-based techniques for screening and diagnostic applications in the 

gastrointestinal tract. Firstly, it is non-invasive and does not need to be administrated by a 

specialist. Secondly, the functional diagnostic information provided by a fluorescence 

signal may enable automated artificial intelligence programs to process the large amount 

of images acquired during the 7-8 hour period. 

In this thesis work, we developed a diagnostic fluorescence imaging system 

prototype for non-invasive wireless encapsulated GI endoscopy. The prototype contains 

three modules which were first developed and tested individually and then tested 

together. Off-the-shelf components were used to build the electronic imaging system 

based on a CCD imager, and capable of feeding out a standard (EIA) video signal at a 

resolution of 768 x 494 pixels, and a frame rate of 30 frames/s, with the imager, timing 

controller, and signal processing chips dissipating around 200 m W combined. The system 

was designed and assembled on a small (25 mm x 11 mm) PCB board to demonstrate the 

capability ofminiaturization. 

The optical set-up was also designed using off-the-shelf components, including a 

pair of focusing lenses (3/1 object-to-image focal length, 0-2 mm variable diameter 

aperture), a UV filter (380 nm), colour filters, and a cone mirror. The use of the cone 

mirror was so that the areas surrounding the device can also be viewed to complement 

forward channel imaging. The images obtained with such a technique are usually 

spatially distorted, but can be unwrapped and this has also been demonstrated. A number 
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of high power UV LEDs (365 nm) were used as illumination sources, and their 

performance in terms of optical power was characterized. 

The optical and electronic imaging modules were later combined, and initial 

characterization and proof-of-principle testing on fluorescent phantoms have 

demonstrated that even at low illumination levels, the device is capable of acquiring and 

analyzing fluorescence images at different spectral bands, with little decrease in optical 

intensity due to the insertion of colour filters. This is particularly important in diagnostic 

devices, since different diseases or even the same disease at different stages can have 

different fluorescence behaviors. The system also targets low level illumination signals, 

amplifYing the signal obtained from the CCD, thus utilizing the bottom tenth of the 

dynamic range of the CCD for better detection of small signals, and performing best in 

the range between 30 nW/cm2 and 130 nW/cm2 
• 

As for the wireless transmitter module, it was demonstrated that the images can be 

reduced to about 1 0-12 kBytes, allowing for the addition of correction codes and other 

usef~l information while keeping the data volume under 1 00 Kbits/frame. The data from 

the compressed images are combined, and then the data is fed to the RF transmitter at a 

rate of 250 kbps, and the RF link forwards the data to a host computer with an acceptable 

data loss of 1 0%, which can be recovered. The power consumption of the module was 

also sufficiently low, allowing it to operate fully using two 1.5 V batteries. 

Although it is a compact system(~ 2.5 em in diameter and~ 11 em in length), the 

integrated prototype is still too large to be practical. Further miniaturization towards a 

practical prototype may be achieved through the use of customized electrical 

components, such as integrated imaging acquisition and wireless communication ICs. As 

for the optical module, miniaturization of the individual components as well as the 

overall system size can be more challenging. 

Despite the limitations that accompany this design, it is nevertheless the result of 

a tremendous effort towards the design of a miniaturized, capsule-based, minimally­

invasive device with fluorescence imaging capabilities. Moreover, we were able to 

identifY a number of issues and areas of research that must be considered for the 
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realization of a small-size fluorescence imaging capsule, and a number of them are 

discussed next. This work resulted in a publication in the IEEE Journal of Selected 

Topics in Quantum Electronics (January/February 2008) [75]. 

5.2 Recommendations and Future Work 

The acquisition of spectrally resolved fluorescence images requires complex and 

usually bulky optical and electronic instrumentation. To design a wireless system that can 

be used for GI tract diagnosis, the main challenges include the miniaturization of both 

optical and electronic components as well as the minimization of power consumption. All 

of the optical and electronic parts that were used to build the prototype are commercially­

available, off-the-shelf components. 

5.2.1 Confocal Microscopy 

Research has to be conducted m many areas m support of the concept of 

endoscopic imaging. Recently, confocal imaging is being considered for such 

applications. This technique utilizes a laser that is focused to a single point m a 

microscopic field-of-view. The light is focused through a pinhole onto a detector. The 

name refers to the pinhole and the point of illumination being 'confocal' with each other. 

This technique is useful for diminutive lesions or microscopic abnormalities in the middle 

of a large area of diffuse disease. Any other light coming from the areas that are not 

focused onto the pinhole is rejected, while the focused spot traverses a line rapidly from 

left to right, and the line is swept top to bottom across a microscopic field. The signals 

are digitized and the result is a set of two-dimensional microscopic images, or "optical 

sections", each representing a focal plane within the specimen [76]. 

A plan has been outlined to miniaturize confocal microscopes to be able to 

perform this technique in vivo, but so far limited performance has been demonstrated, 

mainly due to technical limitations related to the miniaturization approaches that were 

considered. Confocal microscopy can provide images with high resolution and contrast, 

sufficient to distinguish pit architecture as well as cellular and sub-cellular structures 

during examination. It is now possible to perform high-resolution, point-scanning 
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fluorescence confocal microscopy of the human GI tract by using a device that also meets 

the requirements for the conventional upper- and lower-GI endoscopy [76] . 

5.2.2 	 Spectral Imaging Techniques 

Another hot area of research is spectral selectivity. Efficient tunable spectral 

selection for the whole field is highly desired, but would be very difficult to miniaturize 

for the current band-pass filter based system. Therefore, advanced multi-spectral imaging 

technologies need to be investigated such as acousto-optic tunable (AOTF) filters and/or 

liquid crystal tunable filters. An AOTF device is a solid-state electro-optic device that 

operates on the principle of acousto-optic diffraction in an anisotropic medium. It 

consists of a bifringent crystal onto which a piezoelectric transducer (PZT) is bonded. 

When an RF signal is applied to the PZT, an acoustic wave travels across the crystal and 

interacts with the incident optical beam. At a fixed RF frequency , only a narrow band of 

optical wavelengths is diffracted. This achieves high spectral resolution, fast response 

time, and variable filtering efficiency. Interest in AOTF for multi-spectral imaging is 

more recent [77]. Diffracted light is spatially separated from any non-diffracted light. The 

low signal-to-noise ratio, allows better detection of extremely low fluorescence signals. 

Efficiency and bandwidth of the filter can be dynamically tuned, allowing active gain and 

bandwidth adjustment as a function of wavelength or fluorescence intensity. Multiple 

filtering windows can also be opened simultaneously when emissions from different 

wavelength bands are summed directly on the image detector. 

5.2.3 	 Imaging Options 

In our current design, a CCD imager was chosen for its superior sensitivi~y and 

dynamic range. However, since only one tenth of the dynamic range of our imager was 

used, the future choice of imager should consider the use of a higher sensitivity imager, 

such as the TC-241 , manufactured by Texas Instruments Inc. which has higher sensitivity 

with a narrower dynamic range. Also, in future development, CMOS imagers, which 

consume significantly less power than CCD imagers, may become an inevitable 

alternative. CMOS technology has significant advantages over CCD technology in its 
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ability to accommodate amplifiers, and noise-correction and digitization circuits, such 

that the chip has direct digital outputs, reducing the need for off-chip circuitry and the 

overall device size and power consumption. Additionally, CMOS imaging devices have a 

separate charge-to-voltage conversion node for every pixel, adding to the pixels' 

flexibility, but coming at the expense of losing chip area for light capture, and therefore 

inferior quality when compared to CCD imagers. In an active-pixel sensor based imaging 

system, a major problem is that they cannot simultaneously offer high sensitivity or a 

high signal-to-noise ratio (SNR) and high speed. This is an important issue, especially 

when dealing with incident light power of 1 n W/cm2 or less, where integration times in 

the order of seconds may be required. For applications such as fluorescence endoscopy, 

where high sensitivity and high speed are required, alternative solutions should be 

developed. Colleagues in our team are proposing avalanche photodiodes (APDs) [78] in 

an array format as an alternative, and are planning to fabricate an APD with its periphery 

circuits in 0.181-lm CMOS. They are also making an array of DC level mode active pixel 

sensors [79, 80]. The array will be 16 x 16, with 40 !liD x 40 !liD pixels and a fill-factor of 

45%. These can be viable solutions for low-light-level imaging systems. 

5.2.4 	 Image Processing 

On another level, particular attention should be devoted to data acquisition and 

Image recognition algorithms for "smart diagnosis". With the rapid advancement of 

capsule endoscopy, it is crucial to find new methods to perform image compression to 

limit the bandwidth needed to transfer the video images to the outside of the body, since 

traditional compression techniques are not suitable for such applications. A number of 

compression methods have been proposed since, one of which will be discussed below. 

Several issues have to be kept in mind in regards to any compression technique proposed 

or used. Power consumption should be kept at a minimum, and that can be guaranteed by 

adopting techniques that rely on the minimum amount of calculations. Also, clock 

frequency should follow pixel read frequency, keeping it as slow as acceptable, and 

keeping its driving voltage at a minimum. The compression should also meet the 

requirements of maximum transmission bandwidth allowed, and the amount of memory 
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available for the compressiOn, smce size IS a big issue in capsule endoscopes. For 

example, 8-bit images can easily produce images in the range of 2.45 x I 06 bits per 

image, and with data transmitters having a transmission rate of I Mb/s, an image that size 

would take up to 2 seconds to be transferred. However, if we want to transfer I 0 images 

per second, to make the flow of images as close as possible to video, then a compression 

ratio of 20 is desired. Moreover, the compression should be kept flexible such that a 

trade-off between the number of transmitted images and image quality can be made as 

desired, allowing the physician to save power compressing images from areas that are not 

under investigation [8I]. 

It was reported that endoscopists can tolerate significant compressiOn of 

endoscopic images without loss of clinical image quality [8I]. Based on a compression 

experiments performed on 24-bit color JPEG images, it was found that images can be 

compressed to between 3I to 99 times without significant_loss of clinical image quality 

[8I]. 

An image compression algorithm that is suitable for wireless capsule endoscopy 

was proposed by [83]. Image data de-correlation in the proposed algorithm is performed . 
by the integer version of discrete cosine transform (DCT) [83, 84]. 

sensor 

Figure 5.1: A simplified block diagram of a wireless endoscopy capsule data processing system 181] 

The advantage of using this algorithm is that it requires the use of low complexity 

hardware, consumes little power, and can provide loss-less compression as well as high 
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quality lossy compression. Figure 5.1 shows a simplified block diagram of a wireless 

endoscopy capsule data processing system [81 ). The output image data are transferred to 

the outside of the body using a wireless transceiver after compression and channel 

coding, and then they are stored and decompressed for diagnosis. The control over 

compression is provided by the control unit in the capsule, according to the commands it 

receives from the outer controller. 

5.2.5 	 Miniaturization and Other Considerations 

The realization of a miniaturized system has to start through the use of 

customized electrical components, using custom-designed integrated circuits in the 

electronic image acquisition and wireless transmission modules, which can be both 

combined into one chip [75]. 

However, miniaturization that can be applied to electronics cannot be applied in 

the same manner to optical imaging systems. This is mainly due to the fact that the spot 

size of an imaging system does not scale linearly with the size of the system. This 

imposes limitations on the maximum number of transmitted image pixels making them 

useless for many applications. The typical size of an optical imaging system in a micro­

camera is usually 5 x 5 x 5 mm3 which is still large compared to the imager sensor chip. 

The most promising approach nowadays is a combination of single lens systems forming 

a complete image by spatial or electronic superposition. This type of system is known as 

'cluster' cameras [106] 

Other problems that one may face on the path to miniaturization include the 

development of miniaturized power sources that can last for up to 7-8 hours or even 

longer. Internal light reflections within the dome of the capsule may also become a 

problem, generating too much heat over a smaller area, affecting the thermal stability of 

other components such as the electronic imaging components [1 07]. 

Eventually, different technologies have to be combined. However, simply putting 

several technologies together into one system makes the system very complex. The trick 

is to simplify and melt two parts that are in close proximity together into one, for 

example as we mentioned before with combining the electronic imaging system with the 
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wireless transmission system. But shrinking everything into smaller size and putting them 

together only adds to the complexity of the system [ 1 08]. 

The current device can be run on battery power. In practice, coupling power 

wirelessly from outside the body will most likely be required. Research on multimodality 

embedded sensor modules, such as temperature, pH, and ion-selective sensors, is also 

currently ongoing. In our group, methods of accurately locating the pill inside the GI tract 

remain to be a challenge in the field of capsule endoscopy [85], as well as innovative 

wireless transceiver designs that are custom designed for low power applications. 

Moreover, fabrication technologies for the practice of biomedical applications and 

environmental monitoring should be considered, as well as issues related to fabrication, 

integration, and manufacturability. Figure 5.2 is an illustration of what a future 

encapsulated fluorescence-based endoscopic spectrometer may look like. 

Biocompat'iblc film 

Figure 5.2: Concept of a miniaturized, multi-wavelength, fluorescence-based system 
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Appendix B 

Appendix B 

%*Converti.ng a circular image to a rectangular image************ 

%* Written by: Naser Faramarzpour ********************************* 

%*Oct. 2007 ** * * * * **** * ** ******** **** * * ****** * * **** *** 

clc; clear; 

%*Getting the image*********************************** 

P_In= imread('Image2.jpg', 'JPG'); 

P = P _In; 

MN = size(P); 

M=MN(1); 

N=MN(2); 

%*Defining parameters********************************* 

A= 1701; %Size ofthe final image 

B = round(A/3.12); %Size of the final image 

ShiftX = round(AI4); %Shift in the final image 

Cx = 206; %Center of the original image 

Cy = 214; %Center ofthe original image 

R = 195; %Radio us of decoding in the original image 

%*Doing the conversion********************************* 

for x = 1: A 

for y = 1 : B 

% For every point in the final image, find the corresponding 

% point in the original image and export the value 

tetha = (xI A) * 2 * pi; 

r= (y I B)* R; 

xx = r * cos( tetha) + Cx; 

yy = r * sin(tetha) + Cy; 
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Newlm(A- x + 1, y) = (xx-floor(xx)) * (yy- floor(yy)) * P(floor(xx), floor(yy)) + 

(xx-floor(xx)) * (ceil(yy)- yy) * P(floor(xx), ceil(yy)) + (ceil(xx) -xx) * (yy- floor(yy)) 

* P(ceil(xx), floor(yy)) + (ceil(xx) -xx) * (ceil(yy)- yy) * P(ceil(xx), ceil(yy)); 

end 

end 

Newlm = Newlm'; %Traspose the final image 

%*Perform the shift********************************* 

Templm = Newlm; %Shift the final image 

Newlm = [Templm(:, ShiftX + I :A), Templm(:, 1 : ShiftX)]; 

%*Display and write to disk************************* 

figure(!); image(P/3); colormap(gray); 

figure(2); image(Newlrn/3); colormap(gray); 

imwrite(Newlm, 'Convl.bmp', 'bmp'); 
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