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Abstract

An accurate noise measurement is essential to a proper characterization of a noisy
device. In the 1950s, the IRE first proposed the classical noise parameters for
characterizing a noisy linear two-port network, and subsequently a measurement and
extraction procedure. Since then, the task of accurately characterizing the parameters has
always been challenging due to the sensitive nature of the noise parameters. This is
especially so for an on-wafer device noise measurement, as opposed to that of a packaged
device, due to various factors such as the lower noise level and losses in the signal path.
Combined with the downscaling of the MOSFET technology in recent decades, which
also improved the device’s noise performance, they make noise measurement and
characterization become even more difficult.

A typical noise measurement starts with the calibration or characterization of the
measurement system. This step is as important as the measurement itself in terms of the
ultimate accuracy of the results. This thesis presents a noise receiver characterization
method which improves upon existing methods by accurately taking into account the
different reflection coefficient of the noise source between its hot and cold states. The
improvement allows more precise determination of the receiver characteristics.

Numerous studies have investigated the effect of the choice of the source
terminations on the noise measurement results. These studies often provided
contradicting suggestions on the selection techniques. In the thesis, a selection technique
is proposed that allows quick determination of desirable terminations. Analyses using
real measurement data on a 65 nm n-type MOSFET show that the proposed technique is
able to provide terminations that yield noise parameters with smaller uncertainties

relative to other terminations.
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Chapter 1: INTRODUCTION

The discovery of the phenomenon of noise is accredited to Brown as he first
observed random fluctuations of microscopic particles within pollens floating in water
[1]. Decades later in 1906, Einstein [3] and Smoluchowski [4] published their
independent studies that provided a statistical analysis of Brownian motion. Based on
their studies, engineers were able to extend the concept of noise to areas in
communications and electronics.

Noise in electronic circuits is defined as unwanted fluctuations in current and
voltage. There are several types of noise present in electronic circuits. These various
types of noise arise due to the quantized nature of electrical charge. In the following

section, the physical mechanisms of electronic noise are reviewed.

1.1 Types of Electronic Noise

The types of electronic noise reviewed in this section include shot noise, thermal

noise, flicker noise, burst noise, and avalanche noise.

1.1.1 Shot Noise

Shot noise was first investigated by Schottky [5] in vacuum tubes. It is a
phenomenon that can only be observed in direct-current flow. Due to the discrete nature
of electrical charge, a current flow is neither continuous nor smooth. It is the result of all
the individual charges that cross a plane. At one instant, the number of charges crossing
the plane of observation could be different than that of the next instant. The fluctuation
of the overall current flow is the noise. In order to illustrate the mechanism that causes
shot noise, one can examine the operation of a diode. Figure 1-1 a) is a schematic of a
diode in forward bias where V is the bias voltage. Figure 1-1 b) shows the carrier
concentrations across the diode in forward bias. In this region, holes from the p region
and electrons from the n region cross the junction if they possess enough energy. The
combination of these charges forms the forward current .  Specifically, shot noise can

be calculated, according to Campbell’s theorem, as [6]
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Figure 1-1 - a) A forward-biased pn junction diode and b) the carrier concentrations
in the diode [1].

U — T
i’ =(I-1,) = lim%j(l(t)—ID)Zdt, (1.1)

T

where Ip is the average value of the current. Since the event of a carrier crossing the
junction is random and thus independent of the other carriers, it can be approximated as a
Poisson process. Therefore, the mean-square value of the noise current can be written as
2 =2qI, Af (1.2)
where ¢ is the elementary charge and Afis the operating bandwidth. Since shot noise is
directly proportional to the bandwidth, as shown in the equation, its spectral density is
constant over the entire frequency range. Such characteristic suggests shot noise is a
white noise.
When there are a large number of charges crossing a junction, the Poisson
distribution of the number of crossing charges approaches a Gaussian distribution.

Therefore, shot noise is also said to be approximated by a Gaussian distribution.

1.1.2 Thermal Noise

Thermal noise is present in all conductors. Unlike shot noise, its generation does
not require the presence of a net current. It was first described by Johnson as
spontaneous movements of charges in a conductor due to thermal agitation [7]. Nyquist

then did a quantitative analysis of thermal noise [8].



Since thermal noise is generated by thermal motion of charges, it is directly
proportional to temperature. Its presence in a resistor can be modeled by a voltage

generator or a current generator calculated as
v? = 4kTRAS , and (1.3)
i2 = 4kT(1/ R)Af , (1.4)

where £ is the Boltzmann’s constant, and R is the resistance of the resistor. Figure 1-2

illustrates the two models for a resistor.

a) b)

Figure 1-2 - Representations of thermal noise using a) a voltage source and b) a

current source [1].

Like shot noise, thermal noise’s spectral density is also constant and its
distribution also Gaussian. Thus when present together in a circuit, the two kinds of
noise would be indistinguishable.  Although they are generated by difference

mechanisms, some authors support a unified view of the two [9].

1.1.3 Flicker Noise

Flicker noise, also called 1/f noise, was first measured by Johnson [10]. Later,
Schottky provided an explanation using vacuum tubes. Like shot noise, it is related to
direct current. It is generated as impurities and defects trap charge carriers. The random

trapping produces fluctuation in the signal in the following form

?:K;ab Af, (1.5)




where K is a constant depending on the device’s level of impurities, a is a constant

between 0.5 and 2, b is a constant around 1, and Af'is a small bandwidth at frequency f-

Since flicker noise has a spectral density with frequency in the denominator, it is not a

white noise and is more dominant at low frequencies as illustrated in Figure 1-3.

Log scale
/
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I

~ |

Log scale\

Figure 1-3 - Flicker noise's spectral density over frequency [1].

It should be noted that its amplitude does not exhibit a Gaussian distribution.

1.1.4 Burst Noise

Burst noise was first described by Tan [12]. The origin of burst noise is not well

understood. It manifests itself as random bursts in the signal at discrete levels for short

durations as shown in Figure 1-4 a). It is also called popcorn noise because the bursts

make popping sounds through speakers.
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Figure 1-4 - Burst noise's a) typical waveform and b) spectral density over

frequency [1].



Burst noise can be modeled as

P=k—1 s, (1.6)

1+(L)

fa

where K is a constant for the device, a is a constant between 0.5 and 2, I is direct current,
and f, is the particular frequency for a noise process. Since the spectral density of burst

noise has 2 in the denominator, it is also non-white and a low-frequency phenomenon as

shown in Figure 1-1 b).

1.1.5 Avalanche Noise

Avalanche noise is created when a reverse-bias breakdown happens at a pn
junction. When a breakdown occurs, the large electric field accelerates free electrons
which in turn bump into silicon atoms in the depletion regions to create more carriers.
The random nature of this mechanism results in unpredictable and large fluctuations in

the current.

1.2 High-Frequency Noise of MOSFETsSs

Several important figures of merit for RF applications are the unity gain
frequency, f;, the maximum oscillation frequency, fmax, and the noise figure. f; is defined
as the frequency at which the current gain of the amplifier becomes unity. fi. is defined
as the frequency the power gain becomes unity. The noise figure, which is reviewed in
greater detail in Chapter 2, describes the noise performance of the device. As f; and fiax
limit the maximum operating frequency of a device, it is desirable for them to be high
while for the noise figure to be low. Traditionally, BJTs are preferable to MOSFETs for
RF applications because of the technology’s higher f; and fn.x. Such advantages are
attributed to the BJT’s higher transconductance, g,, of which its f; and f.« are functions

as

4
= = , and 1.7
/. 27riCﬂ+Cﬂi (1.7)



_ |
Foax = 27R,C, (1.8)

where C; is the emitter-base capacitance, C, is the collector-base capacitance, and Rp is
the total base resistance.

For the past few decades, the semiconductor industry has thrived on the fact that
the downscaling of devices brings about improved functionality along with reduced cost.
This translates to a decreasing cost-per-function ratio with each generation of technology.
For the CMOS technology in particular, downscaling provides benefits in digital as well
as RF applications. Figures of merits described above have been shown to improve with
downscaling [13], [14]. Table 1.1 is the International Technology Roadmap for
Semiocnductors’ prediction on RF and analog mixed-mixed signal requirements for
CMOS and bipolar technologies. As shown in the table, f; of the RF CMOS technology
would surpass that of the bipolar technology in 2014. Also, the minimum noise figure,

NFin, is also to improve.

Table 1.1 - ITRC’s predictions on RF and analog mixed-signal requirements
for CMOS and bipolar technologies (2007)

Year of Production 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015
Performance RF/Analog
CMOS
Gate Length (nm) 53 | 45 | 37 [ 32 | 28 | 25 | 22 | 20 18
Peak £, (GHz) 170 | 200 | 240 | 280 | 320 [ 360 [ 400 [ 440 | 490
Peak £, (GHz) 200 | 240 | 290 | 340 | 390 | 440 | 510 | 560 | 630
NFyin (dB) at 5 GHz 025 | 022 | 02 | <02 | <0.2 | <0.2 | <0.2 | <0.2 | <0.2
General Analog NPN
Peak £, (GHz) [V, =1V] | 250 [ 275 [ 300 | 320 | 340 [ 360 | 380 | 395 | 415
Peak £, (GHz) 280 | 305 | 330 [ 350 [ 370 | 390 | 410 | 425 | 445
NF . (dB) at 60 GHz 3 | 25220119 17 ]| 15 ] 14 | 13 | 1.2

Aside from the benefits of downscaling, as the device feature size becomes
smaller, new sources of noise also emerge. As it is crucial to have reliable noise models
for RF applications, the major noise sources present in the MOSFET’s output current and

the impacts of downscaling on them are briefly reviewed in the following sub-sections.



1.2.1 Channel Thermal Noise

It has been known for some time that as the channel length decreases, the channel
thermal noise model for long-channel device would fail as the actual thermal noise
becomes greater than the prediction, as shown in Figure 1-5 [20]. In the figure, the solid
lines indicate the channel thermal noise’s spectral densities for short-channel devices
while the dashed lines are for long-channel devices. It can be see that at 0.18 pm channel
length, the difference can be as large one decade. Also shown in the figure is that the
enhancement of the noise is rapid as the device shrinks down. In fact, thermal noise is

the most dominant component in the drain-current noise as shown in Figure 1-6.
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Figure 1-5 - Extracted (circle) and simulated (lines) power spectral density of the

channel thermal noise of nMOSTFET [19], [18].

MOS

Figure 1-6 - Components of the drain-current noise at high frequencies in a short-

channel MOSFET in saturation [18].



1.2.2 Induced Gate Noise

The induced gate noise arises from the capacitive coupling between the channel
thermal noise and the gate [15]-[17]. This noise is correlated to the channel thermal noise
and increases as the frequency increases. However, the correlation coefficient, C,
becomes smaller as the device shrinks and so does the noise itself as shown in Figure 1-7
and Figure 1-8, respectively. As the result, the effect of the induced gate noise is small

compared to those of the channel thermal noise and the gate resistance noise.
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Figure 1-7 - The correlation between the induced gate noise and the channel thermal

noise of devices with different channel lengths [18].
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Figure 1-8 - Induced gate noise of n-type MOSFET of various channel lengths and a
width of 10x6 pm [19].

1.2.3 Gate Resistance Noise

The gate resistance noise is a thermal noise generated in the gate resistance, R,
which is a function of the MOSFET’s geometry and the sheet resistance of the gate
material. The expression for R, in submicron MOSFETS is

R _W
= Pon (1.9)
12n,L WL
where Ry, is the gate polysilicon’s sheet resistance, W, L, and Ny are the width, channel
length, and the number of fingers of the MOSFET. p,,, is the contact resistivity between
the silicide and the polysilicon the gate composes of. As shown in the expression, as L

decreases with scaling, the gate resistance increases.

1.3 Motivation for the Research and Thesis OQutline

The use of RF CMOS technology has become common thanks to the benefits
such as higher f, and f,., and lower noise figure provided by the aggressive
downscaling. In the area of wireless communications, the technology has a crucial role
especially in applications such as Wideband Code Division Multiple Access, wireless

LAN, and ultra-wideband technology. While the technology enjoys the improved noise
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performance, the decreasing noise level also makes the measurement and the
characterization processes more difficult. Issues such as accuracy and uncertainty thus
become more pronounced. Therefore, it is the purpose of this thesis to investigate the
challenges in the high-frequency noise measurement and characterization of modern
MOSFETs and provide improvements upon existing techniques. To that purpose, an
novel noise receiver characterization technique is developed to more accurately
determine the receiver gain of the measurement system. Also, a new source termination
selection criterion is described and analyzed to provide a practical way of choosing what
terminations to use for a noise measurement.

The rest of this thesis is organized as follows. Chapter 2 introduces the concept of
noise parameters. The background of the conventional noise parameter is covered and
the various parameter extraction methods are reviewed. In Chapter 3, the uncertainty
issues associated with noise characterization are discussed. The various sources of
uncertainties are also described in the chapter. In particular, existing source termination
selection techniques aimed at minimizing uncertainties are reviewed. In Chapter 4 and 5,
an improved noise receiver characterization technique and a novel source termination
selection technique are introduced. The proposed techniques are applied to the
measurement data obtained through an on-wafer measurement of a 65 nm n-type
MOSFET. The results are presented and analyzed to support the proposed techniques.
Finally, Chapter 6 summarizes the study and provides suggestions on future

improvements on this work.
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Chapter 2: THE NOISE PARAMETERS

To determine the noise performance of a MOSFET, the device is commonly
modeled as a noisy linear two-port. This two-port is defined by a set of noise parameters
whose values are extracted from measurement results. Thus the general process of
characterizing a device’s noise performance involves a measurement stage and an
extraction stage.

Based on these noise parameters, various measurement and extraction techniques
were developed over the years. It is the purpose of this chapter to provide a review on

the concept of noise parameters and their extraction techniques.

2.1 The Conventional Noise Parameters

The noise of a device is described by its noise factor. Noise factor was first
suggested by Friis [23]. It is defined for any two-port as the signal-to-noise power ratio
at the input of the two-port divided by the signal-to-noise power ratio at the output at 290
degrees Kelvin. It is written as

PS /PNo

where

Pg; = the available signal power at the input,

Pg, = the available signal power at the output,

Py; = the available noise power at the input,

Py, = the available noise power at the output.
The available power is defined as the power transmitted to a load presenting an
impedance that is a conjugate match of that of the source. Thus this definition of noise
factor is independent of whatever the two-port might be connected to. The fixed
temperature of 290 degrees Kelvin is required since thermal noise is temperature
dependent.

Later in 1956, Rothe modeled a noisy two-port with theoretical voltage and

current sources defined with certain parameters [24]. He then related these parameters to

the noise factor of the two-port and provided a complete model with which the noise
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performance of a two-port can be calculated for any matching conditions at its ports. In
1960, the Institute of Radio Engineers (IRE) provided a similar analysis with a set of
noise parameters that become the classical representation of a noisy two-port today [25].
In this representation, the intrinsic noise of the two-port is modeled by a voltage and a

current source as shown in Figure 2-1.

+ Vn -
—O —
Port 1 I J, Noiseless Port 2
" two-port
o )

Figure 2-1 - Representaion of a noisy two-port.

In the figure, the two noise sources are assumed to be correlated with the voltage source

expressed by the Nyquist formula as
V2 =4kT R Af, 2.2)

where

k = the Boltzmann constant,

T, = the standard temperature of 290 degrees Kelvin,

R, = the equivalent noise resistance of the source (not an actual resistance),

Af = the bandwidth.
As the two sources are correlated, the current source can be expressed as the sum of a
correlated part, i,., and an uncorrelated part, i,,. The correlation between i,. and ¥, is
defined by a correlation admittance Y., that is, iy, = Y.V,. With this two-port model, the
IRE derived the noise factor of the device based on these parameters as

F=E,+%[(GS—GO)2 +(BS—BO)2], (2.3)

s

where
F, = the minimum noise factor of the noisy two-port,
G; = the real part of the source admittance Y,

B, = the imaginary part of the source admittance Y,

12



G, = the real part of the optimum source admittance Y, that yields F,,

B, = the imaginary part of the optimum source admittance Y, that yields F,,.

This equation shows that as long as the four noise parameters F,, R,, G, and B; are given,
the linear two-port’s noise factor can be calculated for any source impedance Y.

Based on this representation of a linear noisy two-port, many noise parameters
extraction techniques have been developed over the years. These techniques can be
roughly divided into two groups depending on their measurement procedures. The first
group applies variations of a noise parameter extraction called the Y-factor method [26]-
[42]. This method requires a known noise source placed at the input of the device under
test (DUT), which is the noisy two-port, during the measurement. The output noise
power must be measured both for the noise source’s ON and OFF states. The second
group uses the cold-only approach [43]-[46]. This approach differs from the previous in
that the noise source only has to be ON during the system calibration stage but not the

measurement stage.

2.2 Conventional Noise Parameter Extraction

Techniques

Ideally, in order to solve equation (2.3), it would require four measurements of the
noise power at four different Y,;, which would provide four values of F with four
equations. However, inevitable errors from various sources associated with the
measurement process render that impossible. Therefore, various techniques have been
developed to solve the problem and these techniques are reviewed in the rest of this

section.

2.2.1 Lane’s Method

As experimental errors are inevitably present in the measurement result, more
than four measurements of noise power is needed to determine the four unknowns in
equation (2.3) for a statistical smoothing. Lane’s method provides a simple way to solve

this equation by using four new parameters to linearize the equation into the form [26]
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2
F=A+BGS+C+BB(;+DB‘, 2.4)

5

where

F, = A+y4BC-D?, (2.5)

R =B, (2.6)
[ Y
G, =M’ o))
2B
-D
B, =—. 2.8
Y 2.8)

Lane suggested that a least-squares fitting can be applied to the measurement results with

the error criterion as

2
E%ZM{A+B(G,.+%’§J+G%+%—E} , (2.9)
where

n = the number of source admittances used,

W; = a weighting factor to differentiate the effects of the source admittances,

G; = the real part of the source admittance 7,

B; = the imaginary part of the source admittance Y;,

¢ = the error between the fitted F; and F; given by measurements.
In order to find the 4, B, C, and D that minimize ¢, equation (2.9) is differentiated by A4,

B, C, and D and equate to 0 as

% _Swp=o, (2.10)
04 ‘I
n 2
% _Swle+B |p=o, 2.11)
aB i=1 Gi
% vyt _o, 2.12)
aC i=1 Gi
% _Swhp_o, (2.13)
o0 &G

where
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G,

i i H

P=[A+B(G,.+£J+£+—D£—F,}. (2.14)
G ) G,
Equations (2.10) to (2.13) then can be solved for 4, B, C, and D.

Although the method is simple, a shortcoming is that the presence of B (R,) in the
denominators of (2.7) and (2.8) makes the result sensitive to measurement errors for
devices with large R,. Another trade-off for the simplicity is that the error criterion
assumes the errors come from only the measured noise factors but not from other
measured values such as the source admittances. Nevertheless, Lane’s method became

the basis of many other more sophisticated noise parameter extraction techniques.

2.2.2 Adamian and Uhlir’s Method

Different from Lane’s approach of using the noise factor equation (2.3), Adamian
and Uhlir directly related the noise parameters to the measured noise power [43]. In this
method, the noise receiver is modeled also by a voltage source and a current source that

are correlated.

Noisy Receiver

Noise Source !

- ©o [HO

Power Meter

Figure 2-2 - Adamian and Uhlir's noise receiver model [43].

In Figure 2-2, the noise source is modeled by a current source, i;, and its source
admittance, ¥;. The noisy receiver is modeled by two uncorrelated sources, v; and i,.
The correlated part of the noise sources is represented by Y., vi. Y, is the output
admittance of the receiver to the power meter. The noise parameters are related to the

noise generators by
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2
_ I"1|

" , (2.15)

ART Af

L2
_ A

== (2.16)

4kT Af

Finally, the measured receiver noise power is linked to these parameters by
T KG,
P =ikL—'ZLQYS +Yw,2-Rn+G,,+tsGs), 2.17)
Y, +¥,

where ¢ is the noise temperature of the source normalized by the standard temperature 75,
K is an unknown, G, is the real part of Y;,. The noise parameters that characterize the
noisy receiver are R,, G,, and the complex Y, = Gcor + Beor in this case. In order to solve
for K, Adamian proposed that the measurements are taken at two different levels of noise
source powers, namely #. and #;. The two noise levels give rise to P, and Py, with
which K can be found by

2

(B, -P )Y, +Y,
- 4kT;Ame (tsh _tsc) ’

(2.18)

assuming Y stays constant at the two source noise levels.

Once K is found, the noise parameters can be calculated by first linearizing (2.17)

into
APJY, +Y,|" —t,G, =|Y|' -4+ B+2G,-C+2B,-D, (2.19)
where
Am—1 (2.20)
4kT, AKG,
A=R,, 2.21)
B=G,+[Y |'R,, (2.22)
C=G, R, (2.23)
D=B_ -R,. (2.24)

Equation (2.17) then can be solved with a fitting using the P; and Y; values obtained from
at least four measurements. Once 4, B, C, and D are obtained from the fitting, the

convention noise parameters can be found by
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FO = 1+ 2RnGcor + ZJRHGH + (RIIGCOV )2 > (2'25)

G, = f% +G2 (2.26)

B =-B,,. (2.27)
The important assumption made in this method is that Y; is constant for different
noise source levels and, consequently, X is not dependent on the source admittance. This

assumption, however, is not true as will be shown later.

2.2.3 Caruso and Sannino’s Method

In Caruso and Sannino’s method, they related the noise parameters to the

effective noise temperatures, 7, and T, [28], which are defined as
T, =T,(F-1), (2.28)
T =T, (F, —1). (2.29)
Using (2.28) and (2.29) and the modified version of the noise factor equation [29],

2

7, -¥,
F=F +R G, -—FT7—, (2.30)
GOGS
it can be derived that
2
T =T  +4T,N L oh (2.31)
e — Lmin + [4 2L .
(- -’
where
N=RG,, (2.32)

and I and I, are the corresponding reflection coefficients of Y; and Y,. Replacing I’;

with psexp(j6;) and I, with p,exp(jd,) , it can be shown that

9 in(0
T,=A+ 12-B+psCOS(ZS)-C+p‘SIn(2‘)-D, (2.33)
1-p, 1-p; 1-p,
where
T. =4+ B—Zi, (2.34)

17



A

N= o (2.35)
p, = \/ﬁ , (2.36)
6, =tan™ (—gj (2.37)
A=~+B*-C*+D*. (2.38)

The linear equation (2.33) again can be solved with a fitting of the results of more than
four measurements.

Mathematically, Caruso and Sannino’s method is very similar to Lane’s method.
However, a source admittance selection criterion was proposed for selecting particular
points for the measurement. This criterion identifies certain “singular loci” among all
possible source admittances. If source admittances chosen lie close to a certain singular
locus, they would not be sufficient to define a surface for the fitting. Such points would
result in an ill-conditioned coefficient matrix for the fitting and, consequently, large

errors in the final results.

2.2.4 O’Callaghan and Mondal’s Method

This method introduces the vector concept of conducting the least-squares fitting
calculation [32]. For the fitting, the common noise factor equation is first rearranged into

the following form

G’ + B! B
F=(F,-2R,G,)+R, [—‘GT—S—J—ZR,,B,,(G’ J+Rn (G2 + 82 (—Gl—) (2.39)

5 s

With the fitting of the multiple measurement results in mind, the following vectors are
defined.

Fr=(F",F}\ . F" ) (2.40)

n H

v, =(L,....1,...1), (2.41)

(2.42)

bARS ]

—V—— Gs21+B.5'21 Gszz"‘Bszz Gs2i+Bs2i Gszn+Bszn
? G, = G, TG, 77 G ’

sl si sn
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-~ (B, B B, B
I/3=[ sl 52 , si youes sn]’ (243)

Gsl ’ Gs2 T Gsi Gsn

= 1

Vo= — 2.44)
Gsl Gs2 Gsi Gsn

where F™, B, and G are measured noise figure and its corresponding source

conductance and susceptance of the ith measurement. Replacing the source-independent

terms of equation (2.39) using

C, =F,-2R,G,, (2.45)
C,=R, (2.46)
C,=-2R B, 2.47)
Cc, =R,(G> +B), (2.48)
and get
F' =CV,+C,7, +C,V, +C,V, . (2.49)

A fitting is then applied to (2.49) to find C), C,, Cs, and C, with the error vector being

¢ =[Zn:[ﬁ7—icjrfﬁﬂz. (2.50)

As the magnitude of the error vector is minimized when it is orthogonal to all 7,

according to Hilbert’s project theorem, a system of four linear equations can be obtained

by applying the inner products to get
4, —
> (77, =(F7,). @.51)
j=1
Once this system of equations is solved using fitting or Cholesky’s method, the

conventional noise parameters can be found through

R, =C,, (2.52)

B,=-C,/2R,, 2:53)

G =|C_p, (2.54)
Rn

F,=C,+2R,G,. 2.55)
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The use of the Cholesky’s method has the advantage of higher efficiency over the
traditional least-squares technique. Another more important advantage of this method is

that it can prevent the error caused by points of the same singular locus.

2.2.5 Vasilescu’s Method

The noise parameter extraction methods discussed so far in this chapter have all
based on the Lane’s technique, which involves applying a fitting procedure to a linearized
version of the noise factor equation. Vasilescu et al., however, developed a method that
directly solves a system of four non-linear equations for the noise parameters [33].

The first step of the procedure is to write out the noise factor equation for each set

of the measurement data as

E=F0+§n [(Gsi_Go)2+(Bsi_Bo)2]’ (256)

where i = 1, 2, 3, and 4. The next step is to subtract each equation from its previous

equation to eliminate F,. This operation eventually yields

a,(G? + B?)+2bB, —% =—d (i=1273), 2.57)
where
a, = 11 (2.58)
Gsi G:i+l
b, = “Ba (2.59)
Gsi+1 Gsi
¢, =F—-F,, (2.60)
2 2
d =G, -G, +2um B (2.61)
si+l Gsi

Subtracting each equation from its previous equation again after making each equation

have identical (Go2 +B f) term can further eliminate the G, and B, terms and yield
eB, +=g, (i=12), (2.62)

where
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e, =2(ba,, —b,a,), (2.63)
fi=cna; —ca,, (2.64)
g =da,—da,,. (2.65)

Finally, solving the system of equations yields

R =_e_zf1;elfi, (2.66)
g1, — £,¢
B, _&h/R (2.67)
€
G, =\/CI/R" —d, ~2d,5, ~B?, (2.68)
a

R 2 2

F,=F - [(GS1 -G,V +(B,-B,) ] (2.69)
s1

Ideally, equation (2.66) to (2.69) would provide the exact solutions of the device’s noise
parameters. However, there would inevitably be errors in the measurement values thus
the quantification of errors is necessary. For this purpose, Vasilescu introduced the error

terms AF, AGjy,, and AB;; into (2.69). Rearranging the expression gives

AF, =R, [R,(1- P4+ B)-S,P], (2.70)
where
p=ACu _ABy @2.71)
Gsl le
A=AG,(G, -G,)+AB,(B, —B,), (2.72)
B =AG} +ABZ, (2.73)
S, =R,|(G,-G,} +(B,-B,)]. 2.74)

Equation (2.70) provides an estimate on the variation in the measured noise figure
assuming the errors in Gy and By are equal.

In Vasilescu’s experimental verification, nine measurements were made. The
above procedure was repeated for all possible combination of four sets of data. Each
combination provides a set of extracted noise parameters F,, R,, G,, and B, along with

the source admittances used. Using these values, the noise figure was computed for each
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set, and the error between the calculated noise figure and the measured noise figure was
recorded. To evaluate these sets of data, the sum of the modulus of all nine errors was
calculated for each combination. The combination that resulted in the least error was
then regarded as the best set of measurement data.

Although Vasilescu’s technique seems to be simple in execution, there are two
issues regarding its accuracy. First, if this procedure is applied to only four points, the
result would be the same as that obtained from Lane’s method. In other words, solving
the system of four non-linear equations does not affect the overall accuracy in the
extracted noise parameters. Secondly, applying this technique to multiple combinations
of measurement data and then evaluating each set of data as described above does not
guarantee that the extracted noise parameters are actually more accurate. Also, as more
source admittances are used for the measurement, the computation would become

expensive very fast.

2.2.6 Mitama and Katoh’s Method

So far the methods based on Lane’s approach all defined the error criterion for the
fitting to be the difference between the measured noise figure and the fitted noise figure.
Such definition implies that the source admittances values are free of errors, which is
untrue in reality. For this reason, Mitama and Katoh proposed a different error criterion

for the fitting procedure [34]. This new error term is defined as

Eni =M(Gsi _Gs'?)z +Wbi( si —Bsr:l)z +Wﬁ<Fi —F;'m)z ) (2.75)

where wy;, wy, and wy are weighting factors, the subscript i indicates the ith

measurement, and the overscript m indicates measured value. Equation (2.75) shows that
the error not only takes into account of the inaccuracy in the F' measurement but also that
in the source admittance measurement. Graphically, the conventional error term and this

current error term are illustrated in Figure 2-3.
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Figure 2-3 - The conventional fitting error term and Mitama and Katoh's error

term [34].

As shown in Figure 2-3, the conventional error, labelled &4, is the vertical distance

between the measured noise figure, F}", to the fitted noise figure, F;*, while G} and B}

i

are treated as if they are true values. The minimum noise figure is labelled as Fiy,. The
new error term proposed by Mitama and Katoh is labelled as ¢,;, which is the distance
between the measured point to the fitted surface. The error criterion for the fitting is the
sum of all the error terms and is written as
S = min(z X min ) , (2.76)
i=1
where n is the number of measurements. Before the least-squares method or any other

kind of fitting can be applied, the analytical expression of & needs to be determined.

ni,min
For that purpose, an error function is defined as
R”

c (6.-G,p +(,-B,Y]-F,, @)

m

G(G.,B,,F" R,,G,,B,)=F,, +

where the subscript m indicates measurement value. Assuming that the error is small,

that is

G(,,B,,F",R,,G,,B,)~0, 2.78)
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Taylor series expansion can be applied to the equation for the ith measurement data and

yields

G +GL, (G,

i—Bs)+éII§'mi'(F _Fmi)+

i

Gt o (o — Fl )+ G (R, - RE)+ 6L, (G, - GF )+ 6L, (B, - BE),

i Gs)"‘ GAl];si'(Bs

(2.79)

where GA,f ' is defined as the partial derivative of the error function with respect to ¥, and

V could be G, B, F", Fin, R, Gopt, and By, of the kth iteration. Substituting (2.79) into
(2.75) then gives

£ e =\WE [t (2.80)
where
w¥ = L 2.81)

Wy Wy, W,

{F 4 B, (P — L )+ EL (R, —R:)q

dF =
ﬁGkoi'(Go _Gf)'i'ﬁzi:i'(Bo _B:)

14

(2.82)

Applying the least-squares method to (2.76), a system of four linear equations is obtained

as

os N Sk gk

—=2Y wF; d =0, 2.83

ame ; i* Fmini ™i ( )
oS c Ak gk

—=2 Fo . df =0, 2.84
aRn ;wl Rni i ( )
oS c Sk gk

—=2 F..dF =0, 2.85
6G0 ;M}z Goi i ( )
%5 =2) wEkdk=0. (2.86)
0B, pan

To solve the system of equations, the initial values of the noise parameters, F° , R, G°,

and B, are first calculated using the conventional Lane’s method. Iteratively, (2.83) to

(2.86) can then be solved.
Mitama and Katoh’s method brings up the important point that the measured

noise figure is not the only source of errors. In fact, apart from the sources of errors
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taken into account in this method, there are other origins of errors that ultimately affect
the accuracy of the extracted noise parameters. Later on, other authors built upon this
method and provided more sophisticated techniques. For example, Boudiaf and Laporte
developed a noise parameter extraction procedure that takes the advantage of known

measurement uncertainties and use them to calculate the weighting factors [35].

2.3 Wave-based Noise Parameters and Extraction

Techniques

Beside the conventional noise parameters of F,, R,, G,, and B,, a linear two-port
network’s noise behaviour can also be described by several other different but equivalent
sets of noise parameters. This representation of noise behaviour allows easy calculations
of noise figures for a two-port network. The intuitive, impedance-based representation of
noise also demonstrates the dependence of noise factors on the source admittances
attached to the network.

Different from the noise parameters introduced by Rothe and Dahlke [24], the
focus of this section is on the wave-based noise parameters. The concept was first
introduced by the pioneering work of Penfield [47]. Instead of representing the internal
noise of the two-port network by voltage or current sources, this method uses waves.
Such wave-based representation allows the use of the scattering parameters which are
widely used in the microwave frequency range. Unlike the conventional noise
parameters, wave-based noise parameters represent the intrinsic noise behaviour of a two
-port network. They do not necessarily depend on the reflection coefficient seen by the

input of the two-port.

2.3.1 Derivation of Wave-based Noise Parameters

Unlike the conventional method which models a linear two-port’s internal noise
with voltage or current sources attached to the noise-less two-port as shown in Figure
2-1, now the noise is represented by two noise wave generators ¢; and ¢; at the input of a

noiseless two-port as shown in Figure 2-4.
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Figure 2-4 - Wave-based model of a linear noisy two-port [47].

In Figure 2-4, cs and ¢ represent the noise waves from the source and the load,
respectively, incident on the two-port network while b; and b, are the total noise waves in
directions leaving the two-port. Letting the two-port’s scattering matrix be [S], these

noise waves can be related as

|:b1 _01:l zl:Su Slzilxl:cs +cz] (2.87)
b, Sy Sy (42

Comparing with the model in Figure 2-1, ¢; and ¢, can be written as

v —Z.i
¢ =—t—Svn (2.88)
' 2JRe(Z)
c, __tLi, (2.89)

2 Re(z2,)’

where Z, is a device-dependent impedance that is chosen to make ¢; and ¢, uncorrelated.
The quantities ¢; and ¢, can also be represented by their noise temperatures 77 and 7>.
These noise temperatures, along with Z,, are then used in deriving an expression for a

two-port’s noise factor for a given source impedance:

2
+-Ti+Tl+T2 x Z,~Z,

T, T, 4RRe(Z)’

F =1

(2.90)

where Z; is the source impedance and Rs is the real part of Z;.

Since a noisy two-port can also be represented by other combinations of voltage
or current sources, Hillbrand provided a more general treatment that uses waves to
replace these sources [48]. Letting these noise waves be ¢;, where i indicates which of
the two noise sources it replaces, a correlation matrix can be formed in the following

general form
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C= [clci ﬁ} (2.91)
66 66

for any combination of voltage and current sources. The overbars in (2.91) indicate the

values are the mean fluctuations. This correlation matrix’s elements serve to characterize

the noise behaviour of the two-port and, therefore, become the basis of the following

work on two-port noise analysis using noise waves.

Using the wave-based noise analysis technique, Meys [49] developed a
measurement method to characterize a linear two-port’s noise properties. This method
involves extending the two-port model by adding a noise source generating a known
noise wave c; to the input of the two-port. The total noise traveling toward the input of
the device can be calculated as

¢, =T, +¢, +cg, (2.92)
where ¢, is the total noise wave going toward the two-port’s input, and I’ is the reflection

coefficient of the noise source. Taking the mean-square value of (2.92) yields

2
2

2

ZW + 2Re(l"slc;c1|)+ |c2|2 + |cS

FS

: (2.93)

Equation (2.93) assumes that the noise source is uncorrelated with the two-port’s internal
noise. The overbar in this expression, again, represents time average. By applying the

expression for thermal noise power to each term of this equation, it yields

W:thAf: W=leAf, Cz|2 =kT,Af, c;cl‘szsAfeMc ,and

I

5

T =

s

e/, (2.94)

where £ is the Boltzmann’s constant, Af is the bandwidth, and T;, T}, and 75 are noise

temperatures. The four parameters T, T3, T3, and ¢, are the desired noise parameters

that describe the intrinsic noise behaviour of the two-port.

To see how the new noise parameters relate to the conventional noise parameters,
it is necessary to reintroduce the source reflection coefficient into the equations as the
conventional noise parameters are dependent on the source impedance. To do that, the

source noise wave is rewritten as

le,|” = (1—|rs|2)fTsAf, (2.95)
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where T is the source noise temperature. Substituting (2.94) and (2.95) back into (2.93)

yields, in terms of noise temperatures,
cos(g, +¢,)+ T, -|L,). (2.96)

By rearranging (2.96), the noise temperature of the two-port referred its input, 7,,, can be

T =T, +[T,|'T +2T,

rS

FS

FS

written as

T T, +[0,| T; + 273, [ cos(g, +4,)
7l = -0,

. (2.97)

n

1-I'

5

Comparing this result with the conventional noise figure equation (2.3) modified to be in

terms of noise temperatures

2
. -T
NPT A 2] , 2.98)
Z,-[+1T,| 10}
it then can be shown that,
AT R
T, = Ty +——2"—x[T,|", (2.99)
Z,-1+T,
r=—2& 1. (2.100)
Z, 1+T,
4T.R
, =—2"—x|T,|, and (2.101)
Z, - 1+T,
¢, = n —arg(T,), (2.102)

where T, is the reflection coefficient of the optimal source impedance Z, = 1/7,.
Equations (2.99) to (2.102) show how to convert between the conventional source
admittance- or impedance-based noise parameters and the wave-based noise parameters
as defined here.

Once the noise parameters were properly defined, Meys proposed a simple

measurement method. The measurement could be done by first connecting a noise source

with various ¢, and a [T sl =1 to the DUT. Under these conditions, (2.96) can be

approximated as

T =T, +T, +2T, cos(¢, +9,). (2.103)
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As ¢, is the only variable, the measured T} for various ¢, can be plotted and (7+73), T3,
and ¢, can be determined.

To find 7; and 75, a matched noise source (I'; = 0) with a known T is connected

to the input of the two-port. Equation (2.96) then can be written as
T,=T,+T,. (2.104)
This allows 75 and, subsequently, 7} to be found.

Based on Meys’ formulation of wave-based noise parameters, Valk et al. [50]
developed a method for de-embedding two-port noise parameters from a cascaded two-
port network. This work is worth noting because it applies to the practical situation in
which a matching network is attached to the DUT’s output. Using this de-embedding
technique, the noise parameters of the DUT could be extracted assuming the noise

parameters of the matching network are known.

2.4 Noise Parameter Extraction Techniques

Just like the conventional admittance-based noise parameters, there are variations
in their definitions which require different measurement and extractions techniques. In

this section, these techniques are reviewed and discussed.

2.4.1 Hecken’s Method

Hecken [51] developed a different set of noise parameters using noise waves for
noisy multi-ports. In this model, the internal noise is also represented by two noise wave
generators at the input of the two-port as in Figure 2-4. The difference is that a lossless

“matching network” is added between the noise source and the two-port, as shown in

Figure 2-5.
< GG
. q . 6._
Noise "| Matching a, |Noiseless| @ >
source T network « | two-port { _ r Load
S 1 IS, b | [S] b, “L

Figure 2-5 - Noise model of a linear noisy two-port by Hecken [51].
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In Figure 2-5, cs is the noise wave generated by the noise source. I's and I'; are the
reflection coefficients when looking at the outputs of the noise source and the load,
respectively. The scattering matrix of the matching network is represented by [S,], and
that of the noiseless two-port is represented by [.S].

Assuming I's and I'; are both zero, the total outgoing noise wave of the two-port

can be expressed as

S
b, = T—Eﬁsﬁ(&"’”c‘ +¢,+8,pCs)- (2.105)

Using the mean-square expression, the noise factor of the two-port becomes

1+ Iczlz +|Sm,22’2lcll2 +S, 0466 )+ S0 n (C;cz)

F= Z (2.106)
ISm,erlcSIZ
Using the following definitions
12 12 Y|
7 :Hr q2=|02|2 ,and T, =—l—clzi2—7, (2.107)
les] les| AN'N
(2.106) can be simplified to
Fol+ ‘Sm,zz‘z% t9, tV99, (FIZSm,ZZ +T7,5,.2 ) (2.108)

=[S, |
where ¢, ¢2, and I, are the noise parameters of the two-port.
Since the initial assumption is I'; = 0, this condition needs to be enforced at the
measurement stage. This condition is easily satisfied because the input impedance of a
noise figure meter is likely equal to the characteristic impedance of the transmission line.
By making the lossless matching network’s .S, 22 equal zero, (2.108) becomes
F=1+gq,, (2.109)
which ¢, can be determined.
Once ¢ is found, the next step is to vary Sn22’s magnitude and phase angle until

F, is achieved, which is the absolute minimum value of F. The phase angle ¢, of the

Sm22 obtained by this step allows one to find the phase angle ¢, of I'j; given by ¢, = -
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$5,- Once g7, the optimal S, 2, and ¢, are known, they can be used in (2.108) to solve

for g; and Iy,

Although the step involving manually adjusting the reflection coefficient of the
matching network is theoretically possible, it is inconvenient for an on-wafer
measurement. For an on-wafer measurement, the DUT usually has an input impedance
not equal to the characteristic impedance. Manual adjustment of the source impedance in
this case would be tedious. Also, adjusting the reflection coefficient manually may be
time consuming. Further, this may generate an inconsistent source of uncertainty in the

measurement results due to human errors.

2.4.2 Wedge’s Method

Wedge [52],[53] developed a set of two-port noise parameters by modeling the

intrinsic noise as noise waves leaving each port as shown in Figure 2-6.

- —
¢ )
O O
z 7
1 1 2
Port 1 Noiseless Port 2
€« two-port -
b, bz
o, o]

Figure 2-6 - Wedge's linear noisy two-port model [53].

In Figure 2-6, ¢; and ¢, are the intrinsic noise waves of the two-port. The incoming
waves are modeled by a; and a,, while b; and b, model the total noise leaving their

respective port. These noise waves are related through the two-port’s scattering

) e
b, Sy Sy a, %)

The intrinsic noise behaviour of the two-port can be described by the correlation matrix

parameters as

formed by ¢ and c; as

C, =['c‘—12 252 } 2.111)

* 2
e el
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which is essentially the same as the general correlation matrix (2.91). Since the

correlation matrix defines the intrinsic noise behaviour of the two-port, its components
l.F> |c, P> and the complex cc, are chosen to be the two-port’s noise parameters. These

parameters can be represented by the conventional noise parameters Tyn, Ry, and I, as
[53]

_ _ 2
o =k (S, _1)+M
|1 +ro|
- 2
el =Isul| 4, +i’|5|_2 ,
1+T,
37=-—|1—SEE—@+S—|?— 2.112)
where
_ 4T0Rn
= 2.113)

and Z is the normalization impedance.

The main components of the measurement system consist of two noise sources of
known noise temperatures 7 and T3, and a noise power meter. The two noise sources are
connected to port 1 and port 2 of the two-port, respectively, through two circulators.

Therefore, the total noise powers, |4, and |4, ?, leaving the two circulators for the

power meter become
Idll2 :|:1|?'*'le|Sl1|2 +kT2lS12 2’ (2.114)
|d2|2 =|cz|2 +le|S21|2 +kT2|522|2, (2.115)
with a correlation product of
d,d; =c,c; +kT;S,, Sy, +KT,S, S5, (2.116)

Once the S parameters of the two-port are measured, |-c:|7 and W can easily be calculated

by measuring |4, Fand |4,F once. To find the correlation product, a 0°/180° hybrid

coupler is used to take the noise waves d; and d; as the input and output to the power
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meter. The 0°/180° coupler produces two output waves e¢; and e; whose powers are

related as

e ~le,|* =2 _Re(FE ])+ kT, Re(S,,S;, )+ kT, Re(S,, S5, ) 2.117)

Using a 90° hybrid coupler, another relationship is resulted here as

les|” =Jes|” = 2jmlfe,c; I)+ KT, Im(S,,S;, )+ kT, Im(S,, 53, ). 2.118)
Equations (2.117) and (2.118) allow the correlation term E to be determined.

The measurement procedure described is theoretically sound. However, a source
of uncertainty stems from the change of a part of the system. In the first step of the

measurement where |4 [ and |4, [* in (2.114) and (2.115) are measured, a THRU is put in

place between the circulator and the noise power meter. In the following step, the THRU
is disconnected and replaced with a 0°/180° hybrid coupler followed by a 90° hybrid
coupler. Such physical changes to the measurement system could cause uncertainties and
undermine the system calibration. A similar measurement method based on the same
principle by Withington [54] uses a different setup that uses an interferometer. In this
work, the outputs of the two-port travel through separate routes before arriving at the
interferometer. The use of the interferometer avoids the need to physically switching
components, thus the particular source of uncertainty. However, as each arm of the

interferometer has its own set of amplifiers, the calibration would require more effort.

2.4.3 Engen and Wait’s Method

From a practical point of view, the purpose of a set of noise parameters is to help
the designer decide how to terminate a two-port for optimal noise or power performance.
With this in mind, Engen and Wait [55], [56] presented a set of noise parameters with
physical meanings for the ease of application. The model they used is shown in Figure
2-7.
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Figure 2-7 - Noise model of a linear two-port used by Engen and Wait [56].

The two-port’s available noise waves are labelled as ¢; and ¢, leaving Port 1 and 2,
respectively. A noise source with a reflection coefficient of ['s is connected to Port 1 and
a load is connected to Port 2. The total incoming noise waves to the two-port are a; and
a; and the total outgoing waves are b; and b,. By inspecting Figure 2-7, the total
incoming waves can be written as

a, =cg +Ib, (2.119)

a, =c; +I';b,. (2.120)
Since ¢ and ¢, represent the internal noise of the two-port, they are likely to be correlated
and can be related as

c, =a-¢ +c¢,. (2.121)
where a-c; is the part of ¢, that is completely correlated with ¢, and ¢y is the uncorrelated

part. The total outgoing waves b; and b, are related to the other noise waves through
equation (2.110). Using (2.110), (2.120), and (2.121), b, becomes

S S,

b, = —2% +( L8 +a)c1 +c, +a,l,, (2.122)
1-8, Iy \1-8,T

where I'; is the reflection coefficient looking at port 2. Assuming that the load is

noiseless (¢, = 0) and matched for zero reflection coefficient (I'; = 0), the total noise of

the network consisting of the noise source and the two-port can be written as

- r
b, = SyCs " Syl +ale +c,. (2.123)
1—S11rs I_SIIFS

The time average value of 32 is then used in the expression for the available power of the

network of the noise source and the two-port to yield
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A |2
b, 1 l S,1¢s |
—|r2|2 -of 1-8,I|

+

i Suls |c1| +|c0| (2.124)

=S, L,

It should be noted that because (2.124) is derived from an expression for available power,
it only works when the two-port’s output also presents the real characteristic impedance
of the transmission line. Therefore, if the output impedance of a two-port is not equal to
the characteristic impedance, extra care must be taken when extracting the noise

parameter. With a change of variable

s =Trf;—slil, (2.125)
11§
and using
esf =T 0-Irsf*), (2.126)
(2.124) becomes
T,,u,,z=—G—2{Ts(l—|F;|2)+Ta+Tm s 2}, (2.127)
1‘|F2|

Where the Boltzmann’s constant is factored out to yield the temperature expression,

B Y O

b

1-|s, [ TG s [

and

2
B =-S5 —igl—‘-g—“—”. (2.128)
21

In (2.124), T,, T, and S are the desired noise parameters. With the exception of 3, these
parameters have physical meanings and they are as follows:

G = the terminal-invariant power gain of the two-port

T, = the minimum noise temperature of the two-port referred to its input

T, = the reverse available noise temperature from the input port of the two-port.

To relate these noise parameters to the conventional noise parameters, (2.127)
needs to be cast into the form of (2.31), which is a modified version of the original noise
factor equation. This means the right side of (2.127) needs to have a minimum T to
match T of (2.31), plus a remainder term. To find the minimum 7>, the physical

definition of T, is applied to (2.127); that is, T, is the effective noise temperature given to
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a particular source impedance of a source-DUT network under the condition that the
DUT is modeled as a noiseless amplifier and the output power is the same as in the case
when the noisy DUT is connected to the noiseless version of the source impedance.
Mathematically, this means the 7;,,» when T, = T}, = 0, should equal the T,,,» when Ts =

0. Such condition yields the equation

Ts(‘l—rs'lz)ﬂ; +T[T5 - B, (2.129)
and thus
T, +T,,|Ts - 4|
Ty = — (2.130)
-1
With (2.130), Tsmin can be found to be
2
- =Ta(K+1)+T,ev(1—|,B| XK+1)’ o130
’ 2
where
1
ar,r 8 |
K={1+ & (2.132)
.+ -1 )
At Tsmin, the T is defined as T, and is written as
2
T, = 27, |4 - , (2.133)
(T, + T, X1+ K)+ T, |8 (1-K)
where
r=le®Su (2.134)
1+8,,I,

Substituting Fo' back into (2.130) and subtracting the result from (2.131) yields
2

Ty =Ty o + K[T" o (1_|ﬂ|2)]rs' T . (2.135)

(1—{rs'|2j(1—ro' 2')

Converting I'y and T, back to T’y and T, using (2.125), (2.135) becomes
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. K+1,b-|sf e, -rf
Ty = Ty + i=|rs[ i - R,Isz')

At this point, the effective noise temperature has been converted into the form similar to

(2.136)

that of (2.31). By comparing the two equations, the conventional noise parameters in
(2.31) then can be represented in terms of the wave-based noise parameters, Ty, T,, and
B. First, Tiyin, in terms of the wave-based parameters, has already been found in equation

(2.131). To find the expression for I',, (2.133) is substituted into (2.135) to yield

- T
r =(—=——1-8. 2.137
’ (Tmin +TmJ / @137
Using the definition (2.125),
r =L S (2.138)
S, +1

Finally, comparing (2.31) and (2.136) shows that
4T R, G,

= . 2.139
I,+T,.0-|A) e
Rewriting G, in terms of I, R, can be written as
2 2
R - KZ, [Ta +T,ev(1 —|,B|2 )1+1“o - (2.140)

at,1-Ir, )

To extract the noise parameters of interest, the first step in the measurement
procedure is to determine 7,.,. The measurement is done by reversing the DUT’s input
port at Port 2 and its output port is now Port 1. Assuming that the reverse available
power gain of the two-port is negligible, 7., is simply the available noise temperature at
Port 2 while the noise source is in the cold (OFF) state.

To find B, (2.127) is first rearranged to become

T )0 - B+, = =0 F /G—Ts(l—|r;|2). 2.141)

rev

By measuring 7o, with different ['s and taking the differences between the results using

(2.141), p can be calculated by solving

B, (x1 _xref)+ﬂi (yl —yref)= K,
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ﬁr(‘xZ_xref)+ﬂi(y2_yref)=’(29 (2.142)

where
B=p. +jp:
Ty =x+jy,
(1 _|r2,ref 2 yout,z,ref - (1 —|F2,x 2 )Tout,z,x T, F; = ;ef 2
K. = 26T + (1 - T J 5 ,  (2.143)

and the subscript i indicates the ith T's.
Finally, a Y-factor measurement can be done using (2.127) for the cold and the hot

states of the noise source as
T S hot (1 - IFS,hot

T, S cold (l - lr.;,cold

' 2
rS,hot - ﬂ|

5
rS,cold - ,B|

o1+,

(2.144)

o141,

Equation (2.144) then can be rearranged to find 7,.

The theory of Engen and Wait’s method is straight forward. However, one
disadvantage of this technique lies in the initial assumption that the output impedance of
the two-port is the characteristic impedance of the transmission line. Such assumption is
quite valid for a packaged device with well-matched input and output, but may not apply
to the on-wafer measurement. Therefore, the measured noise powers or temperatures
cannot be directly applied to the equations. Another issue is that doing both a forward
and a reverse measurement of the two-port device requires physically changing the

orientation of the two-port, thus creating uncertainty.

2.4.4 Randa’s Method

Randa [57], [58] modified the noise parameters from [53] and created a similar set

of parameters which are

2
)

1 1 '
— ,and X, =—
S 12

2
C
X, =|—;€—, X,=— (2.145)

al—=—11-
21 k S21

Using an approach similar to that in [56], the same equation for T, in terms of the X

parameters is derived and can be written as
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1_
2 PJ2Q+X% ?S
QM=|?JFP‘H&J st (2.146)
1-IT
’ + X, +2Re(LXL)
B - sSu |

Since (2.146) is identical to (2.127), the same restriction of having an output port
presenting the real characteristic impedance of the transmission line also applies. A
similar expression can be derived for the reverse configuration by letting the two-port’s

input port be Port 2 and the output port be Port 1. The resulted equation is

—|S12|2(1—IFS|2)T S12S21rs d
— 2 ST S
Ty =—— f-TsSal T (2.147)
1—|F2| +X. +2Re SIZSZIFSXIZ
T 1-TS,, |

In (2.147), I'; is still the reflection coefficient looking at Port 2 except that now Port 2 is
the input port of the DUT.
By letting I's equal 0, (2.146) becomes
S|
L = 1+ x,]. (2.148)
1-8,,|

Experimentally, this means using a matched source impedance so that the source does not

have any reflection back toward the DUT. Since the S parameters can be easily measured
with a network analyzer and Ty is the known noise temperature of the noise source, X;

can be determined from (2.148). Similarly, rewriting (2.147) by letting I's equal zero

Ty = 1 2[ m”r27;+33}. (2.149)
1-18y|" | 1= 8]

gives

Like the previous expression for T, (2.149) allows X; to be calculated with a reverse
measurement while having a source matched to the output of the DUT. Once X; and X,
are found, applying (2.146) to measurements using |['s| = 1 with different phase angles

can provide a system of equations to solve for X;,.
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In reality, trying to achieve a matched output impedance throughout the
measurements would be impractical for an on-wafer DUT as the device is unlikely to
have a standard output impedance. Therefore, in the actual measurement setup, there
exists a mismatch between the DUT’s output and the noise power meter. This mismatch
factor, M, is defined as the portion of the available noise power form the DUT that
actually is delivered to the power meter. Letting the reflection coefficient of the DUT’s
output be I',,; and that of the power meter’s input be 'z, M can be written as

(1—||1Fo_mr2 Xlr—llznlz), (2.150)
out— L

M =

And the actual power measured by the power meter, Pr, and the available noise power at

the DUT’s output, P,,;, are related by

P =P M. (2.151)
With this relation, the available noise power, and thus the noise temperature at the DUT’s
output, can be calculated from the measured noise power. The noise temperature then

can be used in equations (2.148) and (2.149).
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Chapter 3: UNCERTAINTY ISSUES

As shown in Table 1.1, the International Technology Roadmap for Semiconductor
predicts that for the 37 nm RF CMOS, the minimum noise figure, Fi,, will reach a value
of 0.2 dB at 5 GHz. Meanwhile, an existing study comparing various noise parameter
extraction methods concludes that the best uncertainty achieved has a value of 0.2 dB.
This means the extracted Fi;, will have an uncertainty of 100%. Thus the uncertainty
issue becomes more and more important, and obtaining accurate results turns into a major
challenge.

Many sources of errors may be present in a measurement system. They are
roughly categorized into raw errors and residual errors. Raw errors are the errors present
in an uncalibrated system. Once a system is calibrated, the sources of errors that remain
are residual. In general, the calibration of a measurement system involves the
measurement of certain “standards,” which are devices with known characteristics and
behaviours. The characteristics of the measurement system then can be obtained by
removing the effects of the standards from the measurement results.

In this chapter, the potential sources of errors present in a noise measurement
system are reviewed followed by various works aimed at analyzing and dealing with

uncertainty issues.

3.1 Sources of Measurement Errors

In a microwave noise measurement system, an important instrument is the vector
network analyzer (VNA). A VNA measures the transmission and reflection of signals of
a network. Three kinds of errors associated with a VNA measurement are the systematic
error, the random error, and drift error. After the calibration, the systematic, or
repeatable, errors can be removed to a certain degree. The system errors that cannot be
removed due to the accuracy limitations of the calibration standards are the residual
system errors. A calibration cannot eliminate random errors because their random effects
to the measurement results are not repeatable among different measurements. Finally,

drift errors are the results of varying temperatures and component aging. As these three
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types of errors cannot not be removed through a system calibration, they all contribute to
the measurement uncertainties of the VNA.

To develop a model that quantifies the effect of these errors on the final
measurement result, each individual cause of error needs to be defined. The conventional
method that a VNA uses in calibration to de-embed the DUT from the fixtures of the
measurement system models the network with twelve error terms. The uncertain portions
of these error terms after the calibration become the residual errors. These twelve error
terms are listed below.

Epr = forward residual directivity; due to signal leakage through the directional

coupler on port 1.

Esr = forward residual source match; due to the mismatch between the VNA’s test

port and the source impedance.

Err = forward residual reflection tracking; due to the path differences between the

test and reference paths.

Exr = forward crosstalk.

E;r = forward load match.

Err = forward transmission tracking.

Epr = reverse residual directivity.

E g = reverse residual source match.

Erg = reverse residual reflection tracking.

Exr =reverse crosstalk.

Ep = reverse load match.

Err = reverse transmission tracking.

The first six residual error terms are for measurement in the forward direction and the
second six terms are for the reverse direction. These terms are illustrated on a signal flow

graph in Figure 3-1.
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Figure 3-1 - Signal flow diagram of the forward two-port error terms [60].

The left block and the right block surrounding the DUT are the error adapter models in
addition to the ideal measurement system. For the reverse direction, the model diagram
would be the same except the reverse error terms are used. Other than the twelve residual
error terms, there are two other sources of residual terms that contribute to the over
systematic error. They are the dynamic accuracy’s magnitude, 4y, and phase, Ap. The
dynamic accuracy is due to a host of systematic errors originated in the VNA instead of
the limitations of the calibration standards.

The three sources of random errors are noise, connector repeatability, and
interconnecting cable stability. The two kinds of noises are noise floor Ng, and trace
noise Nr. The uncertainty caused by the noise floor can be reduced through averaging
repeated measurement results. The phase noise, on the other hand, could be caused by
the noise floor, phase noise of the local oscillator in the test set, or reducing the IF
bandwidth. It can be reduced by smoothing the trace. Connector repeatability and cable
stability refer to the effect of changes in connections and cable forms that take place
during the measurement stage.

All these uncertainties ultimately manifest in the measurement result as deviations
in magnitude and phase of the real value. For the uncertainty in the reflection

measurement, the forward reflection magnitude uncertainty can be written as

AS) g = J (systematic + stability )’ + noise® , 3.1
where

systematic= Epp + Ep. S, + Eq:SE +E, .S, S, + 4,5,
stability=JC* +R* ,
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C? = Cl, (148} )+4C2,, 8% +C2,,, 5252,

R* = (Ryy(1+52)+2Rp,S,, f +(RerS1Ss )

noise’ = (NS, ) + N2,

Ay = magnitude dynamic accuracy,

Cryr1 = Port 1 cable magnitude reflection stability,
Cnn = Port 1 cable magnitude transmission stability,
Crip = Port 2 cable magnitude reflection stability,
Rpg1 = Port 1 connector reflection repeatability,

Rr =Port 1 connector transmission repeatability,
Rgo = Port 2 connector reflection repeatability.

The forward reflection phase uncertainty is

4 \/ (systematic + stability ) + noise’
Sll

AS,, pahse = sin +2C,,

where
systematic = Epp + Epp Sy, + EgeSE + ES,,S,, +sin(4,)S,,,
stability = YC?* + R* ,
C? =2, (148} )+4C2,, 82 +CL,, 8283,
2
R2 = (RRI (1 + S121)+ 2IeTl‘S’II) + (RR2S21S12 )2 b4
noise’ = (NTS11)2 +N;

Ap = phase dynamic accuracy,

The forward transmission uncertainty is written as

AS,) ag = \/ (systematic + stability)* + noise®

where

systematic= Ey. + S, (Eqp + Eg Sy +Ep Sy + EE128,,8, + 4y, ),
stability = m )

Cc*=82 (ciM, +Clyy +(CriS, ) +(CraSa )2),

R = S2((Rpy +ReySy, f + Ry + Rz ),
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noise* = (NTSH)2 +N2.

The forward transmission phase uncertainty is

L (systematic + stability)2 + noise’
AS)) g =SIN ' J S +Crpy +Crpys (3.4
21

where

systematic = E g + Sy (Epe + Ee Sy + Ep Sy, + EgE 5,8, +sin(4, ),

stability = JC* + R?,

C* = S221 (CT2M1 + C72M2 + (CRISII )2 + (CR2S22 )2 )»

R2 = S221 ((RTI + RRISH )2 + (RTZ + RR2S22 )2 )7

noise’ = (NS, )’ + N%.

The uncertainties for reverse reflection and transmission measurement have the same
forms except that the residual error terms are those for reverse measurements.

Another important instrument typically used in microwave noise measurement is
the noise figure meter (NFM). The use of a NFM typically involves placing a known
noise source at the input of the DUT or standards for measurement and calibration
purposes. The three types of errors are also present in the noise figure measurement.
Specifically, the overall measurement uncertainty can be attributed to the uncertainty in
the noise source, 0ENR, the uncertainty in the DUT’s gain, G, the uncertainty in the
measurement receiver’s noise figure, dNF5, the overall noise figure of the DUT and the
receiver network, NF,, and the mismatch uncertainty, M. Among these sources of
uncertainties, the uncertainty due to the mismatch has relatively little effect on the overall
noise figure uncertainty [61]. The individual effect of each of the first four sources of

uncertainties on the overall noise figure uncertainty, dNF, can be derived from the

equation

F, -1

Fp,=F+ (3.5)

where F; is the noise factor of the DUT and the noise receiver, F; is the noise factor of
the DUT, F; is the noise factor of the noise receiver, and G is the gain of the DUT.

Application of Taylor’s Theorem and some algebra yields
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1 F, -1
&F, = 6F,, —[EJ&Q +[ o J&GI. (3.6)

1 1
With a conversion from linear scale to logarithmic, it can be shown that
F, F. F, -1
ONF, =| -2 |6NF, —| —% |6NF, +| 22— |6G,, . (3.7
2! £G, FG,
The effect of the uncertainty in the ENR of the noise source is present on each term of
(3.7). For a DUT that is an amplifier, however, the effect of JENR on the 4G in the third
term of (3.7) will cancel out because F, and Fj, are measured at the same frequency. As
the result, the error term associated with the ENR can be written as
F.
o B OENR . (3.8)
F FG,

Finally, the effects of each uncertainty on the overall noise figure measurement’s

o[ (]

ONF =3 , - (3.9)
+ B B OENR
L F F-G

Equation (3.9) allows the overall uncertainty of dNF3, dNF,, 6G, and dENR once their
values are known. For a DUT that is an amplifier, NF5, dNF1,, and 8G can be calculated
as [61]

uncertainty is [61]

305

NFy = [ ys-our ) +Gume ] (3.10)
éNFz = [(5NS—NFM )2 + (5NFM )2 ]0.5 > (3.11)
oG, = [(5 NS-DUT )2 + (6NS—NFM )2 + (5DUT—NFM )2 + (6NFMGain )2 ]Dj » (3.12)

where
Jns-pyr = the maximum mismatching uncertainty between the noise source and the
DUT,
onru = the noise figure meter’s uncertainty,
Ons-nFy = the maximum mismatching uncertainty between the noise source and the

noise figure meter,
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Opurnry = the maximum mismatching uncertainty between the DUT and the

noise figure meter.
Among these parameters, Jdyrs is dependent on the frequency and the noise source’s
ENR. The uncertainties due to mismatching interfaces, on the other hand, depend on the
source impedance as it is calculated as -20log(1-|T'y|:|T’,|), where x and y indicate the two
interfaces. It should be noted that this value is the absolute maximum mismatching
uncertainty assuming the phases of the two reflection coefficients are unknown. This
assumption is not true as these reflection coefficients can be easily calculated, to a certain
degree of accuracy, using the S parameters measured by the VNA. Therefore, when the
overall noise figure uncertainties are calculated, these mismatching uncertainties should

be calculated using the uncertainties of the VNA measurements.

3.2 Source Impedance Selection Techniques

Since Lane’s proposal of using the least-squares fitting method to find the noise
parameters, the source impedance selection has been an important issue. Although using
more impedance points can smooth out random errors, the locations of these impedance
points also have been shown to play a role in the accuracy of the final result [41]. In
Davidson’s work, the number of source impedance points and the pattern were
investigated. Groups of source impedances were chosen and each was used with a set of
known noise parameters of a typical field effect transistor to calculate its corresponding
noise figure. Random errors were then artificially added to these calculated noise figures
to simulated experimental results. These simulated noise figures then were used to
calculate the noise parameters. By evaluating the differences between these calculated
noise parameters and the original noise parameters, the goodness of each group of
impedances can be shown.

In the simulation, each group consisted nine impedance points whose reflection
coefficients form a cross on the Smith chart with one point sitting at the centre. The
difference between groups is the orientation on the Smith chart and the maximum
magnitude of the outer-most reflection coefficient of the nine. The inner impedances
were placed in a “well-spread” manner. The study concludes that the orientation of the

cross does not influence the errors in the calculated noise parameters. However, a larger
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coverage on the Smith chart yields smaller errors in the noise parameters. Another claim
made was that increasing the number of impedances on a particular cross pattern did not
improve the overall errors.

Schmatz took a similar approach to evaluate the quality of groups of nine source
impedances in the pattern of a cross with different orientations and coverage areas on the

Smith chart as shown in Figure 3-2 [62].

Figure 3-2 - Crossed-shaped source reflection coefficient pattern.

For each group, a noise figure was calculated. Random errors were added to these noise
figures. These modified noise figures were treated as measurement values and then use
to calculate the noise parameters. The criterion used to evaluate a set of source
impedances is the difference between the original F, and the calculated F, and is defined

as

2
NIF o —F
SRMS - %Z[ o,original o,calculatedJ , (3.13)
i=1

o,original

where N is the number of source impedance groups. Figure 3-3 shows the error plotted
with respect t0 [y original| as the X-axis and |['jes, which is the magnitude of the outer

circle of the cross pattern, as the Y-axis.
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Figure 3-3 - RMS error with respect of [I'; origina| and |T'sign| [62].

Figure 3-3 shows that the error generally increases with |['jes|. Therefore, it was
concluded that the chosen source impedances for noise figure measurements should have
magnitudes smaller than 0.8 and greater than 0.4.

Different from the studies that propose desired source reflection coefficient
patterns, Caruso suggested a different criterion involving the concept of singular loci to
be taken into account when selecting source points [28]. In his study, it was suggested
that the error in the computation of noise parameters comes from certain bad source
impedances called singular loci. These points create an ill-conditioned coefficient matrix
when solving the linearized noise figure equation. The version of the linearized equation

is written in terms of noise temperatures as

r
T =a+b—1——+c—IL

e

r
> > cos(arg(g ))+d —l—iz sin(arg(Ty)),  (3.14)
1-rg|”  1-ry] 1-ry]

where

T, = the effective noise temperature of the DUT,

I's = the source reflection coefficient,

a=T, —4T0N——1—2—,
1-|T,
2

b=4T N I ol
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r
c=-8T,N —|—2 cos(arg(T, )),

1-|r|
d=-8T N IT.| > sin(arg(T, )),
1-Ir, |
N=Re(Y,)R,.

Defining the error criterion as

gz%i(Tei _Tesi)2 = 1 n P2 )
i=1

— 3.15
&b (.15

where T,,; and T,; are the measured noise temperature and the fitted noise temperature of

the /™ source impedance, the system of linear equations can be represented as

Oe &
a_;f:_oa
e e n__,
ob ,=11_1'*Si2
O & P
Py LT |cos(arg(T",, )) =0,
Oc ;1_ll—vﬁl2| S’I ( g( s;))
0s < P
- = i . T )= |
od = I_IFSi|2 st Sln(arg( si )) 0, (3 6)

Using the conventional approach, more than four source impedances would be
used for the noise figure measurement. The results are then used in the system (3.16) for

the least squares fitting step to solve for a, b, ¢, and d. Let the system of equations be

written as Ax=B wherex=[a b ¢ d| ,B=[I, T,

1 |rsll Irsl
coslarg(I’,
FSI 1_r51|2 ( ( 1)) I_Fsl ’
1 |rs2| IrsZI
A= 0| 1-pr,)? corlee(la) 1-|T, )’
i FS” rsn
coslarg(’
r, 1-r,|° (arg(T", ) 1-|0,.|”
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sin(arg(T",, ))

-
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the solution for x then can be written as x = (474)'4”b. The 4x4 matrix 4”4 is written as

cos(arg(T,))
r 2

n

ATAQ) =n, AT AQ2)) = Z—l——, AT A3 = Z
,~=11_|1“s,,|2 = 1=

sin(arg(T",, )) AT AQ2) = Z(_——)’ ATA(3,2)=Zn:(%’)7,
S0 i=1 1—Fs,~

A A( 4 2) Z s1(|151nﬁ‘arg2()r )) A A(3 3) — Z ‘Fsi | (COS (a‘:;(r.ﬂ ))
si =1 1-

AT A(43) = z": L'y ’ cos(arg(I‘ ))Sin(arg(l“s,. )) AT A(4A) = Z”: T 2 sinz(arg(l“si )) o
= ( |st| ) =1 (1— T 2)2

si

si

si

si

AT A(4) = Z
i=1

ul

AT A(G, k)= AT Ak, j). (3.17)
Caruso reasoned that certain source impedances might make the matrix (3.17) singular or
nearly singular, which poses as a problem when solving x. These singular loci are the
source reflection coefficients that make (3.17) having equivalent rows or columns and

thus satisfy the following conditions:

(arg(T, )) = constant, in(arg(T, )) = constant,

= constant,

[T, | sin(arg(T, ))
- IFS | ’

an(arg(T", )) = constant, and = constant. (3.18)

To avoid an ill-conditioned matrix, Caruso suggested that the source reflection
coefficients should be chosen around two different singular curves so that (3.14) is
completely defined.

The concept of singular loci was adapted into a more specific source impedance
selection strategy by Bosch [63]. In this study, various source reflection coefficients
were again used in a simulation along with a set of noise parameters. Noise figures were
calculated for each source reflection coefficient. Random errors were added to the
calculated noise figures to simulated experimental results. These simulated noise figures
then were used to compute the noise parameters supposedly defined by each set of source
reflection coefficient pattern. The criterion used to evaluate the various patterns is the

error of each calculated noise parameter compared to its original counterpart.
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The study concluded from the simulation that the noise parameter F,’s error
depends on how close the source reflection coefficient is to I',. Also it was found that
R,’s error was not affected much by the pattern used but on the points around I',. Finally
it was determined that the errors of G, and B, depended on the number of chosen
reflection coefficients with real part or imaginary part greater than those of I',. The
quantitative relationships between the calculated noise parameters and I', are obtained by

calculating their correlations, which can be represented as

corr(z exp(sgn(real (:”rg ))) (real (I"Sl. ) —real (ﬂra )), o, ) =-0.602, (3.19)
corr(zi: exp(sgn(imag(,uru ))) . (imag(l"‘s,. )— imag(,ura )), O ) =-0.660, (3.20)

and corr(z exp(—

Using these results, the authors proposed a two-step method to select the source

T, |bor, ) —_0.660. (3.21)

impedance pattern. The first step is to select, again, a cross-shaped pattern of five
impedance points with one at the centre of the Smith chart and the magnitude of the rest
to be the maximum value possible. The measurement results of the five points are then
used in Lane’s method to calculate a set of noise parameters. The I', found is then used
to select four other points. The first two points are chosen to be R, + j-Xmax and Rpax +
jXo. These two points are chosen according to (3.19) and (3.20) and the observation that
the accuracies of G, and B, depend on the number of reflection coefficients with real part
or imaginary part greater than those of I',. The last two points to chosen, according to
(3.21), to be close but not too close to I',.

These selection techniques were designed to satisfy the criteria observed through
the simulation described above. The authors claimed these seemingly arbitrary decisions
ultimately yield smaller errors in the noise parameters derived compared to random
patterns and the cross-shaped pattern proposed by Davidson.

Based on the singular loci concept proposed by Caruso, O’Callaghan developed a
more general version of source impedance selection criteria [32]. In this study, Lane’s
method was again used in solving the noise parameters. The noise factor equation (2.3)

was linearized into
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http:exp(sgnVmag(.ur

G’ + B}

F=(F,-2RG,)+R, —2RnBo[g* J+[Rn(Gf +B§)]Gi, (3.22)

5 5 s

where the parameters have the usual meanings. Written in matrix form, the system of

linear equations becomes Ax = B, where
a=ly, v, v 7l
x= [c1 c, ¢ c4]T,
B=|F, Fyp - Ful

=t 11,

7 _ Gs21 +Bs21 Gs22 +Bs22 Gszn +Bs2n !
? Gsl GsZ Gsn ’

- -7

Z - le Bs2 sn ,
_Gsl Gs2 Gsn n
(11 1|

V4 = . R
_Gsl Gs2 Gsn _

c1=Fmin—2RnGo’ CZ=Rn’ n~o0?

¢, =-2R,B,, ¢, =R,(G> + B?).
So far the formulation of the problem is similar to that used in Lane’s method.
The coefficient matrix A would be ill-conditioned if some of its four vectors are not

linearly independent. The conditions that result in an ill-conditioned are thus

1=a1?2, 71=0‘273a 71=a374, 72=a4V3= V) =a5f/:, 73'—'“67

4>
Vi=ayVy+ By, Vi= oy + BV, Vi=aoVs + BV, Vy = an Vs + BV,
f/::0‘11?2—"'18111—/;'*'}’112a (3.23)
where o;, f;, and y; are constants. The vector equations in (3.23) represent eleven families
of singular loci on the source admittances plane. Therefore, if the selected source
admittances lie on or close to one of these singular loci, large error would arise.
O’Callaghan pointed out in this study that the original source impedance selection

criterion provided by Caruso, as described previously in this section, only avoids one of

these eleven conditions. To ensure that 4 would not be ill-conditioned, all equations in

(3.23) must be checked. For 7, and I—/: to be linearly independent, they should by
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orthogonal. However, it is impossible to achieve in real measurement. Therefore, the
source admittances should be chosen to ensure the greatest orthogonality, which is

calculated as

, (3.24)

where <7,,I—/:> is the inner product of the two vectors. The ideal selection of source

admittances should minimize the degree of orthogonality for all six combinations of the
vectors. O’Callaghan suggested that this criterion would decrease the accuracy of the
resultant noise parameters on the accuracies of the source admittances and the measured
noise figures. To satisfy all the conditions, the author selected seven source impedances
for a particular device at a specific band. The author acknowledged that the seven
impedances may have to be re-selected for other devices because the device might not be
stable, or the measured noise figure was considered too high. Another reason would be
that some of those impedances may simply be unachievable. Therefore, the selection of
the seven source impedance points require human judgment for every DUT, and is not
suitable for an automatic set-up.

Using a similar formulation of creating a system of four linear equations as in
(3.14), Hu attempted an analytical analysis to demonstrate the relationship between the
variances of the extracted noise parameters and the error in the measured noise figure or
noise temperature [64]. Assuming the measured noise temperatures have normally
distributed uncertainty stemmed from measurement inaccuracy, three equations were

derived as

2 2 2
var[a] = af(l———'r;—um + 4T0N] + 0'22[—1—7TmmJ , (3.25)

2 2 2 2
var[b]=af(1——|£;|—Tmm+4I;NJ +0'2{1_|F2s| Tm} , (3.26)
Iy T,

2
s

2
- o 1-
7 i | 0
L

I

2 2
FS
—2ij , (3.27)
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where a, b, ¢, and d are the same as the coefficients in (3.14), and o, and o, are the
statistical variations of the uncertainties for the mismatched and matched noise
temperature measurements. (3.25) to (3.27) show how the errors of the coefficient matrix
depend on the source reflection coefficient I';. With this result, the study concluded that
the magnitudes of the selected source reflection coefficients for noise figure measurement
should be large to decrease the errors in a, b, and c.

Taking a similar analytical approach, Banerjree also investigated how the error in
the measured noise figure affects the uncertainties of the four derived noise parameters
[65]. The analysis started by differentiate the noise factor F in (2.3) by each of the four
noise parameters F,, R,, G,, and B,. The resultant four equations were then rewritten so

that the differentials of the four noise parameters were in terms of the error parts of the

noise figure:
AF, = AF,, (3.28)
AR = G x AF, (3.29)
" (G-G)+(8-B) 7 '
AG, {—ﬁ-i}—]xm,m (3.30)
B 1
AB,,=[——2(B iB)-Rf]xAFM (3.31)

where AF; to 4F,; made up the overall noise factor error 4 for a specific source
admittance. Based on the derivation, it was concluded that a source admittance G; + jB;
amplifies the noise factor error if it is close to the optimal source