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Abstract

In comparison to traditionally fabricated steels that can undergo extensive processing to produce a complex-shaped component, the powder metallurgy (PM) technique can provide a more efficient approach as it is capable of producing intricately-shaped components that require little to no additional processing and machining [1], [2]. A key factor in being able to do so pertains to quenching and utilizing an appropriate quenching agent that can provide dimensional stability to the part being quenched [3], [4]. To ensure that a PM component can perform equally well when being quenched by a quenchant of reduced cooling capability, the PM component should be if not more, then just as hardenable. Steel hardenability can inevitably be improved with the increase of overall alloying content [5], however, if overall alloying content is to be kept at a minimum, the concept of lean PM steel design is one worth investigating; where a lean steel entails that each and every alloying addition is utilized to its maximum potential.

This study evaluates the homogenization behaviour of alloying elements in PM steels during sintering as well as the efficiency of wide-spread industrial practices involving the use of various master alloys and ferroalloys, and investigates the realm of liquid phase sintering to understand and optimize the homogenization behaviour of alloying elements and mechanical properties of PM steels. In the context of this work, multi-component master alloys contain at least three of non-ferrous metals as alloying elements and ferroalloys are master alloys containing iron in addition to typically a maximum of two other non-ferrous alloying additions.

Part one of this study discusses a combination of thermodynamic software (DICTRA and Thermo-Calc), incremental sintering experiments and scanning electron microscopy (SEM) - wavelength dispersive spectroscopy (WDS) that were used in order to form a deeper understanding of the homogenization behaviour of alloying elements within PM steel during sintering. Electron microscopy analyses on partially and industrially sintered components provide elemental maps to track the evolution of alloying elements as they relax to homogeneity. Electron microscopy analyses for this portion of the study were conducted on an industry-produced automotive component that was sectioned and sintered industrially as well as experimentally at 1280°C for 30 minutes and 13.4 hours.

DICTRA simulations carried out for this research provide a 1-D insight into the evolution of concentration profiles and phases throughout various sintering times for systems involving Cr, Mn, C and Fe. DICTRA simulation results of alloying sources were studied alongside alloying element profiles obtained by compiling point quantification from wavelength dispersive spectroscopy maps for the sintered automotive component. Computational results provided conservative, semi-quantitative recommendations on optimal alloy addition forms that lead to an improvement in homogenization.
Part two of this study involves the approach of fabricating and testing multi-component master alloy additions. As these materials are widely employed in PM and are typically fabricated by solidification, their states are non-equilibrium and therefore have regions containing phases precipitating in the beginning of freezing which have higher melting temperatures than regions with phases forming later on. During heating, it is hypothesized that Scheil’s solidification path backtracks and as a result, a fraction of liquid in the ferroalloy can be estimated at sintering temperature. If the fraction is significant, the utilization of this ferroalloy implies liquid phase sintering. Through a combination of Thermo-Calc and Fortran softwares, multi-component ferroalloys with promising compositions were discovered in Fe-Cr-Mn, Fe-Cr-Mn-Ni, Fe-Cr-Mn-Mo, Fe-Cr-Mn-Mo-Ni and Fe-Cr-Mn-Mo-Ni systems for low temperature liquid phase sintering. Those of the Fe-Cr-Mn-Mo, Fe-Cr-Mn-Mo-Ni and Fe-Mn-Mo-Ni system were fabricated and tried in practice. Compositional maps and mechanical properties of PM steels made with variations of this specially tailored multi-component master alloys were compared with those for which traditional alloy additions were used.
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Part I: Introduction to Powder Metallurgy (PM) and PM Design

Chapter 1: Literature Review

Introduction to PM

A multitude of different production techniques exists for the fabrication of steel parts, whether for the automotive industry, aerospace sector, a biomedical component or for an environmental application. Large-scale steel production techniques primarily encompass traditional approaches and processes including but not limited to casting, forging, stamping and machining [3]. This approach is typically associated with the concept of subtractive manufacturing. Although additive manufacturing continues to gain exposure and popularity, particularly 3-D printing, in the field of ferrous parts production, it is not yet suitable to be used for the mass-production of steel components and instead dominates in prototyping. When confronted with the task of producing large quantities of complex-shaped components, powder metallurgy (PM) poses as one worth looking into [1]. Powder metallurgy offers significant advantages over traditional wrought steel techniques in this arena of work. A few of these advantages include the ability to produce near-net shaped components for complex-shaped parts with overall reduced energy consumption and in certain circumstances, little-to-no post-processing operations including heat-treating and final machining [1], [2].
Brief History

Powder metallurgy technologies can be dated back thousands of years [6] where the heating or sintering, of ceramic powders has been used for several millenniums. Some of the oldest sintered metal artefacts made of gold, silver and copper from the Middle East can be dated back to 3000 B.C [7]. Other ancient findings that have been discovered to be produced by sintering include tools created by Inca and Egyptian civilizations as well as ancient Chinese and European porcelains. However, although ceramic and metal powders have been used for thousands of years, the modern sintering era can be attributed to Coolidge's development of a durable lamp filament made of tungsten powder, one that would later be used by Edison. For PM materials, the beginning of the 20th century included the fabrication of tungsten alloys, electrical contacts and ferrous structural alloys. Today, PM applications continue to expand in diversity and can be found in just about any industry. This includes power-train components for the automotive sector, rocket nozzles for aerospace applications, dental implants and even sports applications for the production of golf clubs[4].

PM Process Summary

As for the realm of ferrous materials, the production of a steel component via a traditional powder metallurgy process entails four basic steps that include powder metal production, powder blending, compaction and sintering [3], [4]. Although densified and much stronger than its as-compacted state (commonly referred to as the green body), in many cases, the sintered product still requires post-sintering treatments to further improve mechanical properties such as tensile strength and hardenability. Post-sintering treatments include austenitization, quenching in liquids
or gases and tempering. A summary of the production of a typical PM component can be seen in Figure 1.

![Figure 1: Powder Metal Processing Route Summary](image)

**Powder Metal Production**

As for powder metal production, a variety of methods can be used to create metal powders. The selected method depends on the properties which the final powder should possess. Pure iron powder can be fabricated via carbon and hydrogen reduction or atomization while non-ferrous powders can be produced via electrolysis, melting and milling as well as other variations of atomization including plasma, centrifugal and close-coupled techniques. To produce iron particles that already contain alloying element additions, prealloying or diffusion alloying
techniques may be used [8], [9]. Table 1 summarizes commonly used powder production techniques and properties that are associated with powders fabricated by the particular method.

<table>
<thead>
<tr>
<th>Application</th>
<th>Water Atomized Iron</th>
<th>Hydrogen Reduced Base Iron</th>
<th>Carbon Reduced Base Iron</th>
<th>Prealloyed Base Irons</th>
<th>Diffusion Alloyed Base Irons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application</td>
<td>High density applications: Sprockets, Bearing caps</td>
<td>Specialty applications: Semi-metallic break pads, Oxygen absorbers</td>
<td>Low density applications: Bearings, Bushings, Shock absorbers</td>
<td>High performance applications: Gears, Sprockets</td>
<td>High performance applications: Synchro- hubs, Lawn and garden transmissions</td>
</tr>
<tr>
<td>Alloying Additions</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>Yes - added in melt stage</td>
<td>Yes - added to finished iron powder and annealed</td>
</tr>
</tbody>
</table>

**Powder Mixing**

As for powder mixing, devices of various geometries can be used to blend powders together and can be mixed on different axes. This can range from cylindrical mixers, double-cone and cube mixers that vary upon their rotational axes. During the blending stage of ferrous component blends, iron base powder is typically mixed with graphite powder, lubricant powder as well as alloying additions [3]. Lubricant powder such as Kenolute™ is necessary to reduce the wear and damage of production tools such as punches and dies that are used for compaction practices. Alloying element additions can be incorporated at this stage into the powder blend in the form of pure metal powders or master alloys.
Alloying Element Additions

Alloying element addition in the context of PM component production is a crucial aspect of the design stage and its effects are evident in the mechanical properties of the final component. As done in the wrought steel realm, alloying additions in the PM industry are chosen strategically based on the properties that they can help to create and improve, whether corrosion-related or associated with mechanical performance. Table 2 summarizes alloying elements and their effects on various steel properties.

As for improving hardenability, elements to look at when designing for a hardenable steel include carbon, molybdenum, chromium and manganese [10], [11], [12]. Hardenability is the property which reflects the depth that hardening, or formation of martensite, will occur in a given section during quenching. It is affected by both austenitic grain size and steel composition. Here it is also worth introducing the concept of ideal diameter (D.I.) which measures the largest diameter of a component, 50% of which forms martensite [5]. D.I. can be calculated as follows:

\[
D.I. \ (\text{inches}) = D_{IC} \times MF_{Mn} \times MF_{Cr} \times MF_{Mo} \times MF_{Ni} \tag{1.1}
\]

In equation 1.1, \( D_{IC} \) represents the ideal diameter for the system's base carbon content while \( MF_{\text{Alloying Element}} \) represents the multiplying factor of the different alloying elements that are included in a given steel system [5]. Figure 2 shows the correlation between ASTM grain size and carbon content in regards to D.I., while Figure 3 shows the multiplying factors of different alloying elements.
Table 2: Alloying Elements and Their Effects on Various Steel Mechanical Properties [12], [13], [14]

<table>
<thead>
<tr>
<th>Effect</th>
<th>Carbon</th>
<th>Chromium</th>
<th>Nickel</th>
<th>Manganese</th>
<th>Molybdenum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Increase in hardness and hardenability</td>
<td>Increases toughness and wear resistance</td>
<td>Increases ferrite strength</td>
<td>Slightly increases ferrite strength</td>
<td>Increases hardenability</td>
</tr>
<tr>
<td></td>
<td>Increase in wear resistance</td>
<td>Increases toughness and hardenability</td>
<td>Increases toughness and hardenability</td>
<td>Increases hardenability</td>
<td>Increases tensile strength</td>
</tr>
<tr>
<td></td>
<td>Brittleness and reduction in toughness if added in excessive amounts</td>
<td></td>
<td>Increases ferrite strength</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Ideal Diameter (D.I.) as a Function of Carbon Content and ASTM Grain Size[5]

Figure 3: D.I. Multiplying Factor of Various Alloying Elements [5]
PM Steel Porosity and Effect on Properties

Mechanical properties of a PM steel vary with density. Evidently, the greater the porosity in a PM component, the lower the density and in many cases, the lower the value of the property being analyzed. Equation (1.2) provides a means to estimate the performance of a porous PM steel in comparison to a full-density part such as a wrought steel of the same composition.

\[ \frac{P}{P_o} = \left( \frac{\rho}{\rho_o} \right)^m \]  

(1.2)

Here, \( P \) represents the property of interest for the PM material, \( P_o \) pertains to the property of the pore-free material, \( \rho \) is the density of the PM material, \( \rho_o \) is that of the pore-free material and \( m \) is an exponent value related to the property of interest (ie. thermal conductivity, elastic moduli, fatigue strength and unnotched impact energy). Figure 4 provides an estimation of \( m \) for these various properties as well as \( \frac{P}{P_o} \) values in relation to relative density ratios. It is worth emphasizing that \( \frac{P}{P_o} \) values approaching 0 are more characteristic of foams than PM steels. A PM steel of density 7.0 g/cc can be associated with approximately 10% porosity in a single micrograph (as detected by ImageJ software [15]), an example of which can be seen in Figure 5.
Figure 4: Effect of PM Density on Various Properties

\[ \frac{P}{P_0} = (\rho/\rho_0)^m \]

- Thermal conductivity: $1.5 \leq m \leq 3.5$
- Elastic moduli: $2.5 \leq m \leq 4.5$
- Fatigue strength: $3.5 \leq m \leq 5.5$
- Unnotched impact energy: $m > 12$

Figure 5: Porosity for a 7.0 g/cc sintered PM steel
Compaction

Once powder blending with appropriate alloying elements and lubricant is complete, one can proceed to the compaction step. Basic tools that are used for compaction include a punch and a die. The most common compaction methods include a) uniaxial compaction, b) double-action compaction, c) compaction with a floating die and d) stripped die compaction method as seen in Figure 6. Uniaxial and compaction involves movement of the punch a single direction while double-action compaction involves pressure being applied from the top and bottom of where the powder is filled. Compaction with a floating die includes a die being suspended on springs. The stripped die method involves the die being stripped by the lower piston such that the powder metal compact is then released [3]. Here it is worth noting that compaction can be done cold, warm or hot. Progressing through the processes (from cold to hot) results in the green body having a higher density. After a die has been filled with powder and compacted, the resulting product is a loosely-held together base component known as a green body. As the green body's mechanical properties are insufficient to withstand large loads, it must be heat treated to improve in strength. The first heat treatment in the PM production process is known as sintering.
Sintering

The sintering heat treatment takes place within a sintering furnace - of which there are many types. Sintering furnaces can range from a chamber set-up, vacuum or continuous sintering furnace, the latter of which is the most commonly found in large-scale PM component production. The purpose of the sintering atmosphere within the continuous sintering furnace is to remove lubricant, ensure that carbon decarburization does not occur and reduce surface oxide films that form on either the surfaces of individual particles or the entire part. A typical continuous sintering furnace has 5 zones: 1) dewaxing, 2) preheating, 3) heating, 4) precooling and 5) final cooling as seen in Figure 7.

Figure 6: Common Compaction Methods[3]
The purpose of the first zone is for dewaxing, otherwise known as removal of lubricant. It is essential that any lubricant which is added in during the blending stage is removed prior to sintering. For this very reason, the dewaxing zone is set at a temperature typically between 425°C to 650°C. This temperature range is high enough to break down and vaporize the lubricant such that it leaves the green body as an off-gas, but low enough such that any sintering-related activities are not yet activated. If lubricant is burnt out at temperatures which are used for sintering, diffusion-related processes that take place during sintering activate and can eventually lead to sooting and micro-cracking in the PM component. The preheating zone which is typically set anywhere between 650°C to 1150°C serves as a region to increase the furnace temperature to the sintering temperature such that once it reaches the high-temperature zone, the green body can remain at the sintering temperature for the longest amount of time. Once in the high-temperature heating zone which is set anywhere between 1050°C to approximately 1150°C (or even higher for high-temperature sintering activities), all sintering-related diffusion processes are activated. Unless rapid cooling is required immediately after, such as for a sinter-hardening process, a
precooling zone exists where the sintered products are slow cooled and then directed to a final cooling zone where rapid cooling takes place.

**Diffusion During Sintering Processes**

Homogenization during sintering depends on diffusion-related mechanisms that take place at this stage. It is important to keep in mind that diffusional processes are driven by more than just a concentration gradient. A given material will strive toward equilibrium and as a result, diffusion can occur due to concentration, electrical fields, thermal fields and mechanical stresses. Diffusion is therefore driven by the Gibbs free energy gradient and will occur until it is at a minimum as seen in Figure 8a) and b). This entails that in certain cases, diffusion may occur against a concentration gradient. Here it is worth defining the chemical potential, $\mu$, which is known as the partial molar Gibbs free energy [16]:

$$\mu_i = (\frac{\partial G}{\partial n_i})_{T,P,n_j}$$

Where $\mu_i$ is the chemical potential of species $i$, $G$ is the Gibbs free energy, $n_i$ represents the number of moles of species $i$, $T$ and $P$ represent the constant temperature and pressure and $n_j$ represents the number of moles of every species other than the $i$th species.
Both scenarios seen in Figure 8a) and b) show that A and B atoms diffuse from regions of high chemical potential to regions of a low chemical potential. Here, Fick’s first law, which is representative of a non time-dependent net flow of atoms, can be written as [18]:

\[ J_A = v_A C_A \]  

(1.3)

where the flux of A atoms, \( J_A \) is related to concentration \( C_A \) and drift velocity \( v_A \) which takes into account atomic mobility \( M_A \) and the chemical potential gradient \( \partial \mu_A / \partial x \):

\[ v_A = -M_A \frac{\partial \mu_A}{\partial x} \]
Therefore [19],

\[ J = -M_A C_A \frac{\partial \mu_A}{\partial x} \] (1.4)

or

\[ J = -D_A \frac{\partial C_A}{\partial x} \] (1.5)

Here, \( \frac{\partial \mu_A}{\partial x} \) is the chemical potential gradient for A atoms. If \( \frac{\partial \mu_A}{\partial x} > 0 \), then the diffusion coefficient \( D_A > 0 \) and gradient of the chemical potential will be in the same direction of the concentration gradient however, if \( \frac{\partial \mu_A}{\partial x} < 0 \), then \( D_A < 0 \) and diffusion will occur against the concentration gradient. Equation 1.5 is the more commonly seen equation for Fick’s first law - which helps one to understand diffusion from both a steady-state and non-steady state perspective [18]. \( \frac{dC}{dx} \) is the concentration gradient and in all cases, \( D \) is the diffusion coefficient which will be elaborated upon after discussing Fick's second law. As previously highlighted, flux is proportional to the chemical potential gradient of a component which is related to the activity gradient of a component.

Fick's second law provides one with an understanding of non-steady state diffusion, where concentration is a function of both time and position. In its most general form, respective of various geometries, it can be written as:

\[ \frac{\partial C}{\partial t} = -J \frac{\partial z}{\partial x} \] (1.6)

\[ \frac{\partial C}{\partial t} = \frac{1}{z^n} \frac{\partial}{\partial z} \left( z^n D \frac{\partial C}{\partial z} \right) \]
Provided that the diffusion coefficient is constant, the above equation can be written as:

\[
\frac{\partial C}{\partial t} = D \left( \frac{n}{2} \frac{\partial C}{\partial z} + \frac{\partial^2 C}{\partial z^2} \right) \quad (1.7)
\]

Here, \( C \) and \( z \) represent concentration and distance respectively, while \( t \) represents time, the value of \( n \) represents the dimension and \( D \) is once again the diffusion coefficient which takes various forms depending on the system of analysis.

In its intrinsic form, \( D \) is dependent on \( D_o \), the pre-exponential term in the Arrhenius expression for the diffusion coefficient [18], temperature \( (T) \), the universal gas constant \( (R) \), and activation energy \((Q)\).

\[
D = D_o e^{-\frac{Q}{RT}} \quad (1.8)
\]

The diffusion coefficient of two or more species can be related by an interdiffusion coefficient \((\bar{D})\), a weighted average of \( D_A \) and \( D_B \) [18]. This is relevant for diffusion within substitutional alloys at higher solute concentrations.

\[
\bar{D} = X_A D_B + X_B D_A \quad (1.9)
\]

Where \( X_A \) and \( X_B \) represent the mole fractions of species A and B while \( D_A \) and \( D_B \) represent the diffusion coefficients of each species within the alloy [18].

As for a substitutional solute characterizing diffusion in a dilute solution, the diffusion coefficient \((D_s)\) can be characterized as follows [18]:

\[
D_s = g v a^2 \exp\left(-\frac{\Delta G_v^f + \Delta G_m}{kT}\right) \quad (1.10)
\]
Where $g$ is the geometric parameter representing the range of possible directions in which an atom can jump (typically $g \approx \frac{1}{6}$), $a$ is the lattice spacing, $v$ is vibration frequency, $\Delta G_f$ is the Gibbs free energy of formation of a vacancy and $\Delta G_m$ is the Gibbs free energy of motion for the solute.

**Major Mass Transport and Sintering Phenomena**

The two main mass transport mechanisms that take place during sintering include surface and bulk transport [4]. Bulk transport mechanisms include volume diffusion, grain boundary diffusion and plastic flow whereas surface transport mechanisms include evaporation-condensation and surface diffusion in addition to volume diffusion. Each mass transport mechanism can contribute to the overall flux of atoms different. Grain boundary diffusion will be used as an example to show its contribution to the previously discussed "lattice" flux. As grain boundaries provide a convenient path for atoms to travel through, this mass transport mechanism can significantly improve the homogeneity of a PM compact. A schematic of this mass transport phenomena can be seen in Figure 9 where $\delta$ represents the grain boundary width and $d$ represents the width of a grain (of course, simplified into planar geometry in the schematic).
Grain boundary diffusion can be incorporated into flux as such [20]:

$$J_g = -D_g \frac{dC}{dx} \tag{1.11}$$

Where recall that lattice diffusion can be written as:

$$J_l = -D_l \frac{dC}{dx}$$

Therefore, the effective flux can be written as:

$$J_{eff} = \frac{dJ_l + \delta J_g}{d + \delta} \approx -(D_l + \frac{\delta}{d} D_g) \frac{dC}{dx} = -D_{eff} \frac{dC}{dx} \tag{1.12}$$

or

$$D_{eff} = (1-g)D_l + gD_g \tag{1.13}$$

As grain boundaries are not yet properly formed upon the onset of sintering, grain boundary diffusion is more dominant in the later stages of sintering. In this case, surface diffusion can
help enhance chemical homogeneity during the early stages of sintering where grain boundaries do not abundantly exist as it allows atoms to effectively travel along the surfaces of particles. Evaporation-controlled sintering is prevalent when materials of high vapor pressures are within a green body. Diffusion processes in evaporation-controlled sintering can be characterized by gas diffusion in a solid – an example of which entails Mn vapor diffusing throughout Fe particles in a PM body. A summary of all bulk and surface transport mechanisms can be seen in Figures 9 and 10. Finally, although not discussed in great detail, should an interested reader want to learn about multi-component diffusion, it is recommended to review the work of N. Garimela [21].

Figure 10: Surface Transport Mechanisms (E-C: Evaporation-Condensation, SD: Surface Diffusion, VD: Volume Diffusion [4])

Figure 11: Bulk Transport Mechanisms (PF: Plastic Flow, GB: Grain Boundary Diffusion, VD: Volume Diffusion [4], X: width of neck, D: particle diameter, ∆L: change in particle diameter)
Solid-state transport mechanisms are of course slower than liquid and gas-processes but still do contribute to other sintering phenomenon including necking and densification of the green body. Surface transport mechanisms contribute to neck growth while bulk transport mechanisms are known to contribute to neck growth and shrinkage due to densification as seen in Figure 10 [4].

Necking and densification entail the process by which solid-solid interfaces replace initial particle-pore interfaces. It is important to understand that although complete densification seems advantageous as mechanical properties would approach those of a wrought steel with the exact same composition, it is not always a desired feature. Although this indeed would mean the dismissal of any issues related to porosity, a significant degree of densification can result in the dimensional change of the PM component from green body to final part. Therefore, in the case that complete densification is desired, a different compaction technique is recommended such as hot iso-static pressing such that when a green body produced via such a compaction technique is then sent to be sintered, the final and fully-treated component can be fully-densified [4], [3].

Figure 12: Liquid Phase Sintering (LPS) Phenomena Depicting Melting and Redistribution of Grains By Melting of "Master Alloy" Particles [3]
Liquid phase sintering, a schematic of which is depicted in Figure 12, is known to enhance homogenization processes as the liquid phase can serve as a carrier to distribute alloying elements in a more effective manner [3], [22], [23]. The improved homogenization that is observed due to this phenomena has also been correlated with superior mechanical properties and performance for a given PM component [24], [25]. Copper is a popularly used element for many ferrous alloys that are to exhibit liquid phase sintering [26] as it can assist with strength and microhardness of a PM component [27, 28], however when added in excess, can actually deteriorate mechanical properties due to segregation to grain boundaries [29]. The advantage of improved homogeneity as seen from liquid phase sintering does however come at the expense of swelling [30]. If an alloy particle forms a liquid phase during sintering, swelling can occur and can further increase if the liquid dissolves atoms from the matrix.

**Importance of Wettability and Solubility for Alloy Design**

Wettability can be characterized by the contact angle evolution of the liquid master alloy on a solid iron substrate, a schematic of which can be seen in Figure 13 along with Young’s equation (1.14) governing it.

\[ \gamma_{sv} = \gamma_{sl} + \gamma_{lv} \cos \theta \]  

(1.14)
Good wetting behaviour associated with a low wetting angle, promotes the distribution of the liquid along the surface of solid particles. It is worth highlighting that the presence of surface oxides can impede good wettability [32]. In the presence of a reducing atmosphere, wettability improves as evidently, any existent surface oxides get reduced. In the absence of a reducing atmosphere however, wettability is still seen to improve in the presence of a master alloy with elements of a high oxygen-affinity [32]. An example of both scenarios can be seen in Figure 14 and Figure 15.
The liquid's ability to penetrate and distribute throughout a PM component, otherwise known as infiltration, can be characterized by the solubility of the solid in the liquid for a given temperature as seen on a phase diagram [33]. Figures 15 and 16 display the pseudo-binary phase diagram of a master alloy of either Cu or Ni-4wt%Cu-12w%Si. Figure 15 shows a low dissolutive master alloy characterized by the master alloy being able to engulf a small amount of the Fe solid substrate. and Figure 16 shows a high dissolutive master alloy, characterized by the liquid master alloy being able to engulf a significant amount of the Fe solid substrate.
Master Alloy Design and The Scheil-Gulliver Paradigm

Approaches to implementing LPS in the alloy design context has been heavily associated with analyzing equilibrium solidification range [34], [35], [36], rather than taking a look at the Scheil-Gulliver paradigm. Alloy particles designed for LPS include master alloys: particles that contain multiple alloying elements and contribute to a significant portion of the particle's overall composition. Designing these master alloys by considering the equilibrium solidification range closes off the possibility of lower-temperature liquid phase sintering for many different compositions merely due to the narrower solidification range that is available to an equilibrium-based analysis. An example of this is seen in Figure 17, where if one would like to conduct low-temperature sintering for an alloy with composition \( X_o \), it simply would not be possible for the
selected composition as the sintering temperature is located below the solidus temperature. The Scheil-Gulliver model assumes that no diffusion takes place in the solid phase and that there is fast mixing in the liquid [37]. The solidification range can be extended from the liquidus temperature to the eutectic temperature and is much more likely to encompass the sintering temperature [38].

Since many master alloys are produced through a solidification approach, their microstructures thereby inherit a non-equilibrium make-up. When this solidification path is back-tracked, a particular fraction of liquid can be calculated for a particular sintering temperature. Figure 19 shows a Scheil solidification schematic accompanied by appropriate equations. $C_o$ represents the overall composition whereas $C_L$ is the composition of the liquid and $c_S$ is the composition of the solid. Fractions of the liquid and solid are $\nu_L$ and $\nu_S$ respectively.

\[
\begin{align*}
\text{Figure 18: Solidification ranges for Equilibrium and Scheil-Gulliver Solidification For Composition } X_0
\end{align*}
\]
Figure 19: Scheil Solidification Schematic

\[ dc_L(v_L) = dv_S(C_L - C_S) \]  

(1.15)

where \( v_S + v_L = 1 \) and \( C_S = kC_L \)

\[ C_L = C_0(1-v_S)^{(1-k)} \]  

(1.16)

\[ C_S = kC_0(1-v_S)^{(k-1)} \]  

(1.17)

Electron Microscopy

A wealth of information can be extracted from the various signals that are detected within a scanning electron microscope (SEM). Signals that can be given off and detected in an SEM include Auger electrons, back-scattered electrons, secondary electrons, X-rays and cathodoluminescence [39], [40] as seen in Figure 20. Signals that have been found most useful in
the context of homogenization studies in PM include backscattered electrons and X-rays that are incorporated into energy dispersive X-ray spectroscopy (EDS) and primarily wavelength dispersive X-ray spectroscopy (WDS) analyses. Due to their close interactions with an atom's nucleus, back-scattered electron (BSE) can be used to identify chemical inhomogeneities by displaying different grey-scales based upon average atomic differences between two elements. X-rays can be used to determine exact elements and can be analyzed by both EDS and WDS, the latter technique being much more precise - particularly for trace elements.

![Signals given off in an Electron Microscope](image1.png)

![Sample Interaction Volume](image2.png)

*Figure 20: a) Signals given off in an Electron Microscope [39] and b) Sample Interaction Volume*

After electrons that are emitted and shot down from an SEM gun in the form of an electron beam, the electrons bombard the specimen under examination and various types of electron scattering take place. Inelastic scattering takes place and involves the ejection of an electron from an inner orbital of an element. An electron from an orbital outside this shell will then drop to an inner shell, resulting in the emission of an X-ray characteristic of the element it was released from. As for EDS, X-rays of all elements simultaneously enter into a detector where
they are converted to voltage signals that are then processed and converted by an analyzer which displays the quantity of an element present depending on the amount of X-rays received.

As for WDS, characteristic X-rays that satisfy Bragg’s law as seen in Figure 21, are the only ones that get reflected by an analytical crystal with specific lattice spacing ($d$) which is part of the WDS set-up.

$$n\lambda = 2dsin(\theta) \quad (1.18)$$

![Figure 21: X-Ray refraction with Analytical Crystal[41], ($S_0$ and $S_1$: incoming and diffracted X-rays respectively)](image)

In order to detect a X-ray of different wavelength which is representative of a different element, the analytical crystal will change position by rotating along the Rowland's circle as seen in Figure 22. As the angle ($\theta$) between the sample and the crystal are now different, a different wavelength ($\lambda$) of X-ray and therefore different element can now be analyzed.
Figure 22: Rowland Circle With Specimen, Analytical Crystal and Detector [39] ($S_0$ and $S_1$: incoming and diffracted X-rays respectively, $\Phi$: take-off angle of X-rays)

Computational Thermodynamics and Previous Work

Computational thermodynamics includes the application of computers and software to simulate and solve thermodynamic-related problems in materials science. Software packages, including Thermo-Calc and DICTRA can be used specifically not only to create phase diagrams, but also to predict the formation of phases that form as a result of diffusion in binary as well as multi-component systems [42].

In PM literature, DICTRA is cited as a valuable computation tool that has already been used for modelling various ferrous PM-related processes including sintering. Oro et al. and Bernardo et al. utilized DICTRA in order to simulate master alloy systems for LPS (liquid phase sintering) and transient LPS of PM steels. Master alloy systems of interest analyzed in these studies
involved Fe-Mn-Si in addition to Cu-based Ni-Si and Ni-based Cu-Si as demonstrated in Figure 23 [43], [34]. As seen in Figure 24, Shykula et al. used DICTRA to study Mn diffusion into ASC 100.29 iron where Mn was introduced in the form of a MA containing Fe-40wt%Mn-10wt%Si-1wt%C [44].

Figure 23: General MA-Fe System Schematic Set-Up for DICTRA Simulation [34]

Figure 24: Fe-MA DICTRA System Set-Up to Study Diffusion of Mn from Fe-40wt%Mn-10wt%Si-1wt%C Master Alloy into FCC Iron [44]
Other research involving the study of alloying element diffusion, particularly for solid-state-sintering studies of ferrous PM materials, include modelling diffusion in components produced via HIP (hot-isostatic pressing) [45] and MIM (metal-injected moulding) processes [46]. These studies investigated alloying element diffusion profiles as well as phase evolution. However, it should be emphasized that ferrous PM materials produced via HIP and MIM processes have a much lower porosity fraction and are thereby more comparable to wrought-steel components in terms of microstructural characteristics than traditionally sintered components.

**Previous Experimental Work**

With an emphasis on lean powder metal component production, several studies have been made to investigate the most efficient use of each and every alloying element addition in PM (powder metallurgy) steels. Such efforts include optimizing final product chemical homogeneity which can enhance overall mechanical properties [47]. A variety of approaches have tried to improve overall chemical homogeneity of alloying elements in PM steels as they undergo sintering, some of which include altering alloying element size and starting chemical composition [47], [48]. Other approaches include increasing sintering temperature and time as seen in Figure 25, [49] where in particular, temperature has a dominant effect on improving homogeneity as diffusivity is exponentially related to it [4]. In the industrial realm however, an increase in sintering time translates into lower sintering furnace belt speeds which can limit production capabilities while furnaces with higher heating capabilities are expensive.
As for LPS, in addition to previous findings that were mentioned in terms of improving homogenization via the master alloy route, a multitude of different compositions have been investigated for ferrous systems. Examples include the work of Oro et al., where Fe-Mn-Si, Fe-Mn-Si-C, Fe-Mn-Si-C-Cr-Ni systems were analyzed [23], [50] and Si-Mn-Ni-C master alloys as investigated by Demetrio et al [25]. Observations included the confirmation of the presence of the liquid phase, the occurrence of swelling, improvement in homogeneity and overall mechanical properties. Figure 26 a) and b) show low and high dissolutive master alloys (as highlighted by white arrows) after being sintered in a 95%N₂-5%H₂ atmosphere. Low dissolutive liquids are said to exhibit rapid, even penetration through pores and around iron grains while
high-dissolutive liquid were able to spread to further distances due to an increased capacity to absorb iron.

Figure 26: a) Low Dissolutive Master Alloy Behaviour and b) High Dissolutive Master Alloy Behaviour[51]
Chapter 2: Scope and Objectives

This research consists of designing a PM steel with improved chemical homogeneity. A combination of computational thermodynamics (DICTRA, Thermo-Calc and Fortran), sintering experiments, wavelength dispersive spectroscopy (WDS) elemental mapping and quantification paired with mechanical testing presented in this investigation has yet to be carried out by other researchers and serves to be a complimentary advancement to previous work done in the field. The scope of this study is to therefore evaluate the homogenization behaviour of alloying elements in PM steels during sintering as well as investigate liquid phase sintering of master alloy additions to understand and optimize the homogenization behaviour of alloying sources and mechanical properties of PM steels.

WDS analyses on partially and industrially sintered components provide elemental maps that tracked the evolution of alloying elements as they relax to homogeneity. WDS analyses were conducted on an industry-produced automotive component that was sectioned and sintered industrially at 1280°C and 1300°C as well as experimentally at 1280°C for 30 minutes and 13.4 hours.

DICTRA modeling in combination with WDS incremental sintering experiments and scanning electron microscopy (SEM) - (WDS) was used to compare how alloying additions containing Cr, Mn, Fe and C homogenize during sintering in simulation and experimental case. DICTRA simulation results of alloying sources were studied alongside alloying element profiles obtained by compiling point quantification from wavelength dispersive spectroscopy maps for the sintered
As for fabricating master alloy additions, Thermo-Calc software and Fortran, were used to identify multi-component master alloys with promising compositions in Fe-C-Cr-Mn, Fe-C-Cr-Mn-Ni, Fe-C-Mn-Mo, Fe-C-Mn-Mo-Ni and Fe-C-Cr-Mn-Mo-Ni systems for liquid phase sintering. Systems of Fe-C-Cr-Mn-Mo, Fe-C-Cr-Mn-Mo-Ni and Fe-Mn-Mo-Ni were fabricated and tried in practice. Compositional maps and mechanical properties of PM steels made with variations of this specially tailored multi-component master alloys were compared with those for which traditional alloy sources were used. The scope of the mechanical properties included hardness, tensile strength, yield strength, green strength and transverse rupture strength.
Part II: An Experimental and Computational Approach to Understanding the Homogenization Behaviour of Alloying Elements During the Sintering of PM Steel

The purpose of this portion of the study is to combine sintering experiments, electron microscopy techniques and computational analyses to better understand diffusion behaviour of alloying elements including Cr and Mn with an end goal of providing relevant suggestions to industry to optimize PM alloy design and sintering treatments. For this, Thermo-Calc and DICTRA software are used as computational tools to simulate diffusion profiles of alloying elements over various sintering times. Results are compared with elemental WDS (wavelength dispersive spectroscopy) maps of a sectioned industry-produced automotive component that has been both experimentally and industrially sintered. In addition to this comparison, DICTRA is also used as a computational tool to evaluate the behaviour of a pure versus enriched MA (master alloy) and a single versus multi-component MA in order to predict which forms better promote homogenization of alloying elements.
Chapter 3: Sintering Experiments

Sintering Experiments

Experiments involved sintering an industrial automotive component containing Fe, Cr, Mn, Ni and C. Overall composition of the component as well as compositions of alloying element MA sources can be found in Tables 3 and 4.

Table 3: Industrial Automotive Component Composition

<table>
<thead>
<tr>
<th>Cr</th>
<th>Mn</th>
<th>Ni</th>
<th>C</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.6</td>
<td>0.4</td>
<td>0.6</td>
<td>balance</td>
</tr>
</tbody>
</table>

Table 4: Compositions (wt%) and d50 (µm) of Cr Master alloy and Mn Master alloy used in automotive component

<table>
<thead>
<tr>
<th>Cr MA Composition (wt%) and d50 (µm) particle size</th>
<th>Mn MA Composition (wt%) and d50 (µm) particle size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr</td>
<td>Fe</td>
</tr>
<tr>
<td>61.0</td>
<td>30.3</td>
</tr>
</tbody>
</table>

The component was obtained in industrially sintered and green body form. The green body was sectioned into parallelepipeds, each of which was sintered within a tube furnace with an Ar-5.06H₂ protective atmosphere at 1280°C for times including 30 minutes and 13.4 hours after being de-lubricated for approximately 3 minutes at 1000°C in Ar. After undergoing sintering experiments, the specimens were then subjected to cooling in air outside of the furnace. A schematic of the overall procedure can be seen in Figure 26. The industrial sintering treatment involved heating to 1280°C at a rate of 30°C per minute followed by an isothermal hold at 1280°C for 20 minutes and cooling at a rate of 30°C per minute. All specimens were then cold-mounted, vacuum-desiccated and prepared for microscopy analyses. Grinding was conducted...
down to a 1200 mesh followed by ultrasonic cleaning in acetone. The final polishing step was completed with 0.05μm alumina.

Figure 27: Experimental Summary
Chapter 4: Electron Microscopy: EDS and WDS Investigations

Figure 28: SEM of PM Green Body (Example 1)

Figure 29: SEM of PM Green Body (Example 2)
Prior to carrying out elemental mapping, a JEOL 6610-LV was used for backscattered electron imaging. The images can be seen in Figure 28 and Figure 29 where brighter regions correspond to Ni additions and darker portions correspond to ferromanganese and ferrochromium sources. The green body was dewaxed at 1000°C for 3 minutes. A JEOL JXA-8530F field emission microprobe was used for electron microscopy analyses which involved WDS (wavelength dispersive X-ray spectroscopy). Analyses were carried out for Cr, Mn and Ni. EDS was used as a preliminary step to carry out point-analyses on arbitrarily selected points throughout the specimens to estimate compositions at various locations. This step was then followed by building WDS compositional maps of Cr, Mn and Ni. WDS maps were constructed for 700 μm² areas. Points of high, medium and low alloying element concentrations were selected, quantified and later compiled in the form of lines across alloying element sources. An error of approximately 0.01wt% is estimated to be associated with the analyses conducted on this microscope. Pure metal standards obtained from Astimex Standards Limited (METM25-44) were used for this analysis. Brighter pink regions on elemental maps correspond to regions of higher concentrations while darker purple regions correspond to regions of lower concentrations. Smaller rounded black regions correspond to porosity. As maps are not quantitative in nature, in order to find actual compositions, specific points were quantified to determine concentration values particularly for Cr and Mn. Points for quantification were selected along lines outlined in yellow in Figure 30 and were chosen to pass through regions of low and high colour intensity from the elemental maps.
<table>
<thead>
<tr>
<th></th>
<th>Sintered for 30 Minutes</th>
<th>Industrially Sintered</th>
<th>Sintered for 13.4 hours</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BSE</strong></td>
<td><img src="image1" alt="BSE image" /></td>
<td><img src="image2" alt="BSE image" /></td>
<td><img src="image3" alt="BSE image" /></td>
</tr>
<tr>
<td><strong>Cr</strong></td>
<td><img src="image4" alt="Cr image" /></td>
<td><img src="image5" alt="Cr image" /></td>
<td><img src="image6" alt="Cr image" /></td>
</tr>
<tr>
<td><strong>Mn</strong></td>
<td><img src="image7" alt="Mn image" /></td>
<td><img src="image8" alt="Mn image" /></td>
<td><img src="image9" alt="Mn image" /></td>
</tr>
<tr>
<td><strong>Ni</strong></td>
<td><img src="image10" alt="Ni image" /></td>
<td><img src="image11" alt="Ni image" /></td>
<td><img src="image12" alt="Ni image" /></td>
</tr>
</tbody>
</table>

Figure 30: BSE and WDS elemental maps of industrial automotive component (Large grains outlined by white boxes)
Compositional maps obtained through WDS are shown in Figure 30. Images in the first row correspond to BSE (backscattered electron) images and do not display much chemical contrast here. Elemental maps obtained via WDS detect finer variations in chemical content much more effectively. The second, third and fourth rows of Figure 30 contain compositional maps of Cr, Mn and Ni respectively while the first, second and third columns pertain to sintering for 30 minutes, overall industrial treatment and 13.4 hours respectively.

Initial alloying element sources after 30 minutes of sintering can be identified much more easily for Cr and Ni than for Mn. These initial sources are at the centres of the brighter, high intensity spots on the maps. For Mn, not as many alloying element sources can be identified, most probably due to the element's combination of solid-state diffusion with its vapour transport [12]. Researchers have found that sintering with Mn additions results in the formation of Mn vapour at sintering temperatures. The Mn vapour is known to fill pores within PM compacts and deposit on Fe particle surfaces. Once Mn envelops Fe surfaces, it is able to continue diffusing within the Fe particle [12], [52], [53]. Furthermore, through Thermo-Calc calculations, it is also known that at 1280°C, the employed Mn MA composition has a liquid volume fraction of approximately 0.56; as a result, the LPS that takes place can also enhance the homogenization of Mn [3].

At 30 minutes and industrial sintering times, it can be seen that larger iron grains (as outlined by white boxes) are not properly alloyed. The long-term sintering time of 13.4 hours shows that Cr, Mn and Ni were successfully homogenized. The improvement in degree of homogenization can be attributed to the significant increase in time, however, although capable of producing an advantageous chemical homogeneity, it is obvious that a sintering time of 13.4 hours is not industrially feasible. For this purpose, in case study 2, DICTRA was used to investigate whether altering alloying element delivery form, particularly of Cr and Mn (ie. MMA: multi-component
master alloy instead of SMA: single component master alloys) could provide a more practical method of improving alloying element distribution.
Chapter 5: DICTRA Simulations

Thermo-Calc and DICTRA simulations were conducted in two case studies; the first case study simulates the diffusion profiles of Cr and Mn individually when introduced to an iron matrix from a) a Cr MA and b) a Mn MA. Both MAs had compositions similar to those already employed in industry. The purpose of this case study is to evaluate the relevance of DICTRA's prediction capabilities by comparing these results to diffusion profiles of Cr and Mn obtained from WDS. The second case study compares the homogenization behaviour of Cr and Mn when introduced into an iron-carbon matrix in the form of a) a single master-alloy and b) a multi-component master alloy in order to predict which master alloy form proves to better enhance alloying element homogenization during sintering.

TCFE6 (Steels/Fe-Alloys V 6.2) database was used for all Thermo-Calc and DICTRA calculations. MOBFE1 mobility database was also used for DICTRA simulations. DICTRA simulations were carried out using the homogenization model which is suitable for diffusion through a multi-phase system [54]. Flux of a species $i$ is calculated in the homogenization model as follows [55], [56]:

$$J_i = -\frac{1}{V_S} \times M_i \times u_i \times \frac{\partial \mu_i}{\partial z} \quad (1.19)$$

where $u_i = \frac{x_i}{\sum_{j \in S} x_j}$

Here, $V_S$ is the molar volume of substitutional elements and is assumed to be a constant of $1 \times 10^{-5}$ cm$^3$ in DICTRA. $M_i$ and $\mu_i$ are the mobility and chemical potential of species $i$. 
respectively and $u_i$ is the u-fraction commonly used in DICTRA where it is defined as the mole fraction $x_i$ taken over the summation of substitutional elements only.

DICTRA can handle planar, cylindrical and spherical geometries. A planar geometry was chosen as it was the only one allowing two “particles” to be side-by-side and freely transfer matter [54].

All simulations were conducted at 1280°C, which is not too far from sintering temperatures employed by manufacturers of ferrous PM materials. All simulations consisted of a single region which was divided into sub-regions to represent the initial state of MA particle co-existing with an iron or iron-carbon particle. Initial composition profiles for each element were defined as Heaviside functions such that they embodied a sharp step-change at each sub-region boundary in order to represent sharp MA particle | iron or iron-carbon matrix particle interfaces. A geometric grid-spacing [54] was selected for sub-regions in order to focus in on processes occurring at the “pseudo” computational interface between the alloying element addition and the iron/iron-carbon particle. Using a 1280°C isothermal section of appropriate phase diagrams, a list of phases to include in each simulation was compiled; this list included phases given the initial compositions for each system and phases that may potentially form upon diffusion of elements. Table 5 lists all phases used in each simulation. All simulations included FCC as the active matrix phase while all other phases were selected to be active and spheroidal [54]. The simulation set-up for each case study set is depicted and summarized in terms of simulation details and parameters in Table 5. Appendix A contains more information relevant to DICTRA simulations and parameters that are specified here.

It was ensured that each simulation’s overall alloying element content was comparable to respective industrial alloying element content. As for the first case study, the iron matrix
thickness was so selected that it was large enough to permit alloying elements in each MA to contribute to an overall alloying element content of less than 1.0 wt% in the entire system. As for the second case study, alloying element content in each MA particle (single or multi-component) was selected such that they would entail an industrial relevant overall composition.

Table 5: Summary of General DICTRA Simulation Details

<table>
<thead>
<tr>
<th>Schematic and Point Set-Up</th>
<th>Case Study</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case Study</td>
<td></td>
<td>1a)</td>
<td>1b)</td>
</tr>
<tr>
<td>Subset</td>
<td></td>
<td>MA</td>
<td>Fe</td>
</tr>
<tr>
<td>General Description</td>
<td>Cr MA</td>
<td>Fe</td>
<td>Mn MA</td>
</tr>
<tr>
<td>Sub-Regions</td>
<td>MA</td>
<td>Fe</td>
<td>MA</td>
</tr>
<tr>
<td>Number of Points</td>
<td>9</td>
<td>99</td>
<td>9</td>
</tr>
<tr>
<td>Phases Included</td>
<td>BCC, M23C6 and M7C3</td>
<td>FCC</td>
<td>Liquid, M2C2 and M2C3</td>
</tr>
<tr>
<td>Phase Type</td>
<td>All spherical</td>
<td>Matrix</td>
<td>All spherical</td>
</tr>
<tr>
<td>Thickness</td>
<td>10 µm</td>
<td>990 µm</td>
<td>10 µm</td>
</tr>
</tbody>
</table>

Appendix A contains more details about DICTRA and exemplary command-line code used

Individual and overall compositions for each simulation is specified in the results and discussion section.

The following simplifications and assumptions were made:

1. 1-D Planar geometry
2. Constant sintering temperature
3. Exclusion of porosities
4. Inclusion of a limited amount of possible phases that could form during diffusional processes due to degree of difficulty to compute simulations if too many phases are included.

5. Exclusion of grain boundary and dislocation-assisted diffusion parameters due to uncooperative nature of the parameters when turned on for simulations particularly containing C.

Keeping the mentioned simplifications in mind, below is the methodology used when carrying out DICTRA simulations:

1. Overall system was divided into sub-regions where each sub-region pertained to either a MA particle, iron or iron-carbon particle.

2. Composition values of alloying elements within sub-regions were selected. *(As DICTRA experiences computational difficulties dealing with pure elements, approximately 0.0011wt% of each element was included in the iron/iron-carbon sub-region.)*

3. Mass of each respective sub-region system at sintering temperature was calculated using Thermo-Calc.

4. Master-alloy sub-region thickness (master-alloy particle size) was selected based upon approximate MA size employed in industrial practice.

5. Overall alloying element compositions were calculated using a simple mass balance.

6. Particle size from step 4. was altered until desired overall alloying element composition was obtained.

7. Alloying element content in particle was entered into Thermo-Calc to determine starting phase-portrait of system.
8. Overall alloying element content was entered into Thermo-Calc to carry out a single-point equilibrium calculation to ensure that this composition fell within a single-phase region.

9. System composition and particle size information was entered into DICTRA and simulations were conducted.

It must be emphasized that due to ambiguous computational errors, unreasonably long simulation times, and abrupt simulation terminations, it was extremely difficult to produce the DICTRA results that are presented in this study.

Simulation for sintering Cr Master Alloy (Cr MA)

Case Study 1 for investigation a): Cr MA attached to Fe matrix (Cr MA | Fe)

Table 6 contains initial composition details that were entered into DICTRA while Table 7 contains calculated composition values that the entire system should attain upon complete homogenization.

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{MA Sub-Region} & \text{Fe-C Sub-Region} \\
\text{Cr} & \text{Fe} & \text{C} & \text{C} & \text{Fe} \\
\hline
\text{Wt\%} & 61.0 & 30.3 & 8.7 & 0.0011 & \text{balance} \\
\hline
\end{array}
\]

Table 6: Initial Compositions for DICTRA Simulation for Cr MA | Fe Case
Table 7: Overall Compositions (wt%) at T= 1280°C for Cr MA-Fe Case for DICTRA Simulation

<table>
<thead>
<tr>
<th></th>
<th>Fe</th>
<th>Cr</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>99.487</td>
<td>0.449</td>
<td>0.0640</td>
</tr>
</tbody>
</table>

Figure 31: a) Cr Profiles obtained from DICTRA and (b) WDS Point Quantification

Figure 31 a) corresponds to the Cr MA DICTRA concentration profile output while Figure 31 b) corresponds to Cr profiles obtained from compiling WDS point quantification over a distance of 400μm. As for the WDS profiles, it must be emphasized that across a 400 μm distance, multiple sources of Cr have inevitably been scanned. This can be interpreted as what contributes to the peak that is observed between 175μm and 225μm at 30 minutes of sintering. As Figure 31 a) is with respect to a single Cr MA source, a direct comparison cannot be made between the DICTRA simulation output and that of the experimental line data. However, it is interesting to observe that although Figure 31 a) pertains to a single Cr MA source, its concentration profile at 30 minutes is significantly higher than that of the experimental which corresponds to multiple sources. Intuitively, it is thought that by scanning across multiple sources of Cr MAs would produce an overall concentration profile that is higher than scanning across a single Cr MA source, however, quite the opposite is observed. Experimental results in Figure 31 b) show a
more intensified diffusion behaviour as after being sintered for 30 minutes as Cr is detected to be at a peak of just over 1.6 wt% although starting initially at 61 wt%. When observing the simulated results and experimental, the simulated profile is consistently greater than that of the experimental; once again, despite pertaining to a single Cr MA. As for the experimental sintering treatment, after being sintered for 13.4 hours, the Cr concentration fluctuates between 0.4 and 0.55 wt%. DICTRA results for 2.5 hours and 13.4 hours are unavailable as these simulation times could not be completed due to the software taking unreasonably long amounts of time to compute, to the point where the simulation appeared to perhaps have frozen.

Aside from a different number of sources, significant differences exist between experimental plots and computational results obtained through DICTRA. In particular, this corresponds to the much slower diffusion that appears to occur in the simulation case. This can perhaps be attributed to the lack of including diffusion enhancing parameters in DICTRA such as dislocation assisted diffusion and grain boundary diffusion [54]. When grain boundary and dislocation-assisted diffusion parameters were tried and turned on, the simulations would unexpectedly freeze or terminate and as a result, could not be incorporated into the simulation.

**Simulation for Sintering Mn Master Alloy (Mn MA)**

**Case Study 1 for investigation b): Mn MA attached to Fe matrix (Mn MA | Fe)**

Table 8 contains initial composition details that were entered into DICTRA while Table 9 contains calculated composition values that the entire system should attain upon complete homogenization.
Table 8: Initial Compositions (wt%) for DICTRA Simulation for Mn MA | Fe Case

<table>
<thead>
<tr>
<th>MA Sub-Region</th>
<th>Fe-C Sub-Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn</td>
<td>Fe</td>
</tr>
<tr>
<td>76.0</td>
<td>17.2</td>
</tr>
</tbody>
</table>

Table 9: Overall Composition (wt%) at T= 1280°C for Mn MA | Fe Case for DICTRA Simulation

<table>
<thead>
<tr>
<th>Fe</th>
<th>Mn</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>99.3419</td>
<td>0.604</td>
<td>0.0541</td>
</tr>
</tbody>
</table>

Figure 32: Mn Profiles obtained from DICTRA and (b) WDS Point Quantification

DICTRA results in Figure 32 a) show that 30 minutes into sintering at 1280°C, Mn concentration in the original MA particles drops by more than half, from 76 wt% to a peak of 28 wt%. In Figure 32 b), after sintering for 30 minutes, the initial 76wt% Mn MA particle’s concentration has dropped to a peak of 1.1 wt%. After undergoing a full industrial sintering process, the experimental Mn concentration fluctuates up to 0.9 wt% while that of the simulated case still embodies a peak concentration value of just over 20 wt%. After undergoing a sintering time of 13.4 hours, the experimental profile is rather consistent and hovers about 0.7 wt%, a value much
closer to the specified overall Mn composition of 0.6 wt% instead of the single Mn MA profile seen for this time with a peak of 11.5 wt%.

The relationship between computational and experimental results are quite contrary to the SEM-DICTRA comparison of the work of Shykula et. al. [44]. In this case, the simulation portion of the comparison applied to a Fe-40Mn-10Si-C master alloy particle and an Fe particle, both 50 µm in width. Experimental quantification results that were analyzed via EDS agreed well with DICTRA profiles, particularly for Mn despite the fact that at the time, parameters such as grain-boundary and dislocation-assisted diffusion were not included in the simulation [44].

A significant difference exists between DICTRA simulations and WDS plots. This corresponds to how the single MA simulation results are characteristic of overall higher concentration profiles than those of the multiple MA sources. In comparison to DICTRA results, the WDS profile particularly at the industrially sintering time is much more typical of overall Mn content of 0.6 wt% as previously specified. DICTRA can be a powerful tool for PM simulations as it provides a platform to analyze the performance of various MA compositions in terms of chemical homogenization time. However, as seen in cases between DICTRA and experimental analyses via WDS, the unrealistic diffusion profiles of elements in DICTRA prohibit one from quantitatively relying on the software for MA performance prediction.
Simulation for Sintering Cr in Pure vs. Master Alloy (MA) Form

![Graphs showing Cr profiles](image)

Figure 33: Cr Profiles from (a) Pure Cr | FeC and (b) Cr MA | Fe DICTRA Simulation (all time values are in seconds and sintering T = 1280°C). Simulation details: (c) Pure Cr | FeC DICTRA set-up (d) Cr MA | Fe DICTRA set-up

As seen in Figure 33 a) and b), simulation of a pure Cr MA attached to a Fe matrix versus a Cr MA attached to an Fe matrix was also done in DICTRA. Figure 33 c) and d) contain simulation details for each case. Vertical lines seen in composition profiles can be attributed to boundaries between phases. Upon verifying in DICTRA, the vertical boundary seen in the Cr profile at a distance of 5µm after being sintered for 9000 s (2.5 hours) in Figure 33 b) corresponds to a (M₇C₃ /FCC)-(FCC) interface. This same time in the case of pure Cr is not associated with any phase boundary, instead the entire system had homogenized to FCC. Cr is therefore said to have diffused effectively in pure form, however it is well known that a high affinity of chromium to oxygen would significantly alter this behaviour in an industrial setting [48]. The high affinity of manganese to oxygen is also a reason why Mn is not added into PM steel in its pure form.
Keeping this in mind, other delivery forms were investigated for these alloying elements in this second case study set. Cr and Mn diffusion was observed when being simultaneously delivered in two other forms as seen in Figure 34 and Figure 35.

Simulation for Sintering Multi-component Sources

Case Study 2 for investigation a): Multi-component Master alloy (Cr Mn MA) sandwiching an FeC block (Cr Mn MA | Fe C | Cr Mn, MA)

Figure 34: Composition Details for DICTRA Simulation of Cr,Mn MA | FeC | Cr, Mn MA

Case Study 2 for investigation b): Individual Master alloys of Cr an Mn attached to either side of an iron-carbon particle (Cr MA | Fe C | Mn MA)

Figure 35: Composition Details for DICTRA Simulation of Cr MA | FeC | Mn MA
Given the significant differences observed between simulation and experimental profiles in case study 1, it is not recommended to rely on DICTRA’s exact quantitative values for MA performance prediction. However, from a conservative semi-quantitative perspective, the profile trends can be deemed acceptable.

Figure 36 a) and b) contain concentration profiles for Cr, Mn and C in each MA case after being sintered at 1280°C for 30 minutes. DICTRA results in Figure 36 a) show that after sintering the MMA, the initial particles of 5 µm width originally containing 4.5 wt% of Cr and 4.5 wt% Mn reduce in concentration by more than half to just under 2.0 wt% for both elements and extend in the form of a smooth profile to approximately 30 µm inwards on each end. No alloying elements have alloyed the central 20 µm distance (between 40µm to 60 µm). Furthermore, although the initial set-up geometry was symmetrical about the centreline of the system, concentration profiles of the elements no longer exhibit symmetry; this may be attributed to discrepancies in the computational grid. As for Figure 36 b), the same 40µm to 60µm central region remains
unalloyed by Cr and Mn while the first 40µm of the left side of the system has been affected by Mn and the same distance on the right side of the system has been affected by Cr.

As for sintering at 1280°C for 2.5 hours, Figure 37 a) shows that the Cr and Mn of the MMA has diffused through the entirety of the system, although not to a completely homogeneous extent. As for Figure 37 b), Cr and Mn have diffused further in on both ends of the system; Cr diffusing to a total distance of approximately 90µm while Mn reaching a total distance of approximately 80µm. It is interesting to notice that although Mn appeared to diffuse faster in WDS maps in Figure 30, Mn has a larger modulation than Cr. Based on previous literature, in the case of Mn, it is hypothesized that this larger modulation is due to the fact that the DICTRA simulation does not incorporate manganese's primary method of homogenization (through vaporization, filling of pores, enveloping Fe surfaces and then into grains) [12], [53].
After being sintered at 1280°C for 13.4 hours, Figure 38 a) shows that the MMA system has resulted in a nearly complete homogenization as both Cr and Mn fluctuate between a tight 0.4 wt% to 0.5 wt% range. The entire system has been well alloyed. Once again, the slower diffusion behaviour of Mn is exhibited in both cases, potentially due to exclusion of manganese's vapour transport [53], and is much more noticeable in the case of the SMAs. In the case of Figure 35 b), although the entire system has been alloyed by both Cr and Mn, much larger compositional modulations exist. Cr varies between 0.3 wt% to 0.55 wt% while Mn varies between 0.2 wt% to 0.9 wt%. Keeping this in mind, overall, the use of MMAs are recommended over SMAs as they semi-quantitatively display superior homogenization capabilities for multiple alloying elements.

**DICTRA Limitations for Homogenization Studies in PM**

Overall, such homogenization simulations require a software package capable of calculating equilibrium in the real-time; with an appropriate partial differential equation (PDE) solver that links to well-equipped thermodynamic databases. In this sense, DICTRA is irreplaceable,
however it is worth discussing the limitations of this software package which were discovered in this research. A 64-bit version of DICTRA software was installed onto a Windows desktop computer with a Pentium 4 processor. Despite meeting and surpassing the criteria of "4 GB of RAM for reasonable performance" [57], DICTRA simulations failed to complete in a reasonable timeframe. Limitations of DICTRA for homogenization studies in the PM realm include an inability to accurately incorporate complexities associated with a typical PM microstructure such as porosity and ranges in particle sizes. In addition to this, other modes of diffusion that are prevalent in PM systems either cannot be included within DICTRA simulations or are included but unambiguously specified as to how they should be incorporated. This includes vapor-transport mechanisms and grain boundary diffusion. For example, as for grain boundary diffusion, DICTRA requires a user to input the fraction of grain boundaries for the system under simulation as well as fraction of activation energy required for grain boundary diffusion. However, the fraction of grain boundaries do not remain constant during sintering and the fraction of activation energy which is suggested to be entered (0.5) is not clearly justified.
Part III: Multi-Component Master Alloys for Low-Temperature Liquid Phase Sintering

Chapter 6: Computational Algorithm for Selection of Multi-Component Master Alloys for Liquid Phase Sintering (LPS)

Master alloys: equilibrium and as-solidified states

Let us imagine that it is intended to employ PM to fabricate steel containing C, Cr and Mn. In the case of incorporating carbon, a traditional and invariable way is to use a graphite powder. In the case of metallic additions, there are at least three possibilities. Firstly, chromium and manganese can be taken as pure elements. Secondly, iron can be pre-alloyed with them. Thirdly, master alloys (MA) containing Cr and Mn can be utilized. Each approach has its merits and demerits. Manganese and, to a lesser extent, chromium are volatile metals, which may result in losses if sintering is conducted at high temperatures. Pure Mn is very prone to oxidation, which may necessitate expensive protective atmospheres. Since pure iron is a ductile metal, a usage of its powders ensures a good compactability; in contrast, particles made of iron alloyed with Cr and Mn may be less deformable, which may result in an unacceptably low green body density [12], [13], [14]. It is therefore worthwhile to investigate Cr and Mn-rich MAs.
Example 1: Cr-rich master alloy

An advantage of using MAs cannot be sensibly commented upon without specifying their compositions. Let us start with a Cr-rich MA (Cr MA) and assume, for the sake of determinacy and illustrative purposes, that it, in addition to iron, contains 61wt% Cr and 8.7 wt% C. Such a high concentration of carbon suggests that in Cr MA, chromium is present not as a pure metal, but as a carbide or a mixture of carbides. Let us assume that sintering is carried out at 1280°C. According to thermodynamic computations performed using TCFE8 database in Thermo-Calc at this temperature, Cr MA contains 98wt% M7C3 and 2wt% FCC. As previously studied using DICTRA one may also similarly model processes happening during sintering with those transpiring in a diffusion couple; one end of which is the two-phase Cr MA while that of the other is pure iron. It should be understood that such an approach is based on an assumption that the Cr MA is in the equilibrium state at 1280°C prior to sintering. A refined approach involves understanding that in industry, MAs are frequently fabricated by solidification of melts. A state of MA after freezing is therefore a non-equilibrium one. As a result, after a MA is heated to a sintering temperature of $T_{\text{sint}}$; in fact, post-freezing microstructural features will be inherited.

Let us elaborate by considering a slow solidification of a ternary Fe–C–Cr melt containing 61wt% Cr and 8.7 wt% C. A vague term "slow" merely means that no special attempts are undertaken to extract a heat of solidification very quickly, that the melt is either allowed to solidify in a pot or it is poured on a non-chilled surface instead of being atomized or sputtered. Such a mode of solidification, which is natural from the industrial angle, can be realistically modelled using Gulliver–Scheil formalism [38]. An outcome of the modelling is shown in Figure 39.
According to Figure 39, solidification commences at 1619°C with M₇C₃ as the primary phase. Remarkably, when temperature decreases to 1280°C, an industrially employed sintering temperature, the system still contains approximately 2.5 wt% of the liquid phase.

If Cr MA is gradually heated to 1280°C, it is hypothesized that partial melting will yield the same percentage of liquid that existed in the system when it reached this temperature in the course of Gulliver-Scheil freezing. Since only 2.5 wt% of Cr MA melts, subsequent sintering hardly falls into a category of liquid-phase sintering (LPS), but a reappearance of liquid is what this contribution revolves around.

**Example 2: Mn-rich master alloy**

If Mn-rich master alloy (Mn MA) with 76 wt% Mn, 6.8 wt% C and Fe, then at 1280°C its equilibrium phase portrait is 56 wt% of liquid and 44 wt% of M₇C₃. If, however, the melt having Mn MA's composition is solidified and then heated up to this temperature, then, as Figure 37 indicates, it will contain 63 wt% of liquid.
These two simple examples emphasize that it would not be as accurate to treat MAs in the beginning of sintering as equilibrium entities. Instead, possible processes within them should be analyzed without forgetting their fabrication history, which frequently and inevitably includes freezing from the liquid state. Chemical compositions of Cr MA and Mn MA chosen for illustrative purposes can be altered. In particular, it can be endeavoured to find such concentrations of C, Cr and Mn that a significant percentage of liquid forms at a sintering temperature. Such an attempt would be justified if, for a specific situation, it is deemed advantageous to trigger LPS.

Certainly, nothing prevents one from trying to alter the compositions of Cr MA and Mn MA to increase the percentage of liquid at a sintering temperature. Also, nothing precludes one from considering a mixed MA (MMA) containing both chromium and manganese and attempting to establish a range of promising compositions facilitating LPS. If such a range exists, and if a fabrication of corresponding MMAs is practical, then Cr and Mn can conveniently be brought into the system at once instead of coming from two individual Cr-containing and Mn-bearing master alloys.
Development of partially or fully melted multi-component master alloys

Since PM steels may include other alloying additions such as Mo, Ni and Si, it is sensible to explore a solidification behavior of a corresponding multicomponent melt for various concentrations of carbon and metallic elements. By repeating Gulliver-Scheil simulations for different compositions using Fortran and computational thermodynamics (Thermo-Calc), a percentage of remaining liquid, $f_{\text{sint}}$, at a sintering temperature $^1$ can be evaluated.

Thermo-Calc and Fortran Algorithm

Fortunately, the TC team developed TQ-interface, which is a library of core TC subroutines and functions accessible from within Fortran. An ability to combine a computational might of TC implemented in TQ-interface with a flexibility of a problem-oriented Fortran code enabled the

---

$^1$ of course, it may be quite different from 1280°C in the examples considered
development of a program capable of finding promising compositions of multi-component master alloys. Before presenting examples of specific compositions found in various systems, it is warranted to review how the program operates.

1. Once a list of components in a system of interest is defined (the list must include Fe and C plus at least one more component), TC is used to extract data from an appropriate database and save them as a binary (non-editable) file, which, in TC jargon, is called GES file.

2. The program initiates TQ-interface and retrieves information from the GES file.

3. For each component (except Fe), a mesh of weight percentages is defined in an input file by specifying lower and upper limits along with a step. When this is done for all components, there exists a multidimensional grid of knots. Of course, a user can easily redefine this grid by altering limits and steps.

4. It might be senseless to investigate solidification behavior at certain knots, because MMA may not be compositionally balanced at them. For instance, it would be counterproductive to consider knots in which wt% Mo $\gg$ wt% Mn or in which wt% Fe is too low or too high. The program allows the user to introduce compositional constraints in an input file using a simple syntax recognized by the program. For instance, the lines

Mn Mo $> 2$

Mn Cr $> 0.8$

Mn Cr $< 1.25$

mean that %Mn should be at least two times greater than wt% Mo, and that wt% Mn and wt% Cr should not be too dissimilar. Of course, it is up to the user how to define
compositional constraints or whether to use them at all. Whatever a decision, it must take into account particularities of the problem in hand. Although the program does not assist the user in making a right choice, it provides a computational freedom to express needs.

5. If compositional constraints are satisfied at a knot, then the liquidus temperature is calculated. If \( T_{\text{liq}} > 1600^\circ C \), then a corresponding composition of MMA is inadmissible.

6. If \( T_{\text{liq}} \leq T_{\text{sint}} \), then at sintering temperature the master alloy will completely liquefy at sintering temperature, which makes it suitable for LPS. A composition of this MMA is recorded in an output file along with \( T_{\text{liq}} \).

7. If \( T_{\text{sint}} < T_{\text{liq}} \leq 1600^\circ C \), then the program proceeds with Scheil's simulation and calculates a percentage of remaining liquid at the sintering temperature, \( f_{\text{sint}} \). If this fraction is less than a threshold defined in an input file (obviously, a numerical value of the threshold can be effortlessly changed by the user), then a corresponding composition of MMA is unacceptable. Otherwise, a composition of this MMA is recorded in an output file along with \( T_{\text{liq}} \) and \( f_{\text{sint}} \).

The output file generated by the program typically contains multiple entries corresponding to "promising compositions". By tightening compositional constraints and increasing the threshold for \( f_{\text{sint}} \) prior to executing the program, a number of possibilities can be reduced. This, however, is neither needed nor recommended. Since program's output is an ASCII file with blanks as delimiters, it can be effortlessly exported to Excel or any other software capable of filtering and
ordering worksheets. For instance, one may examine only MMAs for which $T_{liq} < 1400^\circ C$, wt% $\frac{Mn}{Cr} > 1$, wt% $\frac{Mn}{Mo} > 3$ and wt% $\frac{Cr}{Mo} > 2$, without repeating the calculations.

**Selection Criterion and Results**

Since PM steels may include other alloying additions such as Mo, Ni and Si, it is sensible to explore a solidification behavior of a corresponding multi-component melt for various concentrations of carbon and metallic elements. In order to develop these partial and fully melted multicomponent MAs, a series of criterion were formulated. By repeating Gulliver-Scheil simulations for different compositions, a percentage of remaining liquid, $f_{sint}$, at a sintering temperature\(^2\) can be evaluated. If it is sufficiently high (this is the first criterion to be satisfied), then a number of additional criteria should be considered.

Obviously, a solidification of MA from the liquid state implies that the liquid state exists. Regardless of composition, this state can always be attained by increasing temperature above liquidus temperature, $T_{liq}$. If $T_{liq}$ is "too high", then it might be technologically and economically challenging to make the melt. Also, a significantly elevated temperature may result in a high vapor pressure of one or several components (Mn, for instance); consequently, an actual composition of the liquid phase may deviate from the target. In order to quantify an ambiguous term "too high", let us recall that a certain temperature, namely 1600°C, is frequently seen in

\(^2\) of course, it may be quite different from 1280°C in the examples considered
publications on iron and steel making as well as in many exercises and problems in textbooks on thermodynamics and high-temperature materials production. This, of course, is a reflection of the fact that many processes are conducted in the vicinity of 1600°C, that many companies and research facilities deal with this temperature confidently and comfortably. The aforementioned challenges start emerging above this temperature and then transform in serious obstacles when temperature approaches 2000°C. These considerations lead us to the second criterion demanding that $T_{\text{liq}} \leq 1600^\circ C$.

Let us take MMA containing 5%C, 10%Cr and 10%Mn. It can be mixed with such amounts of iron and graphite powders that an overall composition of a green body would be 0.5%C, 0.5%Cr and 0.5%Mn. Despite this, the MA in hand should not be seriously considered as the mixture has 5% of MMA. This percentage in unacceptably high, because carbides that MMA is mainly made of are abrasive, which will result in a quick deterioration of tools including compaction dies. Carbides are brittle, but essentially undeformable, which may adversely affect the compactability of the Fe–graphite–MMA mixture. The third criterion is that a mixed master alloy must be rich in alloying addition.

Let us recall that the usage of a single MMA implies that all elements\(^3\) are put in a blend at once. Imagine that according to specifications, the following inequalities must be enforced: $0.4 \leq \text{wt}\%\ Cr \leq 0.6$ and $0.4 \leq \text{wt}\%\ Mn \leq 0.6$. Obviously, MMA containing, for instance, 70% Mn and 15%

---

\(^3\) except of carbon, which can always be added as graphite
Cr cannot be employed. The fourth criterion demands that MMA should be so balanced that an overall chemical composition of a PM material is attainable.

To introduce further criteria, it should be realized that a slow solidification results in a large ingot, which must somehow be broken into small particles. Typically, in the production of PM materials, the size of MA particles does not exceed 40 μm. Keeping this in mind, let us consider MMA with 1%C, 30%Cr, 30%Mn, 10%Mo and 5%Si. Even without thermodynamic calculations, it intuitively is clear that a fruit of solidification does not contain much carbides whose abundance would suggest that the ingot is brittle. If so, the fifth criterion states that the concentration of carbon should not be so low that the solidified substance is difficult to disintegrate in small pieces. This criterion should not be applied blindly, because a possible formation of intermetallics also makes an ingot brittle. For instance, a solidified MMA with the composition specified above contains 14% of Laves phase and 3% of σ-phase, both of which are known to be brittle. Without an access to specialized software and databases tailored for ferrous systems, it might be difficult to judge what intermetallics form and what their percentages are. In the case of carbon, a simple assumption that if concentration of C exceeds 3%, then an ingot is destructible typically works quite reliably.

The sixth criterion stating that the concentration of carbon should be coordinated with percentages of metallic additions rests on a simple fact that while carbon cannot be selectively taken from an already made mixture, graphite powder can always be added to it. For example, an exotic MMA containing 26%C, 28%Cr, 28%Mn, 14%Si and 4%Mo cannot be employed for
fabricating a PM steel with 0.6%C, 0.6%Cr, 0.6%Mn, 0.3%Si and 0.1%Mo, because the %C/%Mo ratio in the master alloy is greater than that in steel. Typically, this not-too-demanding criterion is satisfied if $T_{\text{liq}} \leq 1600^\circ\text{C}$, i.e., if the second criterion is fulfilled.

The seventh and the last criterion imposes a non-obvious condition that a percentage of iron in a MMA should be high enough. In order to understand what this requirement originates from, let us imagine that a melt should be prepared in a crucible, and that the crucible if filled with pieces of graphite and pure metals. Let us consider a sufficiently general situation when metallic components are those from Table 10.

Table 10: Melting points of selected elements

<table>
<thead>
<tr>
<th>Element</th>
<th>Fe</th>
<th>Cr</th>
<th>Mn</th>
<th>Mo</th>
<th>Ni</th>
<th>Si</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{melting}}$, °C</td>
<td>1538</td>
<td>1907</td>
<td>1246</td>
<td>2623</td>
<td>1455</td>
<td>1405</td>
</tr>
</tbody>
</table>

Since Mn increases both hardenability and strength, and since it is relatively cheap, its presence is hardly avoidable. It is a safe assumption that Cr, as an element enhancing hardenability, is placed into the crucible as well. Si is seldom added deliberately, and even if it is made a part of MMA, its concentration is usually lower than those of manganese and chromium. In the past, Ni was routinely used in ferrous PM, but nowadays it is much less prevalent due to health and environment concerns. Even if Ni is employed, its concentration in MMA is normally less than percentages of Mn and Cr. Although Mo boost hardenability, it is expensive. Due to this reason, not too many PM steels have a high percentage of Mo. Since the third criterion dictates that MMA must be rich, it is clear from the qualitative viewpoint that the crucible mainly contains
Mn, Cr and Mo; it may also contain Ni and Si in much smaller amounts. In addition, the melting pot contains Fe. The third criterion suggests that $\text{wt\% Fe} \leq \text{wt\%Cr} + \text{wt\%Mn} + \text{wt\% Mo}$, but it does not specify the lower limit.

A slow industrial-scale heating of crucible's content will trigger the melting of a metal with the lowest fusion point, which is manganese. This is quite unfortunate, because Mn is a highly volatile element, which is readily oxidizable at elevated temperatures. In fact, a noticeable fraction of solid Mn may transform in MnO even before the melting temperature is achieved. The same can be said about Si, whose oxidation above 400°C cannot be ignored. This suggests that a preparation of a melt that then will solidify in a master alloy should be a two-stage process. At the first step, Fe, C and Mo are placed in the crucible, which is then heated to 1600°C.

Examples of promising compositions suggested by the program

Table 11: Solidification behavior of selected master alloys

<table>
<thead>
<tr>
<th>Composition, wt.%</th>
<th>$T_{\text{ing}}, ^\circ\text{C}$</th>
<th>$f_{1280^\circ\text{C}}, %$</th>
<th>$f_{1150^\circ\text{C}}, %$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5C–32Cr–40Mn–24.5Fe</td>
<td>1441</td>
<td>81.5</td>
<td>0</td>
</tr>
<tr>
<td>3C–32Cr–38Mn–27Fe</td>
<td>1370</td>
<td>85.3</td>
<td>0</td>
</tr>
<tr>
<td>3.5C–24Cr–44Mn–8Ni–20.5Fe</td>
<td>1480</td>
<td>80.2</td>
<td>10.5</td>
</tr>
<tr>
<td>3.5C–60Mn–12Mo–24.5Fe</td>
<td>1255</td>
<td>100</td>
<td>73.4</td>
</tr>
<tr>
<td>4C–56Mn–8Mo–10Ni–22Fe</td>
<td>1271</td>
<td>100</td>
<td>92.4</td>
</tr>
<tr>
<td>3.5C–26Cr–38Mn–12Mo–20.5Fe</td>
<td>1444</td>
<td>83.7</td>
<td>73.3</td>
</tr>
</tbody>
</table>
For realistic compositional constraints, not even a single MMA with $f_{1280^\circ\text{C}} \geq 80\%$ was found in the Fe–C–Cr–Mn–Si, Fe–C–Cr–Mn–Mo–Si and Fe–C–Cr–Mn–Ni–Si and Fe–C–Cr–Mn–Mo–Ni–Si systems.
Chapter 7: Powder and Test Bar Fabrication

Powder Production

Table 12 contains information about two MMAs, which were the first two synthesized in this research project (labelled NK and DM). NK and DM alloys are untraditional from the compositional angle, because iron percentage in them is rather low.

<table>
<thead>
<tr>
<th>Master alloy ID</th>
<th>Intended concentration, wt.%</th>
<th>$T_{\text{liq}}$, °C</th>
<th>$f_{1280\text{°C}}$, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>NK</td>
<td>Fe 16, C 4, Cr 28, Mn 26, Mo 26</td>
<td>1521</td>
<td>72</td>
</tr>
<tr>
<td>DM</td>
<td>Fe 1, C 3, Cr 38, Mn 38, Mo 20</td>
<td>1475</td>
<td>73</td>
</tr>
</tbody>
</table>

A two-stage process was implemented to fabricate the alloys through arc-melting. Firstly, Fe, C, Cr and Mo were melted, and the system was kept in the liquid state for several minutes. Then the melt solidified in a button-like body on the surface of a water-chilled copper hearth, and pieces of Mn were placed near one side of it. Then the arc stinger began melting the ingot from the opposite side; a rapidly forming liquid covered chunks on manganese, melted and dissolved them. Judging by weight losses, that industrially applicable trick resulted in Mn losses due to evaporation not exceeding 2.7 wt.%. After dissolution of Mn, the liquid was homogenized for several minutes before rapidly freezing on the hearth.

NK alloy was brittle, and DM alloy was very brittle. They were impact-broken into irregular pieces with 1-3 mm characteristic dimension, which then were ball-milled into 50-200 µm power.
using 1 cm ZrO₂ balls. Then the size of particles was further decreased through ball-milling with 5 mm ZrO₂ balls. Finally, sieving was employed to collect particles with sizes less than 38 µm. An outcome of those manipulations was a fine dark-gray powder, which was utilized for making PM materials. A summary of the alloy fabrication from arc melting to final powder can be seen in Figure 42 a)-e).

Figure 42: MMA Powder Production: a) arc-melting set-up, b) arc-melted ingot, c) impact-broken ingot, d) particles after preliminary ball milling and e) fine powder after final ball milling
Calorimetric examination

Strictly speaking, the TCFE8 steel database cannot be confidently used to predict thermodynamic properties, in general, and solidification behavior, in particular, of systems with less than 50 wt.% of Fe. A quick calorimetric investigation of NK and DM alloys was therefore undertaken to validate computational results. Ideally, in a differential scanning calorimetry (DSC), a base line should be almost horizontal, which can be achieved by taking such an amount of an inert reference material that its heat capacity will be the same as the heat capacity of the sample.

![Calorimetric signal](image)

*Figure 43: NK, 30°C/min*
Base lines (especially those corresponding to heating curves) in Figure 43 and 
 Error! Reference source not found. are far from horizontal, but they at least demonstrate regions of regular 
behaviour. According to the DSC paradigm, an onset of a deviation from a regular pattern should 
be associated with the beginning of a phase transformation. Apparently, both heating curves hint 
at thermal events happening below \( T_{\text{sint}} = 1280^\circ \text{C} \). Since neither carbides not intermetallic phases 
are likely to undergo fast transformations, and since a heating rate was deliberately made high to 
match one typically employed in industrial sintering, these events may correspond to melting. A 
presence of thermal events above 1280°C suggests that both MMAs melted only partially when 
\( T_{\text{sint}} \) had been achieved. As for cooling curves, it suffices to notice that multiple peaks 
accompanying solidification point to the formation or co-precipitation of multiple phases during 
freezing.
Test Bar Fabrication

Once NK and DM master alloys were made, they were fabricated into standard TRS (Transverse Rupture Strength) test bars with standard dimensions as outlined in Figure 45. Let us recall that by employing these MMAs, one brings Cr, Mn and Mo into a mixture in a coordinated manner. In order to find whether the usage of a new family of MAs is valid, it was necessary to compare properties of PM steels fabricated in traditional (marked with -T in Table 13) and specialized (-S) fashions.

![Figure 45: Sample TRS (Transverse Rupture Strength) PM Test Bar](image)

<table>
<thead>
<tr>
<th>PM steel ID</th>
<th>Concentration, wt.%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C</td>
</tr>
<tr>
<td>NK-S</td>
<td>0.75</td>
</tr>
<tr>
<td>NK-T</td>
<td>0.73</td>
</tr>
<tr>
<td>DM-S</td>
<td>0.73</td>
</tr>
<tr>
<td>DM-T</td>
<td>0.73</td>
</tr>
</tbody>
</table>
Chapter 8: Characterization by Microscopy

Scanning Electron Microscopy (SEM) - Wavelength Dispersive X-Ray Spectroscopy (WDS)

As seen in Table 13, although a low concentration of Mo in NK-S should refrain one from its direct comparison with NK-T, compositional maps of Cr and Mn given in the next section are still worth reviewing. Compositional maps obtained through WDS for all PM steels that underwent industrial sintering procedures of sintering at 1280°C are depicted in Figure 46 and Figure 47 respectively. Images in the first row correspond to backscattered electron (BSE) images. The second, third and fourth rows of Figures 43 and 44 contain compositional maps of Cr, Mn and Mo respectively. Upon comparing WDS elemental maps, DM-S displays improved homogenization, particularly for Cr and Mo, in comparison to trends seen in DM-T. As for DM-S, as a lower frequency of unalloyed regions is observed. The larger diffused areas that can be seen in the case of Cr and Mn from original alloying sources in NK-S may be attributed to a slightly larger initial particle size. Areas outlined by a white box highlight large grains that once again are not well alloyed whether by the traditional master alloys or even specialized master alloys. As found by other researchers and as previously discussed in the case of Mn, the element's solid-state diffusion coupled with vapour transport \[12\], \[53\] contributes to the better homogenization that is noted in comparison to Mo, Cr and Mn. Poor Mo homogenization that is seen in the WDS maps for NK-T and DM-T can be attributed to the much slower solid state diffusion of Mo in Fe. This also agrees with the Mo diffusivity data seen in Appendix B. Furthermore, in literature, it has been found that Mo homogenizes to a rather small extent with
its lower diffusivity and that Mo-containing particles typically remain undissolved but can be identified as carbides [12].

Although rather unnoticed in NK-S, another phenomena that is hypothesized to be observed in the Mo-map and can be seen in DM-S is the formation of secondary pores at the sites of Mo-containing particles. The formation of secondary porosity is associated with LPS-activating particles. The secondary pores that form are described to be approximately double the diameter of Mo particles from which they originate, as the liquid phase dissolves Fe-matrix material. [12], [58], [59].
Figure 46: BSE Images and WDS Elemental Maps for NK-S and NK-T (Large grains outlined by a white square)
Figure 47: BSE Images and WDS Elemental Maps for DM-S and DM-T (Large grains outlined by a white square)
a): Cr quantification of NK-S and NK-T
b): Cr quantification of DM-S and DM-T
c): Mn quantification of NK-S and NK-T
d): Mn quantification of DM-S and DM-T
e): Mo quantification of NK-S and NK-T
f): Mo quantification of DM-S and DM-T

Figure 48: WDS Point Quantification Plots For NK-S, NK-T, DM-S and DM-T
Figure 48 a) through f) correspond to WDS point quantification data obtained for each line of points as seen in a) through h) of Figure 46 and Figure 47. Lines were plotted from left to right of the end of the line of points which is labeled by either Cr, Mn or Mo for each alloy case. All chemical quantification profiles embody wave-like modulations; indicative compositional inhomogeneities as depicted by WDS maps. Here it must also be emphasized that it is very likely that multiple alloying element sources instead of a single source contributed to profile trends. Due to the wave-like modulations in many of the elemental profiles, a practical approach to analyzing the trends entails examining the midpoint of each line, between the compositional highs and lows. When doing so, one notices that in the case of Cr, superior alloys "homogenize" to an overall slightly higher value than that of traditional alloys, while for Mn, midpoint values are quite close. As for Mo profiles, NK-S appears to have homogenized to a much lesser value however the significant difference may not be a feat of significantly improved homogenization but rather that for NK-S as seen in Table 13 and as detected by ICP, Mo content in NK-S was 0.07 while that of NK-T was 0.37. As previously mentioned, diffusion of Mo in Fe is rather slow during solid-state sintering as Mo has a tendency to homogenize to a small extent and transform to carbides [12] - this can perhaps explain the large amplitude in wt% which exists for Mo in NK-T. Finally, for the case of Mo in DM-S and DM-T, at first glance, it is tempting to conclude that this element achieved better homogenization as for the case of DM-T as the midpoint here is approximately 0.15 while that of DM-S appears to hover in close approximation to 0.30. In this case, it is possible that either the quantification data was detected at locations slightly above the outlined line of points in Figure 48 h), consistently throughout a low intensity region, or if detected in the true location as outlined, Mo did homogenize. However, the latter is not as likely
especially when comparing to Table 4 where DM-S and DM-T alloys were tested to have Mo concentrations of 0.27 and 0.25 respectively.

**Mechanical properties**

It can be seen in Table 14 that mechanical properties including green strength, TRS and UTS were superior for all specialized alloys in comparison to traditional alloys. However, it must be emphasized that differences are not large enough to strongly conclude that specialized alloys perform significantly better than traditional alloys. Nonetheless, in the case of NK-S which appeared to have a Mo content five times lower than that of NK-T, these slightly superior, if not similar TRS results can be deemed to be quite impressive. As for sintered hardness, it is seen that NK-S performs slightly poorer than NK-T, however once again, the difference is still not drastic enough to draw any bold conclusions. Overall, it can be said that specialized alloys perform at par with alloys fabricated with traditionally produced master alloys.

<table>
<thead>
<tr>
<th>PM steel ID</th>
<th>Green body [60], [61]</th>
<th>Sintered [60]</th>
<th>Austenitized and quenched [60]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Density g/cm^3</td>
<td>Green Strength MPa</td>
<td>Density g/cm</td>
</tr>
<tr>
<td>NK-S</td>
<td>6.97</td>
<td>13</td>
<td>6.94</td>
</tr>
<tr>
<td>NK-T</td>
<td>6.96</td>
<td>12</td>
<td>6.96</td>
</tr>
<tr>
<td>DM-S</td>
<td>7.02</td>
<td>14</td>
<td>7.00</td>
</tr>
<tr>
<td>DM-T</td>
<td>7.03</td>
<td>12</td>
<td>7.04</td>
</tr>
</tbody>
</table>

*Table 14: Mechanical properties and densities of PM steels produced in traditional and specialized manners*
Chapter 9: Additional Master Alloys

Characteristics of Additional Master Alloys (M1, M2 and M3)

Three additional multi-component master alloy powders (labelled M1, M2 and M3) were fabricated via arc-melting. The selected compositions of these sets met the criterion of having a minimum of 80% liquid present at a sintering temperature of 1280°C as seen in Table 15. Information about the liquidus temperature and weight percent of liquid at two sintering temperatures (1280°C and 1150°C) were obtained via the Fortran-Thermo-Calc program as previously described and were later confirmed again in Thermo-Calc by re-simulating Scheil solidification and plotting mass fraction of liquid on the x-axis as seen in Figure 49, Figure 50 and Figure 51 for M1, M2 and M3. These directly simulated values coincided with those obtained through the program.

Table 15: Master Alloy Characteristics (Compositions, Liquidus Temperature and Weight Percent of Liquid at Various Sintering Temperatures)

<table>
<thead>
<tr>
<th></th>
<th>Composition (wt%)</th>
<th>T&lt;sub&gt;liquidus&lt;/sub&gt; (°C)</th>
<th>Weight percent of liquid at selected sintering temperature (W&lt;sub&gt;sintering temperature&lt;/sub&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C</td>
<td>Mn</td>
<td>Mo</td>
</tr>
<tr>
<td>M1</td>
<td>3.5</td>
<td>52</td>
<td>8</td>
</tr>
<tr>
<td>M2</td>
<td>3.5</td>
<td>36</td>
<td>10</td>
</tr>
<tr>
<td>M3</td>
<td>4</td>
<td>58</td>
<td>8</td>
</tr>
</tbody>
</table>
Figure 49: Thermo-Calc Scheil Simulation of M1: 3.5C-52Mn-8Mo-4Ni-8Cr-24.5Fe

Figure 50: Thermo-Calc Scheil Simulation of M2: 3.5C-36Mn-10Mo-8Ni-22Cr-20.5Fe
Calorimetric Examination

Similar to the previous DSC curves, thermal effects are considered to be distinct deviations from the portions of the curve that are rather straight. The minima of the first peak along the red (heating) direction corresponds to the onset of melting. As seen in a) of Figure 52-51, M1, M2 and M3 display that thermal events begin occurring at approximately 1160°C, 1190°C and 1155°C for coarse particle curves respectively. Enthalpy-temperature plots were created on Thermo-Calc to compare computational predictions of the temperature for an initial solid-liquid phase change with that which is seen in experimental DSC curves. When observing enthalpy versus temperature plots for M1, M2 and M3 (Figure Figure 52b, Figure 53b and Figure 54b), the temperature at the initial spike in each enthalpy curves which can be correlated to a solid-
liquid phase change, is consistently lower (1122°C, 1144°C and 1079°C respectively for M1, M2 and M3). However, as all Thermo-Calc and experimental values are within 100°C of each other, the discrepancies that exist very well may be a result of experimental or equipment-related error.

A distinct difference exists between the DSC curves for coarse and fine particles. In literature, differences that exist in the DSC curves of coarse and fine particles of the same material are justified as a difference in the nucleation rate of each crystal [62], [63]. Although all powders were sieved eventually to less than 38µm, the powders were in fact originally produced via arc melting and ball milling. During the milling process, it was also noted that larger particles came from fragments of the initial ingots that were not brittle enough to quickly be milled into fine powder. This suggests that coarse and fine particles for MMA1, MMA2 and MMA3 in fact have different compositions, resulting in slightly different DSC heating and cooling behaviour.

Figure 52 a): DSC Curve for M1 (Calorimetric signal: µV/mg)
Figure 49 b): Thermo-Calc Enthalpy-Temperature Plot for M1

Figure 53 a): DSC Curve for M2 (Calorimetric signal: μV/mg)
Figure 50 b): Thermo-Calc Enthalpy-Temperature Plot for M2

Figure 54 a) DSC Curve for M3 (Calorimetric signal: µV/mg)
Overall Compositions for Additional Alloy Blends

Overall compositions were selected to produce an ideal diameter (D.I.), of 4 inches. As D.I. is known to be the largest diameter for which 50% of which will transform into martensite upon quenching [5], given the largest diameter of a section of the clutch hub and sprocket, 4 inches was found to be a reasonable D.I. to design for. SteCal 3.0 software was used to predict the optimal combination of C, Cr, Mn, Mo and Ni as well as C, Mn, Mo and Ni. Selected overall compositions and D.I. results can be seen in Table 16.
With an intent to further study the effects of liquid phase sintering by comparing the performance of MMAs that activate LPS to alloying additions that do not readily activate LPS, all 3 compositions were produced in 2 final sets: MAx sets (x=1,2 or 3) corresponding to McMaster Alloys (produced using MMA powders of compositions formulated via the Thermo-Calc - Fortran program), and SAx sets (x=1,2 or 3) corresponding to Stackpole Alloys (produced using individual ferroalloy or pure metal powders employed in industrial PM parts.) After creating TRS test bars and carrying out chemical analyses on a bar from each set, the overall compositions and recalculated D.I. can be seen in Table 17:

*D.I. was calculated using these values however SteCal 3.0 stated that these values were outside the recommended limits of the methods of calculation used in the program*
Values in red show a difference of more than 0.2 wt% between compositions. This difference in composition inevitably manifests itself in the large increase in D.I. between MA2 and SA2 (4.7 inches to 6.2 inches) as well as MA3 and SA3 (5.1 inches to 8.4 inches).

**Electron Microscopy - WDS Maps and Quantification**

Elemental WDS maps were collected for Cr, Mn, Mo and Ni after TRS bars were industrially sintered - this time at 1300°C. Alloying addition sources have been circled in red for BSE images within this section. WDS quantification points were analyzed across lines between 175μm to 300μm in width and were selected by looking at high intensity and relative low intensity regions of each alloying element in WDS elemental maps. However, it should be noted that selected points failed to cross through low-intensity regions for certain elements.

As MA1, MA2 and MA3 were all fabricated with a multi-component master alloy, alloying elements in WDS maps are typically seen to diffuse with their highest concentrations at the same centre of the original multi-component master alloy particle. As a result, a maximum of 2 lines of points were analyzed for quantification purposes in the MAx series. However, as the SAx series were fabricated with different, individual alloy sources (ferrochromium, ferromanganese, ferromolybdenum and pure nickel), high intensity locations of alloying elements vary from one another. As a result, a line of points was drawn for each specific alloying element. A total number of 4 lines were selected for SA1 and SA2 (due to the presence of the four elements: Cr, Mn, Mo and Ni) while 3 were selected for SA3 (due to the presence of only the three elements which include: Mn, Mo and Ni). As the maximum counts for each element, corresponding to the
colour intensities in each map, is different between the MAx and SAx series, a direct qualitative comparison based upon brightness between the maps is not recommended.

<table>
<thead>
<tr>
<th>MA1</th>
<th>SA1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Maximum Counts</strong></td>
<td><strong>Maximum Counts:</strong></td>
</tr>
<tr>
<td>[Cr:16] [Mn: 41] [Mo: 40] [Ni: 6]</td>
<td>[Cr:20] [Mn: 41] [Mo: 26] [Ni: 6]</td>
</tr>
</tbody>
</table>

(a) ![Image](image1.png)  
(b) ![Image](image2.png)  
(c) ![Image](image3.png)  
(d) ![Image](image4.png)  
(e) ![Image](image5.png)  
(f) ![Image](image6.png)
A look at the BSE images for MA1 and SA1 in Figure 55 a) and b) suggests that alloying elements from the multi-component master alloy source (MA1) display improved homogenization as bright white spots corresponding to the heavier alloying elements are not as frequently seen as in the BSE image for SA1. The dissolutive nature of MA1 however cannot be accurately determined through its BSE image. Furthermore, a lack of literature involving WDS investigations for alloy element homogenization, especially for LPS-activating additions in PM
steels, makes it difficult to characterize dissolutive behaviour of particles in this research based upon WDS maps that were collected for this investigation. As for secondary porosity [58] as previously seen in LPS-activating master alloys, in the case of MA1, it is not readily noticed. Finally, the white square in the MA1 BSE image which is overlaid onto WDS elemental maps shows that despite the strategic design to improve alloying element homogeneity, it cannot counteract the detrimental effect of having large Fe grains which are rather difficult to properly alloy [12].

A comparative analysis between the maps of Cr, Mn, Mo and Ni for MA1 and SA1 in Figure 55 does not allow one to conclude upon which alloy performed better (MA1 or SA1), as both maps for each element are quite similar. What is evident in the case of both MA1 and SA1 is that Ni no longer exists in high intensity spots. As for MA1, it is known that the starting MMA had a Ni content of 4.0wt%, a significantly lower amount than that of pure Ni alloying sources employed in SAx alloys. As a result, the dramatic improvement in reduced high-intensity Ni regions is expected.
Recalling the overall compositions of MA1: 0.24Cr-1.43Mn-0.21Mo-0.12Ni-0.62C, in the case of both "line-scans" S1 and S2, quantified compositions as seen in the WDS plots in Figure 56 do not fluctuate more than approximately 0.70wt% from the overall compositions. Peak locations of all elements for both lines S1 and S2 for MA1 (as marked by a solid black line) have a tendency to coincide with one another as expected due to the nature of element diffusion from the same starting source. The slightly shifted Mo peak in Figure 53 b) either results from a possible error in detection, or is perhaps a fruit of a differently inherited composition in a certain area of the original particle - a possibility due to the arc-melting and milling production.
technique that was used to fabricate the multi-component master alloy powder. As for SA1: 0.26Cr-1.57Mn-0.21Mo-0.12Ni-0.62C, peak locations for Cr, Mn, Mo and Ni in fact do not have the same tendency to coincide as alloying sources have an independent source nature since they originate from different powders (ie. Cr from ferrochromium, Mn from ferromanganese, Mo from ferromolybdenum and Ni from pure Ni particles). As a result, despite an absence of a high concentration of Mn as seen in SA1 line S4 at approximately 130µm, one can still observe a high concentration of Ni.

<table>
<thead>
<tr>
<th>MA2</th>
<th>SA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Counts: [Cr:23] [Mn: 41] [Mo: 40] [Ni: 6]</td>
<td>Maximum Counts: [Cr:40] [Mn: 40] [Mo: 19] [Ni: 7]</td>
</tr>
</tbody>
</table>

![Diagram](image)

(a) (b) (c) (d)
Figure 57: a) BSE image of MA2, b) BSE image of SA2, c) Cr WDS Map of MA2, d)Cr WDS Map of SA2, e)Mn WDS Map of MA2, f) Mn WDS Map of SA2, g) Mo WDS map of MA2, h) Mo WDS map of SA2, i) Ni WDS map of MA2, j) Ni WDS map of SA2
Similar to MA1 and SA1, Cr, Mn, Mo and Ni maps of MA2 and SA2 in Figure 57 are quite similar in appearance. As a result, it would once again be naive to draw any sound conclusions upon a mere visual inspection. In addition to the similarity in visual appearances, the maximum counts for Cr and Mo in particular do vary enough (Cr: 23 vs. 40 in MA2 and SA2 respectively and Mo: 40 vs. 19 for MA2 and SA2 respectively) to once again suggest that quantitative data should be analyzed prior to solidifying any conclusions. What is certain in the two sets of maps however is that large iron grains are consistently improperly alloyed as was noted in the first stages of the project. Furthermore, it is seen once again that despite altering alloying element form (LPS-activating or non-LPS-activating), there does not seem to be a significant improvement on the alloying of large Fe grains.
Figure 58: WDS Quantification Plots for a) MA2 - Line S1, b) SA2 - Line S1, c) SA2 - Line S2, d) SA2 - Line S3, e) SA1 - Line S4

Keeping in mind the overall compositions of MA2: 0.58Cr-0.99Mn-0.27Mo-0.21Ni-0.61C and SA2: 0.61Cr-1.24Mn-0.27Mo-0.24Ni-0.7C, it is evident that a direct comparative analysis between MA2 and SA2 in Figure 58 cannot be made for Mn in particular as the overall Mn content varies by 0.25wt% between the two. However, once again approximate peak positions as marked in black, for Cr, Mn, Mo and Ni coincide with one another in MA2 as they should since all alloying elements in this case originate and diffuse out from the same particle source. The same cannot be said for SA2 as the alloying elements have a more independent nature since they do originate from different addition sources.
### Table of Maximum Counts

<table>
<thead>
<tr>
<th>Material</th>
<th>Mn</th>
<th>Mo</th>
<th>Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td>MA3</td>
<td>41</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>SA3</td>
<td>40</td>
<td>21</td>
<td>20</td>
</tr>
</tbody>
</table>

### Images

#### (a) MA3 BSE Image
- **Secondary Porosity**
- **Alloying Additions**

#### (b) SA3 BSE Image
- **Alloying Additions**

#### (c) MA3 Mn Distribution

#### (d) SA3 Mn Distribution

#### (e) MA3 Mo Distribution

#### (f) SA3 Mo Distribution
BSE images for MA3 and SA3 in Figure 59 a) and b) do not show strikingly different dissolution behaviour in the presence of brighter alloyed spots. It is also difficult to conclude whether or not the liquid MA3 was able to properly wet and envelope the surfaces of iron grains. What can be seen however is that brighter diffused spots are readily observable around pores in MA3 in comparison to SA3. As previously discussed, this is potential evidence of secondary pore formation, characteristic of liquid phase sintering, and previously identified with Mo-rings surrounding these pores [12], [58].

Different from MA1 and MA2, what can be immediately noticed are the brighter-Ni rich regions that are present. The increased visibility between low and high Ni-concentration regions however

![BSE images of MA3 and SA3](image)

*Figure 59: a) BSE image of MA3, b) BSE image of SA3, c) Mn WDS Map of MA3, d) Mn WDS Map of SA3, e) Mo WDS Map of MA3, f) Mo WDS Map of SA3, g) Ni WDS map of MA3, h) Ni WDS map of SA3*
can be related to the higher maximum count intensity for MA3 and for SA3. Similar to MA1, SA1, MA2 and SA2 maps Mn, Mo and Ni resemble in appearance and therefore deserve a look into quantification data to draw any conclusions.

Figure 60: WDS Quantification Plots for a) MA3 - Line S1, b) MA3 - Line S2, c) SA3 - Line S1, d) SA3 - Line S2 and e) SA3 - Line S3
Recalling the overall compositions of MA3: 1.68Mn-0.23Mo-0.28Ni-0.62C and SA3: 2.32Mn-0.28Mo-0.27Ni-0.77C, Mn profiles in Figure 60 should not be compared between the two. However, when comparing individual profiles to their respective overall composition, significant fluctuations do not exist. Again, in the case of MA3, when a peak is seen for Mn, it is anticipated and seen for Mo and Ni as well whereas for SA3 this cannot be said. When reviewing element diffusivities as seen in Appendix B, Mn is expected to homogenize faster than Mo and Ni. When reviewing the plot of SA3 - line S3, where the points are quantified across a significant modulation in Ni (according to the corresponding WDS map), the Mn profile does appear to be much smoother than that of Ni and Mo. Here it is also worth recalling that Mn diffusion is also enhanced by vapour transport [58] which is not accounted for in its diffusivity in FCC-Fe from Appendix B.

It is interesting to note a significantly higher peak Ni concentration of just under 3.0wt% at its maximum in the case of MA3-S1. Despite the overall concentration of Ni for MA3 being 0.28 wt%, Ni in the original MA3 form was the highest at 10 wt% in comparison to MA1 and MA2 which had 4.0 wt% Ni and 8.0 wt% Ni respectively. Nonetheless, this amount is significantly lower than Ni when being added in pure form and it can perhaps be concluded that in the absence of Cr, Ni embodies a reduced diffusivity. A particular hypothesis for this behaviour can be found in the previous work of Wu et al., which mentions a repelling behaviour between Ni and C - for which Cr powder was therefore alloyed with Ni due to chromium's strong tendency to form carbides, such that Ni could better diffuse throughout the PM component under study [48].
Mechanical Properties

Table 18: Green Strength and TRS for A1, A2 and A3 Alloy Sets

<table>
<thead>
<tr>
<th></th>
<th>A1 Alloy Set</th>
<th>A2 Alloy Set</th>
<th>A3 Alloy Set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MA1</td>
<td>SA1</td>
<td>MA2</td>
</tr>
<tr>
<td><strong>Green Strength (MPa)</strong></td>
<td>15.4±1.7</td>
<td>12.2±0.4</td>
<td>13.6±1.6</td>
</tr>
<tr>
<td><strong>TRS (MPa)</strong></td>
<td>1431±255</td>
<td>1168±151</td>
<td>1551±100</td>
</tr>
</tbody>
</table>

As seen in Table 18, MAx mechanical properties of green strength and TRS are superior to those of SAx in all cases despite having lower total alloying element content and correspondingly lower D.I. values as previously calculated via SteCal 3.0. In the cases of A2 and A3 alloy sets, particularly MA2 and MA3 alloys, they had considerably lower C and Mn content in comparison to their respective SA2 and SA3 counterparts, indicating that the SA2 and SA3 alloys would have higher TRS values [64], however quite the opposite was observed. It is also interesting to see that the TRS values for the most comparable alloy set based on chemical analysis: MA1 and SA1, hold a notable difference of 367 MPa between their maximum possible values of 1686 MPa and 1319 MPa respectively. The larger differences that are present between the specimens made with LPS-activating additions and traditional alloy addition powders may be attributed to a higher fraction of liquid phase present at the increased sintering temperature in comparison to previous alloys that were investigated (NK-S and DM-S). Furthermore, despite the fact that the degree of homogeneity between MAx and SAx alloys were not extremely different as seen in WDS maps and quantification data, a potential cause of the improvement in mechanical properties as seen in the TRS values for MAx values may be due to an interplay between the multiple alloying elements existing at common locations throughout the specimen. Overall, the slight increase in sintering temperature of A1, A2 and A3 (from 1280 °C to 1300 °C) coupled
with a higher fraction of liquid phase and interplay of alloying elements when being delivered from a common multi-component master alloy source proved to be noticeably beneficial in terms of improving TRS values.
Chapter 10: Conclusions and Future Work

1. WDS was found to be an extremely useful yet significantly overlooked technique for homogenization studies in ferrous PM alloys.

2. WDS elemental maps highlighted that despite employing specialized alloys for LPS, the existence of large Fe grains severely impedes homogenization in ferrous alloys. It is therefore recommended that Fe powder is screened to remove all particles that are unreasonably large.

3. Long-term sintering displayed a high degree of chemical homogeneity for all alloying elements but is nonetheless unfeasible for production purposes.

4. If it is absolutely necessary to use DICTRA for homogenization studies, it is solely recommended to be used as a conservative semi-quantitative tool due to significantly overestimated times that were associated with all diffusion profiles in this research.

5. DICTRA was not found to be a convenient piece of software to study diffusion of elements in carbon-containing ferrous alloys. It is anticipated that novice users will experience significant difficulty in successfully simulating cases that are similar in nature to those presented in this investigation (ie. due to ambiguous computational errors, abrupt freezing and program termination)

6. DICTRA comparison of multi-component alloy sources versus single-component alloy sources showed that the use of multi-component sources for Cr and Mn resulted in a more homogeneous alloy across an FeC particle. The use of MMAs are therefore recommended for industrial practices.
7. A combination of Thermo-Calc and Fortran proved to be a powerful and efficient system for computationally identifying compositions for master alloys that are suitable for liquid phase sintering.

8. Although mechanical properties including green strength, TRS and UTS were superior for all specialized alloys in comparison to traditional alloys, differences for specialized alloys with multi-component master alloys forming less than 80% of liquid phase are not large enough to strongly conclude that specialized alloys perform significantly better than traditional alloys. Instead, it suggests that these newly developed alloys performed at minimum on the same level as alloys using traditionally produced master alloys, despite being coarser in size.

9. A 20 °C increase in sintering temperature (from 1280°C to 1300 °C) for PM steels made with multi-component master alloys forming greater than 80% of liquid phase at the sintering temperature proved to be noticeably beneficial for improving TRS.

Future work should investigate the performance of LPS-activating master alloys in comparison to traditional master alloys by producing an actual component such as a sprocket or clutch hub. As for the realm of PM simulations; although DICTRA was not such a suitable software to carry out diffusion simulations for PM materials, it is recommended that other software still be investigated. If it can be correctly implemented, an accurate ability to predict homogenization behaviour of alloys from the computational standpoint would serve as a key advancement in alloy design and in the sintering of PM steels.
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Appendix A: DICTRA

DICTRA is a software package that can be used for diffusion-controlled transformations in multi-component systems. It is capable of carrying out a variety of simulations that include one-phase simulations, moving boundary problems and cooperative growth.

A sample explanation as to how DICTRA calculates flux in a single-phase system [57]:

Flux of a component $k$ in the $z$-direction of a system can be given by:

$$ J_k = \sum_{i=1}^{n} L_{ki} \frac{\partial \mu_i}{\partial z} $$

$L_{ki}$ represent a matrix of kinetic coefficients and $\mu_i$ is the chemical potential of component $i$

$$ J_k = L_{kk} \frac{\partial \mu_k}{\partial z} = M_k c_k \frac{\partial \mu_k}{\partial z} $$

c$_k$ is the concentration and $M_k$ is the mobility of component $k$

When combining the flux equation with that of continuity in a planar domain, the local evolution of the concentration of $k$ can be related to the divergence of the flux as such:

$$ \frac{\partial c_k}{\partial t} = \frac{\partial}{\partial z}(-J_k) $$

The flux expression can be expanded for concentration gradients:

$$ J_k = -\sum_{i=1}^{n} M_k c_k \frac{\partial \mu_k}{\partial c_j} \frac{\partial c_j}{\partial z} = -\sum_{i=1}^{n} D_{kj} \frac{\partial c_j}{\partial z} $$

Where the diffusion coefficient of component $k$ with respect to the concentration gradient of component $j$

$$ D_{kj} = -M_k c_k \frac{\partial \mu_k}{\partial c_j} $$
Parameters mentioned in thesis:

Region:

A region is an area of specified thickness or radius that contains at least one phase. Each region can only contain a single matrix (primary) phase. Other phase types include spheroid and lamellar. Spheroid can be used for one or more dispersed phases within a matrix phase while lamellar can be used to simulate the growth of either a eutectic or eutectoid. A sub-region can be used to separate a single region into two parts.

Grid Points:

Each region must contain a specified number of grid points. Compositions are only known at each grid point or "knot."

Grid Type and Spacing:

Depending on the grid type which is selected for the region radius/thickness and number of grid points, a user is able to alter the spacing between points. Options for grid spacing include linear, geometric and double-geometric. As seen in the Figure below, a linear grid entails that all grid points are equidistant. Geometric grids will have grid points that increase in number density toward the left or right of a region. To specify the side of the region that has and double geometric grids, one must enter in a particular "R" value into DICTRA. R<1 will result in a grid with a higher density of points on the right while R>1 will result in a grid with a higher density of points on the left. Double geometric can be used to create a grid with a high density of points in for example, the central area of a region.

Figure 61: DICTRA Grid Types
Geometry:

DICTRA is solely capable of handling 1-D simulations where composition varies along a single spatial coordinate. The geometry of the system can be selected as planar, cylindrical or spherical. Planar represents an infinitely wide plate of a specified thickness which the user can select. Cylindrical represents an infinitely long cylinder of a specified radius while spherical corresponds to a sphere of a specific radius.

Example:

An example of DICTRA command line to create a region with 2 sub-regions that have a double-geometric grid is summarized below. A corresponding schematic is included at the end of the sample command-line.

DIC>
DIC> enter_grid
REGION NAME : Test-Area
WIDTH OF REGION : 100e-6
TYPE /LINEAR/: sub-region
END COORDINATE IN SUB-REGION : 25e-6
NUMBER OF POINTS : 17
TYPE /LINEAR/: geo
VALUE OF R IN THE GEOMETRICAL SERIES : 0.95
END COORDINATE IN SUB-REGION : 100e-6
NUMBER OF POINTS : 40
TYPE /LINEAR/: geo
VALUE OF R IN THE GEOMETRICAL SERIES : 1.05
DIC>
For other variables and parameters that must be specified in a typical DICTRA simulation, one can refer to the DICTRA console guide and documentation set [57], [65].
**DICTRA Code Example for Individual Master alloys attached to an iron-carbon particle**
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Appendix B: Thermo-Calc Diffusivities

Thermo-Calc diffusivities of Mn, Cr, Mo and Ni in FCC-Fe.

Y Axis label: \( \text{LOGDT (FCC, Alloying Element)} = 10 \log \text{ of the tracer diffusion coefficient of an alloying element in FCC-Fe} \)

X Axis label: \( \text{FUNCTION INVT} = \text{Temperature (1/T)} \)

Figure 63: Mn Diffusivity in FCC-Fe
Figure 64: Cr Diffusivity in FCC-Fe
Figure 65: Mo Diffusivity in FCC-Fe
Figure 66: Ni Diffusivity in FCC-Fe