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Abstract

Assurance Cases have been effectively used for improving the safety of real-time

safety systems. However, until now, Assurance Case techniques have not been applied

to building confidence in the correctness of Scientific Computing (SC) software.

Our approach is to employ Assurance Case techniques to the case of a specific

medical image analysis software, 3dfim+, and then generalize the results/template

for other medical and SC software. Using the Goal Structuring Notation (GSN), we

develop an Assurance Case to support the top goal that “Program 3dfim+ delivers

correct outputs when used for its intended use/purpose in its intended environment.”

This claim is supported by several sub-claims, including the claims that high quality

requirements exist and that the implementation complies with the requirements. The

full argument decomposes each sub-claim further until at the bottom level evidence

is provided. The evidence provided includes the requirements documentation, test

cases and expert review. To simplify the Assurance Case diagram, a new generic

module, parameterized over quality, was developed to argue that each quality has been

achieved.

Evaluation of the full Assurance Case shows that this approach is feasible for

building confidence in SC software, even in the practical situation where confidence is

sought, but redesign and reimplementation are not possible. The exercise uncovered

issues with the original documentation for 3dfim+, including missing assumptions,

and ambiguity with the chosen sign convention. Furthermore, although no errors

in output were found, the Assurance Case highlights that confidence in the original

3dfim+ software could be improved through additional checks for input validity.
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Chapter 1

Introduction

“Many scientists and engineers spend much of their lives writing, debug-

ging, and maintaining software, but only a handful have ever been taught

how to do this effectively: after a couple of introductory courses, they are

left to rediscover (or reinvent) the rest of programming on their own. The

result? Most spend far too much time wrestling with software, instead of

doing research, but have no idea how reliable or efficient their programs

are.” [14]

- Greg Wilson

Scientists, engineers and society in general are placing an increasing reliance on

Scientific Computing (SC) software for decision making and scientific analysis and

discovery. A close look at SC software reveals that its size and complexity can cause real

challenges for reliability. For instance, the Compact Muon Solenoid (CMS) project [15]

consists of software to analyze data from a particle detector designed to discover new

fundamental physics particles produced in high-energy collisions in the Large Hadron

Collider (LHC). So far, this software project contains around 4.3 million lines of
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code [15]. If a new fundamental particle is discovered, the physicists need to have

confidence that it is real, and not the product of a software error. They also do not

want to wonder if a software error has caused them to miss discovering a new particle.

Other examples of SC software where correctness is of paramount importance include

nuclear safety analysis software and medical image construction and analysis software.

The challenge for medical imaging software includes complex algorithms that must

operate on disparate and relatively large datasets.

Despite the importance of this software, many SC developers do not seem to pay

enough attention to the reliability and correctness of their software. Several techniques

exist for building confidence in correctness, such as testing techniques and code reviews,

but these techniques seem to be employed in an ad-hoc manner. Each project developer

employs the subset of available techniques that satisfies him or her, but we should

hold correctness to a higher standard. The goal should be that the evidence needs

to be adequate to convince an independent third party. Moreover, we should aim to

facilitate a common understanding, so that all specialists and generalist can effectively

work together on scientific software projects, while increasing project correctness and

acceptance. What we need is an explicit argument, with appropriate evidence, that

acceptable confidence in correctness has been achieved. This realization motivates us

to investigate Assurance Cases methods and techniques for SC software.

Most of the techniques for building confidence in software correctness are applied

after the software implementation is done. Figure 1.1, reported by the Systems

Sciences Institute at IBM, shows the relative cost to fix software defects in different

stages of software development. As we can see, when a defect gets through during

the development process, the earlier it is diagnosed, the easier and cheaper is the

rectification of the defect.

Another stage of software development that is not mentioned in Figure 1.1 is the

3
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Figure 1.1: Relative costs to fix software defects [1]

documentation and software requirements specification development. In this stage,

correcting a defect would be cheaper than the next stage, which is software design.

What we need is to check for defects during each stage of software development. This

is another prominent idea behind building Assurance Cases.

Assurance Cases, which will be discussed in detail in Chapter 2, have effectively

been used for improving the safety of real-time safety systems [4]. However, Assurance

Case techniques have not been employed to build a case for SC software correctness.

Our goal is to employ the techniques on the specific case of medical image analysis

software and then generalize it for other medical and SC software.

In this chapter, first we give an overview of Assurance Cases and our case study.

Then we explain our approach to increase reliability in the correctness of our case

study.

1.1 Overview of Assurance Cases

According to the definition given by the GSN committee, 2011 [4, p. 5], an assurance

case is “A documented body of evidence that provides a convincing and valid argument

that a specified set of critical claims about a system’s properties are adequately justified

4
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for a given application in a given environment”.

Assurance cases were first introduced as safety cases. Safety cases were developed

because although safety was being considered, it was often hard to see an overall

systematic assurance argument. Moreover, the safety approaches and regulations did

not seem to be sufficient to ensure system safety. These regulations and approaches

were mostly employed by regulators. But the reality is that developers have more

knowledge about what makes their product safe than the regulators. Hence, safety

cases were introduced.

Safety cases and in general assurance cases require a clearly articulated argument,

supported by evidence. An assurance case mainly consists of a Top Goal, which is

the main subject we want our system to be consistent with, Sub-Goals, which are

the decompositions of the Top Goal, Strategy, which presents the rationale adopted

while making arguments and choosing sub-goals and Solution, which is the evidence

supporting the argument. Other elements of assurance cases are mentioned in Chapter

2. Figure 1.2 gives an example of what an assurance case looks like.

In this figure, the Top Goal is “ The equipment will fail no more often than once

in then thousand operating hours”. According to the Strategy S2.3.1, the Top Goal is

decomposed into 5 Sub-Goals. Each of the sub-goals then are supported by evidence.

The argument in Figure 1.2 is build using a notation called Goal Structuring

Notation (GSN). This is the same notation we have used to build and present our

assurance case in this thesis. More details on the GSN is given in Chapter 2. We

present our assurance case in Chapter 4.

5
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E2.3.1.1
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Tool 

Verification 
Report
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Equipment 
Verification 

Plan

E2.3.1.5
Project Quality 

Records

G2.3.1.4
Fault Trees were 

produced by 
competent staff

E2.3.1.4
Staff 

Competency 
Report

G2.3.1
The equipment will fail 

no more often than 
once in ten thousand 

operating hours

S2.3.1
Argument of a valid 

analysis of the 
pertinent design by 
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qualified tools

Fig. A.15 Argument augmented with new Sub-Goals

Answers to Problems 181

Figure 1.2: An example of an assurance case [2]
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1.2 Overview of Case Study

The purpose of this thesis is to provide a guideline for developing assurance cases to

validate and verify SC software. While the eventual goal is developing assurance cases

for SC software, first we build an assurance case for a specific case study. Our case

study, called 3dfim+, is a medical image analysis software based on the Functional

Magnetic Resonance Imaging (fMRI) technique. The motivations for selecting 3dfim+

are mentioned in the next paragraph.

Despite being in use for more than 25 years, some of the common fMRI statistical

analyses data have not yet been validated [16]. Furthermore, a recent study [17] has

shown that a potentially serious flaw in software commonly used to analyze fMRI data

has been discovered, which might invalidate some of the related prior work. According

to the US Food and Drug Administration (FDA), in an analysis of 3140 medical device

recalls from 1992 to 1998, 242 of them were attributable to software failures [18]. Since

the existence of such errors and flaws in this type of software is probable, there is a

great interest at this time in raising standards and methods to validate and verify

medical software. However, regulatory approval and certifications are expensive and

lengthy. One way to reduces the cost and improve the quality is to build assurance

cases.

3dfim+ is a tool in the Analysis of Functional NeuroImages (AFNI) package, which

is one of the popular packages for processing and displaying fMRI data. It mainly

analyzes the activity of the brain by computing the correlation between an ideal signal

and the brain signal. The ideal signal is defined arbitrarily by the user. The user need

to determine which ideal signal will give them the highest correlation according to the

type of the experiment they conduct. The parts of the brain that are correlated to a

given ideal signal can be visualized using the tools in the AFNI. Figure 1.3 shows the

7
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AFNI environment, in which we can see the brain from different aspects with 2 parts

shown in red and blue. These parts of the brain are those which are, respectively, the

most-correlated and the least-correlated parts to the ideal signal.

Figure 1.3: AFNI environment and visualizing the active parts of the brain [3]

More information on 3dfim+ is given in Chapter 3 and Appendix A.

1.3 Overview of Methods

The scope of our work does not include redeveloping or reimplementing 3dfim+. Our

goal, as mentioned earlier, is to potentially be able to build an assurance case for the

existing software 3dfim+, by treating it as black box.

To verify the correctness of 3dfim+, first we developed an assurance case with the

top goal of “ Program 3dfim+ delivers correct outputs when used for its intended

use/purpose in its intended environment”. Afterwards, we developed a Software

Requirements Specification (SRS) document that contains all the necessary information

8
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and mathematical background needed to understand 3dfim+. This document can be

used for validation and verification activities, and appears many times as evidence in

our assurance case. The SRS is reviewed by the domain experts to provide further

evidence. We also developed a test case to illustrate how the results from 3dfim+ can

be checked to provide additional evidence of correctness.

1.4 Thesis Outline

The thesis is organized into four broad parts. In chapter 2, we introduce the assurance

case foundation, properties and benefits, and terminology and notation. In chapter 3,

we introduce 3dfim+, our case study, and we explain necessary terms and information

to understand how the software functions. In chapter 4, we present our assurance case,

some sections of our SRS and a test case we developed for verifying and validating the

correctness of program 3dfim+. Finally, future work is proposed and conclusions are

drawn based on the developed assurance case, SRS and the test case.

9



Chapter 2

Preliminaries of Assurance Case

In this chapter, we lay out a foundation for understanding assurance cases that includes

basic principles, history, terminology, properties and notations. Firstly, the role and

importance of assurance cases are discussed. Secondly, we give a survey on the

history of assurance cases. Thirdly, the properties of an assurance case are presented.

Fourthly, the terminology used for constructing assurance cases is provided. Finally,

the notations used for expressing assurance cases are introduced and compared.

2.1 Role of an Assurance Case

To give an overview of assurance cases, we first go through some of the definitions

from the literature. In [19, p. 9], an assurance case is defined generally as “A means

of increasing well-founded confidence that a system will behave as intended”. [4,

p. 5] also introduces an assurance case as “An organized argument that a system

is acceptable for its intended use with respect to specified concerns (such as safety,

security, correctness)”. These definitions state the objective of an assurance case;

10
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however, they are vague in terms of how an assurance case increases the confidence and

acceptance of a system. A more detailed definition by Rushby [20, p. i] is presented

as “Assurance cases are a method for providing assurance for a system by giving an

argument to justify a claim about the system, based on evidence about its design,

development, and tested behavior”. Rushby’s definition does not point out an organized

argument, while one of the benefits of assurance cases is that they provide explicitness

through presenting arguments in an organized structure. Furthermore, it does not

mention that the reasoning must be true in a given environment. More accurate

definitions are given by GSN committee, 2011 [4, p. 5] and Bishop [21], respectively,

as “A reasoned and compelling argument, supported by a body of evidence, that a

system, service or organization will operate as intended for a defined application in a

defined environment” and “A documented body of evidence that provides a convincing

and valid argument that a specified set of critical claims about a system’s properties

are adequately justified for a given application in a given environment”. While these

definitions are good and make explicit the concept of structured argumentation, they

do not indicate the motivation of using assurance cases. These definitions do not

mention that the development of an assurance case should be integrated with system

development from its earlier stage, as opposed to the other standards that are post

facto, that is they are mostly checked after the development of the system.

Focusing on the assurance case from the start of a project can improve the efficiency

of the development process. Scientific software, such as medical software, is often

subject to standardization and regulatory approval. While applying such approvals

and standards has had a beneficial effect on system quality, it does not provide

good tracking of the development stages, as the compliance with the standards are

mostly checked after the system development. Once a system is implemented, its

documentations must be approved by the regulators. This process is lengthy and

11



Masters Thesis — Mojdeh Sayari Nejad McMaster University — Computer Science

Figure 2.1: Standards-Only vs. Assurance Case Paradigms [4]

expensive. In contrast, assurance case development usually occurs in parallel with

the system construction, resulting in a traceable, detailed argument for the desired

property. Moreover, assurance cases take a more direct, flexible and explicit approach.

They are flexible enough to incorporate all existing assurance activities and artifacts in

any step of the procedure. Therefore, developing an assurance case does not necessarily

require much additional effort, and it reduces the cost, saves time and gives greater

freedom in accommodating different standards.

An assurance case does not replace standard compliance. For example, an assurance

case itself can indicate what standards are necessary to follow for an argument. In other

words, adhering to standards may be a portion of the evidence used in an assurance

argument, but it is not adequate by itself. Figure 2.1 compares the assurance case

based approach and the standard-based approach. The purpose of this figure is to show

that development of an assurance case can be, and should be, done during software

development; in contrast to the standard approaches, which are done at the end of

software development, or at the end of each phase of software development.

12
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Another significant aspect of assurance case, as noted earlier, is that it presents an

organized argument. Without assurance cases, it is hard to have an overall construct

of the whole system and its arguments. Assurance case helps us identify where there

might be critical quality holes for the system. Moreover, we can identify unnecessary

or unrelated arguments or arguments that are missed. With full graphical breakdowns,

such as Goal Structuring Notation (GSN), individual claims, arguments, evidence,

assumptions, sub-claims, etc. are explicitly stated. We discuss this notation later in

this chapter.

Another important feature of the assurance case based approach is an independent

assessment. The objective of the independent assessment is to ensure that more than

one person or team sees the evidence so as to overcome possible conflicts of interest

and blinkered views that may arise from a single assessment.

Another driver for adopting an assurance case based approach is that assurance

cases provide an efficient way to connect developer’s and stakeholder’s contributions

to critical system qualities. While other approaches are mostly checked by regulators

and not by the developers themselves, assurance cases engage the developers in the

system assurance process, which is beneficial as developers have the most knowledge

and information over their products and about what improves their quality. Assurance

cases also allow all stakeholders to understand their necessary and reasonable roles in

liability of the system. Stakeholders get engaged in assurance case development by

developing a reasonable level of certainty that the system meets the desired quality

at each level. Hence, this approach helps developers and stakeholders both take

responsibility for the system.

Given the advantages of assurance cases outlined in the previous paragraphs,

developing assurance cases is now a requirement in many fields. For example, currently

there is a heavy focus from the US Food and Drug Administration (FDA) on developing

13
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assurance cases for medical and safety systems [11]. The motivation for following this

approach is to provide an organized structure that demonstrates the desired property

is satisfied and to provide a flexible mechanism for an efficient review and involvement

of developers, regulators and stakeholders to achieve a knowledge balance.

2.2 History of Assurance Case

As the industrial revolution progressed, the safety of new technologies became a concern

and attention began to be paid to prevent the occurrence of failures and learn their

causes. In safety-critical industries, manufacturers and operators had to ensure that

their systems were adequately safe. The way that safety has been ensured has changed

over the past 20 years. Previously, manufacturers and operators claimed safety through

the satisfaction of standards and regulatory approvals. However, currently, besides the

compliance with standards, operators and manufacturers need to submit a safety case

for their systems [5].

Assurance cases were originally developed as safety cases and have been widely

used in the European safety community for over 20 years to ensure system safety [22].

This methodology has been applied in industries such as aerospace, transportation,

nuclear power, and defense [21]. Some other examples include the energy sector, such

as oil and gas, aviation infrastructure, such as ground systems, aerospace vehicles,

such as space vehicles and aircraft, railways, automobiles, and medical devices, such

as pacemakers, and infusion pumps [4]. Also, there were some attempts to develop

assurance cases for security sectors [23]; however, in these cases compliance with the

rules is still the preferred approach.

The idea of assurance case began after a number of serious accidents, starting

with the Windscale Nuclear Accident in the late 1950s and followed by Piper Alpha
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Offshore Oil and Gas Platform Disaster and Clapham Rail Disaster in the 1990s. These

accidents drew attention to the safety management in safety-critical sectors. Although

there had not been an ignorance of safety concerns in these cases, and safety standards

and regulatory approaches had been applied as the norm, these approaches proved

to be insufficient for system safety management. Moreover, these approaches lack

interaction between regulators and developers which needed to be addressed; hence, a

thorough consideration of safety was required.

Currently, in Europe, the responsibility of constructing well-structured arguments

has shifted onto the developers to show that their systems achieve acceptable levels of

safety. In this section, we outline the history of assurance cases; we describe safety case

use in selected safety-critical industries and the reason previous regulatory approaches

failed to ensure the system safety.

In the context of this section, the term “safety case” is used for the variety of

legislative requirements needed to satisfy the system safety. This term refers to both

safety cases and safety reports. The term “installation” is used to describe the site

that presents the major hazard. For example, in the nuclear context installation can

be a nuclear power station, nuclear fuel fabrication plant, nuclear fuel reprocessing

plant, and any facility handling fissionable materials. In the oil and gas platforms,

installation can be an oil refinery or an offshore oil and gas facility. Finally the term

“operator” describes the owner or employer in charge of the installation.

The nuclear industry has played a major role in development of safety and assurance

cases. The most affecting event in this regard was the Windscale accident. This incident

was the United Kingdom’s most serious nuclear power accident classified as a Level 5

event [24] and was instrumental in the government setting up new safety regulations.

The accident occurred on October 1957 at the Windscale site. The nuclear heating of

one of the reactor’s graphite control blocks failed in fully releasing the Winger energy
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(Energy stored in the irradiated graphite of a graphite reactor [25]). A second nuclear

heating was applied to treat the situation. Attempts to discharge the hot cartridges

failed and caused the adjacent uranium cartridges to rupture. The uranium was

released and began to oxidize, released radioactivity and caused an explosion. Analysis

revealed that the accident was caused by poor staff judgment and faulty instruments;

the second nuclear heating was applied too rapidly, which resulted in the burst of one

of the cartridges [26]. As a consequence, 2 out of the 3 reactors were shut down. This

incident also led to the creation of the NII, which is a part of the Health and Safety

Executive (HSE) in 1959 [27]. The HSE published several revised Safety Assessment

Principles for Nuclear Facilities (SAPs) in the following years. These principles are

primarily intended to be used by the HSE’s inspectors to decide whether safety cases

for nuclear facilities are adequate [24].

Similar developments have taken place in other industries. In the non-nuclear

industrial safety regulations, the fundamentals are the same as the nuclear industry;

the primary aim of the safety case is to reduce the probability of an incident occurring.

Similarly, for the Britain’s offshore oil and gas industry, the first changes to the

regulations were prompted by Occidental Petroleum’s Piper Alpha Offshore Oil and

Gas Platform disaster. This incident occurred on 6 July 1988, in which gas condensate

ignited and caused a series of explosions. 165 of the 226 persons on the installation

and two of the crew of a rescue craft were killed in only 22 minutes. The death toll

was the highest of any accident in the history of offshore operations [28].

Following this accident, the approach being adopted for safety regulations was

changed. Nowadays, instead of focusing on prescriptive safety requirements and

constructing codes, where the safety is claimed by the regulator, demonstration of

safety is done by operators and owners, based on the Offshore Installation (Safety

Case) Regulations 2005 [29]. These Regulations were implemented in response to the
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public inquiry into the Piper Alpha disaster chaired by The Hon Lord Cullen. Lord

Cullen’s inquiry into the Piper Alpha disaster carefully considered and endorsed the

safety case concept which was subsequently applied to the industry. The primary

aim of the Regulations is “to reduce the risks from major accident hazards to the

health and safety of the workforce employed on offshore installations or in connected

activities” [29]. According to these regulations, petrochemical installations need to

assess potential hazards and design systems to reliably prevent hazards from happening

[28].

According to [30], the UK offshore safety case system has improved the safety

management system and had several positive effects. As an evidence, we can consider

the modification of the 1970s-built offshore platform. This modification included

adding an additional pipeline from another field. During the safety case development,

it was realized that there were pressure relief pipes without emergency shutdown valves.

Any failure of the pressure relief pipe would cause major consequences. The operator

made appropriate modifications according to the safety case. Similar evidence exists

that shows operators mitigated the hazardous situations whilst developing a safety

case. [30] also states that Australia considered the applicability of the Cullen’s report

to its offshore hydrocarbon industry and started using a safety case approach.

Currently, safety cases are required for all installations operating in the British

waters and in the UK designated areas of the continental shelf. It is not acceptable to

operate an installation without having a safety case accepted by HSE [31].

Another example of using safety cases would be the railway industry. Recent

changes in the structure of the railways in the United Kingdom brought about by the

privatization of British Rail and the introduction of legislation in response to recent

railway accidents have introduced a new approach called the Railway Safety case.

On December 1988, an accident at Clapham Junction was caused by a relatively
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trivial human error [32]. The cause of the disaster was a wire improperly terminated

which bypassed a section of safety interlocking circuitry. A signal failed to protect a

stationary Basingstoke train, which had been brought to a halt after the signal changed

from green to red as it was passed.

The railway industry was shocked by this accident, in which 35 people died and 500

people injured. This accident indicated a need for changing the way in which safety

is managed on the railway. As a result, some regulations were introduced in 1994.

According to [33], the ultimate objective of the regulations was “To ensure that health

and safety standards in the railway industry post-privatization are maintained and, as

far as possible, improved”. To come up with these regulations, thirteen representative

Railway Safety Cases (RSCs) were reviewed [33].

To investigate the safety case approach in the defense industry, we summarize

some of the safety case definitions from the standards and handbooks in the following

paragraphs. The first definition is taken from the U.K. Ministry of Defense Ship Safety

Management System Handbook JSP 430 [34]:

“A safety case is a comprehensive and structured set of safety documentation which

is aimed to ensure that the safety of a specific vessel or equipment can be demonstrated

by reference to:

• safety arrangements and organization

• safety analyses

• compliance with the standards and best practice

• acceptance tests

• audits

• inspections
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• feedback

• provision made for safe use including emergency arrangement”

Another definition can be found in U.K. Ministry of Defense Standard 00-55 [35] as

“The software safety case shall present a well-organised and reasoned justification based

on objective evidence, that the software does or will satisfy the safety aspects of the

Statement of Technical Requirements and the Software Requirements Specification”.

According to this definition, meeting the requirements ensures some degree of

safety. By reviewing the subsequent literature on safety standards, such as the U.K.

Defense Standards 00-56 [34], we find that safety case development cannot be left as

an activity to be performed towards the end of the system design; it should be an

activity that is integrated with the design. “The Safety Case should be initiated at

the earliest possible stage in the Safety Programme so that hazards are identified and

dealt with while the opportunities for their exclusion exist” [34].

We can see that definitions of acceptable safety have evolved within industry sectors,

and the use of safety cases has been emerging. In many UK safety-critical industries,

the use of the safety cases is now a regulatory requirement. In Figures 2.2 and 2.3, the

significant accidents that resulted in safety regulations changes are mentioned briefly.

In healthcare, there have been first attempts at adopting the safety case concept

for medical devices, health informatics and health systems promoted by the FDA [5].

As stated in [36], the very first example of the safety case in this area was the safety

case for hospital bed developed by EWICS TC7 medical device group in 2005. The

safety case was presented at SAFECOMP 2007 and afterward AdvaMed software group

had several meetings with FDA and Software Engineering Institute (SEI) over the

safety case. FDA and AdvaMed then held their workshops on assurance cases at 2008.

Since then, the FDA has encouraged medical device manufacturers to develop safety
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10    THE HEALTH FOUNDATION

Table 1: Brief chronological summary of significant events and resulting changes in safety 
regulations for the petrochemical, nuclear and railway industries

Date Event Notes and relationship to safety case requirements

1957 Windscale fire (nuclear) Graphite core of a nuclear reactor at Windscale, Cumberland 
(now Sellafield, Cumbria) caught fire, releasing substantial 
amounts of radioactive contamination into the surrounding 
area.

1959 Establishment of the 
Nuclear Installations Act 
(nuclear)

Required that the civil nuclear power stations would be licensed 
by the newly formed Nuclear Installations Inspectorate (NII). 

1976 Seveso accident 
(petrochemical)

An uncontrolled exothermic reaction resulted in the release of 
a dense vapour cloud containing poisonous and carcinogenic 
dioxin. Ten square miles of land were contaminated, more than 
600 people were evacuated and 2,000 treated for poisoning.

1979 Three Mile Island accident 
(nuclear)

Partial core meltdown in Unit 2 of the Three Mile Island Nuclear 
Generating Station in Dauphin County, Pennsylvania, USA.

1982 Seveso Directive is adopted 
(petrochemical)

Council Directive 82/501/EEC on the major accident hazards of 
certain industrial activities – the so-called Seveso Directive – is 
adopted. Required substances to be identified and processes 
described. No requirement to include major accident prevention 
policy (MAPP) or safety management system (SMS).

1983–
1985

Public inquiry into Sizewell 
B reactor (nuclear)

Long-running review into the acceptability of a novel kind of 
reactor prior to construction. The review was based on the  
Pre-Construction Safety Case. 

1984 Bhopal disaster 
(petrochemical)

A leak of gas and other chemicals from a plant in India resulted 
in the exposure of hundreds of thousands of people. Estimates 
on the death toll varied from 2,000 to as many as 15,000 people. 
Gave rise to an increased focus on safety culture. 

1984 Control of Industrial Major 
Accident Hazards (CIMAH) 
Regulations adopted in 
UK for onshore facilities 
(petrochemical)

Superseded by COMAH Regulations in 1999. Similar to Seveso I 
requirements with an emphasis on description. 

1986 Chernobyl accident 
(nuclear) 

Reactor vessel rupture and a series of explosions that followed 
resulted in the deaths of 30 power plant employees and firemen. 
It also brought about the evacuation of about 116,000 people 
from areas surrounding the reactor during 1986.

1987 King’s Cross Station Fire 
(London Underground) – 
31 deaths (railways)

Radical reform of management on the Underground, including 
the introduction of a safety management system (SMS) and the 
first system-wide quantified risk assessment (by 1991).

Figure 2.2: Brief chronological summary of the significant events and changes in the
safety regulations for the petrochemical, nuclear and railway industries - part 1 [5]
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     11 USING SAFETY CASES IN INDUSTRY AND HEALTHCARE

Date Event Notes and relationship to safety case requirements

1988 Clapham derailment – 35 
deaths (railways)

Major reforms within British Rail reflecting the response to 
King’s Cross on London Underground.

1988 Piper Alpha disaster 
(petrochemical)

An oil platform that was later converted to gas production. An 
explosion on the platform and the resulting fire killed 167 men 
with only 59 survivors.

1992 Safety Case Regulations (SCR) 
adopted for UK offshore 
industry (petrochemical)

The publication in 1990 of Lord Cullen’s report into the Piper 
Alpha disaster paved the way for the introduction of formal 
safety case requirements in the UK offshore industry. 

1992 UK government white paper 
announcing formal proposals 
for the privatisation of 
British Rail (railways)

The principal driver for the subsequent safety case regime.

1994 Privatisation of British 
Rail and enactment of the 
Railways (Safety Case) 
Regulations, 1994 (railways)

First introduction of a mandatory safety case regime in the UK.

1996 Seveso II Directive is 
adopted (petrochemical)

Implemented in the UK as the COMAH Regulations (see 
below). 

1997 Southall collision – seven 
deaths (railways)

Signal operated by the infrastructure controller passed at danger 
by a driver employed by a train operating company.

1999 Ladbroke Grove collision 
and fire – 31 deaths 
(railways)

Also a signal passed at danger (SPAD) incident. Southall and 
Ladbroke Grove accidents led directly to (inter alia) a review of 
the safety case regime.

1999 Control of Major Accident 
Hazards (COMAH) 
Regulations adopted in 
UK for onshore facilities 
(petrochemical)

Replaced the CIMAH Regulations and introduced a greater 
degree of uniformity with the offshore SCR. The regulations 
brought a number of smaller sites under the legislation and 
introduced a number of new features, including the MAPP and 
SMS requirements. Also brought an increased emphasis on 
demonstration rather than description. 

2000 Enactment of Railways 
(Safety Case) Regulations 
2000 and 2001 amendments, 
revising the Safety Case 
regime (railways)

New regulations directly reflect the analysis and 
recommendations of the inquiries into Southall and Ladbroke 
Grove.

2003 Revision of Seveso II 
Directive (petrochemical)

Revision of Seveso II Directive to include additional 
requirements for risk assessment. The most important 
extensions of the scope cover risks arising from storage and 
processing activities in mining, from pyrotechnic and explosive 
substances, and from the storage of ammonium nitrate and 
ammonium nitrate-based fertilisers.

Figure 2.3: Brief chronological summary of the significant events and changes in the
safety regulations for the petrochemical, nuclear and railway industries - part 2 [5]
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cases for their products. One of the good examples in this regard is the infusion pump

safety assurance case guidance issued by the FDA in 2010 [36]. AdvaMed then started

working on an example safety assurance case based on the infusion pump guidance

with the goal of creating a template. After multiple reviews by the FDA, this assurance

case template can be used by manufacturers for their infusion pump submissions to

the FDA [36]. However, this template does not claim that it covers all the required

aspects of an assurance case, nor that it is correct in all aspects. The FDA has not

yet published a final infusion pump guidance document. Figure 2.4 represents the

top-level claim and its first level decomposition for the infusion pump safety case.

Figure 2.4: Proposed clinical safety case top-level claim and decomposition of the
high-level claim for pump infusion [5]

In Europe and the United Kingdom, the use of assurance cases is common. They are
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required in systems such as flight control systems, nuclear reactor shutdown systems,

and railroad signaling systems [37]. However, using assurance cases in the United States

and Canada is not yet common, but increasing. FDA and the National Aeronautics

and Space Administration (NASA) are two of the organization suggesting assurance

case use.

The FDA has taken steps towards requiring assurance cases when a device man-

ufacturer submits a medical device for approval. NASA also suggested the use of

assurance cases as a part of the development of the Constellation system [37]. Nowa-

days assurance cases are used not only in the safety-critical domains, but also for other

domains such as security [23]. Assurance cases, therefore, are growing in size and

complexity and are becoming increasingly used in industry. In this thesis, we have

developed an assurance case for the correctness of a medical analysis software which is

also categorized as a scientific software. We present this assurance case in Chapter 4.

2.3 Assurance Case Properties, Benefits and

Challenges

In this section, we talk about assurance case properties, benefits and existing challenges.

As we talked about the role of the assurance cases previously, we only go through the

benefits briefly in this section.

The properties an assurance case must have so that we can take advantage of this

approach are as follows. According to [5], [4] and [38] an assurance case must be:

Clear and Straightforward An assurance case is a means for communicating argu-

ments. Clarity of the assurance argument helps convince an objective observer

that the goal has been achieved.
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Easy to navigate An assurance case must be readable and easy to navigate so that a

reviewer can understand the pattern used for the reasoning. It must be traceable;

tracing from part of an assurance case to the evidence can support the strength

of the decision making.

Extensible Assurance cases need to be designed with reusability in mind.

Arguments must be:

Compelling An argument must be convincing. It must persuade the reviewer to

agree with the person who made the argument.

Comprehensible An argument must be understandable for the audience and review-

ers. Any assumption or context required to understand an argument must be

mentioned clearly and completely.

Valid An argument must be a correct representation of the rationale for belief.

An evidence must be:

Relevant Relevance here is considered as the logical relevance; whether an evidence

supports its claim.

Complete All claims required to satisfy the property of interest must be supported

by some corresponding evidence. However, due to the limitation of knowledge,

reaching complete evidence might not be possible. Hence, having some evidence

that sufficiently assures the top goal is met is acceptable in many cases. As

mentioned in [39] “The Safety Case shall contain a structured argument demon-

strating that the evidence contained therein is sufficient to show that the system

is safe”. This definition is true about the assurance cases as well.
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An assurance case could be a useful tool and could have many benefits if it is

developed in a way that has the above-mentioned properties. According to [5], [4] and

[38] the benefits of assurance cases include the following:

Improving the development process Development of assurance cases, in parallel

with system development encourages a more evolutionary process for development

and has several benefits, as mentioned earlier in section 2.1.

Improving understanding and help in producing a reviewable artifact The

structure of assurance cases provides a better oversight for the regulators and

makes their review easier.

Improving communication An assurance case is a means for communication be-

tween stakeholders, such as system designers, manufacturers, operators, managers,

regulators and the public.

Help in leveraging assurance resources and integrating the evidence Assurance

cases provide a structured means of integrating evidence from diverse sources

such as trials, human factors analysis, testing and operational experience. This

helps in improving the consistency and completeness of assurance cases.

Improving safety management and plan Developing an assurance case improves

understanding of the system hazards as well as the knowledge of the technical

and managerial controls required to manage them; hence, an assurance case

reduces the risk of the hazards a system may encounter.

However, assurance case development, review, maintenance and reuse is still challenging.

The problem is derived from the insufficient and incomplete structuring support for

developing assurance cases, especially because the systems requiring an assurance case
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are usually large and complex. According to [4] and [38], challenges that industries

have faced when adopting assurance cases are as follow:

Difficulty in building Using natural language for building assurance cases instead

of formal proofs makes the assurance case development challenging. Moreover,

tracking among the texts cannot be implemented and none of the current tools

provides an acceptable tracking feature; hence work-flow management is difficult.

This problem is encountered in maintaining and reusing existing assurance cases

as well.

Difficulty in reviewing Free-format text makes review challenging, as it is hard to

see the pattern among the arguments and key components might be hidden in

the sheer volume. There is no explicit guidance or discipline for judging evidence.

There is no explicit way to tell the stakeholders how to evaluate the evidence

and how to check if they are inconsistent or conflicting. In many cases, the

evidence is compelling, but the reader has to work hard to confirm that it is so.

As a result, reasoning based on the evidence can be incomplete, inconclusive and

imprecise.

Challenges in maintaining It is not clear how one change in the software impacts

the assurance case structure. For example, it might cause breakage of successive

dependencies.

Re-usability limits Assurance cases are most of the time hard to reuse. The relation-

ship among claims, arguments and evidence are not often explicitly mentioned.

Confusion between terminology There is no explicit rule to distinguish assurance

case terminology. For example, there is no way to determine whether a statement

should be mentioned as a context or as an assumption (these terms are defined
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in chapter 3). In other words, we need guidance on what can be accepted as an

assumption and what must be proved.

2.4 Assurance Case Terminology and Notations

In this section, we mention the widely-used notations and terminology for developing

structured assurance cases. There are variants of notations that present the assurance

case structure graphically. Goal Structuring Notation (GSN) and Claims-Argument-

Evidence (CAE) are used in the most of the cases in the literature. These notations

can be supported by tools that help to create the graphical structure. In this section,

we introduce these two notations and the terminology they use.

In general, two paths can be taken while building a structured assurance case,

a top-down approach and a bottom-up approach. In the former, we start with a

top-level claim and we try to give arguments to support the claim, and the arguments

themselves are supported by some evidence. In the latter approach, first the evidence

is provided. Then we try to integrate them to reach our top-level goal using some

claims.

The purpose of this section is to give an introduction to the GSN and CAE and

their usage in representing arguments. Although other notations exist to present the

argumentation and reasoning, we believe that GSN and CAE are the most expressive

and complete ones. Other notations often require more text and other resources to

support the diagram and the notations that require the reader to read an explanatory

text in other accompanying documents are not as effective.
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2.4.1 GSN

Goal Structuring Notation (GSN) was developed originally to help structure and

visualize safety cases in a readable form. This notation has been used in safety case

development for over a decade. According to [2], “The purpose of a Goal Structure is

to present an argument that gives the reader a high confidence that the proposition is

true”. The principal elements forming a GSN diagram are as follows [2]:

Top Goal The primary claim, i.e. the proposition usually proposed by a stakeholder,

is represented as the top goal in the GSN. The top goal is advised to be sufficiently

general so that it can capture process issues [40]. To express the goal, it should

be in the form of subject-verb-object.

Sub-goal Sub-claims are represented as sub-goals in the GSN. A top goal is the

consequence of some simpler sub-goals.

Strategy Strategy presents the rationale adopted while making arguments and choos-

ing sub-goals. In other words, a goal is solved by a strategy, and a strategy

explains how a goal is split to, and supported by, its sub-goals.

Argument An argument is a connected series of statements intended to establish a

proposition [2]. In other words, the top-level goal alongside all the sub-goals and

the reasoning that links them form an argument.

Context The context and environment in which arguments should be interpreted is

referred to as Context in the GSN. The truth of an argument must be considered

in terms of its context. Context is also used to provide additional definitions and

other supporting materials required to understand the assurance case. It can
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also be used to reference out to such materials. The aim of using the context is

to make the GSN diagram clearer.

Justification A justification is an extra explanation or rationale that justifies strategy.

Sometimes it is not clear whether we should use a context or a justification to

define a term. [2] suggests using a context if the definition is used to explain a

term and use a justification if we want to explain a decomposition or a strategy.

Assumption Assumptions in the GSN are those that are taken to be true when

we propose an argument. It is important to state all of the assumptions that

we have made explicitly. The argument may be invalid without considering its

assumptions.

Solution The evidence is represented as a solution in the GSN. The solution termi-

nates the threads of argument and supports their truth. It usually points out

to the relevant reports, documents, test cases, or any other material that is an

evidence.

GSN explicitly represents these elements and the relationships between them. The

principal symbols of the GSN are shown in Figure 2.5. A basic GSN structure is shown

in Figure 2.6. A more developed example can be seen in Figure 2.7 which is a standard

example given by the GSN community [8].

GSN is increasingly being used in safety-critical industries to improve the structure

and clarity of safety arguments. The FDA is also proposing that manufacturers take

a goal-based approach in their assurance cases, preferably using the CAE paradigm,

or the GSN [5]. As our case study, which we will talk about in the next chapter, is a

medical software, we use the GSN paradigm to represent our assurance case through

this thesis.
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Figure 2.5: Main blocks in the GSN notation [6]

Figure 2.6: A basic GSN structure [7]
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Figure 2.7: A standard example of the safety case diagram given by the GSN community
[8]

2.4.2 CAE

Claims Arguments Evidence (CAE) is another graphical notation for presenting the

structure of an assurance case. CAE structure consists of the following elements [9]:

Claim and Sub-claim Statements about the properties or behaviors of the software

are considered as claims and sub-claims in the CAE. These properties can be

some functionalities, characteristics or behavior of the system that need to be

fulfilled. The higher level claim is usually decomposed to some sub-claims.

Argument Argument is logical links between evidence and claims. It makes the

connection between claims and sub-claims and evidence well understood by the

audience.

Evidence Evidence is information that supports the claim. Resources of previous
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experiments, test cases, standards, documents are some of the evidence that is

linked to the claims by the arguments and support the claims. A valid evidence

should be traceable to the top claim.

A generic example of the assurance case presenting by the CAE notation is

shown in Figure 2.8.

Figure 2.8: Assurance case representation in CAE [9]

In summary, to present an assurance case graphically, the GSN and CAE Graphical

notations are widely used. CAE defines nodes for claims, arguments and evidence

whereas GSN uses goal oriented presentation style and defines nodes for goals, strate-

gies and solutions. These notations are mostly similar, with some difference in the

progression approach. GSN follows a Top–Down approach while creating the assurance
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case starting with a top-level goal of the system whereas CAE supports a Bottom-Up

view starting with the evidence to determine the possible claim. There is no rule to

decide which approach or notation should be followed to develop an assurance case

and it can be determined by the developers and other people in a team based on their

preference.
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Chapter 3

Overview of Case Study

As we mentioned in the previous chapter, the FDA has recently encouraged manu-

facturers to use and submit assurance cases for their products. An assurance case, if

developed properly, increases the trustworthiness in the product. Having confidence in

the operation of a medical device, or the accuracy of the output of medical software, is

of great importance. Such consideration is rarely seen in the medical software domain,

and on a larger scale, in the scientific software domain.

Lack of attention to assurance cases in the scientific software domain has motivated

us to develop an assurance case for an existing scientific software package. This software

is a medical image analysis program in the Analysis of Functional NeuroImages (AFNI)

package that is based on the functional Magnetic Resonance Imaging (fMRI) technique.

More details on this software and the AFNI package are given later in this chapter.

Another motivation was a recent paper published in 2016 [17], that called some of

the fMRI studies into question. As pointed out in [41], around 3500 studies might be

invalid because of a bug in one piece of software in the AFNI package [16]. Before this

investigation, another bug was reported in AFNI that led to higher error rates than
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expected and contributed to inflated false positive rates [16]. The community needs to

respond to such issues, raise standards and increase trustworthiness. As a result, we

selected a medical imaging software called 3dfim+ as our case study and developed an

assurance case to increase reliability in the program and to contribute to addressing

such problems.

In this chapter, we talk about 3dfim+ and its functionality. We also talk about

the Functional Magnetic Resonance Imaging (fMRI), the technique that 3dfim+ is

based on, and the principles required to understand this technique. We also explain

the way we obtained the raw data from the patient and how the program analyses it.

3.1 Functional Magnetic Resonance Imaging

(fMRI)

This section explains how the raw data from an fMRI experiment is analyzed. The

aim of such analysis is to determine the regions of the brain in which the brain signal

changes upon the presentation of a stimulus.

For centuries, scientists have tried to find the relationship between physical actions

and behavior, thought and brain function. The study of brain function started in

the 17th century. At that time, it was believed that various areas of the human

cerebral cortex have specific functionalities, and these functions are only higher-order,

conscious mental functions [42, p. 836]. However, later in the middle of the 19th

century, other research showed that a specific part of the cerebral cortex has a causal

role in movement [42, p. 836].

This study progressed in the late 19th century by mapping motor function in

animals and later in humans. However, this study lacked consistency and accuracy [43].

35



Masters Thesis — Mojdeh Sayari Nejad McMaster University — Computer Science

More reliable work was carried out in the first half of the 20th century. Electrical Brain

Stimulation (EBS) allowed the motor map to be defined in greater detail [42]. The

problem was that by that time, the studies had come from patients with neurological

disorders and there was no way to study healthy individuals [43]. It has only been

since the 1990s that scientists have been able to study healthy humans using brain

imaging techniques [43].

fMRI is one such technique for mapping human brain activity. 3dfim+ is software

that analyses human brain functionality from fMRI data. It is one of the few techniques

that enables us to look directly into an individuals’ brain while they are thinking or

performing an action [16].

3.1.1 Physiological Principles

In this section, the two theoretical foundations required to understand fMRI are briefly

explained: Magnetic Resonance Imaging (MRI) and Blood Oxygen Level Dependent

(BOLD) Contrast. This chapter serves only as an outline of the basic principles of the

fMRI that are related to our case study. More detail can be found in the standard

books on the subject, such as [44], [45] and [46].

Conventional Magnetic Resonance Imaging, or MRI, is a technique which gives the

anatomical pictures of the brain. Using this technique, we are able to produce images

of the human brain with excellent soft tissue contrast. The development of contrast

agents suitable for dynamic MRI studies, and improvements in the speed of imaging

opened up the possibility of using the technique for functional brain studies [43]. In

1991, the first experiment using MRI to study brain function was performed, imaging

the visual cortex whilst the subject was presented with a visual stimulus. A contrast

agent was used in this first study, but it was not much later when the first experiment
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was carried out using blood as a contrast agent. The hemoglobin in the blood has

different magnetic properties depending on whether it is oxygenated or not; these

differences affect the signal recorded in the MR image.

By imaging a subject at rest and whilst they were carrying out a specific task, it

became possible to image brain function in a completely non-invasive way. The fMRI

uses such a technique and has brought the study of the human brain into a new era,

offering new insights into the relationship between mind and brain.

Blood Oxygen Level Dependent (BOLD) contrast imaging is a method used in

fMRI. During the fMRI procedure, a conventional MRI scanner is used, but this

technique also takes advantage of two additional phenomena. The first one is that

blood contains iron, which is the oxygen-carrying part of hemoglobin inside red blood

cells. The existence of iron in blood cause small distortions in the magnetic field

around the blood cells. The second key phenomenon underlying fMRI is a physiological

principle. According to this principle, whenever any part of the brain becomes active,

the small blood vessels in that localized region dilate, causing more blood to rush in.

The blood is presumably needed to provide extra oxygen and fuel more glucose for

the active brain cells. The result is that a large amount of freshly oxygenated blood

pours into any activated brain structure, reducing the amount of oxygen-free (deoxy)

hemoglobin. This causes a small change in the magnetic field, and thus the MRI signal,

in the active region.

In the early 1990s, it was shown that an MRI scanner can be used to detect this

small change in the signal, and thus detect which areas of the brain have been activated.

For example, if a patient lying in a scanner is suddenly shown a flash of light, the

visual cortex in his brain will become activated, blood flow there will quickly increase,

and the MRI signal will change. The result is usually displayed as a patchy area of

color, representing the brain area activated. The signal is often called a BOLD signal,
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standing for Blood Oxygen Level Dependent signal, as shown in Figure 3.1.

Figure 3.1: From Stimulus to Bold [10]

In summary, both conventional and functional MRI use a powerful magnet and

radio waves to produce images of the brain. Conventional MRI images show detailed

anatomy and are an essential part of modern medicine. In the fMRI, the same

scanner is optimized to detect small changes in blood flow in the brain in response to

scientifically designed stimuli. In principle, fMRI can be used to observe the activation

of brain structures in response to almost any kind of brief stimulation, ranging from

sounds to visual images. Currently, fMRI is being used across the world as a powerful

neuroscientific research tool to study how the brain works. Although some medical

applications are being discovered as well, fMRI may have a long way for being a

definite diagnostic tool [47].

3.1.2 Data Acquisition

One of the common methods for obtaining results for a two-state fMRI experiment is

to perform a periodic task. In our study, we asked our subject to lie with his head
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inside an MRI machine and tap his right hand fingers with his thumb in the first 30

seconds. In the next phase, we asked him to do the same activity with his opposite

hand. It was necessary to provide some form of clue to inform the subject when he

should switch his hands. The clue we used was to switch the lights off and on. As

soon as the subject would notice the light change, he would switch to his other hand.

Inter-stimulus interval was the same during the experiment. We also asked the subject

to try to hold his head as stable as possible, as the disadvantage of this technique

is that it is sensitive to head motion and the results might be invalid if motion is

captured.

The data obtained from the experiment then was analyzed using the 3dfim+

software. We talk about the analysis of the data in the next section.

3.2 Analysis of fMRI Data Using 3dfim+

To analyze the data from the experiments, the AFNI package was used. AFNI is a set

of open-source C programs for processing, analyzing, and displaying fMRI data [48].

AFNI implements existing and novel analysis techniques such as fMRI. It was originally

developed at the Medical College of Wisconsin beginning in 1994, largely by Robert

W. Cox [48].

3dfim+ is an analysis tool in the AFNI software package. This program mainly

calculates the cross-correlation of an ideal reference signal versus the measured fMRI

time series for each voxel. In other words, the statistical analysis using 3dfim+ detects

the pixels in the image which show a response to the stimulus. These activated areas

of the brain then can be displayed using other programs in AFNI, which give the

statistical confidence that can be placed in the result.

The aim of such analysis is to produce an image identifying the regions which
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show a significant signal change in response to the task. Each pixel is assigned a value

depending on how much it is correlated to a defined reference signal. The experiment

performed was intended to detect activations resulting from a cued motor task. The

whole brain of the subject was imaged, in 180 coronal slices of resolution 64 x 64 x 64.

As cued by switching the light, the subject was required to tap his fingers as mentioned

earlier.

The choice of an appropriate reference waveform is vital for the success of this

technique in finding activations. We used a square wave as our ideal signal which was

1 for scans acquired when the subject was tapping the fingers of his right hand and 0

for scans acquired during finger tapping with the subject’s opposite hand. Figure 3.2

depicts the activity of the voxel at position (23, 27, 22) versus the ideal signal. For ease

of comparison, the values of voxel’s activity are scaled to values between 0 and 1. As

we can see from the figure, the brain activity and the ideal signal are highly correlated.

Figure 3.2: Ideal signal versus activity of the voxel at position (23,27,22) over time
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The result of 3dfim+ can be visualized in the AFNI environment. This is shown in

Figure 3.3. We can see the brain is shown in green and 2 parts of it are shown in red

and blue. These parts of the brain are those which are, respectively, the most-correlated

and the least-correlated parts to our ideal signal. Voxel at position (23,27,22) is located

in the red region of the brain.

Figure 3.3: Visualizing the brain activity using AFNI tools

Since we know that the BOLD response is mediated by blood flow, it is possible

to improve the detection of activations by predicting the shape of the response to

the stimulus and calculating correlation coefficients between each pixel time course

and this reference waveform. For a reference waveform, the correlation coefficient is
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calculated as mentioned in the SRS document (Appendix A) and has a value of 1 in

case of perfect correlation, a value of zero in case of no correlation, and a value of -1

in case of perfect anti-correlation.

Other necessary statistical background and formulas that 3dfim+ is based on, such

as different types of the correlation, are defined in detail in the SRS document given

in Appendix A.
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Chapter 4

Assurance Case and Selected

Evidence

In this chapter, we discuss the scope of our work and the assurance case for the

correctness of 3dfim+. To provide the necessary evidence for the assurance case the

following material is also presented: the software requirements specification, the test

cases, and the expert review.

4.1 Scope Determination

The incorporation of software verification and validation requirements in medical

standards has driven interest in assurance cases, as shown by the work on assurance

cases for IT systems [49]. In [11], a domain assurance case template (Figure 4.1) is

provided as a standard for the development and licensing of medical devices. In the

context of medical devices, which can be characterized as embedded real-time systems,

safety is a primary concern. Since the domain of the current work is medical image
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analysis software, rather than a device, the target switches from safety to correctness.

However, the top-level goal in the template from [11] is general enough that we can

use a similar top-goal for our assurance case.

length constraints on the paper. S1 and R1would
be more detailed, and relevant assumptions, jus-
tifications, and context would help in under-
standing the thoroughness of the approach, as
well as lay the foundations for the appropriate
arguments. The claims and evidence related to
mitigation of hazards are now embedded lower
down in the structure. For example, the claim
that system level hazards have been identified
andmitigated is in a subclaim path belowG2, and
the claim that there are no unmitigated hazards
(at all) forms a subclaim path below G3. If we are
intent on implementing an iterative hazard anal-
ysis, this seems an appropriate and effective way
to do it.

4) Planning a safe and secure system that is fit for
purpose: Anyone who has developed a safety-
critical software-intensive system knows that the
system is designed to be safe and secure when
development is planned (as well as deliver func-
tionality that will serve the needs of its users). It is

not built on the hope that it will be safe. We use
our knowledge and experience of what did or
did not work for previous, similar systems. We
plan a development process, and put in place
checks and balances to monitor the quality of
our product and process as we proceed. Some of
this knowledge is captured in the standards we
have to comply with. There is also knowledge in
the corporate memory, and in process docu-
ments developed by the company. An assurance
case template is an excellent way of document-
ing this knowledge. We discuss how to do this, as
well as the benefits of using an assurance case
template, in more detail in the following.

Assurance case templates as standards
Once we had decided to use an assurance case

template to drive development and both specify and
monitor compliance with acceptance criteria on
product and process, it occurred to us that we
should consider replacing existing standards by

Figure 2. Top-level claim decomposition.

IEEE Design & Test50

Cyber–Physical Systems for Medical Applications

Figure 4.1: Top-level claim decomposition of the domain assurance case template
provided by [11]

The eventual aim is to develop a template for medical software correctness. The

first step of our work is to develop an assurance case for the correctness of the program

3dfim+. This program has around 1700 lines of code, so its size and complexity are

reasonable for a Masters thesis; it can be tackled and is comprehensible for us as

non-experts in the field. Moreover, relatively limited functionality of 3dfim+ makes it

easier to test within the available time for the project.

Another reason for selecting 3dfim+ is that its current existing documentation [50]

describes the program at a high level; some of the information necessary information

is not given in the current manual, such as the mathematical background needed
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to understand the formulas used, assumptions that input needs to meet, coordinate

convention that the software is based on, etc. It is probable that the 3dfim+ developer

wants the program to be used only by the people with the relevant expertise, so he

published abstract rather than detailed documentation. However, having a complete

document, where the necessary background information is provided, the assumptions

are mentioned, the conventions are discussed, and the presentation is simple and easy

to understand, will be helpful for the people willing to start working with the program.

Having such document also improves the software maintainability.

The assurance case developed in this thesis might be used as a guideline or

template for developing other assurance cases for other medical analysis software and

in general scientific computing software. Using the assurance case would help monitor

compliance with the software correctness criteria during the software development

process. Additional work remains to verify and validate the approach proposed here,

but this thesis provides a first step towards building an assurance case template for

medical analysis software.

The development of an assurance case, as mentioned in Chapter 2, is beneficial when

it is done concurrently with the software development. We developed the assurance

case at the same time as learning the theory behind 3dfim+, which allowed us to do

development that was somewhat concurrent. In our assurance case, we discuss the

quality of the documentation, design and implementation of the software.

We have used the guidance provided in “General Principles of Software Validation;

Final Guidance for Industry and FDA Staff” [18] to develop our assurance case template.

This guide outlines generally recognized validation principles that are acceptable to the

FDA for the medical software validation. It was prepared by the International Medical

Device Regulators Forum (IMDRF) in an attempt to provide globally harmonized

principles concerning medical device software. There are some reasons we picked this
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guideline.

First, this guideline applies to a different kind of software such as software that is

itself a medical device [18]. A definition of the software that is regulated as a medical

device is given in [51]. Based on this definition, software regulated as a medical device:

1. “provides the only means and opportunity to capture or acquire data from a

medical device for aiding directly in diagnosis or treatment of a patient”; or

2. “replaces a diagnostic or treatment decision made by a physician.”

IMDRF adopted the definition of “Software as a Medical Device (SaMD)” as “software

intended to be used for one or more medical purposes that perform these purposes

without being part of a hardware medical device ” [52]. According to the same resource,

the medical purposes are as follows:

• “diagnosis, prevention, monitoring, treatment or alleviation of disease,

• diagnosis, monitoring, treatment, alleviation of or compensation for an injury,

• investigation, replacement, modification, or support of the anatomy or of a

physiological process,

• supporting or sustaining life,

• control of conception,

• disinfection of medical devices,

• providing information by means of in vitro examination of specimens derived

from the human body;
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and does not achieve its primary intended action by pharmacological, immunological or

metabolic means, in or on the human body, but which may be assisted in its intended

function by such means.”

According to [52], SaMD may also:

• “provide means and suggestions for mitigation of a disease;

• provide information for determining compatibility, detecting, diagnosing, moni-

toring or treating physiological conditions, states of health, illnesses or congenital

deformities;

• be an aid to diagnosis, screening, monitoring, determination of predisposition;

prognosis, prediction, determination of physiological status.”

[52] also states that SaMD is capable of running on general purpose (non-medical

purpose) computing platforms and “Computing platforms” include hardware and

software resources (e.g. operating system, processing hardware, storage, software

libraries, displays, input devices, programming languages etc.).

Medical Device Software can appear in many forms [51]:

• Software that is a component of a medical device

• Software that is an accessory to a medical device

• Standalone software that is intended to run on general purpose computers; also

known as “Software only Devices”.

There are several classes of medical device software categorized as Class I, Class II,

Class III and Class IV medical devices [51]. By definition, “If the software is intended
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for analyzing device-provided data for the purpose of directly aiding in the treatment

or diagnosis of a patient, this would be Class II software” [51].

Medical Device and Diagnostic Industry [53] give several examples of SaMD. Some

of the examples include software that allows a generic smartphone to view images for

diagnostic purposes obtained from MRI; software that performs image post-processing

for aiding the detection of cancer; and treatment planning software that supplies

information to be used in a linear accelerator device.

Although it is out of our area of expertise to give a comment on whether 3dfim+

is a SaMD, based on the definitions and examples given for SaMD, 3dfim+ has the

potential to be a SaMD of Class II if it is verified and validated because:

• It can be used for one or more medical purposes; such as providing information

for detecting and diagnosis states of health,

• It is a standalone software that is intended to run on the Unix systems which

are general purpose (non-medical purpose) computing platforms,

• It is not a part of a hardware medical device,

• Similar to the example given by [53], it is a software that performs fMRI data

post-processing for aiding to understand brain activities.

Another reason for choosing the guideline was it claims that it provides the least

burdensome approach to complying with the medical and software scientific and legal

requirements after a careful review of the existing related resources. Also, it is a good

indicator of what the FDA expects from the developers to ensure compliance with the

Quality System regulation with regard to software validation [18].

For these reasons, “General Principles of Software Validation; Final Guidance for

Industry and FDA Staff” (GPSV) [18] is an appropriate guideline to consider for
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the 3dfim+ validation. GPSV recommends that software validation and verification

activities must be conducted throughout the entire software lifecycle [18]. This

recommendation complies with our approach; the integration of software development

and assurance case development.

Although the case study we selected had been implemented previously, and our

focus was on the requirements and testing, not redesigning or reimplementing the

software, as we learned the about the software while we were developing our assurance

case, the process of building the assurance case was concurrent to learning it and it

can be considered as a similar approach to the integration of software development

and assurance case development. The question we are interested to answer in this

thesis is whether confidence can be built in the software based on documentation of

the requirements and testing.

4.2 Assurance Case Development

In this section, we discuss the assurance case template we have developed based on the

“General Principles of Software Validation” guideline, for validation of medical device

software. To develop the template, we considered 3dim+ as a medical device software,

based on the reasons mentioned in the previous section; however, we developed the

assurance case with the aim of it being used as a template for similar medical device

software and scientific software in the future.

We follow ISO/IEC 15026-2:2011 - part 2 [12] which specifies minimum requirements

for the structure and contents of an assurance case to improve the consistency and

comparability of assurance cases and to facilitate other uses of assurance cases. Based

on this standard “An assurance case includes a top-level claim for a property of a

system or product (or set of claims), systematic argumentation regarding this claim,
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and the evidence and explicit assumptions that underlie this argumentation. Arguing

through multiple levels of subordinate claims, this structured argumentation connects

the top-level claim to the evidence and assumptions.” We have developed our assurance

case considering the requirements that need to be applied to the structure of an

assurance case according to this standard. The requirements are as follows [12]:

• An assurance case shall have one or more top-level claims that are the ultimate

goals of its argumentation.

• An argument shall be supported by one or more claims, evidence, or assumptions.

• A claim shall be supported either by just one argument, or by one or more claims,

evidence, or assumptions.

• A claim, argument, evidence, or assumption shall not support itself either directly

or indirectly.

Figures 4.2 and 4.3 represent an informative structure of assurance cases.

ISO/IEC 15026-2:2011 does not specify the use of a particular terminology or

graphical representation, so we were free to choose among the popular notations,

terminologies and tools. As we mentioned in chapter 2, we have chosen the most

popular notation called Goal Structuring Notation (GSN), developed by Kelly [54] to

make our arguments clear, easy to read and, hence, easy to challenge. To develop the

assurance case, we used Astah [55] software, which is a modeling tool designed to be

used for assurance case development based on the GSN notation.

Another main resource that we have followed to understand the GSN notation and

to develop our assurance case was the book “GSN - The Goal Structuring Notation, A

Structured Approach to Presenting Arguments” [2]. It presents a clear explanation

of the GSN notation, how to develop arguments, and how to represent them. It also
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Figure 4.2: ISO/IEC 15026-2:2011 informative structure of assurance cases - part
1 [12]

Figure 4.3: ISO/IEC 15026-2:2011 informative structure of assurance cases - part
2 [12]
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contains several examples that we have used as a guideline to develop some of our

arguments. Figure 4.4 depicts the process of developing an argument.

Using the same process, we have developed our assurance case. Our assurance

case consists of many subclaims, which means it cannot legibly by represented on a

single page. We have overcome this problem by splitting the argument and presenting

sub-structures separately.

We have to label all parts of the assurance case structure, i.e. all goals, evidence,

and contexts, so that our arguments can be discussed and reviewed unambiguously.

There are a number of strategies to do this. For the ease of navigation, we prefer

a hierarchical scheme; top goals in each sub-structure are labeled with a word or a

letter but without a number (for example G) and then their sub-goals are labeled

as G.1, G.2, ... and the subgoals of G.1 and G.2 are labeled, respectively, as G.1.1,

G.1.2, ... and G.2.1 and G.2.2, ... and so on. The evidence is labeled in a similar way.

Contexts, strategies, and justifications are labeled alphabetically if more than one

context, strategy or justification is used for an argument; for example, C_Ga, C_Gb,

C_Gc, ... for contexts and S_Ga, S_Gb, S_Gc for strategies of the Goal G and so on.

When splitting a goal into its sub-goals, the rationale behind the choice of sub-goals

might be obvious to the reader or might require further explanation. In a case the

rationale is not clear, we explain it using strategies.

We have defined our top goal as “Program 3dfim+ delivers correct outputs when

used for its intended use/purpose in its intended environment”. The truth of a claim

depends on the context in which we make it so we must be explicit about what we

mean by each term in our goal statement. We could detail the goal statement to

include this additional information, but then it would be too long. The solution is to

declare the context explicitly. We have defined each term in the top goal in several

contexts. We have also made an assumption that must be considered. The assumption
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Are both claim
and context succinct

and clear?

Draft the claim for which
you need an argument

Explicitly identify the
context and refine the

claim

Represent the claim as a
Goal in the argument;

also add Context, if any

Formulate a strategy to
decompose the claim
into draft sub-claims

Is the
proposed

decomposition
obvious?

Review and refine the
rationale and represent it as

Strategy in the argument
also add Context, if needed

Develop the set of
sub-claims

Do the
sub-claims

‘compose’ to the
parent?

For each sub-claim

No

No

No

Yes

Yes

Yes

Fig. 6.9 A process for developing an argument

6.6 Using Strategy to Develop the Argument 45

Figure 4.4: The process of developing an argument [2]
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and contexts are given in Figure 4.5.

Figure 4.5: Contexts and Assumption in Top Goal

Similar to Figure 4.1, we have divided the top goal to four sub-goals; the first

sub-goal argues the quality of the documentation of the requirements (GR), in the

second sub-goal we developed an argument for the quality of the design of the program

(GD), the third sub-goal is related to the quality of the 3dfim+ implementation (GI),

and the last sub-goal is for the input assumptions (GA). More details are provided in

Figure 4.6.
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Figure 4.6: Top Goal of the assurance case and its sub-goals
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The main focus in our assurance case was on arguing for GR (quality requirements

documentation). The decomposition of GR into its sub-goals is shown in Figure 4.7.

This decomposition is based on the IEEE standard 830-1993 [56]. This standard states

that good documentation of requirements should be correct, unambiguous, complete,

consistent, ranked for importance and/or stability, verifiable, modifiable and traceable.

Using the IEEE resource increases confidence in the argument and makes it more

compelling. Hence, our sub-goals address correctness, unambiguity, completeness, con-

sistency, verifiability, modifiability and traceability of the requirements documentation.

"Ranked for importance and/or stability" is excluded from our assurance case as our

case study is a scientific software and all requirements are equally important. This is

shown as J_GRb in Figure 4.7.

You mention ranked for importance here, and this is shown in your figure,

For each of the sub-goals in Figure 4.7, we have developed arguments and presented

them in Figures 4.8, 4.9, 4.11, 4.12, 4.16, 4.15, 4.17 and 4.18. In this case, we need

contexts to give definitions for each properties.

We decided to develop an argument for consistency, completeness, and correctness

together called 3C. The reason for grouping these qualities is that according to some

publications, such as “ The Three Cs of Requirements: consistency, completeness, and

correctness” [57], there is an important relationship between completeness, consistency

and correctness of software requirements. Improving one of these three qualities may

diminish the other one. From another perspective, correctness is a combination of

consistency and completeness. So it is important to consider these 3 qualities together.

The top level of this argument is shown in Figure 4.8.

We present the sub-goals of the 3Cs in Figures 4.9 for correctness and consistency

and 4.11 and 4.12 for completeness.

Spriggs [2] gives an argument for the readiness of a business plan in Figure 4.10.
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Figure 4.7: GR decomposition
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Figure 4.8: Goal decomposition for Consistency, Completeness, and Correctness
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Figure 4.9: Arguments for Correctness and Consistency
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We use a similar argument for completeness of the documentation.

5.2 First Cut

The first draft really was rough, so I will not reproduce it here. It was sufficient to
show where this could lead; it can do more than allay fears about the Board.

I wanted a presentable copy to show people, so I prepared the more formal
version shown in Fig. 5.1. It is not just about my business plan now; I have spotted

The Departmental 
Business Plan is ready 

for Board Review

The correct 
template has 
been used

The plan is 
structured and 

presented 
correctly

The plan has the 
required content

The content of 
the plan has 

been checked

BP-02, “Procedure 
for preparing 

business plans”

List of Domain 
Experts and other 

reviewers 

Department Name and 
Manager to be specified

Financial Year 
to be specified

The Quality 
Check is 
complete

Domain Experts 
have verified 

specific content 

All reviewers 
have submitted 

comments

The plan 
specifies its 

context, purpose 
and scope

The plan 
addresses 

“Business as 
Usual”

The plan 
addresses 

Improvement 
Initiatives

The plan sets 
out resource 
requirements 
and budgets

The plan 
specifies Key 
Performance 

Indicators

The plan sets out 
a schedule of 

deliverables for 
each Customer

The plan sets  
Improvement 

Objectives
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Fig. 5.1 The business plan readiness argument

30 5 A More Practical Example

Figure 4.10: A part of the business plan readiness argument Spriggs [2]

We presented the top half of the 3C.Completeness argument as Figure 4.11 with

3 sub-goals. In Figure 4.12 we have repeated this goal again but this time with its

sub-goals. As Figure 4.12 shows, most of the sub-goals are directed to a module called

GenericEvidence, instead of ending up to an evidence. We discuss this module in the

next paragraphs.

The content of the documentation of the requirements must be reviewed and verified

by domain experts. Spriggs [2] gives a decomposition for this argument shown in

Figure 4.13. We have developed a similar decomposition in one of our modules, called

GenericEvidence. We have developed this module to re-use it for several arguments in

our assurance case. We have an argument that a particular quality of the requirements

documentation has been met; the main evidence items are the acceptance report and

the addressed comments submitted by the reviewers. If we want to ensure that another
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Figure 4.11: Top level argument for Completeness
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Figure 4.12: Sub-goals for Completeness
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5.9 Problems

1. Do you recall the family of Chap. 4? Adelle is the daughter of Bertrand and
Celine. Celine’s parents are Didier and Estelle. Estelle’s brother Frederic is
married to Gabrielle; they have a son, Henri. Construct an argument in GSN
that Gabrielle is the great aunt of Adelle by decomposing this Top Goal into
two appropriate Sub-Goals, and then decompose your Sub-Goals one level, as
necessary.

2. Construct another argument in GSN that Gabrielle is the great aunt of Adelle by
decomposing this Top Goal into appropriate Sub-Goals, one of which is the
answer from Chap. 4, ‘‘Adelle is Estelle’s granddaughter’’. Decompose your
other Sub-Goals one level, as necessary.

3. My original draft of Fig. 5.1 had the Contexts for domain experts and reviewers
shared, as in Fig. 5.7, below. Why was I able to move it to the higher Goal
without changing the meaning?

The content of 
the plan has 

been checked

List of Domain Experts 
and other reviewers

Domain Experts 
have verified 

specific content 

All reviewers 
have submitted 

comments

Fig. 5.7 Original location of the Context

5.9 Problems 37

Figure 4.13: An example of an argument for review from [2]

quality has been met, we would not want to start our argument again from scratch. It

would be better to use the same module (sub-structure), but bring new evaluation,

comments and sections in the report as evidence. In that case, we could just have the

name of the quality in the module, but publish the argument stating exactly which

quality is reviewed. For instance, for the sake of completeness, we verified that all

statements made in the original documentation are reflected in the new documentation.

This comparison is mentioned as GenericEvidence.3 in Figure 4.14. .

GenericEvidence is a generic argument. The generic argument is often called a

“pattern”. “A pattern in this context is an argument that applies to a class of things,

which you can use as the basis of an argument for a specific instance” [2]. This module

is shown in Figure 4.14.

According to IEEE Std 830-1993 [56], documentation of the requirements is verifi-

able, if and only if, every requirement stated therein is verifiable. Further information

and definitions of verifiability of documentation are mentioned as contexts in Fig-

ure 4.15.

In Figure 4.16, we presented the argument for having unambiguous documentation

of the requirements and its associated sub-goals. Having unambiguous requirements

is important; misinterpretation of requirements is the source of 40% of all bugs in
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Figure 4.14: GenericEvidence module used as a pattern in our assurance case

delivered software [58]. For a documentation of the requirements to be unambiguous,

each requirement must be described using a single unique term. Each term also must

have one meaning. In case a term has several meanings, the term must be mentioned

in a glossary and its particular meanings should be given specifically.

Modifiability is a quality attribute of the software architecture that relates to “ the

cost of change and refers to the ease with which a software system can accommodate

changes” [59]. Modifiability generally requires a requirement documentation to have a

coherent and easy-to-use organization with a table of contents, an index, and explicit

cross-referencing. Moreover, requirements should not be redundant and they must be

expressed separately. The argument for a modifiable documentation of the requirements

and its associated sub-goals is shown as Figure 4.17.

According to IEEE Std 830-1993 [56], software requirements are traceable if the

origin of each of its requirements is clear and if it facilitates the referencing of each

requirement in future development or enhancement documentation. Two types of
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Figure 4.15: Argument for verifiability of documentation of requirements
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Figure 4.16: Goal decomposition for an unambiguous documentation of requirements
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Figure 4.17: Argument for modifiability of documentation of requirements
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traceability exist:

• Backward Traceability: Each requirement explicitly referencing its source in

earlier documents.

• Forward Traceability: Each requirement in the requirements documentation has

a unique name or reference number.

The argument we have developed for traceability of the documentation is shown in

Figure 4.18.

Figure 4.18: Goal decomposition for document traceability

The next step after the requirement specification is typically the software design

and then the software implementation. Having a documented requirement specification

can facilitate the stage. The arguments for the software design and implementation
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are shown in Figures 4.19 and 4.20. As the focus of our work was on the quality of the

documentation, these goals are undeveloped and need further development. This is

indicated in the diagrams by the little diamonds at the bottom of the goals.

Figure 4.19: Goal decomposition for software design

In addition, we defined GA as “Input(s) to 3dfim+ satisfies the defined operational

assumptions”. Achieving this goal relies on the software to check if the input is valid

as well as the user to make sure the input they give to the program is valid. This

argument is shown in Figure 4.21.

69



Masters Thesis — Mojdeh Sayari Nejad McMaster University — Computer Science

Figure 4.20: Goal decomposition for software implementation
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Figure 4.21: Argument for inputs satisfying the defined operational assumptions
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4.3 Software Requirements Specification

Development

Having a documented software requirements specification (SRS) is one of the most

important principles of software validation [18]. Such document provides a baseline

for software validation and verification. Having an SRS is necessary for conducting a

complete software validation process [18]. Another reason for the importance of the

SRS is that the only way to judge the correctness of scientific software is by comparing

it to a specification of the requirements [13].

Another advantage of having a requirement specification is that the input assump-

tions, theoretical and mathematical background information, the scope of the software

and in general all supporting information can be explicitly and clearly mentioned

therein. As mentioned in the previous section, requirement documentation can improve

software qualities such as correctness, completeness, understandability, readability,

verifiability, reusability and maintainability.

Moreover, the SRS is part of the evidence for the assurance case. For example,

C2 in Figure 4.5, E_Traceable.1 and E_Traceable.2 in Figure 4.18 and E_GA.2 and

E_GA.3 in Figure 4.30 are some of the elements in our assurance case where the

evidence comes from the SRS. The SRS that we have developed for 3dfim+ is included

in Appendix 1.

An SRS must be of high quality and have all the quality features that are previously

represented in Figure 4.7. To come up with a high-quality SRS, we have followed

the IEEE 830-1993 [56] standard. It describes the content of a good SRS, alongside

presenting several sample SRS outlines. According to this IEEE Standard, a good

SRS provides several benefits such as:
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• Facilitating the understanding of the software. It helps the user decide whether

the software is a good choice for their needs by giving full description of the

functionality the software performs.

• Enabling early corrections. Through carefully reviewing and documenting the

requirements, it is more probable that inconsistencies and misunderstandings

can be revealed earlier when they are easier to fix.

• Reducing the development effort. The design is done based on the requirements,

and once the requirements are fully and carefully documented in the SRS,

designing the corresponding components and modules is easier.

• Reducing the validation and verification effort. The SRS provides information

based on what validation and verification activities are conducted. It provides a

baseline against which compliance can be evaluated.

• Facilitating the comparison of the different tools and software.

• Improving the communication between experts.

• Improving understandability for the users.

We followed a requirements template for scientific software with some modifications.

This template is given by Smith [13] and is also based on the IEEE Standard 830. The

template is represented in Figure 4.22.

Our template is represented in Figure 4.22. Most of the sections are borrowed from

the Smith template (Figure 4.22). The major modifications from the Smith template

are discussed below:
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• In section 4 we do not mention the System Behavior. Instead we mention it

in section 5 (Requirements). We have also modified section 4 and added more

sub-sections to it where necessary.

• We have changed section 5 to contain both functional and non-functional re-

quirements and our emphasis is on the functional requirements.

• We do not provide a section for Solution Validation Strategies, we discuss them

in a separate document (Verification and Validation Plan). Values of Auxiliary

Constant are mentioned in the theoretical models and we do not provide a

separate section for them. We also have sections for Traceability Matrix and

System Issues.

Before discussing the different sections in our SRS in detail, we need to clarify

some of the terms.

Requirement: According to [18], a requirement “can be any need or expectation for a

system or for its software. Requirements reflect the stated or implied needs of

the customer, and may be market-based, contractual, or statutory, as well as

an organization’s internal requirements”. Software requirements are typically

derived from the functionality that has been allocated to software and is typically

stated in functional terms.

In this thesis, we derived some of the requirements such as functional requirements

from the existing documentation [50]. This documentation focuses on the

functionality of the software and the terms are explained at a high level. Other

requirements such as assumptions are derived based on the mathematical models

and formulas that are used in the program. These formulas are given in the
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1. Reference Material: a) Table of Contents b) Table
of Symbols c) Abbreviations and Acronyms

2. Introduction: a) Purpose of the Document b) Scope
of the Software Product c) Organization of the
Document

3. General System Description: a) System Context
b) User Characteristics c) System Constraints

4. Specific System Description: i) Background
Overview, ii) Terminology Definition, iii) Physical
System Description, iv) Goal Statements v) The-
oretical Models, vi) Assumptions, vii) Data Con-
straints, viii) System Behaviour

5. Non-functional Requirements: i) Accuracy of In-
put Data, ii) Sensitivity of the Model, iii) Tol-
erance of Solution, iv) Look and Feel Require-
ments, v) Usability Requirements, vi) Performance
Requirements, vii) Maintainability Requirements,
viii) Portability Requirements, ix) Security Re-
quirements

6. Solution Validation Strategies,

7. Other System Issues: a) Open Issues b) Off-the-
Shelf Solutions c) New Problems d) Waiting Room

8. Traceability Matrix

9. List of Possible Changes in the Requirements

10. Values of Auxiliary Constants

11. References

Figure 2. Proposed Requirements Template

feel, usability, performance, maintainability, portability and
security requirements. The new template has to address the
challenge of providing validatable and useful requirements.
As mentioned in Section 2.3 when NFRs are phrased as ab-
solute quantitative measures, so as to make the requirements
validatable, the problem is introduced that the requirements
may be unrealistic. In many cases the absolute performance
of the requirement is not important, it the relative compar-
ison to other software products that is important. Validat-
able requirements can be stated as relative measures of how
the general purpose tool compares to other program family
members, with respect to the performance of a functionality
that they share. For instance, a new software tool for solv-
ing linear system of equations can be compared to the accu-
racy of Matlab. This can be done by identifying benchmark
test problems that will be run on the competing software.
Running test problems allows for a posteriori description of

the software behaviour rather than a priori specification of
nonvalidatable NFRs, as discussed in Section 2.3.

The other challenge for NFRs is to capture their rela-
tive importance, given that tradeoffs typically exist such that
improving one NFR means that another will suffer. For in-
stance, it is difficult to have software that is fast, accurate,
portable and maintainable, all at the same time. Depend-
ing on the software context, one or more of these NFRs
may have a higher priority than the others. When reasoning
about all of the NFRs at once, it can be difficult to identify
the priorities. The field of decision analysis provides advice
on how best to quantify the relative importance of the vari-
ous NFRs because decision makers face the same challenge
when defining rational criteria to judge competing goals
and options. To assist with decision making the concept
of utility has been introduced to allow ranking of compet-
ing alternatives so that the one with the highest utility can
be selected. However, the concept of utility can sometimes
be challenging to adopt because many competing attributes
can contribute to the utility, but the relative importance of
the different attributes may be difficult to determine as they
do not always have a common basis. For instance, if one is
choosing between different transportation alternatives there
will be contributions to the utility from both cost and envi-
ronmental impact. Although the utility of the cost can be
easily measured in monetary units, the choice is unclear as
to what constitutes appropriate and compatible utility units
for measuring environmental impact.

One approach that has been successfully applied to ad-
dressing the challenge of comparing attributes, especially
attributes that are measured in different units, is the Analytic
Hierarchy Process (AHP) [13], since it does not require ex-
plicit quantification of utility. Instead of utility, AHP uses
ratio scales to assess the relative priorities between various
goals and criteria. AHP reduces the challenge of determin-
ing priorities to a series of pair-wise comparisons between
attributes. These pair-wise comparisons are much easier to
reason about than trying to tackle the entire problem all at
once. Some example values that can be used for the ranking
scale are as follows: 1 for equal importance, 3 for moder-
ately strong importance, 5 for very strong importance and 9
for extreme importance. Given the success AHP has had in
decision analysis, this is the approach adopted in this paper
to rank the relative priority of the NFRs. An example is pro-
vided in Section 4.2 to show how a matrix, along with the
associated calculations, can be used to determine the prior-
ities.

As observed in Section 2, it is difficult to validate scien-
tific computing software. The purpose of the SRS section
on solution validation strategies is to capture the experts in-
sight on how to validate the software. Three potential eval-
uation strategies are:

• Solve the problem by different techniques; for in-

14th IEEE International Requirements Engineering Conference (RE'06)
0-7695-2555-5/06 $20.00  © 2006

Figure 4.22: (a) Requirement template provided by [13] and (b) Table of Content of
Our SRS
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existing document [50], but the assumptions are not mentioned. We investigated

other resources to come up with a complete documentation of the requirements.

Specification: A specification is “a document that states requirements” [18]. Another

definition is given by [56] as “A specification that documents the requirements

of a system or system component. It typically includes functional requirements,

performance requirements, interface requirements, design requirements [attributes

and constraints], development [coding] standards, etc.”.

In this thesis, whenever we use the term specification, we are referring to the

specification that documents the requirements of the software.

Requirement Analysis: Requirement Analysis is defined as “(1) The process of

studying user needs to arrive at a definition of a system, hardware, or software

requirements. or (2) The process of studying and refining system, hardware, or

software requirements” [56].

In this thesis, we conducted the requirement analysis as explained in the second

definition. We studied and refined the software requirements based on the existing

documentation and implementation.

SRS: According to the IEEE definition [56], “The SRS is a specification for a particular

software product, program, or set of programs that performs certain functions in

a specific environment.”

In this thesis, the SRS we developed is a specification for the 3dfim+, which is a

particular program that performs certain functions in its intended environment.

Moreover, our template complies with GPSV principles for SRS. GPSV specifies

the information an SRS should contain. This information alongside the parts of our

SRS that contains such information is given as follows.
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• “All software system inputs”; The inputs are mentioned in Section 4.1.5 (Goal

Statements) and are explained in detail in Section 4.2.3 (Data Definitions)

(Figures 4.23, 4.24 and 4.25).

4.1.5 Goal Statements

Given an fMRI time series (DD6), one or more ideal time series (DD7) and zero or more
orthogonal time series (DD13):

GS1: Estimate the Pearson correlation coe�cients between the (best) ideal time series and
the fMRI time series at each voxel over time.

GS2: Estimate the Spearman correlation coe�cient between the (best) ideal time series and
the fMRI time series at each voxel over time.

GS3: Estimate the quadrant correlation between the (best) ideal time series and the fMRI
time series at each voxel over time.

GS4: In case of having multiple ideal signals, report the index number for the best ideal time
series.

GS5: Calculate the percentage change in the fMRI time series due to the (best) ideal time
series relative to the average for each voxel.

GS6: Calculate the percentage change in the fMRI time series due to the (best) ideal time
series relative to the baseline for each voxel.

GS7: Calculate the fMRI time series baseline for each voxel.

GS8: Calculate the fMRI time series average for each voxel.

GS9: Calculate the percentage change in the fMRI time series due to the (best) ideal time
series relative to the topline for each voxel.

GS10: Calculate the fMRI time series topline quantity for each voxel.

GS11: Calculate the standard deviation of the residuals at each voxel between the fMRI
dataset and corresponding data estimation.

4.2 Solution Characteristics Specification

In this section, necessary information to understand the meaning of instance models, pre-
sented in subsection 4.2.4, is provided.

4.2.1 Assumptions

This section simplifies the original problem and helps in developing the theoretical model by
filling in the missing information for the physical system. The numbers given in the square
brackets refer to the theoretical model [T], data definition [DD], instance model [IM], or
likely change [LC], in which the respective assumption is used.

17

Figure 4.23: Goal Statements for 3dfim+

• “All software system outputs”. We mention all the outputs in Section 5.1 as

Functional Requirements (Figures 4.26).
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Number DD5

Name Sign

Label Sign Function

Symbol sign()

Equation

sign(a) =

8
>><
>>:

1 a > 0

0 a = 0

�1 a < 0

Description Given a variable a, the sign function returns 1 if a is positive, 0 if a is equal
to zero, and -1 if a is negative.

Source https://en.wikipedia.org/wiki/Sign_function

Ref. By T3

Number DD6

Name 3d+time

Label Mathematical Representation of 3d+time Dataset

Symbol X : Rm⇥n⇥p⇥q

Equation -

Description 3d+time datasets are 4D datasets that have a temporal component, a time
dimension that is the time intervals during scanning, collecting and con-
catenating datasets together. 3d+time datasets are the basic units of the
fMRI.

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By GS1, DD8, DD14, DD16, DD17, DD19, IM1, IM2, IM3, IM4, IM9, IM10,
R1

28

Number DD7

Name Ideal Signal

Label Mathematical Representation of Ideal (Reference) Signal (Time
Series)

Symbol r : Rn

Equation -

Description Ideal signal is a waveform of choice.

Source https://en.wikipedia.org/wiki/Square_wave

Ref. By GS1, DD16, IM1, IM2, IM3, IM4, IM6, IM9, IM10, IM12, R1, R7, R8, R11

Number DD8

Name Sub-brick

Label Sub-brick

Symbol sb : Rm⇥n⇥p

Equation -

Description A dataset (DD6) is comprised of one or more sub-bricks. Each sub-brick is
a 3D array of numbers.

Source https://msu.edu/~zhuda/fmri_class/labs/lab2/afni01_intro.pdf

Ref. By DD9

29

Figure 4.24: Some of the inputs for 3dfim+
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Number DD13

Name Orthogonal

Label Orthogonal Time Series

Symbol � : Rn

Equation -

Description Time series that is perpendicular to the baseline (DD11). Two polynomials
are orthogonal if their inner product is zero. We define an inner product
for two functions by integrating their product.

R b

a
�(x)base(x)dx = 0

Source https://www.johndcook.com/OrthogonalPolynomials.pdf

Ref. By GS1, IM2, IM6, IM7, IM8, IM12, R1

Number DD14

Name Threshold

Label Threshold For Voxels’ Intensity

Symbol p : R; 0  p  1.0

Equation -

Description p is a variable between 0 and 1. By default p = 0.0999.
3dfim+ calculates the average image intensity for the first sub-brick of the
X (DD6) in the time series and then excludes any voxel whose intensity is
less than p ⇤ average. This process decreases the run time of the program.

Source https://afni.nimh.nih.gov/pub/dist/doc/program_help/3dfim+

.html

Ref. By R1

32

Figure 4.25: Another input for 3dfim+

• “All functions that the software system will perform”. The functions are men-

tioned briefly in Section 4.1.5 as Goal Statements and are discussed more in

details in Section 4.2.4 as Instance Models (Figures 4.23, 4.27 and 4.28). The

Goal Statement does not contain non-functional requirements.

• “All performance requirements that the software will meet, (e.g. data throughput,

reliability, and timing)”. When developing the SRS, although our focus was on the

functional requirements, we dedicated a section (Section 5.2) for non-functional

requirements.

• “The definition of all external and user interfaces, as well as any internal software-

to-system interfaces”. Refining the interfaces was not in the scope of our work.

• “How users will interact with the system”. We explained the user interaction

with the software system, and mentioned user’s responsibilities in Section 3.1 as
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• Correlation coe�cients ⇢ (IM1),⇢s (IM3),⇢q (IM4) must lie between -1 and 1.

4.2.6 Properties of a Correct Solution

Whether we use Pearson, Spearman or quadratic correlation coe�cient estimation, the value
of the computed correlation coe�cients should be between �1 and 1.

5 Requirements

This section provides functional and non-functional requirements for 3dfim+.

5.1 Functional Requirements

R1: Input the following functions, data and parameters:

symbol description

X fMRI data as a 3d+time dataset in NIfTI format (DD6)

pnum degree of the polynomial in the baseline model (DD12)

� orthogonal time series function(s) (DD13)

r reference time series function(s) (DD7)

p threshold for voxels’ intensity (DD14)

cval comparing value for correlation coe�cient screen display (DD15)

R2: Use the inputs in R1 to estimate the vector of unknown parameters � (IM2) at each
voxel (from IM2).

R3: Calculate the Pearson correlation coe�cient at each voxel between X and (best) r
(from IM1).

R4: Calculate the Spearman correlation coe�cient at each voxel between X and (best) r
(from IM3).

R5: Calculate the quadrant correlation coe�cient at each voxel between X and (best) r
(from IM4).

R6: In case of having multiple ideal signals r, report the index number k (DD17) for the
best ideal time series rk (DD16) (from IM5).

R7: Calculate the percentage change in X due to the (best) ideal time series (DD7, DD16)
relative to the Baseline (IM6) for each voxel (from IM9).

R8: Calculate the percentage change in X due to the (best) ideal time series (DD7, DD16)
relative to the Average (IM7) for each voxel (from IM10).

47

Figure 4.26: 3dfim+ outputs
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Number IM1

Name Pearson Model

Label Calculating Pearson Correlation Coe�cient Between the Refer-
ence Signal and the Input Dataset

Input X : Rm⇥n⇥p⇥q, r : Rq

Output ⇢ijk(X, r) =

qP
l=1

(xijkl�x̄ijk)(rl�r̄)

[
qP

l=1

(xijkl�x̄ijk)2(rl�r̄)2]
1
2

Description The formula calculates the Pearson correlation coe�cient (T1) between the
ideal time series r (DD7) and the 3d+time dataset X (DD6).
x̄ijk and r̄ are sample means (DD1) defining as follows:

x̄ijk =

qP
l=1

xijkl

q

r̄ =

qP
i=1

ri

q

Note that assumptions A1, A2, A3, A4 and A5 must hold while cal-
culating this correlation.

We also assumed that r = rk (DD16) in case of having more than
one ideal signal.

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By R2, R3, LC2

36

Number IM12

Name Standard Deviation of the Residuals

Label Calculating The Standard Deviation of the Residuals at Each
Voxel Between the fMRI Dataset and Corresponding Data Es-
timation

Input X : Rm⇥n⇥p⇥q, �i : Rq, ri : Rq

Output �̂ijk =

s
qP

l=1
(Xijkl�X̂ijkl)2

q�nb�no�ni

Description Extending the theoretical model T8 to the fMRI dataset, we have:

X̂ijkl = (MT M)�1MT Xijkl

Using theoretical models T5, T6 and T7 we can calculate thestandard de-
viation of the residuals:

�̂ijk =

vuuut
qP

l=1

(Xijkl � X̂ijkl)2

q � pnum � no � ni

Where:
pnum is the polynomial degree (DD12),
no is the number of orthogonal time series (DD13),
and ni depends on the number of ideal time series (DD7) such that:

ni =

(
1 if we have 1 ideal time series

2 if we have more than one ideal time series

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By R13

4.2.5 Data Constraints

Data constraints on the input are as follows:

• Dimensions of reference signals (DD7) and orthogonal time series (DD13) should
match.

Data constraints on the output are as follows:

46

Figure 4.27: Some of the Instance Models for 3dfim+
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Number IM2

Name fMRI Dataset Model

Label Mathematical Model of Measured fMRI Dataset To Find Fit Co-
e�cients

Input X, �i 2 Rq, ri 2 Rq

Output �T
ijk = [�0, �1, · · · , �1, �2, · · · , ↵1, ↵2, · · · ]T

Description Correlation analysis of each voxel’s time series in X (DD6) with reference
signal(s) ri (DD7) where:

M =

2
66666664

1 1 · · · �11 · · · r11 · · ·
1 2 · · · �12 · · · r12 · · ·
1 3 · · · �13 · · · r13 · · ·
...

...
. . .

...
. . .

...
. . .

1 f · · · �1f
· · · r1f

· · ·

3
77777775

Xijk = yijk =

2
66666664

y1

y2

y3

...

yf

3
77777775
�⇤

ijk =

2
666666666666666664

�0

�1

...

�1

�2

...

↵1

↵2

...

3
777777777777777775

✏ijk =

2
666664

✏1

✏2
...

✏f

3
777775

The equation can be also written as: Xijk = M�⇤
ijk + ✏ijk where:

M is the data model consisting of baseline (DD11), orthogonal time series
�i’s (DD13) and ideal time series ri’s (DD7).
�⇤T

ijk is the vector of unknown fit coe�cients for each voxel vijk.
✏ijk is the noise at a specific voxel vijk over time.
↵ ’s are the fit coe�cient for ideal signals.
�’s are the fit coe�cient for baseline.
�’s are the fit coe�cient for orthogonal time series.

Source
http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By IM6, IM7, IM8, R2, R12

37Figure 4.28: Another Instance Model for 3dfim+
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System Context (Figure 4.29).

goals, theories, definitions and assumptions. The goal statements are refined to the theoret-
ical models, and theoretical models to the instance models. For readers that would like a
more bottom-up approach, they can start reading the instance models in Section 4.2.4 and
trace back to find any additional information they require.

3 General System Description

This section provides general information about the system, identifies the interfaces between
the system and its environment, and describes the user characteristics and the system con-
straints.

3.1 System Context

Figure 1 shows the system context. A circle represents an external entity outside the soft-
ware, the user in this case. A rectangle represents the software system itself. Arrows are
used to show the data flow between the system and its environment.

User 3dfim+
Inputs

Figure 1: System Context

3dfim+ is mostly self-contained. The only external interaction is through the user interface.
The responsibilities of the user and the system are as follows:

• User Responsibilities:

– Provide the input data to the system

– Ensure the input meets the necessary assumptions

– Run the appropriate experiment to obtain the required data

• 3dfim+ Responsibilities:

– Calculate the required outputs

3.2 User Characteristics

The end user of 3dfim+ should have an understanding of undergraduate Level 1 Linear
Algebra.

6

Figure 4.29: System Context for 3dfim+

• “Required response times”; This information is not applicable to our work.

• “The intended operating environment for the software, if this is a design constraint

(e.g., hardware platform, operating system)”. The intended environment to run

the program 3dfim+ is mentioned in Section 3.3 as System Constraints. As

3dfim+ had been already designed and implemented by the time of writing our

version of SRS, the information provided in this section is for user’s information

and not for design purposes.

• “All ranges, limits, defaults, and specific values that the software will accept”.

We have mentioned the inputs that the software accepts and Section 4.2.1 as

Assumptions (Figure 4.30). The Assumptions section emphasis on the importance

of the input assumptions. Ideally, an accurate software should not proceed if
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its input does not meet the necessary assumption. Although 3dfim+ does not

provide input assumptions, we have investigated and documented the input

assumptions based on the mathematical formulas that are used in the program.

4.2.1 Assumptions

This section simplifies the original problem and helps in developing the theoretical model by
filling in the missing information for the physical system. The numbers given in the square
brackets refer to the theoretical model [T], data definition [DD], instance model [IM], or
likely change [LC], in which the respective assumption is used.

The calculation of Pearson correlation coe�cient requires the following data assump-
tions to hold:

A1: The variables should be either of type interval or ratio. In other words, they should
be continuous, which is also known as quantitative variable. However, both variables
do not need to be measured on the same scale; one can be of type interval while the
other can be of type ratio [T1, IM1].

A2: There is a linear relationship between the two variables [T1, IM1].

A3: The variables are bivariately normally distributed [T1, IM1].

A4: Outliers are removed entirely or kept to a minimum [T1, IM1, LC1].

A5: The variables are homoscedastic [T1, IM1].

If data does not meet all of the above assumptions, then Spearman correlation coe�cient
or quadrant correlation coe�cient can be used, if the data holds the following characteristics:

A6: The variables should be either of type interval, ratio or ordinal. However, both variables
do not need to be measured on the same scale; one can be interval while the other is
ratio [T2, T3, IM3, IM4].

A7: The variables should be monotonically related. One can check whether a monotonic
relation exists between the two variables using a scattergram [T2, T3, IM3, IM4].

It is worth mentioning that Spearman correlation coe�cient estimation is not very sen-
sitive to outliers. Hence, if there are outliers in the data, the result should still be valid.

4.2.2 Theoretical Models

This section focuses on the general equations and laws that 3dfim+ is based on. In this
document, we considered indexing starts from 1.

18

Figure 4.30: Input Assumptions for 3dfim+

• “All safety related requirements, specifications, features, or functions that will be

implemented in software”. We indirectly focused on safety by building confidence

in the quality of correctness. For medical analysis software, like 3dfim+, safety
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is tied to correctness, since using incorrect software would be unsafe.

Another integral part of a requirement documentation is Terminology. This section

consists of the mathematical concepts and their meaning. As our case study is scientific

software, it is necessary to include this section in our documentation. The reason

is that terminology often has different meanings, and to avoid potential confusion,

such information should be provided in this section. Terminology along with the

Background section provide enough information to allow understanding of the later

sections: Goal Statements, Assumptions, Theoretical Models, and Instance Models. In

the Theoretical Models section, the models are presented as they would be specified in

any general mathematical text book. The models are general mathematical models

and not specific for the case study.

4.4 Test Case Development

To validate the implementation of 3dfim+, we have developed test cases based on the

Functional Requirements we have derived and documented in our SRS. Since our case

study is a scientific software, validation through testing is challenging. As mentioned

earlier, such software is based on mathematical and physical formulas and success in

one test case does not necessarily ensure success for another test case [13].

We developed one test case per each functional requirement, to compare their

results with the results of 3dfim+. As an evidence, we explain one of our test cases.

This test case checks the correctness of the Pearson Correlation Coefficient calculation,

which is one of the main functionalities of 3dfim+.

We used MATLAB software to develop our test case and AFNI to visualize and

get the indices of voxels. Our input consists of 180 frames of 64×64×28 images. In

this test case, we decided to find the minimum and the maximum Pearson correlation
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coefficients. These values appear in a voxel whose activity has the highest correlation

with the ideal signal (for the maximum correlation coefficient) and a voxel whose

activity has the lowest correlation to the ideal signal (for the minimum correlation

coefficient).

We got the same results for the maximum and the minimum Pearson correlation

coefficients in both software. The maximum Pearson correlation coefficient was

calculated as 0.7802 and the minimum Pearson correlation coefficient was calculated as

-0.775843. Despite of achieving the same results, the locations of these results were not

consistent. Using 3dfim+, the maximum correlation coefficient was found at location

(50, 27, 21) whereas the voxel with the highest correlation coefficient was located at

(43, 28, 22) in MATLAB. A difference of (7, −1, −1) between these two locations is

noticeable.

Moreover, this difference was also seen in the case of the minimum correlation

coefficient. The voxel with the minimum correlation coefficient was found at location

(28, 27, 23) using 3dfim+, whereas in MATLAB, the minimum correlation coefficient

belonged to the voxel at position (21, 28, 24). As we can see, in this case the difference

is also (7, −1, −1). This experiment shows that the coordinate system and indices

conventions are different in MATLAB and 3dfim+. Figure 4.31 depicts this comparison.

To avoid confusion, the coordinate system that is followed by 3dfim+ should be

mentioned in the software requirements specification. We added a section for the

coordinate systems used in these programs in our SRS and explained the differences

between these conventions clearly.

Although most scientific software face Oracle problems [60], in our case we knew

what the right answer would be. We had the outputs from 3dfim+ and we could check

our results against them. In all test cases, our results match the results from 3dfim+.

Hence, we can claim that we increased the confidence in the correctness of 3dfim+.
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Figure 4.31: Comparison of the results we got from different software for the minimum
and maximum value of Pearson Correlation Coefficient between the brain signals and
the ideal signal

4.5 Expert Review

Another evidence in our assurance case is the domain experts review. Review of SRS

is important to reach a common platform between software engineers and scientists.

Properly reviewed SRS acts as an agreement between the scientists and the software

engineers regarding the deliverables of the project.

Domain experts review appears in our assurance case as “Domain experts/customers

approve the «quality» of the documentation of the requirements”. To ensure our SRS

is of high quality, a task-based inspection approach has been done for the review.

Review techniques consist of task-based inspection using Github issue tracking. The

task-based approach is based on Kelly’s work [54].

To initiate the review process, we have assigned a set of tasks which need to be
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completed. Every task is framed as a question in a specific section of the SRS which

needs to be answered after reading the corresponding section in the SRS document.

We used Github issue tracking for our discussion. We selected some of the tasks and

posted them as issues on Github. A domain expert went through all the tasks and gave

us suggestions. According to his suggestions, we made the necessary modifications.

This review increased the confidence in our SRS. The set of tasks is given in Appendix

C.
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Chapter 5

Conclusion and Future Works

In this chapter, we provide a summary of the thesis as well as the future work.

5.1 Thesis Summary

This thesis has provided insight into constructing assurance cases for scientific software.

The principal objective of our assurance case was to present a clear argument that the

program 3dfim+ delivers correct outputs when used for its intended use/purpose in its

intended environment. The Goal Structuring Notation (GSN), presented within this

paper, has been developed to provide a clear and structured approach for developing

and presenting our argument. The assurance case we developed is the first contribution

to employing this approach for scientific software. This assurance case can be used as a

guideline for the future assurance case developments in this domain. For example, our

approach to using a generic argument for the quality-related claims, which improves

reusability, can be used in other assurance cases.

An assurance case presents an overall picture of the system. It puts the evidence
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such as testing and documentation together in a coherent way. Hence, it facilitates

communicating among the people engaged in a project. It also enables external parties

to judge about the system.

Moreover, we developed an SRS for 3dfim+ which has been significantly improved in

comparison to the existing documentation. For instance, the documentation provided

by the developer of 3dfim+ does not mention the input assumptions Nor does it

mention the coordinate system 3dfim+ uses. This particular omission can cause

considerable confusion, especially when somebody wants to compare the results of the

3dfim+ with the results of another software for the same experiment. Mathematical

formulas and concepts in the original documentation are too abstract and require

further explanation. In our SRS, we addressed these problems. However, we can not

quantify the risk and cost associated with mistakes/changes in the software.

Our SRS delivers the information required to understand how 3dfim+ works, what

assumptions should an input meet, and what mathematical formulas are used to

implement it. The SRS as evidence appears many times in our assurance case and its

correctness has been verified by a domain expert.

Further evidence to our assurance case is the test case development. By developing

test cases and the matching results between 3dfim+ and our test cases, we improved

confidence in the correctness of 3dfim+.

The main problems we encountered throughout our work can be summarized as

follows:

• Using natural language for building assurance cases instead of formal proofs

made the assurance case development challenging.

• Distinguishing between some terminologies used in assurance cases, such as

assumption and context, was challenging.
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• Tool support for building assurance cases was limited and made it difficult for us

to develop our assurance case. Moreover, with the current tool support, assurance

cases are hard to maintain.

• There was no way to mathematically prove the relationship between the elements

in the assurance case.

• There was no way to ensure that the evidence we would provide is sufficient. In

many cases, the evidence was compelling, but the reader had to work hard to

confirm that it is so.

Some of the open questions related to the use of the assurance cases are:

• To what extent does this approach improve the software reliability?

• How does one measure the effectiveness of developing assurance cases for software?

• How is the assurance case itself evaluated?

5.2 Future Works

Based on our work and our review of past and current work on assurance cases, we

can identify a number of directions for the future development of assurance cases. We

believe the outlined problems and open questions can be tackled effectively if more

research is done on the following fronts:

• Assurance Case Methodology Enhancement: As mentioned earlier in this chapter,

not all the definitions given for the assurance case terminology are distinguishable.

Conducting more research on this area and having better and more explicit

definitions, along with more examples, can help with developing assurance cases.
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• Tool Support Improvement: Currently, there is no tool that provides an ab-

straction of goals and sub-goals to handle the complexity of the assurance case

structure; e.g. to hide the details and only show the title to improve readability,

and release the details upon a click on the goals. No tool supports implementation

for links between the elements to replicate changes; if we make a change in one

element, other elements attached directly or indirectly to it remain unchanged.

Improving tools in this regard will make assurance cases easier to navigate and

readable. It also improves maintainability.

• Publishing Examples of Practical Assurance Cases: Currently, many existing

assurance cases are not released due to proprietary rights. The more presentations

on adoption of assurance cases and case studies, the better resources we have to

learn from about assurance cases.

• Developing Argument Templates and Linkage to Standards such as IEEE 830-

1993: Assurance cases are costly to develop, so we should seek more efficient

means of construction. Being able to develop templates for specific categories of

systems or software will be extremely valuable. Especially if these patterns are

approved by their stakeholders and corresponding responsible organizations, or

they are linked to a standard, this can assist future development of assurance

cases and reduce the risk and time of the development.

• Extension to other Areas: Assurance cases can be used in other areas that

require assurance. Nowadays, assurance cases have been used to a limited degree,

especially in the US and Canada, but may well be used more widely in future.

• Adding Formality to Assurance Cases: The means of expressing confidence in

assurance cases and the top-level claims need more formality and rigor. Adding
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formality justifies the claim decomposition and the credibility of the evidence.

• Quantifying the Risk Associated with Mistakes/Changes: Quantifying the cost

and risk of making a change or finding a mistake in 3dfim+ could be explored in

future work.
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1 Reference Material

This section records information for easy reference.

1.1 Table of Units

For basic units in SI (Système International d’Unités) the symbol is given in the table below
followed by a description of the unit with the SI name.

symbol unit SI

s time second

Table 1: Table of Units

3dfim+ calculates cross-correlation of two sequences of data. Correlation coefficients are
not influenced by the units and the two sequences of data can be measured in different
units. Indeed, the calculations for correlation coefficients were designed such that the units
of measurement do not affect the calculation. As a result, we do not provide units for them.

1.2 Table of Notations

Through this document, some notations are used to define mathematical expressions. These
notations are given below in table 2 followed by a description. Some of the notations are
chosen from [1].

1.3 Table of Symbols

Table 3 summarizes the symbols used in this document. The symbols are listed in alphabet-
ical order.

symbol type description
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a R variable

A Rn sample dataset of size n

Average R average quantity for fMRI dataset

b R variable

B Rn sample dataset of size n

base Rn baseline signal

Baseline R baseline quantity for fMRI dataset

cval R a threshold variable

d N+ sample size

f N number of frames

k N index of best ideal signal

M Rm×n data model consisting of baseline, orthogonal and ideal time series

MSE R mean square error

p R threshold for voxel’s intensity

pnum W degree of the polynomial in the baseline model

r Rn ideal signal

rk Rn best ideal signal

s R sample variance

sb Rm×n×p sub-brick

slc Rm×n slice

SSE R sum of squared errors

t R time

Topline R topline quantity for fMRI dataset

v R voxel

X Rm×n×p×q 3d+time dataset

α R fit coefficient for ideal signal

β R fit coefficient for baseline

β∗ Rn vector of fit coefficients

ε Rn noise vector

γ R fit coefficient for orthogonal time series

σ R sample standard deviation

σr R standard deviation of the residuals

ρ R Pearson correlation coefficient

ρs R Spearman correlation coefficient

ρq R quadrant correlation coefficient
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φ Rn orthogonal time series

Table 3: Table of Symbols

1.4 Abbreviations and Acronyms

Table 4 contains the abbreviations and acronyms used in this document.

symbol description

2D 2-Dimensional

3D 3-Dimensional

3dfim+ 3-Dimensional Functional Intensity Map+

4D 4-Dimensional

A Assumption

AFNI Analysis of Functional NeuroImages

DD Data Definition

DICOM Digital Imaging and Communications in Medicine

fMRI functional Magnetic Resonance Imaging

GS Goal Statement

IM Instance Model

LC Likely Change

LPI Left-Posterior-Inferior

LPS Left-Posterior-Superior

MRI Functional magnetic resonance imaging

NIfTI Neuroimaging Informatics Technology Initiative

R Requirement

RAI Right-Anterior-Inferior

RAS Right-Anterior-Superior

SRS Software Requirements Specification

T Theoretical Model

WCS World Coordinate System

Table 4: Abbreviations and Acronyms
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symbol Description

¯ over bar indicating arithmetic mean

N set of natural numbers

Nn set of natural vectors of size n

Nm×n set of natural 2D matrices of size m× n
R set of real numbers

Rn sequence of real numbers (set of real vectors) of size n

Rm×n×p set of 3D real matrices of size m× n× p
Rm×n×p×q sequence of length of q of 3D real matrices of size m× n× p
W set of whole numbers

ai ith entry of a matrix

aij entry (i, j) of a 2D matrix

aijk entry (i, j, k) of a 3D matrix

aijkl entry (i, j, k) of a 3D matrix in a sequence of 3D matrices at time l

AT transpose of a matrix: ATij = Aji

rank(aij,A) rank of element (i, j) in a 2D matrix A

Table 2: Table of Notations

2 Introduction

This document provides an overview of the Software Requirements Specification (SRS) for
the program 3dfim+ [2]. 3dfim+ mainly calculates the cross-correlation of an ideal reference
signal versus the measured fMRI time series for each voxel. The current section explains the
purpose of this document, the scope of the software, the organization of the document and
the characteristics of the intended readers.

2.1 Purpose of Document

The main purpose of this document is to provide sufficient information to understand what
3dfim+ does. The goals and theoretical models used in the 3dfim+ implementation are pro-
vided, with an emphasis on explicitly identifying assumptions and unambiguous definitions.

2.2 Scope of Requirements

The responsibilities of the user and the 3dfim+ are as follows:

� User Responsibilities: Users are responsible to provide appropriate inputs to the pro-
gram and ensure that the inputs meet the assumptions mentioned in 4.2.1.
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� 3dfim+ Responsibilities: Upon receiving appropriate inputs, the program is intended
to compute the cross-correlation of each voxel’s activity over time with a user specified
reference time series. Other outputs are mentioned in R6 to R13.

2.3 Organization of Document

The organization of this document follows the template for an SRS for scientific computing
software proposed by [3] and [4]. The presentation follows the standard pattern of presenting
goals, theories, definitions and assumptions. The goal statements are refined to the theoret-
ical models, and theoretical models to the instance models. For readers that would like a
more bottom-up approach, they can start reading the instance models in Section 4.2.4 and
trace back to find any additional information they require.

3 General System Description

This section provides general information about the system, identifies the interfaces between
the system and its environment, and describes the user characteristics and the system con-
straints.

3.1 System Context

Figure 1 shows the system context. A circle represents an external entity outside the soft-
ware, the user in this case. A rectangle represents the software system itself. Arrows are
used to show the data flow between the system and its environment.

User 3dfim+
Inputs

Figure 1: System Context

3dfim+ is mostly self-contained. The only external interaction is through the user interface.
The responsibilities of the user and the system are as follows:

� User Responsibilities:

– Provide the input data to the system

– Ensure the input meets the necessary assumptions

– Run the appropriate experiment to obtain the required data
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� 3dfim+ Responsibilities:

– Calculate the required outputs

3.2 User Characteristics

The end user of 3dfim+ should have an understanding of undergraduate Level 1 Linear
Algebra.

3.3 System Constraints

Intended environment to run the program on are the Unix+X11+Motif systems [5].

4 Specific System Description

This section first presents the problem description, which gives a high-level view of the
problem to be solved. This is followed by the solution characteristics specification, which
presents the assumptions, theories, definitions and finally the instance models.

4.1 Problem Description

The main purpose of 3dfim+ is to calculate the cross-correlation between voxels and a
reference signal over time. Other outputs of the program are mentioned in R6 to R13.

4.1.1 Background

This section provides information necessary to understand the correlation.

4.1.1.1 Basics of Correlation

Correlation is used to measure strength of association between two variables. Correlation co-
efficients are standardized; they vary between +1 and -1 and describe strength and direction
of the association.

If a variable is correlated to itself, the resulting value is called autocorrelation or serial
correlation. In this case the variable is being compared to itself with a time shift. Otherwise,
if we have two different variables, the output is called cross-correlation.

If the value of the correlation coefficient is near to +1 or -1, there is a strong degree of
association between the two variables. A value near to zero represents a weak correlation
between the variables.
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4.1.1.2 Visual Representation of Correlation

To study the possible correlation between two variables, we can produce a graph called
scatter diagram or scattergram. Axes represent values of two variables, and corresponding
values are shown by a dot. Figure 2 shows a sample of a scattergram of two sample variables
a and b.

1 2 3 4 5 6 7 8 9

4.5

5

5.5

6

6.5

7

7.5

a

b

Figure 2: A sample of a scattergram and regression line of two variables a and b

The red dashed line in the graph shows linear regression, which represents the best-fit straight
line through the points. The nearer the points are to this line, the stronger the association
between the two variables is.

4.1.1.3 Different Types of Correlation

We can categorize correlation based on the nature of inputs and the relationship between
them as follows:

� Positive and Negative Correlation: Positive correlation occurs when two variables
change in the same direction. In other words, both variables either increase or de-
crease. A sample scattergram of a positive correlation is shown in Figure 3 .

2 4 6 8

2

4

6

8

a

b
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Figure 3: A sample positive correlation

There is a negative correlation between variables if one variable increases while the
other decreases. In other words, two variables change in the opposite directions. A
sample scattergram showing a negative correlation is shown in Figure 4.

2 4 6 8

2

4

6

8

a

b

Figure 4: A sample negative correlation

� Linear versus Non-Linear Correlation: If the ratio between two variables remains the
same, there exists a linear correlation between them. In this case, there is a straight
line relationship between those variables. If the ratio does not remain constant over
time, the correlation is called non-linear. When a relation is non-existent or random,
correlation coefficients are near zero.

� Parametric versus Non-parametric Correlation: Parametric correlation uses data in-
formation such as mean and standard deviation while non-parametric correlation does
not need such information. So if the data type is interval or ratio, we use a parametric
estimation such as Pearson correlation coefficient and if the level of measurement is
either ordinal or nominal, we use a non-parametric estimation, such as Spearman cor-
relation coefficient. Moreover, to use a parametric correlation data distribution should
be approximately normal. It is important to choose an appropriate correlation to get
valid results.

� Pearson Correlation Coefficient: Pearson correlation is the most commonly used type
of correlations. This correlation, signified by ρ, is a linear correlation used in statistics
to measure the degree of linear relationship between paired data.

� Spearman Correlation Coefficient: Spearman correlation coefficient, denoted by ρS, is a
statistical measure of the strength of a monotonic relationship between the observation
ranks. We can consider this correlation as a non-parametric version of the Pearson
correlation that measures the strength of association between two ranked variables.
This rank-based estimator is highly efficient and is robust to outliers [6].
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� Quadrant Correlation Coefficient: As we mentioned previously, an estimation proce-
dure can be endowed with robustness properties by using a rank statistics [7]. Quad-
rant correlation coefficient is a non-parametric estimator that computes the correlation
coefficient between the sign of deviations from medians using ranked data.

4.1.1.4 Effect Size

The correlation coefficient representing the strength of relationship between two variables
is referred to as the effect size. We can use either Cohen’s (1998) [8] or Evans (1996) [9]
standard shown in Tables 5 and 6 respectively, to interpret the effect size.

Table 5: Cohen’s effect size

Strength of Association Positive Coefficient Negative Coefficient

Small 0.1 to 0.29 -0.1 to -0.29

Medium 0.3 to 0.49 -0.3 to -0.49

Large 0.5 to 1 -0.5 to -1

Table 6: Evans’ effect size

Strength of Association Positive Coefficient Negative Coefficient

Very Weak 0.00 to 0.19 0.00 to -0.19

Weak 0.20 to 0.39 -0.20 to -0.39

Moderate 0.40 to 0.59 -0.40 to -0.59

Strong 0.60 to 0.79 -0.60 to -0.79

Very Strong 0.8 to 1 -0.8 to -1

Note that correlation coefficient of 0 does not imply that there is no relationship be-
tween the variables. For example, a value of 0 for a Pearson correlation coefficient only
indicates that there is no linear association between the variables. However, other relation-
ships, such as quadratic relationship, can exist between them.

Also note that a coefficient of +1 means that there is no variation between the data
points and the line of best fit.
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4.1.2 Terminology Definition

This subsection provides definitions for the terms that are used in the subsequent sections
with the purpose of reducing ambiguity and making it easier to understand the requirements.

� Arithmetic Mean: The arithmetic mean of a set of data, also referred to as mean or
sample mean, is computed as the sum of all the values in the dataset divided by the
count of all data points in the dataset.

� Variance: Variance is a measure of how far the numbers in a set are spread out. It
measures the distance between each number in the set from the mean of the numbers in
the set. It is calculated as the average of the squared differences between each number
in the set and the mean.

� Standard Deviation: Standard deviation is a measure that is used to quantify the
amount of variation of a set of data values. It is computed as the square root of the
variance. Standard deviation is used when a sample of data from an entire population
is available.

� Nominal Data: Nominal data also known as categorical data is a type of data that is
categorized but there is no order between the categories.

� Ranked Data: Ranked data is a set of variables that for any two of them, one is ranked
either equal to or lower than or higher than the other one. The relationship between
these variables is called ranking. More information is provided in DD4.

� Ordinal Data: Ordinal type is when there is a clear ordering of variables, but the
difference between values is inconsistent. Rating between 0 and 10 is an example of
this kind of variables. The difference between rate 2 and 4 is not necessarily the same
as the difference between rate 6 and 8.

� Interval Data: For an interval variable, order is important as for an ordinal variable. In
addition, the interval between the values are equally spaced. For example, temperature
is considered as an interval variable. The difference between 50 degrees and 60 degrees
is the same as the difference between 70 degrees and 80 degrees.

� Ratio Data: A ratio variable has all the properties of an interval variable. Moreover,
when the value of the variable is equal to 0, it means that there is none of that variable.
For example, a value of 0 for a variable such as height means we have no height. Note
that ratio data can also be considered as an interval data and an ordinal data. In other
words, ratio data ⊂ interval data ⊂ ordinal data.

The definition of nominal, ordinal, interval, and ratio variables, known as level of
measurement, was first developed by Stevens (1946) [10]. The level of measurement
determines which statistical measures are appropriate for the specific need. Note that
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for calculating Pearson correlation coefficients, variables need to have a level of mea-
surement at least equal to interval. The reason is that we need to compute mean of
variables for Pearson correlation coefficients and computing an average is meaningful
only when the intervals between values are equally spaced.

If data is ordinal, Spearman correlation coefficients or quadrant correlation coefficients
are used instead.

� Homoscedasiticity: Homoscedacsiticity happens when both variables are normally dis-
tributed around the regression line. It means that the variances along the regression
line remain similar while moving along the line.

When using Pearson correlation coefficient as a measure, violation in homoscedasiticity
may result in over-estimating the goodness of the fit. Figure 5 shows this characteristic.

2 4 6 8 10
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b

(a) Homoscedasiticity

2 4 6 8 10
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10

15

a

b

(b) Heteroscedasiticity

Figure 5

� Bivariate normal distribution: When each variable is normally distributed itself and is
also normally distributed at all levels of the other variable, the distribution is bivariate
normal. If this assumption is met, the only type of statistical relationship that can
exist between the two variables is a linear relationship. However, if the assumption
is violated, a non-linear relationship may exist. It is important to determine if a
non-linear relationship exists between two variables before describing the results using
Pearson correlation coefficient.

� Outlier: An outlier is a data point that does not follow the general pattern of the
data and its value is extremely different from the rest of the data, such that it has a
large effect on some parameters such as mean of the data and consequently on Pearson
correlation coefficient and the regression line. Pearson correlation coefficient is sensitive
to outliers, so if data point removal is not allowed, we should use a non-parametric
estimation such as Spearman correlation coefficient.
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� Linearity: Linearity is a mathematical relationship between two variables that can
be represented as a straight line. If the relationship between the variables is non-
linear, Pearson correlation coefficient is not an appropriate statistic for measuring the
association. Figure 6 visualizes this relationship.
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Figure 6

� Monotonic function: Monotonic function b(a) is a function where increasing in the
value of a results in either always increasing or always decreasing in the value of b.
Figure 7 visualizes this function.
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(a) Monotonically increasing
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(b) Monotonically decreasing

Figure 7

4.1.3 Coordinate Systems

While working with medical images, it is necessary to be familiar with the different coor-
dinate systems of the medical literarure and how data (voxels’ orientation) is interpreted
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in different medical and non-medical software. Each coordinate system uses one or more
numbers (coordinates) to uniquely determine the position of a point (in the medical context,
we refer to each point as a voxel). The purpose of this section is to introduce some of the
coordinate systems related to the medical imaging. There are different coordinate systems
to represent data. A knowledge of the following coordinate systems is needed to be able to
work with the medical images.

4.1.3.1 Cartesian Coordinate System

A Cartesian coordinate system is a coordinate system that specifies each point uniquely in a
2D plane by a pair of numerical coordinates or in a 3D space by three numerical coordinates.
We assume a right-hand Cartesian coordinate system throughout this document.

4.1.3.2 World Coordinate System

World Coordinate System (WCS) is a Cartesian coordinate system that describes the physical
coordinates associated with a model such as a MRI scanner or a patient. While each model
has its own coordinate system, without a universal coordinate system such as WCS, they
cannot interact with each other. For model interaction to be possible, their coordinate
systems must be transformed into the WCS. Figure 10 shows the WCS corresponding space
and axes.

Figure 8: World Coordinate System Space and Axes [11]

4.1.3.3 Anatomical Coordinate System

Anatomical coordinate system, also known as patient coordinate system, is a right-handed
3D coordinate system which describes the standard anatomical position of a human using
the following 3 orthogonal planes:
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� Axial / Transverse plane: is a plane parallel to the ground that separates the body
into head (superior) and tail (inferior) positions.

� Coronal / Frontal plane: is a plane perpendicular to the ground that divides the body
into front (anterior) and back (posterior) positions.

� Sagittal / Median plane: is a plane that divides the body into right and left positions.

Figure 9 shows this coordinate system.

Figure 9: Anatomical Coordinate System Space and Axes [11]

Medical applications follow an anatomical coordinate system to store voxels in sequences.
Depending on how the data is stored, this coordinate system can be divided into different
bases. The most common ones are:

� LPS Coordinate System:

The LPS coordinate system, also known as DICOM (patient) coordinate system, is a
left-hand coordinate system used in DICOM images. In this system, voxels are ordered
from left to right in a row, rows are ordered from posterior to anterior, and slices are
stored from inferior to superior. In other words, it is an LPI system.
LPS stands for Left-Posterior-Superior which indicates the directions that spatial axes
are increasing.

� RAS Coordinate System:

LPI is a right-hand coordinate system for voxel orientation. It stores voxels from
right to left to create rows, rows from anterior to posterior to create slices and slices
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from superior to inferior to create volumes. This system is the preferred basis for
Neurological applications such as 3dfim+ and is used in NIfTI files. The increasing
position order is RAS.

4.1.3.4 Image Coordinate System

To specify locations in an image we need to know to which coordinate system it is referenced.
Different software may use different orders as their index convention.

� Image Coordinate System for Matlab:

In Matlab, index numbering starts at the upper left corner. To express the position
of point (x, y, z), we should consider that the x axis increases from left to right, the y
axis increases to the bottom and the z axis increases backward.

Figure 10: Image Coordinate System Space and Axes in Matlab [11]

� Image Coordinate System for AFNI:

In AFNI, the lower left hand corner of the image is considered as the origin, which
represents the position of the first voxel (0,0,0).

If we are using different file formats and software, we need to transform their coordinate
systems into WCS.

4.1.4 Physical System Description

We do not study the physical system for MRI or how the data is actually generated.

4.1.5 Goal Statements

Given an fMRI time series (DD6), one or more ideal time series (DD7) and zero or more
orthogonal time series (DD13):
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GS1: Estimate the Pearson correlation coefficients between the (best) ideal time series and
the fMRI time series at each voxel over time.

GS2: Estimate the Spearman correlation coefficient between the (best) ideal time series and
the fMRI time series at each voxel over time.

GS3: Estimate the quadrant correlation between the (best) ideal time series and the fMRI
time series at each voxel over time.

GS4: In case of having multiple ideal signals, report the index number for the best ideal time
series.

GS5: Calculate the percentage change in the fMRI time series due to the (best) ideal time
series relative to the average for each voxel.

GS6: Calculate the percentage change in the fMRI time series due to the (best) ideal time
series relative to the baseline for each voxel.

GS7: Calculate the fMRI time series baseline for each voxel.

GS8: Calculate the fMRI time series average for each voxel.

GS9: Calculate the percentage change in the fMRI time series due to the (best) ideal time
series relative to the topline for each voxel.

GS10: Calculate the fMRI time series topline quantity for each voxel.

GS11: Calculate the standard deviation of the residuals at each voxel between the fMRI
dataset and corresponding data estimation.

4.2 Solution Characteristics Specification

In this section, necessary information to understand the meaning of instance models, pre-
sented in subsection 4.2.4, is provided.

4.2.1 Assumptions

This section simplifies the original problem and helps in developing the theoretical model by
filling in the missing information for the physical system. The numbers given in the square
brackets refer to the theoretical model [T], data definition [DD], instance model [IM], or
likely change [LC], in which the respective assumption is used.

The calculation of Pearson correlation coefficient requires the following data assump-
tions to hold:
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A1: The variables should be either of type interval or ratio. In other words, they should
be continuous, which is also known as quantitative variable. However, both variables
do not need to be measured on the same scale; one can be of type interval while the
other can be of type ratio [T1, IM1].

A2: There is a linear relationship between the two variables [T1, IM1].

A3: The variables are bivariately normally distributed [T1, IM1].

A4: Outliers are removed entirely or kept to a minimum [T1, IM1, LC1].

A5: The variables are homoscedastic [T1, IM1].

If data does not meet all of the above assumptions, then Spearman correlation coefficient
or quadrant correlation coefficient can be used, if the data holds the following characteristics:

A6: The variables should be either of type interval, ratio or ordinal. However, both variables
do not need to be measured on the same scale; one can be interval while the other is
ratio [T2, T3, IM3, IM4].

A7: The variables should be monotonically related. One can check whether a monotonic
relation exists between the two variables using a scattergram [T2, T3, IM3, IM4].

It is worth mentioning that Spearman correlation coefficient estimation is not very sen-
sitive to outliers. Hence, if there are outliers in the data, the result should still be valid.

4.2.2 Theoretical Models

This section focuses on the general equations and laws that 3dfim+ is based on. In this
document, we considered indexing starts from 1.
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Number T1

Name Pearson

Label Calculating Pearson Correlation Coefficient

Equation ρ(A,B) =

n∑
i=1

(ai−ā)(bi−b̄)

[
n∑

i=1
(ai−ā)2

n∑
i=1

(bi−b̄)2]
1
2

Description The equation calculates Pearson correlation coefficients ρ applied to two
datasets A : Rn and B : Rn both of size n.

ā and b̄ are sample means (DD1) of A and B, respectively.

ρ is the Pearson correlation coefficient between A and B.

The equation can be also written as:

ρ(A,B) =

n∑
i=1

aibi−nāb̄

(n−1)σaiσbi

Where σa and σb are standard deviations (DD3).

Assumptions A1, A2, A3, A4 and A5 must hold when calculating
this correlation.

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

http://www.statstutor.ac.uk/resources/uploaded/pearsons.pdf

Ref. By IM1
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Number T2

Name Spearman

Label Calculating Spearman Correlation Coefficient

Equation ρs(A,B) =

n∑
i=1

(rank(ai,A)−n+1
2

)(rank(bi,B)−n+1
2

)

√
n∑

i=1
(rank(ai,A)−n+1

2
)2(rank(bi,B)−n+1

2
)2

Description This formula calculates Spearman correlation coefficient ρs applied to two
sample datasets A : Rn and B : Rn both of size n.

ρs is the Spearman correlation coefficient between A and B.

rank(ai, A) and rank(bi, B) are rank functions (DD4).

This formula can also be written as:

ρs(A,B) = 1−
6

n∑
i=1

h2i

n(n2−1)

hi is the difference between paired ranked variables:
hi = rank(ai, A)− rank(bi, B)

Note that assumptions A6 and A7 must hold while calculating this
correlation.

Source http://www.statstutor.ac.uk/resources/uploaded/spearmans.pdf

Ref. By IM3
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Number T3

Name Quadrant

Label Calculating Quadrant Correlation Coefficient

Equation ρq(A,B) =

n∑
i=1

(sign(rank(ai,A)−n+1
2

))(sign(rank(bi,B)−n+1
2

))

√
n∑

i=1
((rank(ai,A)−n+1

2
))2((rank(bi,B)−n+1

2
))2

Description This formula calculates the quadrant (sign) correlation coefficient ρq using
the rank function (DD4) and sign function (DD5) applied to two sample
datasets A : Rn and B : Rn both of size n.

ρq is the quadrant correlation coefficient between A and B.

Note that assumptions A6 and A7 must hold while calculating this
correlation.

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

https://books.google.ca/books?id=-058B6kg32sC&pg=PA19&

lpg=PA19&dq=quadrant+correlation&source=bl&ots=diTd_

dOtou&sig=vfZXlpyTf2BzVWYUAQYpZQSjiv4&hl=en&sa=X&ved=

0ahUKEwi4g7DP45LSAhXpy4MKHfFPCU04ChDoAQg-MAY#v=onepage&q=

quadrant%20correlation&f=false

Ref. By IM4
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Number T4

Name Linear Regression

Label Linear Regression Model

Equation f(t, x) = x1ω1(t) + x2ω2(t) + · · ·+ xnωn(t)

Description Regression is the task of finding the best fit for a model through a set of data
points. Given data points (ti, yi) where i = 1, · · · ,m, we want to find the
vector x of size n (m > n) of parameters that gives the best fit to the data by
the model function f(t, x). The terms in the linear model f(t, x) are either
constant, i.e. ωi(t) = 1 or the product of a parameter xi and a function ωi(t).

The above equation is called a linear regression equation and the fit-
ting line that it generates is called line of best fit. If the data is linear, then
the line of best fit is straight; otherwise, it is a curve.

One of the common methods for estimating the linear regression is
least squares method. (T8).

Source [12]

Ref. By T5, T8

Number T5

Name SSE

Label Sum of Squared Errors

Equation SSE =
n∑
i=1

(yi − f(ti, x))2

Description SSE is the sum of squared residuals. Here, the residual refers to the differ-
ence between the data yi and the estimated value f(ti, x) (T4).

Source https://en.wikipedia.org/wiki/Residual_sum_of_squares

Ref. By T6, IM12
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Number T6

Name MSE

Label Mean Squared Error

Equation MSE = 1
n
(
n∑
i=1

(yi − f(ti, x))2)

Description MSE is the mean of the SSE (T5).

Source https://en.wikipedia.org/wiki/Mean_squared_error

Ref. By T7, IM12

Number T7

Name Residuals Deviation

Label Standard Deviation of the Residuals

Equation σr =
√

MSE

Description MSE is the mean squared error (T6).

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

https://brownmath.com/stat/infregr.htm

Ref. By IM12
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Number T8

Name Least Squares

Label Linear Least Squares

Equation Ax ∼= b

Description Given the best fit model f(t, x) (T4) and data points (ti, yi), i = 1, · · · ,m,
we want to find an estimation for x. Least squares tries to minimize the
residual as follows:

min
m∑

i=1

(yi − f(ti, x))2

The matrix representation is

b = Ax+ ε

Where:
A is a m× n matrix with entries aij = ωj(ti),
b is a m× 1 vector where bi = yi,
x is a n× 1 vector of parameters,
and ε is a m× 1 vector of errors.

If m > n, the system is overdetermined and there is no exact solu-
tion for x. Instead, our goal is to minimize some norm of the residual
vector r = b− Ax as a function of x :

min‖Ax− b‖2
2

If we use 2-norm as the approximation, the method is called least squares
and takes the form of Ax ∼= b.

We can show that:
x̂ = (ATA)−1AT b

The estimated fit is then given by:

b̂ = Ax̂ = A(ATA)−1AT b

The residual vector ε̂ is : b− Ax̂ = b− A(ATA)−1AT b.

Source [12]

Ref. By T4, IM12
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4.2.3 Data Definitions

This section provides the mathematical formulas of the arithmetic concepts used in this doc-
ument.

Number DD1

Name Mean

Label Calculating Arithmetic Mean

Symbol ¯

Equation ā = 1
d

d∑
i=1

ai

Description This formula calculates arithmetic mean, also referred as sample mean or
mean for a dataset containing d values.

Source http://mathworld.wolfram.com/ArithmeticMean.html

Ref. By T1, IM1

Number DD2

Name Variance

Label Calculating Sample Variance

Symbol s2

Equation s2
a = 1

d

d∑
i=1

(ai − ā)2

Description This formula calculates sample variance of a dataset containing d values.

Source http://mathworld.wolfram.com/SampleVariance.html

Ref. By DD3
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Number DD3

Name Standard Deviation

Label Calculating Sample Standard Deviation

Symbol σ

Equation σa =
√
s2
a =

√
1
d

d∑
i=1

(ai − ā)2

Description This formula calculates sample standard deviation, that is the square root
of the sample variance (DD2) when applied to a dataset containing d values.

Source http://mathworld.wolfram.com/StandardDeviation.html

Ref. By T1
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Number DD4

Name Rank

Label Rank Function

Symbol rank()

Equation rank : R× Rn → N

Description The rank of data points is determined by sorting them in an ascending
order and assigning a value according to their position in the sorted list. If
ties exist, the average of all of the tied positions is calculated as the rank.
Mathematically, the rank of element a in dataset A is defined as follows:

rank(a,A) : R× Rn → N
rank(a,A) ≡ avg(indexSet(a, sort(A)))

indexSet(a,B) : R× Rn → set of N
indexSet(a,B) ≡ {j : N|j ∈ [1..|B|] ∧Bj = a : j}

sort(A) : Rn → Rn

sort(A) ≡ B : Rn, such that
∀(a : R|a ∈ A : ∃(b : R|b ∈ B : b = a) ∧ count(a,A) = count(b, B)) ∧ ∀(i :
N|i ∈ [1..|A| − 1] : Bi ≤ Bi+1)

count(a,A) : R× Rn → N
count(a,A) : +(x : N|x ∈ A ∧ x = a : 1)

avg(C) : set of N→ R
avg(C) ≡ +(x : N|x ∈ C : x)/|C|

The above equations use the Gries and Schneider notation [13, p. 143]
for set building and evaluation of an operator applied over a set of values.
Specifically, the expression (∗x : X|R : P ) means application of the operator
∗ to the values P for all x of type X for which range R is true. In the above
equations, the ∗ operators include ∀, ∃ and + are used.

Source https://en.wikipedia.org/wiki/Ranking

Ref. By T2, T3
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Number DD5

Name Sign

Label Sign Function

Symbol sign()

Equation

sign(a) =





1 a > 0

0 a = 0

−1 a < 0

Description Given a variable a, the sign function returns 1 if a is positive, 0 if a is equal
to zero, and -1 if a is negative.

Source https://en.wikipedia.org/wiki/Sign_function

Ref. By T3

Number DD6

Name 3d+time

Label Mathematical Representation of 3d+time Dataset

Symbol X : Rm×n×p×q

Equation -

Description 3d+time datasets are 4D datasets that have a temporal component, a time
dimension that is the time intervals during scanning, collecting and con-
catenating datasets together. 3d+time datasets are the basic units of the
fMRI.

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By GS1, DD8, DD14, DD16, DD17, DD19, IM1, IM2, IM3, IM4, IM9, IM10,
R1
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Number DD7

Name Ideal Signal

Label Mathematical Representation of Ideal (Reference) Signal (Time
Series)

Symbol r : Rn

Equation -

Description Ideal signal is a waveform of choice.

Source https://en.wikipedia.org/wiki/Square_wave

Ref. By GS1, DD16, IM1, IM2, IM3, IM4, IM6, IM9, IM10, IM12, R1, R7, R8, R11

Number DD8

Name Sub-brick

Label Sub-brick

Symbol sb : Rm×n×p

Equation -

Description A dataset (DD6) is comprised of one or more sub-bricks. Each sub-brick is
a 3D array of numbers.

Source https://msu.edu/~zhuda/fmri_class/labs/lab2/afni01_intro.pdf

Ref. By DD9
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Number DD9

Name Slice

Label Slice

Symbol slc : Rm×n

Equation -

Description A sub-brick (DD8) consists of slices. Each move in the Z plane is considered
as one slice.

Source https://msu.edu/~zhuda/fmri_class/labs/lab2/afni01_intro.pdf

Ref. By DD10

Number DD10

Name Voxel

Label Voxel

Symbol v : R

Equation −

Description A slice (DD9) consists of n × n voxels. A real number is assigned to each
voxel which reports its activation significance.
Figure 11 is provided for a better understanding.

Source https://msu.edu/~zhuda/fmri_class/labs/lab2/afni01_intro.pdf

Ref. By GS1

voxel

n

p

m

q

Figure 11: 3x3x3 dataset consisting of 3 sub-bricks
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Number DD11

Name Baseline

Label Baseline Model

Symbol base: Rn → Rn

Equation base(x) = anx
n + an−1x

n−1 + · · ·+ a2x+ a1

Description The average signal level from which a signal departs and to which it returns.
Baseline is modeled as a function of time. pnum (DD12) is used to set the
degree of the polynomial in baseline model.

Source http://dalspace.library.dal.ca/bitstream/handle/10222/37440/

Rukhshinda-Jabeen-MSc-CHEM-August-2013.pdf?sequence=6

Ref. By DD13, IM2, IM6, IM7, IM8

Number DD12

Name Polynomial Degree

Label Polynomial Degree of Baseline Model

Symbol pnum: W

Equation -

Description pnum indicates the degree of the polynomial in the baseline model. For
example, pnum = 0 indicates a constant baseline, pnum = 1 is used to
model a linear baseline and pnum = 2 removes any quadratic trend in data
and so on. The default of the 3dfim+ is pnum = 1.

Source https://afni.nimh.nih.gov/pub/dist/doc/program_help/3dfim+

.html

Ref. By DD11, IM2, IM6, IM7, IM8, R1, IM12
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Number DD13

Name Orthogonal

Label Orthogonal Time Series

Symbol φ : Rn

Equation -

Description Time series that is perpendicular to the baseline (DD11). Two polynomials
are orthogonal if their inner product is zero. We define an inner product
for two functions by integrating their product.

∫ b
a
φ(x)base(x)dx = 0

Source https://www.johndcook.com/OrthogonalPolynomials.pdf

Ref. By GS1, IM2, IM6, IM7, IM8, IM12, R1

Number DD14

Name Threshold

Label Threshold For Voxels’ Intensity

Symbol p : R; 0 ≤ p ≤ 1.0

Equation -

Description p is a variable between 0 and 1. By default p = 0.0999.
3dfim+ calculates the average image intensity for the first sub-brick of the
X (DD6) in the time series and then excludes any voxel whose intensity is
less than p ∗ average. This process decreases the run time of the program.

Source https://afni.nimh.nih.gov/pub/dist/doc/program_help/3dfim+

.html

Ref. By R1
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Number DD15

Name Correlation Coefficient Comparing Value

Label Comparing Value For Correlation Coefficient Screen Display

Symbol cval : R; 0 ≤ cval ≤ 1

Equation -

Description cval is used to control the correlation coefficient values displayed on the
user’s screen as the output of the program 3dfim+. The correlation coeffi-
cient value for each voxel is printed on the screen only if the absolute value
of the computed correlation coefficient is greater than or equal to cval.

Source https://afni.nimh.nih.gov/pub/dist/doc/program_help/3dfim+

.html

Ref. By R1

Number DD16

Name Best Ideal

Label Best Ideal Signal

Symbol rk : Rn

Equation -

Description When multiple ideal signals (DD7) are defined, each of them is separately
correlated with the dataset A (DD6). For each voxel, one of the signals is
the most highly correlated one to that voxel’s activity. We call this signal
the best ideal signal for that voxel.

Consider the g ideal signals r1, r2, · · · , rg. For each voxel:

rk = argmax
ri

i=1···g
| ρ(A, ri) | (DD18)

In this case, rk is the best ideal signal.

Source https://afni.nimh.nih.gov/pub/dist/doc/program_help/3dfim+

.html

Ref. By GS1, DD17, IM5, IM6, IM7, IM8, IM9, IM10, R6, R7, R8, R11

33



Number DD17

Name Best Index

Label Index of Best Ideal Signal

Symbol k : N

Equation -

Description The index of the best ideal signal (DD16) is called the best index.
Consider the g ideal signals r1, r2, · · · , rg and a dataset A (DD6). For each
voxel:

rk = argmax
ri

i=1···g
| ρ(A, ri) | (DD18)

In this case, the kth ideal signal is the best ideal signal and k is the best
index.

Source https://afni.nimh.nih.gov/pub/dist/doc/program_help/3dfim+

.html

Ref. By R6, IM5

Number DD18

Name argmax

Label Argmax Function

Symbol argmax: (R→ R)→ (R→ R)

Equation -

Description Given a function f defined on a set D, argmax function is defined as follows:

argmax
x∈D

f(x) := {x | ∀y ∈ D : f(x) ≥ f(y)}

Source https://www.cs.ubc.ca/~schmidtm/Documents/2016_540_Argmax.pdf

Ref. By DD16, DD17, IM5
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Number DD19

Name Peak

Label Peak to Peak

Symbol pp() : R

Equation pp(A) = max
i=1···n

(ai)− min
i=1···n

(ai) where ai ∈ A

Description Peak to peak function calculates the variation among the elements in a
dataset (DD6).

Source -

Ref. By IM9, IM10, IM11

4.2.4 Instance Models

In this section, we express the 3dfim+ functionality mathematically.
The goal GS1 to GS11 is solved by IM1 to IM12.
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Number IM1

Name Pearson Model

Label Calculating Pearson Correlation Coefficient Between the Refer-
ence Signal and the Input Dataset

Input X : Rm×n×p×q, r : Rq

Output ρijk(X, r) =

q∑
l=1

(xijkl−x̄ijk)(rl−r̄)

[
q∑

l=1
(xijkl−x̄ijk)2(rl−r̄)2]

1
2

Description The formula calculates the Pearson correlation coefficient (T1) between the
ideal time series r (DD7) and the 3d+time dataset X (DD6).
x̄ijk and r̄ are sample means (DD1) defining as follows:

x̄ijk =

q∑
l=1

xijkl

q

r̄ =

q∑
i=1

ri

q

Note that assumptions A1, A2, A3, A4 and A5 must hold while cal-
culating this correlation.

We also assumed that r = rk (DD16) in case of having more than
one ideal signal.

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By R2, R3, LC2
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Number IM2

Name fMRI Dataset Model

Label Mathematical Model of Measured fMRI Dataset To Find Fit Co-
efficients

Input X, φi ∈ Rq, ri ∈ Rq

Output βTijk = [β0, β1, · · · , γ1, γ2, · · · , α1, α2, · · · ]T

Description Correlation analysis of each voxel’s time series in X (DD6) with reference
signal(s) ri (DD7) where:

M =




1 1 · · · φ11 · · · r11 · · ·
1 2 · · · φ12 · · · r12 · · ·
1 3 · · · φ13 · · · r13 · · ·
...

...
. . .

...
. . .

...
. . .

1 f · · · φ1f · · · r1f · · ·




Xijk = yijk =




y1

y2

y3

...

yf



β∗ijk =




β0

β1

...

γ1

γ2

...

α1

α2

...




εijk =




ε1

ε2
...

εf




The equation can be also written as: Xijk = Mβ∗ijk + εijk where:
M is the data model consisting of baseline (DD11), orthogonal time series
φi’s (DD13) and ideal time series ri’s (DD7).
β∗Tijk is the vector of unknown fit coefficients for each voxel vijk.
εijk is the noise at a specific voxel vijk over time.
α ’s are the fit coefficient for ideal signals.
β’s are the fit coefficient for baseline.
γ’s are the fit coefficient for orthogonal time series.

Source
http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By IM6, IM7, IM8, R2, R12
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The fMRI data we get from brain activity can be modeled as a factor of the model M .
The data is composed of baseline, orthogonal time series, reference signal time series and
noise. In the X matrix, the first columns indicate baseline (DD11) of the signals we get from
each voxel’s activity. The first column is for the constant baseline, the second column indi-
cates the linear baseline, etc. pnum (DD12) indicates the degree of the baseline polynomial.
After baseline columns, we have orthogonal time series (DD13) columns shown by φ’s. We
can have zero or more orthogonal time series. The next columns are for the reference time
series. We can define one or more ideal time series.

Number IM3

Name Spearman Model

Label Calculating Spearman Correlation Coefficient Between the Refer-
ence Signal and the Input Dataset

Input X : Rm×n×p×q, r : Rq

Output ρsijk(X, r) =

q∑
l=1

(rank(xijkl,Xkl)− q+1
2

)(rank(rl,r)− q+1
2

)

√
q∑

l=1
(rank(xijkl,Xkl)− d+1

2
)2(rank(rl,r)− q+1

2
)2

Description The above formula calculates Spearman correlation coefficient (T2) between
the ideal time series r (DD7) and the 3d+time dataset X (DD6).

Assumptions A6 and A7 must hold while calculating this correlation.

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By R4
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Number IM4

Name Quadrant Model

Label Calculating Quadrant Correlation Coefficient Between the Refer-
ence Signal and the Input Dataset

Input X : Rm×n×p×q, r : Rq

Output ρqijk(X, r) =

q∑
l=1

(sign(rank(xijkl,Xkl)− q+1
2

))(sign(rank(rl,r)− q+1
2

))

√
q∑

l=1
((rank(xijkl,Xkl)− q+1

2
))2((rank(rl,r)− q+1

2
))2

Description The above formula calculates quadrant correlation coefficient between the
ideal time series r (DD7) and the 3d+time dataset X (DD6).

Note that assumptions A6 and A7 must hold while calculating this
correlation.

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By R5

Number IM5

Name Best Index Model

Label Finding the Index of the Most Highly Correlated Ideal Time Series
with the Dataset

Input X : Rm×n×p×q, ri : Rq

Output k : N such that rk = argmax
ri

i=1···g
| ρ(X, ri) |

Description The program gives an integer upon requesting the best index. argmax
(DD18) returns the best ideal signal rk (DD16) and index k is the best
index (DD17).

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By R6
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Number IM6

Name Baseline Quantity

Label Calculating Baseline Quantity for fMRI Dataset

Input X : Rm×n×p×q, ri : Rq

Output Baseline =
c∑
i=1

βi.avg(basei) +
h∑
j=1

γj.avg(φi) + α̂.min(rk)

Description The program returns a real number for the Baseline computed as mentioned
in the output above.
We assume that the polynomial baseline model is of order c (pnum = c
(DD12)) and we have h orthogonal time series (DD13).
basei indicates the baseline model (DD11) of degree i.
avg() function calculates the average value of its input over time.
α̂ is the fit coefficient for the (best) ideal time series (DD16).
min() function outputs the minimum value of the (best) ideal time series
(DD7) over time.
β and γ are defined in IM2.

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By IM9, R7, R9
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Number IM7

Name Average Quantity

Label Calculating Average Quantity for fMRI Dataset

Input X : Rm×n×p×q, ri : Rq

Output Average =
c∑
i=1

βi.avg(basei) +
h∑
j=1

γj.avg(φi) + α̂.avg(rk)

Description The program returns a real number for the Average computed based on the
formula mentioned in the output.
We assume that the polynomial baseline model is of order c (pnum = c
(DD12)) and we have h orthogonal time series (DD13).
basei indicates the baseline model (DD11) of degree i.
avg() function calculates the average value of its input over time.
α̂ is the fit coefficient for the (best) ideal time series (DD16).
β and γ are defined in IM2.

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By IM10, R8, R10
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Number IM8

Name Topline Quantity

Label Calculating Topline Quantity for fMRI Dataset

Input X : Rm×n×p×q, ri : Rq

Output Topline =
c∑
i=1

βi.avg(basei) +
h∑
j=1

γj.avg(φi) + α̂.max(rk)

Description The program returns a real number for the Topline computed based on the
above formula.
We assume that the polynomial baseline model is of order c (pnum = c
(DD12)) and we have h orthogonal time series (DD13).
basei indicates the baseline model (DD11) of degree i.
avg() function calculates the average value of its input over time.
α̂ is the fit coefficient for the (best) ideal time series (DD16).
max() function outputs the maximum value of the (best) ideal time series
(DD16) over time.
β and γ are defined in IM2.

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By IM11, R11, R12
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Number IM9

Name Baseline Percentage Change

Label Calculating Percentage Change in the fMRI Dataset Relative to
Baseline

Input Baseline (IM6), ri : Rq

Output %base = 100. α̂.pp(rk)
Baseline

Description The formula calculates the percentage change in the fMRI dataset (DD6)
due to the (best) ideal time series (DD7, DD16) relative to the Base-
line(IM6) for each voxel.
α̂ is the fit coefficient for the (best) ideal time series.
pp() is the peak to peak function (DD19) which calculates the variation of
the (best) ideal time series as follows:

pp(rk) = max
j=1···d

(rkj)− min
j=1···d

(rkj)

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By R7
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Number IM10

Name Average Percentage Change

Label Calculating Percentage Change in the fMRI Dataset Relative to
Average

Input Average (IM7), ri : Rq

Output %avg = 100. α̂.pp(rk)
Average

Description The formula calculates the percentage change in the fMRI dataset (DD6)
due to the (best) ideal time series (DD7, DD16) relative to the Average
(IM7) for each voxel.
α̂ is the fit coefficient for the (best) ideal time series.
pp() is the peak to peak function (DD19) which calculates the variation of
the (best) ideal time series as follows:

pp(rk) = max
j=1···d

(rkj)− min
j=1···d

(rkj)

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By R8
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Number IM11

Name Topline Percentage Change

Label Calculating Percentage Change in the fMRI Dataset Relative to
Topline

Input Topline(IM8), ri : Rq

Output %top = 100. α̂.pp(rk)
Topline

Description The formula calculates the percentage change in the fMRI dataset (DD6)
due to the (best) ideal time series (DD7, DD16) relative to the Topline
(IM8) for each voxel.
α̂ is the fit coefficient for the (best) ideal time series.
pp() is the peak to peak function (DD19) which calculates the variation of
the (best) ideal time series as follows:

pp(rk) = max
j=1···d

(rkj)− min
j=1···d

(rkj)

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By R11
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Number IM12

Name Standard Deviation of the Residuals

Label Calculating The Standard Deviation of the Residuals at Each
Voxel Between the fMRI Dataset and Corresponding Data Es-
timation

Input X : Rm×n×p×q, φi : Rq, ri : Rq

Output σ̂ijk =

√
q∑

l=1
(Xijkl−X̂ijkl)2

q−nb−no−ni

Description Extending the theoretical model T8 to the fMRI dataset, we have:

X̂ijkl = (MTM)−1MTXijkl

Using theoretical models T5, T6 and T7 we can calculate thestandard de-
viation of the residuals:

σ̂ijk =

√√√√√
q∑
l=1

(Xijkl − X̂ijkl)2

q − pnum− no − ni

Where:
pnum is the polynomial degree (DD12),
no is the number of orthogonal time series (DD13),
and ni depends on the number of ideal time series (DD7) such that:

ni =

{
1 if we have 1 ideal time series

2 if we have more than one ideal time series

Source http://homepage.usask.ca/~ges125/fMRI/AFNIdoc/3dfim+.pdf

Ref. By R13

4.2.5 Data Constraints

Data constraints on the input are as follows:

� Dimensions of reference signals (DD7) and orthogonal time series (DD13) should
match.

Data constraints on the output are as follows:
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� Correlation coefficients ρ (IM1),ρs (IM3),ρq (IM4) must lie between -1 and 1.

4.2.6 Properties of a Correct Solution

Whether we use Pearson, Spearman or quadratic correlation coefficient estimation, the value
of the computed correlation coefficients should be between −1 and 1.

5 Requirements

This section provides functional and non-functional requirements for 3dfim+.

5.1 Functional Requirements

R1: Input the following functions, data and parameters:

symbol description

X fMRI data as a 3d+time dataset in NIfTI format (DD6)

pnum degree of the polynomial in the baseline model (DD12)

φ orthogonal time series function(s) (DD13)

r reference time series function(s) (DD7)

p threshold for voxels’ intensity (DD14)

cval comparing value for correlation coefficient screen display (DD15)

R2: Use the inputs in R1 to estimate the vector of unknown parameters β (IM2) at each
voxel (from IM2).

R3: Calculate the Pearson correlation coefficient at each voxel between X and (best) r
(from IM1).

R4: Calculate the Spearman correlation coefficient at each voxel between X and (best) r
(from IM3).

R5: Calculate the quadrant correlation coefficient at each voxel between X and (best) r
(from IM4).

R6: In case of having multiple ideal signals r, report the index number k (DD17) for the
best ideal time series rk (DD16) (from IM5).

R7: Calculate the percentage change in X due to the (best) ideal time series (DD7, DD16)
relative to the Baseline (IM6) for each voxel (from IM9).

R8: Calculate the percentage change in X due to the (best) ideal time series (DD7, DD16)
relative to the Average (IM7) for each voxel (from IM10).
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R9: Calculate the fMRI dataset X Baseline quantity for each voxel (from IM6).

R10: Calculate the fMRI dataset X Average quantity for each voxel (from IM7).

R11: Calculate the percentage change in X due to the (best) ideal time series (DD7, DD16)
relative to the Topline (IM8) for each voxel (from IM11).

R12: Calculate the fMRI dataset X Topline quantity for each voxel (IM8).

R13: Calculate the standard deviation of the residuals at each voxel between the fMRI
dataset and corresponding data estimation (from IM12).

5.2 Non-functional Requirements

Considering the use of this program in the research, as well as keeping an eye on its future use
in the clinical practice, the priority non-functional requirements are correctness, reliability,
verifiability, understandability, reusability and maintainability.

6 Other System Issues

N/A

7 Traceability Matrix

A traceability matrix is given for instance models and assumptions.

Input Assumptions IMA IM3 IM4

A1 X
A2 X
A3 X
A4 X
A5 X
A6 X X
A7 X X

Table 7: Traceability matrix between instance models and input assumptions
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8 Likely Changes

LC1: A4 - Although outliers can have deleterious effects on statistical analyses, some people
prefer not to exclude them reasoning the outliers are parts of the dataset.

LC2: IM1 - There are other methods of calculating correlation coefficients such as Kendall
rank correlation which is likely to be used instead of Pearson correlation. Input data
assumptions might be different from method to method.
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1 Purpose of Document

This document is intended to act as a guide to review the SRS document. The
scope of this document is to involve the scientists in reading and reviewing
the SRS document. To initiate the review process, we have assigned a set
of tasks which need to be completed. Every task is framed as a question
in a specific section of the SRS which needs to be answered after reading
the corresponding section in the SRS document. We will use Github issue
tracking for our discussion.

The SRS is an abstract document which says what problem is being
solved, but does not say how to solve it. SRS will be used as a starting
point for subsequent development phases, including writing the test plan
and the software verification and validation plan. Review of SRS document
is important to reach a common platform between software engineers and
scientists. Any changes required in the software are finalized after the review
of SRS. Properly reviewed SRS acts as an agreement between the scientists
and the software engineers regarding the deliverables of the project.

2 Questions for reviewers

We would like all the scientists involved in this project to go through the
SRS document fully, review the document and give us suggestions. However,
we do understand if you cannot go through the whole document and review
it.

Tasks that are marked with ** have been reviewed by Dr. Dean Inglis,
and we have addressed the issues he brought to our attention.

1: ** Please let us know if the notations used in the Table of Notations
are consistent with the ones usually employed in the literature. Specif-
ically, is the notation used for the “sequence of length of q of 3D real
matrices” intuitive and easy to understand? - Section 1.2 in SRS.

(Positive answer to this question is a part of the Generic Evidence
for Consistency in our assurance for 3dfim+.)

2: Please let us know if any of the symbols used in the Table of Symbols
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is inconsistent with symbols usually employed in the literature.

3: ** Please read Scope of Requirements and System Context. Is the
given division of responsibilities between the user and the system cor-
rect? -Sections 2.2 and 3.1 in SRS

(Positive answer to this question is a part of the evidence for GA in
our assurance case for 3dfim+.)

4: Please go through Problem Description section and let us know if the
information given in this section is adequate for teaching an undergrad-
uate student in Science or Engineering the basics of correlation. Please
let us know if any needed background information is missed. - Section
4.1 in SRS

5: Please go through the Assumptions and let us know if any other data
assumptions should be considered while calculating the correlation co-
efficients. - Section 4.2.1 in SRS

6: ** Please read assumptions A1 to A7 and let us know if the first 5
assumptions are reasonable with respect to 3dfim+ and Pearson cor-
relation coefficient estimation and whether A6 and A7 are reasonable
with respect to 3dfim+ and Spearman and quadrant correlation coeffi-
cient estimations.

Also please let us know if any other data assumptions should be con-
sidered while calculating these correlation coefficients.

- Section 4.2.1 Assumptions A1 to A7 in SRS

(Positive answer to the first part of this question and/or addressing
the second part of the question is a part of the evidence for Complete-
ness (3C.Completeness.1) in our assurance case for 3dfim+.)
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7: ** Please let us know if all symbols in Theoretical Model T1 are de-
fined. Is enough information provided that you could calculate the
Pearson correlation coefficient if you are given datasets A and B. - T1
in section 4.2.2

(Positive answer to this question is an evidence for Completeness and
Correctness in our assurance case for 3dfim+.)

8: Please let us know if Theoretical Model T2 is explained clearly or needs
any additional information. - T2 in section 4.2.2

9: Please let us know if Theoretical Model T3 is explained clearly or needs
any additional information. Also can you please clarify the necessity
of using quadrant correlation coefficient? If you are aware of a good
reference that explains it, please let us know. - T3 in section 4.2.2

10: Please let us know if Data Definition DD4 (Rank Function) is explained
clearly or needs any additional information. Please let us know if the
notation we are using for this function is clear and understandable. -
DD4 in section 4.2.3

11: Please read DD7 and let us know when we use multiple ideal signals. -
DD7 in section 4.2.3

12: Please let us know if Data Definitions DD8, DD9 and DD10 make sense.
If the definitions are not correct or are ambiguous, please provide us

4



with a good resource.
Moreover, in DD10, we made an assumption that the dimensions of
a slice are of same size. We would like to know if this assumption is
always true. - DD8, DD9 and DD10 in section 4.2.3

13: Please verify if Figure 11 is correct and is consistent with our defini-
tions. - Figure 11 in SRS.

14: Please read Data Definitions DD11 and DD12 and let us know if these
terms are explained correctly with respect to 3dfim+. Also can you
please tell us how you determine the right value for pnum while using
3dfim+. - DD11 and DD12 in Section 4.2.3

15: ** Please read Data Definition DD13. Can you please explain what is
the purpose of using orthogonal time series and when we use multiple
orthogonal time series. If you know a good reference that explains this
time series or define an equation for it, please let us know. - DD13 in
Section 4.2.3

16: Please read Data Definitions DD14 and DD15. They are two of the val-
ues we can define with 3dfim+ commands. Do the descriptions for these
Data Definitions correctly explain their usage?- DD14 and DD15 in
Section 4.2.3

17: Please go through the Data Definitions DD16 to DD19 and let us know
if they are defined correctly according to 3dfim+. Also please tell us if
the symbols we use are unambiguous. - DD16 to DD19 in Section
4.2.3 in SRS
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18: Please read Instance Models IM1, IM3 and IM4. We tried to extend
Theoretical Models T1, T2 and T3, respectively, to 3dfim+. Are the
inputs and outputs defined correctly?- IM1, IM3 and IM4 in Sec-
tion 4.2.4

19: Please read Instance Model IM2 and the paragraph below it and let us
know if the symbols we are using match the ones from the literature, if
inputs and outputs are defined correctly and whether the description
is complete and unambiguous. - IM2 in Section 4.2.4

20: ** Please read Instance Models IM6 to IM8 and let us know if they
are defined correctly with respect to 3dfim+. Also please let us know
whether you found the equations given for the outputs easy to under-
stand. - IM6, IM7 and IM8 in Section 4.2.4

(Positive answers to these questions are part of the evidence for GR Verifiable
in our assurance case for 3dfim+.)

21: Please read Instance Models IM9 to IM11 and let us know if they are
defined and calculated correctly with respect to 3dfim+. - IM9, IM10
and IM11 in Section 4.2.4

22: In Instance Model IM12, we extended the Theoretical Model T8 to
fMRI dataset. Please read the description, input and output and let us
know if they are correct and unambiguous. - IM12 in Section 4.2.4

23: Please read the table given in Functional Requirement R1. If we missed
some of the 3dfim+ input parameters, please let us know. - R1 in Sec-
tion 5.1
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24: Please read the functional requirements R2 to R13 in Section 5.1. Do
you feel that these requirements completely cover the functionality of
3dfim+? Do you think the requirements are atomic? That is, are each
of the requirements measurable on their own and not obviously decom-
posable into a set of separate requirements. - R2 to R13 in Section
5.1

(Positive answers to these questions are part of the evidence for 3C.Completeness.1,
Modifiable.3 in our assurance case for 3dfim+.)
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